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tions of first-order differential invariants to Riccati-type systems are also presented.
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1 Introduction

The theory of differential invariants nowadays undergoes active development and is widely
used for integration in quadratures and for order lowering of ordinary differential equations,
and also for description of classes of invariant differential equations [l], B]. In the theory of
differential invariants a major role is played by various versions of the conjecture on the finite
basis of differential invariants that could be non-rigorously formulated in the following way:
for an arbitrary group G of local transformations there exists such finite set of differential
wmvariants that every differential invariant of the group G can be represented as a function of
these invariants and their derivatives. A statement of such type (for one-parameter group of
local transformations in the space of two variables) was proved by S. Lie himself [J] (see also
A, ]) and soon afterwards it was essentially generalized by A. Tresse [f]. The recent progress
in this direction is due to the works by L.V. Ovsyannikov [ and P. Olver [, B, B, [0], where
the notions of the operator of invariant differentiation, differential invariant coframe etc. are
introduced, and results on rank stabilization of the prolonged group action and on the
estimates for the number of differential invariants are obtained. There is also considerable
number of papers devoted to the search for the differential invariants of specific groups (see
e.g. [0, [2, [3, 4, [H)).

In the present paper we study the differential invariants for one-parameter group of local
transformations in the space of n independent and m dependent variables (m,n € N). (The
case n = m = 1 was considered in [I, [[]] and in our work [[§]. The results for the case
n = 1 with arbitrary m € N were published in [[9.) The importance of this problem
stems from its being a part of the problem of search for differential invariants of a group of
arbitrary dimension [, f]. Our generalization of the Lie theorem on differential invariants
of a one-parameter group of local transformations was done not only with respect to the
number of independent and dependent variables, but also with respect to strengthening of
its statements. It was proved that if a differential invariant is known, then a complete set of
functionally independent differential invariants can be constructed through one quadrature
and differentiations. As a side product, we also present some results on the existence of
basis of differential invariants rational in higher jet coordinates. A link between differential
invariants and integration of systems of Riccati-type equations was analyzed. Let us note
that results of this paper can be generalized for some classes of multiparameter groups of
local transformations (or Lie algebras of differential operators).

2 Generalization of Lie theorem
on differential invariants

Let Q = £%(x,u)0,, + n'(x,u)d,: be an infinitesimal operator of a one-parameter group G
of local transformations which act on the set M C Jg = X x U, where X ~ R" is the
space of independent variables x = (1, xs,...,2,) and U ~ R™ is the space of dependent
variables v = (u',u?,...,u™), G is a prolongation of the action of the group G for the
subset M,y = M x UM x U® x ... x U of the jet space J,) = X x Uy of r-th order
jets over the space X x U (here U,y = U x UL x U x...x UM, r>1, Q" is the r-th
prolongation of @ [f, fl]). A function I: M,y — R is called a differential invariant of the
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order r for the group G (or for the operator @) if it is an invariant of the prolonged action
of G (of Q). A necessary and sufficient condition for the function I to be an r-th order
differential invariant of the group G is the equality QI = 0.

Here and below, if not otherwise stated, the indices a, b, ¢, d run from 1 to n, indices 1,
j, k, I run from 1 to m. The summation over the repeated indices is understood.

Let I = I(x,u) = (I'(z,u), I*(z,u),..., ™™ (2,u)) be a complete set of function-
ally independent invariants (or a universal invariant [[]]) for an operator @), and J(x,u)
is a particular solution of the equation QJ = 1. Then the functions I'(z,u), I*(z,u),
ooy Iz u) and J(z,u) are functionally independent. Let us make a local change
of variables: y. = I°(z,u), ¢ = 1,n—1, y, = J(x,u) are new independent variables, and
v’ = """z, u) are new dependent variables. In terms of variables y = (y1,%s, . ..,%,) and
v = (v, v% ..., v™) the operator @ has the form 9, . Thus for any r > 1 the form of the
prolonged operator Q") coincides with Q = d,,, and therefore

:& = (y17y27 s 7yn—1)7

ry — LJ— GENU 0 7 _ a<
o {Ua Oyt Oys? ... Oyon a {0}, |a Za 7‘}

a=1

(here v = o', if |a] = 0) form a complete set of its functionally independent invariants,
and (9,v(y) is a universal invariant of the group G, (Functional independence of the
components 7 and v,y is obvious, as (y,v() is a set of variables in the space Ji,).) This
means that (g,v) is a fundamental set of differential invariants for the operator @), i.e. any
differential invariant of the operator () can be represented as a function of ¢ and v and of
the derivatives of v with respect to operators of G-invariant differentiation. These operator
coincide here with the operators D,, = 0,, + v;a@)i + v;aybav;b + - -+ of total derivatives with
respect to the variables y,.
Let us go back to the variables x, u. In terms of these variables

(=1)te D(I¢, 4=Tn=T, dsc, J)
D, = D,,, =1,n—-1,
ve A D(xp, b=T,n, b+a) ar © "
D, - (=1)"+e D(I% a=T,n=1)

" A D(xy,b=Tm, bta) "

(1)

where Dy, = 0y, +ul, Oy + u;axbﬁué ST is the operator of total derivative with respect to
the variable x,, and

D(I4, 4=T,n=1, d#c, J)  D(I?, da=T,n=1) A D(I4, 4=1,n=1, J)

D(xy, b=Tom,b#a)  D(xp,b=Tm,b2a)”  D(xp,b=Tm)

denote Jacobians (of total derivatives)
of the functions I¢, d =1,n — 1, d # ¢, J with respect to the variables z;, b = 1,n, b # a,
of the functions I, d = 1,n — 1 with respect to the variables z;, b = 1,n, b # a,
of the functions I¢, d = 1,n — 1, J with respect to the variables 3, b = 1,7,
respectively.
As a result, we arrive at the following theorem.




Theorem 1. Let [(x,u) = (I'(x,u), I*(x,u),..., ™" Yz, u)) be a universal invariant of
an operator Q and J(x,u) be a particular solution of the equation QJ = 1. Then functions

I(z,u), DD Doz, u),

where ¢ = 1,n—1, a, € NU{0}, >0, a, < 7, and operators D,, are determined by
the formulae ([@), form a complete set of functionally independent r-th order differential
invariants (or a universal differential invariant) for the operator Q.

Corollary 1. For any operator () there exists a complete set of functionally independent r-th
order differential invariants, where every invariant is a rational function of the variables u?,
(o= (1,0, ..,00), ag € NU{0}, 0 < D" o, < 1) of the jet space Ji,y with coefficients
depending on x, and u’.

Corollary 2. If I = (I'(x,u), [*(z,u),..., ™™ Y2, u)) is a universal invariant for the
operator Q and J = J(x,u) is a particular solution for the equation QJ = 1, then the
functions

(=1)ete D(1%, a=Ta=1, dstc, J )
A D(xy, b=Tpn, b#a)
(—=1)"*e D(I?, a=Tn=1)

A D(xp,b=1,n,b#a)

Dyc[i—l—n—l — Dma [i—l—n—l7
(2)

i+n—1 __ i+n—1
D, It ! = D,,I

(c =1,n—1) form a complete set of functionally independent differential invariants having
exactly order one for the operator Q).

Note that if a universal invariant I for the operator () is known, then a particular solution
for the equation QJ = 1 may be easily found via one quadrature. E.g. if for some fixed a
&% 2 0, we have a particular solution

J(z,u) = [dr,/E4( Xt ..., X ag, Xt L X UL L U™),

where 7, = X%x,,C), b # a, v = U’(x,C) is the solution for the system of algebraic
equations I(x,u) = C := (C1,Cy,...,Cpin_1) with respect to the variables zy, b # a, u?,
and after the integration it is necessary to perform an inverse substitution C' = I(x,u) (there
is no summation with respect to a in this case). Likewise, when 7° # 0 for some fixed 7, then
we can assume

J(z,u) = [du'/n"(XY, .., X" UYL U G, U L U™)

(there is no summation with respect to i), where z, = Xb(u?,0), v/ = U’(u*,C), j # i, is
the solution of the system of algebraic equations I(z,u) = C with respect to the variables
Ly, uj7 j ;é (2

Thus, the following theorem holds.
Theorem 2. If a universal invariant is found for the operator (), then a complete set of

functionally independent differential invariants of arbitrary order may be constructed through
one quadrature and differentiations.



3 Invariant Differentials

Let us introduce a notion of an invariant differential that is a particular case of a more
general notion of a first-order contact invariant differential form in the jet space [J].

Definition. A differential dW (x,wu) will be called invariant with respect to a group G (with
operator Q) ), if it does not change under action of transformations from the group G.

A criterion for invariance of a differential is an equality dQW (z,u) = 0. Two essentially
different cases are possible:

1) the function W (z,u) is an invariant of the operator @, i.e. QW (x,u) = 0; than the
differential dW (z,u) is automatically invariant with respect to the operator @ (invariant
differential of the first type);

2) the function W (x, u) is not invariant under @), while the differential dW (x, u) is (invariant
differential of the second type); then QW (z,w) is a non-zero constant.

If a set of functions I(z,u) = (I1%(x,u)) 17— and J(z,u), that determine a universal
invariant of the operator () and the invariant differential of the second type is type, then all
such sets may be found according to the formulae

~ A

I(z,u) = F(I(z,u)), J(x,u) = J(x,u) + H(I(z,u)), (3)

where F' = (F',F? ..., F™™ 1) and H are differentiable functions of their arguments,
|OF /01| # 0. The formulae (J) determine the equivalence relation Q on the set M of collec-
tions of m + n smooth functions of m + n variables with a non-zero Jacobian. We denote
the corresponding set of equivalence classes as M /€.

Proposition. There is a one-to-one correspondence between M /) and the set of non-zero
operators {Q} in the space of variables (x,u): the set {(I(x,u);J(x,u))} of solutions of
the system QI? = 0, ¢ = I,m+n—1, QJ = 1, where I? are functionally independent,
is an element of the set M/, and vice versa, if (I(x,u);J(z,u)) is a representative of
an equivalence class from M/, then the system QI? = 0, ¢ = I,m+n—1, QJ =1
is a determined system of linear algebraic equations with respect to the coefficients of the
corresponding operator ().

4 The casen =1

Let us consider in more detail the case of one independent variable = (n = 1), for which it is
possible to obtain a more compact formulation of Theorem 1 and of its corollaries, and also
to obtain some additional results.

Theorem 1. Let I = I(z,u) = (I'(z,u), [*(x,u),...,[™(x,u)) be a universal invariant
of the operator QQ and J(x,u) be a particular solution of the equation QJ = 1. Then the
function

: 1 5
Pz, u), <D—JDQD) P(z,u), s=1,r,



where Dy = 0y 4 u0yi + ul,Oyi + - -+ is the operator of total derivative with respect to the
variable x, form a complete set of r-th order functionally independent differential invariants
(or a universal differential invariant) of the operator Q.

Corollary 1’. For any operator Q there exists a complete set of n-th order functionally in-
dependent differential invariants, where every invariant is a rational function of the variables

ul, ul ..., ()™ of the jet space with coefficients depending on x and u’.

Corollary 2'. If I = (I'(z,u), [*(z,u),...,[™(z,u)) is a universal invariant of the operator
Q and J = J(z,u) is a particular solution of the equation QJ = 1, then the functions
I’ D,V I+ Il
dJ  D.J  J.+Jaul

(4)

form a complete set of functionally independent differential invariants of exactly first order
for the operator Q.

Corollary 3. The components of universal differential invariants having exactly order one
of the operator Q may be sought for in the form of fractional-linear functions of the variables
ul of the jet space with coefficients depending on x and u'.

Corollary 2’ may be restated using the notion of the invariant differential.

Corollary 4. The ratio of invariant differentials of the operator Q) of first and second type
is its differential invariant of exactly first order. If dI', dI?, ..., dI™ form a complete
set of independent invariant differentials of the first type for the operator (), then its ratio
with its invariant differential of the second type exhaust functionally independent differential
inwvariants of exactly first order for the operator Q.

Corollary 5 (Lie Theorem) (B, |, B]. Let n =m =1, I(x,u) and Iy(z,u,u,) are
differential invariants of zero and of exactly first order for the operator Q. Then the functions

d°T 1 s o
I, Iy, “’:( Dx) Iny, s=Tr—1,

drs D.I

form a complete set of n-th order functionally independent differential invariants for the
operator (.

The operators of G-invariant differentiation for the case of one independent variable are
traditionally sought for in the form

1

D=——=D
DxIO T

where IV is a differential invariant for the group G (see e.g. Corollary 5). Therefore, for the
construction of an arbitrary-order universal differential invariant for a one-parameter group
of local transformations by means of the operator of G-invariant differentiation of this form
it is necessary to know m+ 1 functionally independent differential invariants for the group G
of the possibly minimal, or m functionally independent zero-order differential invariants (or
simply invariants), and one exactly first-order differential invariant. The algorithm suggested
in the Theorem 1" allows to avoid direct construction of differential invariants.



Example 1. (Cf. [, f].) Let n =m =1 and G = SO(2) be a group of rotations acting on
X x U ~ R?, with an infinitesimal operator Q = u0, — 20,. I = v/x2 + u? is an invariant
of the group G (of the operator ), whence (in notation from the proof of Theorem 2)

U(z,C) = £vC? — 22, Then

. X .
+ arcsin — = =+ arcsin

T4 / dz B x
N c Vo
(here we put the integration constant to be zero), whence

]:c Iu T x T T
Iy = + Ly, T tuu /22 + 2, or Toy = T+ uu
Jo+ Jue —u+ xu, —Uu + TU,

is a first-order differential invariant for the operator ().

5 The Standard Approach
and Integration of Riccati-Type Systems

Within the framework of direct method the differential invariants having exactly first order
are found as invariants of the first prolongation

QW = €%, 4+ n'dy + (" +nful — & uy — deuguf)au’é

of the operator (), or as the first integrals of the corresponding characteristic system of
ordinary differential equations

dr, du’ B duk (5)
£ nonE ol — §ZCU§ — &uluy’

that depend not only on = and u, but also on the other the variables of the space J). (Here
ul, is a variable of the jet space Ji1), which corresponds to the derivative du’/dx,; lower
indices of functions stand for the derivatives with respect to the corresponding variables;
there is no summation over a, ¢, i and k in the latter equation). Integration of the system
(B) is, as a rule, a highly cumbersome task. If a universal invariant /(x,u) for the operator
@ is known, then it amounts to integration of Riccati-type systems of the form

k b

du o 1 s
¢ = e iuk Lul ] Te k + e u=U(zq,C 3 (6)
dv, & P g £ o £ md:)((d(;ca),C), d#a
if £* # 0 for some fixed a, or
du® b k b k
iﬁ = 2 ylup 4+ Mt (g ey + nil 2=X (i), , (7)
du n 77 n M1 w=vtwio), 1

if n # 0 for some fixed i. Here vy = X%(x,,C), d # a, u = U(z,C) and x = X (u’,C),
ul = Ul(u?,C), | # i, are solutions of the system of algebraic equations I(z,u) = C with
respect to the variables x4, d # a, u and z, u', [ # i, respectively. The constants C' =
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(C1,C4,...,Chpin_1) in the systems (f) and ([]) are considered as parameters. The case
n® # 0 could be reduced to the case £* # 0 by means of the locus transformation:

5 %

To=u', Tg=1x4, U =12, u=u, d#a, [#1,

; 1 ; ul . u! . ul
Uy = —, ufi:——f, 2:—?, uil:uil——fug.
uCL u[l uCL u[l

For this reason we will consider in detail only the case £* # 0.

The method we suggested in Corollary 2 for finding differential invariants having exactly
first order, unlike the standard method, allows to avoid direct integration of systems of
Riccati equations () or ([]) and to find a solution through one quadrature and differentiation.
This result means that in the case of known universal invariant I(x,u) for the operator Q) the
systems () and (1) are always integrable by means of one quadrature. Really, the general
solution for the system (i) could be given explicitly by m non-linked systems of linear
algebraic equations

Dxblj u=U(zq,C) = 0,
z3=X%(24,0), d#a

where [/ = [/t 4 S0 Cial® + 5jn<], Cy, are arbitrary constants. To write the solution
in the explicit form, we introduce some additional notation:

T = (xd>3:17d7éa’ X = <Xd)g:1,d;£a7 &= Zq,
Iz — (Id)s;ll’ Ju — (Ij—l—n—l)m

j=0b

C% = (Co)izyt, C" = (Cln-1)Tus,
5/ = (ajd);nzl 3;117 5// - (5jn)m f — [u + 6”If + 5//J.

j=1

Then the general solution for the system ([j) is given by the formulae

or
(W)r, = U, — Ues XGi X, + H(C' + C"Joa) X Gt X, — C" Jes),
(})}or Bt = Ues Xt — H(C' + C" o) X

where H = (Ugw — Upa X5t X)) (B + C"Jew — (C' + C"Jew) X X )™, E is the m x m
unit matrix; the signs of vector-functions with lower indices of the sets of variables designate
the corresponding Jacobi matrices. To ensure the existence in some neighborhood of a fixed
point (z° u°) of all inverse matrices, that are mentioned above, it is sufficient to consider
constants é’ib to be small and to perform a (preliminarily determined as non-degenerate)
linear change in the set of invariants for the matrix Iz ,)(z°, u°) to be the unit matrix.

If we put @b = 0, then we obtain a particular solution

(Ufz);n:1 =U, - UCi‘X&%XZa (ui)znzl Z:l,b;éa = UCi‘X&%-
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The solution of the system () in explicit form should be written separately for the case n =
1. As in this case u = U(z, C) is the general solution of the system du’ /dx = 1’ (x,u)/¢(x, u),
then it is easy to verify that u, = U,(z,C) is a particular solution for the system (f) (here,
as in (f]), C is a set of parameters). The general solution for the system () has the form

uy = —(I, — C ® Ju)_l(lx + 5‘]5‘3) ( C): U. = Uc(E+ C ® JC)_lé‘]Z (8)
u=U(z,

(in the latter equality the substitution x = z, u = U(z,C) was performed), where £ is

the unit matrix of the dimensions m x m, C = (Cy,Cs,...,Cp)T is a column of arbitrary

constants, [, = ([ij)a I, = ([:f:)a U, = (Uf)a Uc = (Ué«]), 6®Ju = (5kjul)> 6®JC = (6kJC'l)
The inverse matrices in () always exist for sufficiently small C;.

Example 2. Let n = m = 1, Q = exp(—z — u)(0; + ud,). I(x,u) = uwexp(—z) is an
invariant for the operator @), whence U(z, C') = C'exp(z). Then

= d = ie:x; exp(z)) = exp(w + u)
J_/exp(—:c—CeXp(x)) - C p(Cexp(x)) u

(here we set the integration constant to be zero). Therefore,

I+ Lu,  exp(—2r — u)u?(u, — u) ~
= = or ](1) =

Tl exp(—u)

T _® =
) U+ Uy — Uy

is a first-order differential invariant for the operator @). System (ff) for the operator @
consists of one equation which has the form

du,
= u? + (2 — Cexp(x))u, — Cexp(z).
x
The function v = Cexp(x) is its particular solution. The general solution of this Riccati
equation is given by the formula

C? exp(2)
Cexp(z) — 14 C exp(—C exp(z))

u, = Cexp(x) — ,

where C' is an arbitrary constant.

Example 3. Let n = m = 1, Q = zu(20, + kud,), k € R. I(x,u) = ur™" is an invariant
for the operator Q, whence U(x,C) = Cz*. Then

e Inz it k=—1
dx cC  azu’ 7
J Z/_mez - - (k+1) 1 '

(k+1)C (k+ Dau’

(here we set the integration constant to be zero). The corresponding Riccati equation has
the form
du, 1 5 2(k-1)

_ k=1 k—2
I Cx’fumjL . Uy + EC2 7.




The function u, = kCa*~! is its particular solution. The general solution of this Riccati
equation is given by the formulae

Uy = C(l—l—/\;), lfk':—l, or

12

C—-Inz
Uy = Czh™? k—% . ifk#£ -1,
1+ Caktl

where C' is an arbitrary constant.

Remark. For well-known transformation groups on the plane (i.e. n = m = 1) integrability
in quadratures of equations (f]) and ([]) as a rule obviously follows from the form of these
equations. For instance, when &, = 0 or 1, = 0, they are a linear equation or a Bernoulli
equation respectively. If G is a one-parameter group of conformal transformations, then

& =1y and &, = —n,, and therefore in equations (f]) and ([]) variables are separated:
d " d .
2U :n—d:c and 2U :n—du :
ol é- u=U(z,C) ol Y =X (u,C)
Example 4. Let n =1, m =2, Q = exp(—z — u! — u?)(0, + u'dyr +u?0y2). I'(z,ul,u?) =
u'exp(—z) and I*(z,u',u?) = w?exp(—x) are invariants for the operator @, whence
Ul(z,C',C?) = Clexp(x) and U'(z,C", C?) = C? exp(x). Then
J (2.7, C2) :/ dx _ exp ((C! + C?) exp(x)).
exp (—z — (C1 + C?) exp(x)) Ct+ C?

(here we set the integration constant to be zero). The corresponding Riccati-type system
has the form

dul

T — (ub+ ) ub+ (2 - Ctexp(a)) uk — C exp(e)u? — C' exp(e),
2
% — (Uglg + Ui) ui —C? exp(x)uglﬂ + (2 —C? eXp(x)) ui e eXp(x).

According to (B), the general solution of this system is given by the formula

(zﬁ;):ew(g;y

(C* + C?) exp(2zx)J (x,C*, C?) ( ol )

Tz (€' +C?) (exp(a) — (€' +C2)7) T (2,C1,C?) %

where C, C? are arbitrary constants.

Example 5. Let n =1, m =2, Q = exp(u' + u?) (0, + u?*0,s — u'd,2). Then,
Ut (x, ct, C’z) = C'cosz + C*sin,
U? (z,C",C?%) = —=C"sinz + C” cosz,

J (:L', ct, 02) = /exp (— (C’l + 02) cosT — (02 — Cl) sinx) dx.

10



The corresponding Riccati-type system has the form

1

CZ;" = — (ui + ui) ul + (—C’l sinx + C? cosx) ul + (—C’1 sinz + C%cosx + 1) u?,
2

CZ;‘" = — (up+ul)ui — (C'cosz + C*sinz + 1) up, — (C' cosz + C*sinz) ul.

It follows from (f) that the general solution of this system is given by the formula

U, \ [ —Cl'sinz+ C?cosx N
w2 )\ —Cleosz —C*sinz

+exp(—(C’l+C2)cosx—(C’2—C’l)sinx)( Clcosz + C?sinx )

1—ClJo — C2Jpe —C'sinz + C2 cosz

where C', C? are an arbitrary constant.

Acknowledgments

The authors thank Dr. I.A. Yehorchenko and Dr. A.G. Sergyeyev for the fruitful discussion
of the results of this paper.

References

1]

2]

3]

Olver P.J., Equivalence, Invariants, and Symmetry, Cambridge, Cambridge University
Press, 1995.

Fushchich W.I., Shtelen W.M., Serov N.I., Symmetry Analysis and FExact Solutions of
Equations of Non-Linear Mathematical Physics, Dordrecht, Kluwer Academic Publisher,
1993.

Lie S., Vorlesungen tiber Differentialgleichungen mit Bekannten Infinitesimalen Trans-
formationen, Leipzig, B.G. Teubner, 1891.

Ibragimov N.H., ABC of Group Analysis, Moscow, Znanie, 1989 (in Russian).

Olver P.J., Applications of Lie Groups to Differential Equations, New York, Springer-
Verlag, 1993.

Tresse A., Sur les invariants différentiels des groupes continus de transformations, Acta
Math., V.18, 1894, 1-88.

Ovsiannikov L.V., Group Analysis of Differential Equations, New York, Academic Press,
1982.

Olver P.J., Differential invariants and invariant differential equations, Lie Groups and
their Appl., 1994, V.1, 177-192.

11



[9]
[10]

[11]

[12]

[13]

[14]

[15]

[16]
[17]

[18]

[19]

Olver P.J., Differential invariants, Acta Applicandae Math., 1995, V.41, 271-284.

Olver P.J., Pseudo-stabilization of prolonged group actions. I. The order zero case, J.
Nonlin. Math. Phys. , 1997, V.4, 271-277.

Heredero R.H., Olver P.J., Classification of invariant wave equations, J. Math. Phys.,
1996, V.37, 6414-6438.

Rideau G., Wintemitz P., Nonlinear equations invariant under the Poincaré, similitude
and conformal groups in two-dimensional space-time, J. Math. Phys., V.31, 1990, 1095—
1105.

Fushchich W.I., Yegorchenko I.A., Second-order differential invariants of the rotation
group O(n) and of its extension E(n), P(l,n), Acta Appl. Math., 1992, V.28, 69-92.

Yegorchenko I.A., Second-order differential invariants for the Poincaré, Galilei and con-
formal algebras in many-dimensional spaces, Classical and quantum systems (Goslar,
1991), World Sci. Publishing, River Edge, 1993, 738-741.

Yehorchenko I.A., Differential invariants for nonlinear representation of the Poincaré
algebra. Invariant equations, Proc. of the Second International Conference “Symmetry
in Nonlinear Mathematical Physics”, Kyiv, Institute of Mathematics, 1997, Vol. 1, 200—
205.

Eisenhart L., Continuos Groups of Transformations, Princeton University, 1933.

Aksenov A.V., Finding differential invariants of group of ordinary differential equation
without using prolonged operator, Thesis of Reports of IX Colloquium “Modern Group
Analysis. Methods and Applications”, Nizhniy Novgorod, 1992, 4-4 (in Russian).

Boyko V.M., Popovych R.O.,; On differential invariants in the space of two variables,
Proc. Acad. Sci. Ukraine, N 5, 2001, 7-10 (in Ukrainian).

Popovych R.O., Boyko V.M., Differential invariants of one-parameter group of local
transformation and integration Riccati equations, Vestnik Samarskogo gosuniversiteta,
N 4(18), 2000, 49-56 (in Russian).

12



