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## PREFACE

Putting this book into hands of readers, I hope that it will serve mainly to mathematicians and engineers of different specialities, among others, those who work in automatic control theory, electronics, informatics and electrical engineering, as well as economists. It could be also used by students of the corresponding faculties as an auxiliary book, in order to make a "bridge" among the first year courses and more advanced parts of mathematics necessary in the theory and practice of engineering, economics and related topics.

In this book there are given basic notions and theorems concerning linear spaces of finite and infinite dimension and linear operators in these spaces in a possibly uniform way.

In order to understand the subject presented here, the reader should be acquainted with fundamental notions and theorems of logic, set theory and algebra.

Theoretical considerations are complemented by several examples and exercises.
Chapters 1-9 are a slightly extended version of a book edited in Polish in 1977 (cf. the author, PR[2]) related to my lectures for students of the 1st course at the Cybernetics Faculty of the Engineering Military Academy in Warsaw in years 1973-75. This was connected with a new programme of Mathematics based on ideas of Algebraic Analysis (cf. the author, $\operatorname{PR}[3])$ then prepared by mathematicians and engineers from this school working in the Operations Research Department. Also we have prepared for this course new textbooks. Note that the name "Algebraic Analysis" has been introduced by J. L. Lagrange in the years 1797-1813 to emphasize that the analysis under consideration was more or less "different" from other concepts of analysis at that time. In the abovementioned book $(\mathrm{PR}[3])$ this name is used for an algebraic approach to Calculus which is very efficient in teaching. For instance, with a well prepared programme one can start with solving of differential equations at the first semester of studies, which we did, indeed. However, it should be pointed out that this programme requires a particular team to be realized in a good manner.

Chapter 5 contains results of my works concerning algebraic operators. Theorems in Chapter 8 and 9 about the index and perturbations of linear operators were obtained together with Stefan Rolewicz (cf. PRR[1]).

A uniform treatment of Linear Algebra in infinite and finite dimensional spaces shows the unity of some ideas - independently of its traditional classifications. In addition, this approach permits to make shorter and simpler some proofs (for instance, Jordan theorem, Sylvester inertia law, and so on).

It should be also pointed out that Examples and Exercises make an essential part of the book for notions introduced and applied there. Note that Examples and Exercises end with the sign $\square$, while proofs of theorems end with the sign

The present book is not a literal translation of the first Polish edition (cf. PR[2]). There are some corrections, also some parts are either complemented or little changed. However, the main stream of the Polish version is preserved. I repeat, I hope that this book will serve readers well, as was the case with the first edition.

Finally, I should say that I am and I will be always very indebted to my husband, Professor Stefan Rolewicz, for his permanent assistance during 55 years of our common life.

Warszawa, September 2, 2006

## Chapter 1.

## Linear spaces.

As usual, denote by $\mathbb{N}, \mathbb{Z}, \mathbb{Q}, \mathbb{R}$ and $\mathbb{C}$ the sets of positive integers, integers, rational numbers, real numbers and complex numbers, respectively.
Denote by $\mathbb{F}$ a field of numbers, which we shall call field of scalars. Here $\mathbb{F}$ is either the field $\mathbb{R}$ of real numbers or the field $\mathbb{C}$ of complex numbers. Elements of the field $\mathbb{F}$ will be called scalars.

A commutative group $X$ is said to be a linear space over a field $\mathbb{F}$ of scalars if in $X$ besides the operation of addition of elements there is defined multiplication of elements by scalars satisfying the following conditions:

$$
\begin{align*}
t(x+y)= & t x+t y ; \quad(t+s) x=t x+s x ; \quad(t s) x=t(s x)  \tag{1.1}\\
& \text { for arbitrary } \quad x, y \in X, t, s \in \mathbb{F}
\end{align*}
$$

i.e. the multiplication by scalars is distributive with respect to the addition of elements and scalars and associative. These conditions imply that

$$
\begin{equation*}
1 \cdot x=x ; \quad 0 \cdot x=0 \quad \text { for all } x, y \in X \tag{1.2}
\end{equation*}
$$

Indeed, if $t \neq 0$ is an arbitrarily fixed scalar, then

$$
0 \cdot x=(t-t) x=t x-t x=0 ; \quad t(1 \cdot x)=(t \cdot 1) x=t x .
$$

Note that on the right hand side of the equality $0 \cdot x=0$ we have the neutral element of the group $X$, which without any misunderstanding can be also denoted by " 0 ".
Conditions (1.1) also imply that

$$
\text { if } t x=0 \quad \text { and } \quad x \neq 0 \text { then } t=0 \text {. }
$$

Indeed, suppose that $t x=0, x \neq 0$ and $t \neq 0$. Then

$$
1 \cdot x=\left(t^{-1} t\right) x=t^{-1}(t x)=t^{-1} \cdot 0=0,
$$

which contradicts our assumption that $x$ is different than zero.
Linear spaces either over the field $\mathbb{R}$ of reals or over the field $\mathbb{C}$ of complex numbers are the most often considered.

A linear space over the field $\mathbb{R}$ of reals (over the field $\mathbb{C}$ of complex numbers) is called sometimes briefly real (complex) linear space. Since most theorems for linear spaces over the fields $\mathbb{R}$ and $\mathbb{C}$ are the same, by the term "linear space" we shall understand both kinds of spaces,
if it does not lead to any misunderstanding. Similarly, by words: "number" and "scalar" we shall understand elements of the field under consideration.

Suppose that $X$ is a linear space over a field $\mathbb{F}, Y \subset X$ and the sum of two elements belonging to $Y$ and the product of an arbitrary element $y \in Y$ by a scalar belonging to $\mathbb{F}$ again belong to $Y$. In other words, $Y$ is a linear space with respect to the same operations as the space $X$. Then $Y$ is said to be a linear subset or a subspace of the space $X$. Hence a subset $Y$ of a linear space $X$ over a field $\mathbb{F}$ is a linear subset (subspace) of $X$ if for arbitrary $x, y \in X, t \in \mathbb{F}$ we have $x+y \in Y, t x \in Y$.

Suppose that $Y$ is an arbitrary subset of a linear space $X$. The least linear subset containing $Y$ is said to be a linear space spanned by the set $Y$ (otherwise called linear span) of $Y$ and it is denoted by lin $Y$.
Theorem 1.1. If $X$ is a linear space over a field $\mathbb{F}$ and $Y \subset X$ then

$$
\operatorname{lin} Y=\left\{x \in X: x=\sum_{j=1}^{n} t_{j} x_{j}, \quad \text { where } t_{1}, \ldots, t_{n} \in \mathbb{F} ; x_{1}, \ldots, x_{n} \in Y\right\}
$$

Proof. Write

$$
Y_{1}=\left\{x \in X: x=\sum_{j=1}^{n} t_{j} x_{j}, \quad \text { where } t_{1}, \ldots, t_{n} \in \mathbb{F} ; x_{1}, \ldots, x_{n} \in Y\right\}
$$

By definition of $Y_{1}$, we have $Y \subset Y_{1}$. Clearly, $Y_{1}$ is a linear subset of the space $X$. If $Y_{2} \supset Y$ is another linear subset of the space $X$ then, by the definition of a linear subset, it should contains elements of the form $\sum_{j=1}^{n} t_{j} x_{j}$. We therefore conclude that $Y_{1}=Y_{2}$.
Elements of the form

$$
\sum_{j=1}^{n} t_{j} x_{j}, \quad \text { where } t_{1}, \ldots, t_{n} \in \mathbb{F} ; x_{1}, \ldots, x_{n} \in X
$$

are said to be linear combinations of elements $x_{1}, \ldots, x_{n}$.
We say that an element $x \in X$ is linearly dependent on a set $Y \subset X$ (or : on elements of the set $Y$ ) if $x \in \operatorname{lin} Y$, i.e. if there exist $x_{1}, \ldots, x_{n} \in Y$ and $t_{1}, \ldots, t_{n} \in \mathbb{F}$ such that $x=\sum_{j=1}^{n} t_{j} x_{j}$. In other words: an element $x \in X$ is linearly dependent on $x_{1}, \ldots, x_{n}$ if $x$ is a linear combination of these elements.

Elements of a set $Y \subset X$ are said to be linearly independent if there is no element $x \in Y$ linearly dependent on the set of the remaining elements, i.e. if $x \notin \operatorname{lin}(Y \backslash\{x\})$ for every $x \in Y$. By the definition of the set lin $Y$, elements $x_{1}, \ldots, x_{n} \in Y$ are linearly independent if

$$
t_{1} x_{1}+\ldots+t_{n} x_{n}=0 \quad \text { implies } \quad t_{1}=t_{2}=\ldots=t_{n}=0
$$

which means that the only vanishing linear combination of elements $x_{1}, \ldots, x_{n}$ is a combination with all coefficients equal to zero.

A linear space $X$ is said to be $n$-dimensional if $n$ is the least number of linearly independent elements $x_{1}, \ldots, x_{n} \in X$ such that

$$
\operatorname{lin}\left\{x_{1}, \ldots, x_{n}\right\}=X
$$

If this is the case, then the number $n$ is said to be the dimension of the space $X$ and we write $\operatorname{dim} X=n$.

If there is a positive integer $n$ such that $\operatorname{dim} X=n$, then $X$ is said to be finite dimensional and we write $\operatorname{dim} X<+\infty$.
If $X$ is not finite dimensional, then we say that $X$ if infinite dimensional and we write $\operatorname{dim} X=+\infty$.

Note that a finite dimensional space $X$ considered simultaneously over the field $\mathbb{R}$ of reals and over the field $\mathbb{C}$ of complexes, has in the first case the dimension twice bigger than in the second one. It follows from the fact that the set of complex numbers considered as a real space (i.e. with the usual addition of complex numbers, but with the multiplication only by real numbers) has the dimension 2 . Thus, whenever we shall consider a linear space over the field $\mathbb{C}$, we shall understand by its dimension the dimension of that space over the complex numbers.

A set (a system) $\mathcal{B}$ of elements of a linear space $X$ is said to be a basis if every element $x \in X$ can be represented as a linear combination of elements belonging to $\mathcal{B}$ and this representation is uniquely determined. The uniqueness of that representation implies that the set $\mathcal{B}$ consists of linearly independent elements.

Indeed, suppose that elements $x_{1}, \ldots, x_{n} \in \mathcal{B}$ are linearly dependent. Then there are scalars $a_{1}, \ldots, a_{n}$ non vanishing simultaneously such that $a_{1} x_{1}+\ldots+a_{n} x_{n}=0$. Thus zero has two different representations, which contradicts to our assumption.

A consequence of Theorem 1.1 is the following
Corollary 1.1. If $X$ is a linear space and $Y \subset X$ is a set of linearly independent elements, then $Y$ is a basis in lin $Y$.

Proof. By Theorem 1.1, every element of the linear span lin $Y$ can be represented as a linear combination of elements belonging to $Y$. The uniqueness of this representation follows from the linear independence of elements of the set $Y$.

Suppose now that we are given a system $X_{1}, \ldots, X_{n}$ of linear spaces, all of them over the same field $\mathbb{F}$ of scalars. The set $X$ whose elements are all ordered $n$-tuples of $n$ elements $x=\left(x_{1}, \ldots, x_{n}\right)$, where $x_{j} \in X_{j}(j=1,2, \ldots, n)$, is said to be the Cartesian product of spaces $X_{1}, \ldots, X_{n}$.

The addition and the multiplication by scalars of elements of the set $X$ are defined by formulae:

$$
\begin{gathered}
\left(x_{1}, \ldots, x_{n}\right)+\left(y_{1}, \ldots, y_{n}\right)=\left(x_{1}+y_{1}, \ldots, x_{n}+y_{n}\right) ; \quad t\left(x_{1}, \ldots, x_{n}\right)=\left(t x_{1}, \ldots, t x_{n}\right), \\
\text { where } x_{j}, y_{j} \in X_{j}(j=1, \ldots, n) ; \quad t \in \mathbb{F} .
\end{gathered}
$$

It is easy to check that the set $X$ with these operations of addition and multiplication by scalars is a linear space over the field $\mathbb{F}$.

The Cartesian product $X$ of spaces $X_{1}, \ldots, X_{n}$ usually is denoted as follows:

$$
X=X_{1} \times X_{2} \times \ldots \times X_{n}
$$

If $X_{1}, \ldots, X_{n}$ are subspaces of a linear space $X$ then the set

$$
X_{1}+\ldots+X_{n}=\left\{x_{1}+\ldots+x_{n}: x_{j} \in X_{j}, j=1, \ldots, n\right\}
$$

is said to be algebraic sum of subspaces $X_{1}, \ldots, X_{n}$.
If $X_{1}, \ldots, X_{n}$ are subspaces of a linear space $X$ such that

$$
\begin{equation*}
X_{j} \cap\left[\bigcup_{k \neq j}^{n} X_{k}\right]=\{0\} \quad \text { for } j \neq k \quad(j, k=1, \ldots, n), \tag{1.4}
\end{equation*}
$$

then the algebraic sum $X_{1}+\ldots+X_{n}$ is called the direct sum of spaces $X_{1}, \ldots, X_{n}$ and is denoted by

$$
X_{1} \oplus \ldots \oplus X_{n}
$$

Note that from Condition (1.4) it follows that every element $x$ of the direct sum $X_{1} \oplus \ldots \oplus X_{n}$ can be written in a unique way in the form $x=x_{1}+\ldots+x_{n}$, where $x_{j} \in X_{j}(j=1, \ldots, n)$. If $X=X_{1} \oplus \ldots \oplus X_{n}$ then we say that $X$ is decomposed onto the direct sum of spaces $X_{1}, \ldots, X_{n}$.
Suppose that $X$ is a linear space over the field $\mathbb{R}$ of reals. This space can be in a natural way "embedded" in a linear space over the field $\mathbb{C}$ of complexes.
Indeed, consider the set of all ordered pairs $(x, y)$, where $x, y \in X$, with the addition and multiplication by scalars defined by formulae:

$$
\begin{align*}
& \left(x_{1}, y_{1}\right)+\left(x_{2}, y_{2}\right)=\left(x_{1}+x_{2}, y_{1}+y_{2}\right) \quad \text { for } x_{1}, x_{2}, y_{1}, y_{2} \in X,  \tag{1.5}\\
& (a+i b)(x, y)=(a x-b y, a y+b x) \quad \text { for } x, y \in X, a+i b \in \mathbb{C} . \tag{1.6}
\end{align*}
$$

It is easy to verify that these operations satisfy the distribution conditions assumed in the definition of a linear space. Thus it is enough to show that multiplication by scalars is associative. Indeed, if $a+i b, c+i d \in \mathbb{C}$ and $x, y \in X$, then we have

$$
\begin{aligned}
& {[(a+i b)(c+i d)](x, y)=[a c-b d+i(b c+a d)](x, y)=} \\
& =((a c-b d) x-(b c+a d) y,(a c-b d) y+(b c+a d) x) \\
& (a+i b)[(c+i d)(x, y)]=(a+i b)(c x-d y, c y+d x)=
\end{aligned}
$$

$$
=((a c-b d) x-(b c+a d) y,(a c-b d) y+(b c+a d) x) .
$$

We shall denote a linear space over the field $\mathbb{C}$ defined in this way by $X+i X$. By definition, $X \times\{0\} \subset X+i X$.

Let $Y$ be a subspace of a linear space $X$ over a field $\mathbb{F}$. To every element $x \in X$ there corresponds the set

$$
\begin{equation*}
[x]=\{x+y: y \in Y\}=x+Y \tag{1.7}
\end{equation*}
$$

The set $[x]$ is called a coset induced by an element $x \in X$ and the subspace $Y$. Note that without any misunderstanding we can write here $x+Y$ instead of $\{x\}+Y$.

The coset $[x]$ can be written also in another equivalent form:

$$
\begin{equation*}
[x]=\{z \in X: x-z \in Y\} . \tag{1.8}
\end{equation*}
$$

We shall prove that two cosets are either disjoint or equal. Indeed, let $x_{1}, x_{2}$ be arbitrary elements of the space $X$ such that $\left[x_{1}\right] \cap\left[x_{2}\right] \neq \emptyset$. Then there is an element $z \in X$ such that

$$
z=x_{1}+y_{1} \quad \text { for a } y_{1} \in Y \text { and, simultaneously, } z=x_{2}+y_{2} \quad \text { for a } y_{2} \in Y .
$$

This implies

$$
x_{2}-x_{1}=z-y_{2}-\left(z-y_{1}\right)=y_{1}-y_{2}, \quad \text { i.e. } \quad x_{1} \in\left[x_{2}\right] .
$$

Hence $\left[x_{2}\right] \subset\left[x_{1}\right]$. Similarly, we prove that $\left[x_{1}\right] \subset\left[x_{2}\right]$. Thus $\left[x_{2}\right]=\left[x_{1}\right]$.
Denote by

$$
\begin{equation*}
X / Y=\{[x]: x \in X\} \tag{1.9}
\end{equation*}
$$

the set of all cosets induced by elements $x \in X$ and determine in the set $X / Y$ the addition and the multiplication by scalars as follows:

$$
\begin{equation*}
[x]+[y]=[x+y] ; \quad t[x]=[t x] \quad \text { for } x, y \in X, t \in \mathbb{F} . \tag{1.10}
\end{equation*}
$$

It is easy to verify that the set $X / Y$ with the addition and multiplication by scalars defined by Formulae (1.10) is again a linear space over the field $\mathbb{F}$. The space $X / Y$ is said to be a quotient space. By the definition of a coset, we conclude that $[0]=Y$. Hence the quotient space $X / Y$ has the set $Y$ as the neutral element.

By the defect or codimension of a subspace $Y$ of a linear space $X$ over a field $\mathbb{F}$, we mean the dimension of the quotient space $X / Y$. Hence, by definition,

$$
\begin{equation*}
\operatorname{codim} Y=\operatorname{dim} X / Y \tag{1.11}
\end{equation*}
$$

Suppose that $X$ is a linear space over the field $\mathbb{R}$. An element $x \in X$ is said to be a convex combination of elements $x_{1}, \ldots, x_{n} \in X$ if

$$
x=\sum_{j=1}^{n} a_{j} x_{j} ; \quad a_{j} \in \mathbb{R}, a_{j} \geq 0, \quad \sum_{j=1}^{n} a_{j}=1 .
$$

The set $[x, y], x, y \in X$, of all convex combinations of elements $x$ and $y$ is called a closed interval. Thus, by definition,

$$
[x, y]=\{t x+(1-t) y: t \in[0,1]\} .
$$

A subset $Y$ of a linear space $X$ over $\mathbb{R}$ is said to be a convex set if every convex combination of elements $x$ and $y$ belonging to $Y$ again belongs to $Y$. One can prove that $Y$ is a convex set if and only if $[x, y] \subset Y$ whenever $x, y \in Y$.

If $Y$ is a subset of a linear space $X$ over the field $\mathbb{R}$ then the least convex set containing the set $Y$ is said to be the convex hull of $Y$ and is denoted by conv $Y$.

From the definition of the convex hull it follows that

$$
\begin{equation*}
\operatorname{conv} Y=\left\{x \in X: x=\sum_{j=1}^{n} a_{j} x_{j} ; x_{j} \in Y ; a_{j} \geq 0 ; \sum_{j=1}^{n} a_{j}=1\right\} \tag{1.12}
\end{equation*}
$$

Indeed,

$$
Y \subset Y_{1}=\left\{x \in X: x=\sum_{j=1}^{n} a_{j} x_{j} ; x_{j} \in Y ; a_{j} \geq 0 ; \sum_{j=1}^{n} a_{j}=1\right\}
$$

and $Y_{1}$ is a convex subset of the space $X$. If $Y_{2} \supset Y$ is another convex subset of $X$ then, by the definition of a convex subset, it should contain also elements of the form

$$
x=\sum_{j=1}^{n} a_{j} x_{j} ; x_{j} \in Y ; a_{j} \geq 0 ; \sum_{j=1}^{n} a_{j}=1 .
$$

Thus $Y_{2} \supset Y_{1}$. We therefore conclude that $Y_{1}=\operatorname{conv} Y$.
A subset $Y$ of a linear space over a field $\mathbb{F}$ is said to be a linear manifold if $t x+s y \in Y$ whenever $x, y \in Y, t, s \in \mathbb{F}$ and $t+s=1$.
Theorem 1.2. If $X$ is a linear space over a field $\mathbb{F}, Y$ is a linear manifold in $X$ and $x_{0}$ is an arbitrary element of $Y$, then the set

$$
Y_{0}=Y-x_{0}=\left\{y-x_{0}: y \in Y\right\}
$$

is a linear subspace in $Y$ independently of the choice of the element $x_{0} \in Y$.

Proof. If $y_{1}, y_{2} \in Y_{0}$ then $y_{1}=y_{1}^{\prime}-x_{0}, y_{2}=y_{2}^{\prime}-x_{0}$, where $y_{1}^{\prime}, y_{2}^{\prime} \in Y$. Let $t, s \in \mathbb{F}$ be arbitrary. Consider the element

$$
y=t y_{1}+s y_{2}+x_{0}=t y_{1}^{\prime}+s y_{2}^{\prime}+(1-t-s) x_{0}
$$

Since $t+s+(1-t-s)=1$, we get $y \in Y$. Hence $t y_{1}+s y_{2}=y-x_{0} \in Y_{0}$, which means that $Y_{0}$ is a linear subspace of $X$. If $x_{1}$ is an arbitrary element of $Y$ then $x_{1}-x_{0} \in Y_{0}$. Since $Y_{0}$ is a linear subspace of $X$, we get

$$
Y-x_{0}=Y_{0}=Y_{0}-\left(x_{1}-x_{0}\right)=Y-x_{0}+x_{0}-x_{1}=Y-x_{1} .
$$

We say that a linear manifold $Y \subset X$ is of codimension $n$ if the quotient space $X / Y_{0}$ (where the set $Y_{0}=Y-x_{0}$ is defined as in Theorem 1.2) is of dimension $n$. Linear manifolds of codimension 1 are said to be hyperplanes.

If a linear space $X$ over a field $\mathbb{F}$ is a ring (with respect to the same addition) and $a(x y)=$ $(a x) y=x(a y)$ for all $a \in \mathbb{F}$ and $x, y \in X$ then $X$ is said to be an algebra (otherwise: a linear ring). A non-empty subset $Y$ of an algebra $X$ is said to be a subalgebra (linear subring) if $Y$ is an algebra with respect to the same addition, multiplication of elements and multiplication by scalars. By this definition, a subset $Y$ of an algebra $X$ over $\mathbb{F}$ is a subalgebra of the algebra $X$ if

$$
x-y \in Y ; \quad x y \in Y ; \quad t x \in Y \quad \text { whenever } x, y \in Y, t \in \mathbb{F} .
$$

If in an algebra $X$ there exists an element $e$ such that $e x=x e=x$ whenever $x \in X$, then $e$ is said to be the unit of $X$. The unit (provided that it exists) is unique. Indeed, suppose that there is another element $e^{\prime} \in X$ such that $e^{\prime} x=x e^{\prime}=x$ whenever $x \in X$. In particular, this implies $e^{\prime}=e e^{\prime}=e$. One can prove that any algebra $X$ can be extended to an algebra with unit (cf. Example 1.15).
Let $Y$ be a left (right) ideal in an algebra $X$ over the field $\mathbb{F}$. It means that $Y$ is a subalgebra of $X$ such that $x-y \in Y$ for all $x, y \in Y$ and $x y \in Y$ ( $y x \in Y$, respectively) whenever $x \in X, y \in Y$. If $Y$ is simultaneously a left and right ideal, we say that $Y$ is a two-sided ideal or briefly: an ideal, (if it does not lead to any misunderstanding). A left (right, two-sided) ideal $Y$ is said to be proper if $Y \neq\{0\}$ and $Y \neq X$. If it is not the case, i.e. either $Y=\{0\}$ or $Y=X$, then we say that $Y$ is a trivial ideal.

An algebra $X$ is said to be commutative if each pair of its elements commute one with another, i.e. if $x y=y x$ whenever $x, y \in X$. Clearly, in a commutative algebra left and right ideals do coincide, i.e. there are only two-sided ideals.
A proper left (right, two-sided) ideal $Y$ is said to be maximal if every proper left (right, two-sided) ideal $Y_{1} \supset Y$ is equal to $Y: Y_{1}=Y$. Every proper left (right, two-sided ideal) is contained in a maximal left (right, two-sided) ideal (cf. Jacobson [J]).
Let $Y$ be a proper ideal in an algebra over a field $\mathbb{F}$. Consider the set

$$
X / Y=\{[x]: x \in X\}
$$

where, as before, we denote by $[x]$ the coset corresponding to the element $x$, i.e. $[x]=x+Y$. The addition and multiplication in the set $X / Y$ are defined by Formulae (1.10). The multiplication of elements is defined as follows:

$$
\begin{equation*}
[x][y]=[x y] \quad \text { for } x, y \in X \tag{1.13}
\end{equation*}
$$

This operation is well defined, since always $[x][y] \subset[x y]$ for arbitrary $x, y \in X$. Indeed, since by our assumption, $Y$ is a two-sided ideal, we have $x Y+Y y+Y \cdot Y \subset Y$, where $Y_{1} \cdot Y_{2}=\left\{y_{1} y_{2}: y_{1} \in Y_{1}, y_{2} \in Y_{2}\right\}$ is the algebraic product of $Y_{1}$ and $Y_{2}$. Hence

$$
[x][y]=(x+Y)(y+Y)=x y+x Y+Y y+Y \cdot Y \subset x y+Y=[x y] .
$$

It is easy to verify that the set $X / Y$ with the operations on cosets defined by Formulae (1.10), (1.13) is an algebra over the field $\mathbb{F}$ called the quotient algebra.

## Examples and Exercises.

Example 1.1. The set $\mathbb{R}$ considered as a set of vectors on the real line with the usual addition and multiplication of vectors by reals is a linear space over the field $\mathbb{R}$. The basis in this space consists of the unit vector 1 . Clearly, $\operatorname{dim} \mathbb{R}=1$.

Example 1.2. The Cartesian product $\mathbb{R} \times \mathbb{R}=\mathbb{R}^{2}$ is also a linear space over the field $\mathbb{R}$, since it is the set of vectors on the plane with the usual addition and multiplication by reals. The basis in that space consists of unit vectors $(1,0)$ and $(0,1)$. Clearly, dim $\mathbb{R}^{2}=2$. Observe that we can write also $\mathbb{R}^{2}=\mathbb{R} \oplus \mathbb{R}$.

Example 1.3. Recall that $\mathbb{R}^{n+1}=\mathbb{R} \times \mathbb{R}^{n}$ for $n \in \mathbb{N}$. The set $\mathbb{R}^{n}$ is a linear space over the field $\mathbb{R}$ with respect to the usual addition of vectors and multiplication of vectors by reals, i.e.

$$
\begin{gathered}
\quad x+y=\left(x_{1}+y_{1}, \ldots, x_{n}+y_{n}\right), \quad t x=\left(t x_{1}, \ldots, t x_{n}\right) \\
\text { whenever } \quad x=\left(x_{1}, \ldots, x_{n}\right), y=\left(y_{1}, \ldots, y_{n}\right) \in \mathbb{R}^{n} ; t \in \mathbb{R} .
\end{gathered}
$$

A basis in that space consists of unit vectors, i.e. vectors of the form

$$
\begin{gathered}
(1,0, \ldots, 0) \\
(0,1, \ldots, 0) \\
\ldots \ldots \ldots . \\
(0, \ldots, 0,1)
\end{gathered}
$$

Clearly, $\operatorname{dim} \mathbb{R}^{n}=n$. Observe that we can write also

$$
\mathbb{R}^{n}=\underbrace{\mathbb{R} \oplus \ldots \oplus \mathbb{R}}_{n-\text { fold }} .
$$

Note that in Examples 1.1, 1.2, 1.3 one can consider without any essential change the set $\mathbb{R}$ as the set of points on the real line instead of a set of vectors.

Example 1.4. The set $\mathbb{C}$ considered over the field $\mathbb{F}$ with the usual operations of addition and multiplication by complex numbers, i.e. the plane $\mathbb{C}$ of complex numbers is a linear space over the field $\mathbb{C}$ with the basis $\{1\}$. Clearly, $\operatorname{dim} \mathbb{C}=1$.
The same space over the field $\mathbb{R}$, written in the form $\mathbb{C}=\mathbb{R}+i \mathbb{R}$, has the basis $\{1, i\}=$ $\{(1,0),(0,1)\}$ and $\operatorname{dim}(\mathbb{R}+i \mathbb{R})=2$.
Example 1.5. The set $\mathbb{F}_{n}[t]$ of all polynomials in $t$ of degree $n$ with coefficients from the field $\mathbb{F}$ :

$$
p_{n}(t)=\sum_{k=0}^{n} a_{k} t^{k}, \quad a_{0}, \ldots, a_{n} \in \mathbb{F}
$$

is a linear space over the field $\mathbb{F}$ if the addition of polynomials and multiplication of polynomials by scalars are defined as follows:

$$
\begin{equation*}
p_{n}(t)+q_{n}(t)=\sum_{k=0}^{n}\left(a_{k}+b_{k}\right) t^{k}, \quad \text { where } \quad q_{n}(t)=\sum_{k=0}^{n} b_{k} t^{k}, \quad b_{0}, \ldots, b_{n} \in \mathbb{F} \tag{1.14}
\end{equation*}
$$

$$
\alpha p_{n}(t)=\sum_{k=0}^{n}\left(\alpha a_{k}\right) t^{k}, \quad \text { where } \alpha \in \mathbb{F}
$$

The set $\left\{1, t, \ldots, t^{n}\right\}$ is a basis in the space $\mathbb{F}_{n}[t]$. Clearly, $\operatorname{dim} \mathbb{F}_{n}[t]=n+1$.
Example 1.6. The set $\mathbb{F}[t]$ of all polynomials in $t$ with coefficients belonging to the field $\mathbb{F}$ is a linear space over $\mathbb{F}$ if we define the multiplication of polynomials by scalars by means of Formula (1.15) and the addition of polynomials of different degrees

$$
p_{n}(t)=\sum_{k=0}^{n} a_{k} t^{k} \quad \text { and } \quad q_{m}(t)=\sum_{j=0}^{m} b_{k} t^{t}, \quad \text { where } a_{k}, b_{j} \in \mathbb{F}, n \leq m
$$

in the following manner:

$$
\begin{gathered}
p_{n}+q_{m}=r_{N}, \quad \text { where } N=\max (n, m)=m, \quad r_{N}(t)=\sum_{k=0}^{N} c_{k} t^{k}, \\
c_{k}= \begin{cases}a_{k}+b_{k} & \text { for } k=0,1, \ldots, \min (n, m) ; \\
b_{k} & \text { for } k=n+1, \ldots, m\end{cases}
\end{gathered}
$$

The set $\left\{1, t, t^{2}, \ldots\right\}$ is a basis in the space $\mathbb{F}[t]$. Clearly, $\operatorname{dim} \mathbb{F}[t]=+\infty$.
Example 1.7. The set of all functions defined on a set $\Omega$ and with values in a field $\mathbb{F}$ is a linear space over the field $\mathbb{F}$ if the operations of addition and multiplication by scalars of functions we define as follows:

$$
\begin{equation*}
(x+y)(t)=x(t)+y(t), \quad(\alpha x)(t)=a x(t) \quad \text { for } x, y \in X, \alpha \in \mathbb{F} \tag{1.16}
\end{equation*}
$$

Clearly, $\operatorname{dim} X=+\infty$ if the set $\Omega$ is infinite. If this is not the case, the dimension of $X$ is equal to the number of elements of the set $\Omega$.

Example 1.8. The set of all real-valued functions defined and bounded on a set $\Omega$ with the addition and multiplication by reals defined by Formulae (1.16) (where we put $\mathbb{F}=\mathbb{R}$ ) is a linear space over the field $\mathbb{R}$. Indeed, a sum of two bounded functions and the product of a bounded function by a real number are again bounded functions. Clearly, $\operatorname{dim} X=+\infty$ if the set $\Omega$ is infinite.

Example 1.9. The set $C[a, b]$ of all real-valued functions defined and continuous on a closed interval $[a, b]$ with the addition and multiplication by scalars determined by Formulae (1.16) (where we admit $\mathbb{F}=\mathbb{R}, \Omega=[a, b])$ is a linear space over the field $\mathbb{R}$. Indeed, a sum of two continuous functions and the product of a continuous functions by a real number are again continuous functions.

Example 1.10. The set $X$ of all real-valued functions defined and continuous on a closed interval $[a, b]$ and differentiable at each point $t \in[a, b]$, with the addition and multiplication by reals defined by Formulae (1.16), is a linear space over the field $\mathbb{R}$. Indeed, if $x, y \in X$ and there exist derivatives $x^{\prime}(t), y^{\prime}(t)$ at each point $t \in[a, b]$ then

$$
\begin{equation*}
(x+y)^{\prime}=x^{\prime}+y^{\prime}, \quad(\alpha x)^{\prime}=\alpha x^{\prime} \quad \text { for all } \alpha \in \mathbb{R} \tag{1.17}
\end{equation*}
$$

Example 1.11. The set $C^{1}[a, b]$ of all real-valued functions, defined on a closed interval and having a continuous derivative on this interval is a linear space over the field $\mathbb{R}$. Indeed, by Formulae (1.16), (1.17), since a sum of two continuous functions and a product of a continuous function by a real number are again continuous, we conclude that $x^{\prime}+y^{\prime}=(x+y)^{\prime}$ and $(\alpha x)^{\prime}=\alpha x^{\prime}$ are again continuous functions. This implies that a sum of two continuously differentiable functions on the interval $[a, b]$ and a product of a continuously differentiable function on $[a, b]$ by a real number are again continuously differentiable functions on $[a, b]$. Clearly, $\operatorname{dim} C^{1}[a, b]=+\infty$.
Exercise 1.1. Let $\mathbb{N}$ be the set of all positive integers. Let $n \in \mathbb{N}_{0}=\mathbb{N} \cup\{0\}$ (i.e. $\mathbb{N}_{0}$ is the set of all nonnegative integers). Write $C^{0}[a, b]=C[a, b]$. Prove that
(i) the set $C^{n}[a, b]$ of all real-valued functions defined on a closed interval $[a, b]$ and having in this interval the continuous $n$th derivative is a linear space over the field $\mathbb{R}$;
(ii) the space $C^{n+1}[a, b]$ is a linear subspace of the space $C^{n}[a, b]$;
(iii) the set $C^{\infty}[a, b]$ of all real-valued functions defined on the closed interval $[a, b]$ and having in this interval continuous derivatives of an arbitrary order (i.e. the space of infinitely differentiable functions) is a linear space over $\mathbb{R}$;
(iv) the space $C^{\infty}[a, b]$ is a linear subspace of every space $C^{n}[a, b]\left(n \in \mathbb{N}_{0}\right)$;
(v) $C^{\infty}[a, b]=\bigcap_{n=0}^{\infty} C^{n}[a, b]$.

Exercise 1.2. Suppose that sets $\Omega_{1}$ and $\Omega_{2}$ are disjoint. Write $\Omega=\Omega_{1} \cup \Omega_{2}$. For an arbitrary set $E$ denote by $X_{E}$ the space of all functions defined on $E$ and with values in a field $\mathbb{F}$. Prove that $X_{\Omega}=X_{\Omega_{1}} \times X_{\Omega_{2}}$.

Example 1.12. Suppose that $X=(s)_{\mathbb{F}}$ is the set of all sequences $a=\left\{a_{n}\right\}$, where $a_{n} \in \mathbb{F}$ for $n \in \mathbb{N}$. Traditionally, we write $(s)_{\mathbb{R}}=(s)$. Define the coordinatewise addition and multiplication by scalars of sequences:

$$
\begin{equation*}
\left\{a_{n}\right\}+\left\{b_{n}\right\}=\left\{a_{n}+b_{n}\right\} ; \quad \alpha\left\{a_{n}\right\}=\left\{\alpha a_{n}\right\} \quad \text { for }\left\{a_{n}\right\},\left\{b_{n}\right\} \in X ; \alpha \in \mathbb{F} \tag{1.18}
\end{equation*}
$$

It is easy to verify that $X$ is a linear space over the field $\mathbb{F}$.
Example 1.13. Let $\mathbb{Z}$ be the set of all integers. Suppose that $X$ is the set of all two-sided sequences $a=\left\{a_{n}\right\}$, where $a_{n} \in \mathbb{F}$ for $n \in \mathbb{Z}$. Define the coordinatewise addition and multiplication by scalars of sequences by Formulae (1.18) (taking into account that here $n \in \mathbb{Z}$ ). It is easy to verify that $X$ is a linear space over the field $\mathbb{F}$.
Example 1.14. The linear space $C[a, b]$ defined in Example 1.9 is a commutative algebra over the field $\mathbb{R}$ if we define the pointwise multiplication of two functions:

$$
\begin{equation*}
(x y)(t)=x(t) y(t) \quad \text { for all } x, y \in C[a, b], t \in[a, b] . \tag{1.19}
\end{equation*}
$$

For an arbitrarily fixed $t_{0} \in[a, b]$ the set

$$
X_{0}=\left\{x \in C[a, b]: x\left(t_{0}\right)=0\right\}
$$

is a proper ideal in the algebra $C[a, b]$. Indeed, if $x, y \in X_{0}$ then $x\left(t_{0}\right)-y\left(t_{0}\right)=0$. Hence $x-y \in X_{0}$. If $x \in C[a, b], y \in X_{0}$ then $x\left(t_{0}\right) y\left(t_{0}\right)=y\left(t_{0}\right) x\left(t_{0}\right)=0$. Hence $x y, y x \in X_{0}$. Clearly, $X_{0}$ is a proper ideal. Observe that the function $e(t) \equiv 1$, which is the unit of the algebra $C[a, b]$, does not belong to $X_{0}$, for $e\left(t_{0}\right)=1 \neq 0$.
The quotient algebra $C[a, b] / X_{0}$ can be identify with the set of all functions constant on the interval $[a, b]$. This follows from the fact that $y \in[x]$ for an $x \in C[a, b]$ if and only if $x-y \in X_{0}$, i.e. if $x\left(t_{0}\right)-y\left(t_{0}\right)=0$. This implies that codim $X_{0}=\operatorname{dim} C[a, b] / X_{0}=1$.
Exercise 1.3. Prove that
(i) the set $X_{1}=\left\{x \in C[a, b]: x\left(t_{0}\right)=0, x\left(t_{1}\right)=0\right\}$ is a proper ideal in the algebra $C[a, b]$ for arbitrarily fixed $t_{0}, t_{1} \in[a, b]$ (cf. Example 1.14);
(ii) if $t_{1} \neq t_{0}$ then codim $X_{1}=2$.

Example 1.15. Let $X_{1}$ be defined as in Exercise 1.3. Then the quotient algebra $C[a, b] / X_{1}$ can be identified with the set of all linear functions, i.e. the set

$$
\{x: x(t)=\alpha t+\beta, \text { where } \alpha, \beta \in \mathbb{R}, t \in[a, b]\} .
$$

Exercise 1.4. Prove that the set $Y=\left\{x \in C[a, b]: x(t)=0\right.$ for $\left.a \leq t_{0} \leq t \leq t_{1} \leq b\right\}$ is a proper ideal in the algebra $C[a, b]$ (over $\mathbb{R}$ ) if $t_{1} \neq t_{0}$.

Exercise 1.5. Prove that
(i) the space $X=(s)_{\mathbb{F}}$ defined in Example 1.12 with the coordinatewise multiplication of sequences

$$
\begin{equation*}
\left\{a_{n}\right\}\left\{b_{n}\right\}=\left\{a_{n} b_{n}\right\} \quad \text { for }\left\{a_{n}\right\},\left\{b_{n}\right\} \in X \tag{1.20}
\end{equation*}
$$

is a commutative algebra over the field $\mathbb{F}$;
(ii) the set $X_{0}=\left\{a=\left\{a_{n}\right\} \in X: a_{m}=0\right.$ for an $\left.m \in \mathbb{N}\right\}$ is a proper ideal in $X$.

Exercise 1.6. Prove that the space $X=(s)_{\mathbb{F}}$ defined in Example 1.13. with the convolution of sequences, i.e. the operation define in the following manner:

$$
\begin{equation*}
\left\{a_{n}\right\} \star\left\{b_{n}\right\}=\left\{\sum_{k=1}^{n} a_{k} b_{n-k}\right\} \quad \text { for }\left\{a_{n}\right\},\left\{b_{n}\right\} \in X \tag{1.21}
\end{equation*}
$$

as a multiplication of elements is a commutative algebra over the field $\mathbb{F}$. Has this ring zero divisors, i.e. such elements $x, y \in X$ that $x \neq 0, y \neq 0$, although $x y=0$ ?
Exercise 1.7. Prove that
(i) the space $X$ defined in Example 1.13 with the coordinatewise multiplication of sequences (1.20) (with $n \in \mathbb{Z}$ ) is a commutative algebra over the field $\mathbb{F}$;
(ii) the set $X_{0}=\left\{a=\left\{a_{n}\right\} \in X: a_{m}=0\right.$ for an $\left.m \in \mathbb{Z}\right\}$ is a proper ideal in $X$.

Exercise 1.8. The multiplication in a ring is said to be trivial if $x y=0$ for all $x, y \in X$. Prove that every linear space is an algebra with the trivial multiplication.

Exercise 1.9. Are linear spaces appearing in Examples 1.6, 1.10 and Exercise 1.1, 1.2 algebras with the multiplication defined by Formula (1.19) ? Are some of these algebras commutative? Have some of these algebras zero divisors ?
Example 1.16. Suppose that $X$ is a ring without unit. We shall prove that $X$ can be extended to a ring $X_{1}$ with unit. Define the product of an arbitrary element $x \in X$ by an integer $a$ as follows:

$$
a x= \begin{cases}0 & \text { if } a=0 \\ n x=\underbrace{x+\ldots+x}_{n-\text { fold }} ; & \text { if } a=n \in \mathbb{N} \\ (-n) x=n(-x) ; & \text { if } a=-n ; n \in \mathbb{N}\end{cases}
$$

where we denote by $-x$ the element $0-x$. Consider the set $X_{1}=\{(x, a): x \in X ; a \in \mathbb{Z}\}$. The operations of addition, multiplication of elements and multiplication by scalars can be defined in $X_{1}$ in the following manner:

$$
\begin{gathered}
b(x, a)=(b x, b a), \quad(x, a)+(y, b)=(x+y, a+b), \quad(x, a)(y, b)=(x y+b x+a y, a b) \\
\text { for } x, y \in X ; a, b \in \mathbb{Z} .
\end{gathered}
$$

It is easy to check that $X_{1}$ with these operations is a ring and that the pair $(0,1)$ is its unit. Moreover, $X=\{(x, 0): x \in X\} \subset X_{1}$. In order to prove that any algebra $X$ over a field $\mathbb{F}$ without unit can be extended to an algebra with unit it is enough to consider the corresponding extension of $X$ with scalars belonging to $\mathbb{F}$ instead of integers.

Exercise 1.10. Prove that
(i) a proper ideal $Y \subset X$ does not contain the unit of the algebra $X$;
(ii) a proper left (right) ideal does not contain any left (right) invertible element, i.e an element $x$ such that there is $y \in X$ with the property $y x=e(x y=e, y x=x y=e$, respectively);
(iii) a proper ideal does not contain any invertible element.

On the other hand, if $x \in X$ is not a left (right) invertible element then there is a proper left (right) ideal containing $x$, namely, $x X$ ( $X x$, respectively).

Example 1.17. The convex hull of two points $x, y \in \mathbb{R}, y \neq x$ is the interval $[x, y]$. The convex hull of 3 linearly independent points in $\mathbb{R}^{2}$ is the triangle whose vertices are these points. The convex hull of four linearly independent points in $\mathbb{R}^{3}$ is the tetrahedron whose vertices are these points.

Example 1.18. The convex hull of $n+1$ linearly independent elements in $\mathbb{R}^{n}$ is said to be an $n$-dimensional simplex with vertices in these points $(n=1,2,3, \ldots$ ).
Exercise 1.11. Determine the convex hull of $n$ points $(n=2,3, \ldots)$ in the spaces $\mathbb{R}, \mathbb{R}^{2}$, $\mathbb{R}^{3}$.

Exercise 1.12. Does the convex hull of all functions determined on a set $\Omega$ and admitting only the values either +1 or -1 is the set of all functions determined on the set $\Omega$ and with the modulus less or equal 1 ? If this is not the case, determine that convex hull.
Exercise 1.13. Determine linear manifolds in $\mathbb{R}, \mathbb{R}^{2}, \mathbb{R}^{3}$.
Exercise 1.14. Prove that
(i) hyperplanes in $\mathbb{R}$ are one-point sets;
(ii) hyperplanes in $\mathbb{R}^{2}$ are straight lines;
(iii) hyperplanes in $\mathbb{R}^{3}$ are planes.

## Chapter 2.

## Linear operators and linear functionals.

Let two linear spaces $X$ and $Y$, both over the same field $\mathbb{F}$ of scalars, be given. A mapping $A$ of a linear subset $\mathcal{D}_{\mathcal{A}}$ of the space $X$ into the space $Y$ is said to be a linear operator if the following conditions are satisfied:

$$
\begin{equation*}
A(x+y)=A x+A y ; \quad A(t x)=t A x \quad \text { for all } x, y \in \mathcal{D}_{\mathcal{A}}, t \in \mathbb{F} \tag{2.1}
\end{equation*}
$$

The set $\mathcal{D}_{A}$ is called the domain of the operator $A$ (sometimes denoted by dom $A$ ). More exactly, a linear operator is a pair $\left(\mathcal{D}_{A}, A\right)$, since $A$ is determined by its domain and the form of the mapping. However, we shall use the shorter traditional notation $A$, because it does not lead to any misunderstanding.

Let $G \subset \mathcal{D}_{A}$. Write

$$
\begin{equation*}
A G=\{y \in Y: y=A x \text { for } x \in G\} . \tag{2.2}
\end{equation*}
$$

The set $\mathcal{E}_{A}=A \mathcal{D}_{A}$ of the values of the operator $A$ is called either its range or the image of $A$.

The graph of the operator $A$ is a subset of the Cartesian product $X \times Y$ defined as follows:

$$
\text { graph } A=\left\{(x, y): x \in \mathcal{D}_{A}, y=A x\right\} .
$$

By $L(X \rightarrow Y)$ we denote the set of all linear operators whose domains are contained in $X$ and values belong to the space $Y$.

The identity operator (briefly: the identity) $I_{X}$ in the space is an operator defined by means of the equality

$$
\begin{equation*}
I_{X} x=x \quad \text { for all } x \in X \tag{2.3}
\end{equation*}
$$

If it will not lead to any misunderstanding, we shall denote briefly the identity operator by " $I$ " instead of " $I_{X}$ ".

If the operator $A \in L(X \rightarrow Y)$ is a one-to-one mapping then we can define the inverse operator $A^{-1}$ in the following way: for all $y \in \mathcal{E}_{A}$

$$
\begin{equation*}
A^{-1} y=x ; \quad x \in \mathcal{D}_{A}, y=A x . \tag{2.4}
\end{equation*}
$$

Observe that to every element $y \in \mathcal{E}_{A}$ there corresponds a unique element $x \in \mathcal{D}_{A}$. By definition,

$$
\begin{equation*}
\mathcal{D}_{A^{-1}}=\mathcal{E}_{A} \subset Y ; \quad \mathcal{E}_{A^{-1}}=\mathcal{D}_{A} \subset X . \tag{2.5}
\end{equation*}
$$

For arbitrary $x \in \mathcal{D}_{A}, y=A x$ we have

$$
\left(A^{-1} A\right) x=A^{-1}(A x)=A^{-1} y=x, \quad\left(A A^{-1}\right) y=A\left(A^{-1} y\right)=A x=y
$$

which implies

$$
\begin{equation*}
A^{-1} A=I_{\mathcal{D}_{A}}, \quad A A^{-1}=I_{\mathcal{E}_{A}} . \tag{2.6}
\end{equation*}
$$

This means that $A^{-1}$ is, indeed, an inverse mapping for $A$.
Observe that this inverse mapping is uniquely determined. Indeed, suppose that there is another mapping $B$ of the set $\mathcal{E}_{A}$ onto the set $\mathcal{D}_{A}$ satisfying Condition (2.6), i.e. such that

$$
\begin{equation*}
B A=I_{\mathcal{D}_{A}}, \quad A B=I_{\mathcal{E}_{A}} . \tag{2.7}
\end{equation*}
$$

Then Formulae (2.6) and (2.7) together imply that

$$
B=B I_{\mathcal{E}_{A}}=B\left(A A^{-1}\right)=(B A) A^{-1}=I_{\mathcal{D}_{A}} A^{-1}=A^{-1}
$$

We therefore conclude that the mapping $A^{-1}$ is uniquely determined.
We shall show that the inverse mapping $A^{-1}$ is a linear operator. Indeed, for arbitrary $y_{1}, y_{2} \in \mathcal{D}_{A^{-1}}=\mathcal{E}_{A}$ there exist unique elements $x_{1}, x_{2} \in \mathcal{E}_{A}^{-1}=\mathcal{D}_{A}$ such that $y_{1}=A x_{1}$, $y_{2}=A x_{2}$. By definition, $x_{1}=A^{-1} y_{1}, x_{2}=A^{-1} y_{2}$. Since $A$ is a linear operator, for arbitrary scalars $\lambda, \mu$ we find

$$
\begin{gathered}
A^{-1}\left(\lambda y_{1}+\mu y_{2}\right)=A^{-1}\left(\lambda A x_{1}+\mu A x_{2}\right)=A^{-1} A\left(\lambda x_{1}+\mu x_{2}\right)+ \\
=\lambda x_{1}+\mu x_{2}=\lambda A^{-1} y_{1}+\mu A^{-1} y_{2}
\end{gathered}
$$

Hence $A^{-1} \in L(Y \rightarrow X)$.
If an operator $A \in L(X \rightarrow Y)$ has an inverse operator then we say that $A$ is invertible.
A linear operator $A \in L(X \rightarrow Y)$ is said to be an isomorphism if $\mathcal{D}_{A}=X, \mathcal{E}_{A}=Y$ and $A$ is a one-to-one mapping. If $A$ is an isomorphism then $A$ is invertible, the inverse operator $A^{-1}$ is one-to-one and $\mathcal{D}_{A^{-1}}=Y, \mathcal{E}_{A^{-1}}=X$. Hence $A^{-1}$ is also an isomorphism.
Linear spaces $X$ and $Y$ are isomorphic if there is an isomorphism mapping $X$ onto $Y$.
Define the sum of two linear operators $A, B \in L(X \rightarrow Y)$ and the product of an operator by a scalar by following formulae:

$$
\begin{gather*}
(A+B) x=A x+B x \quad \text { for } \quad x \in \mathcal{D}_{A} \cap \mathcal{D}_{B}  \tag{2.8}\\
(t A) x=A(t x) \quad \text { for } \quad x \in \mathcal{D}_{A}, t \in \mathbb{F} \tag{2.9}
\end{gather*}
$$

It is easy to verify that the addition of operators just defined is associative and commutative, i.e.

$$
(A+B)+C=A+(B+C), \quad B+A=A+B
$$

for all $A, B, C \in L(X \rightarrow Y)$ such that the corresponding sums are well defined.
Clearly, an operator $C$ such that $A+C=B$ does not exist always for $A, B \in L(X \rightarrow Y)$. It is so, for instance, when $\mathcal{D}_{A} \cap \mathcal{D}_{B}=\{0\}$. However, if such an operator $C$ exists then we write $C=A-B$ and $C$ is called the difference of $A$ and $B$. The operation " $„ "$ is called the subtraction of operators.
If the operator $A-B$ is well defined then, by definition, $A-B=A+(-B)$ on $\mathcal{D}_{A} \cap \mathcal{D}_{B}$. Write

$$
L_{0}(X \rightarrow Y)=\left\{A \in L(X \rightarrow Y): \mathcal{D}_{A}=X\right\}
$$

Since the addition of any two operators $A, B \in L_{0}(X \rightarrow Y)$ is well defined, associative, commutative and there exists the operator $C=A-B$, we conclude that $L_{0}(X \rightarrow Y)$ is an Abelian group. The neutral element of that group is an operator $A$ such that $A x=0$ for every $x \in X$. In the sequel we shall denote this "zero operator" by 0 , since it does not lead to any misunderstanding. Formula (2.9) implies that the Abelian group $L_{0}(X \rightarrow Y)$ is a linear space over the field $\mathbb{F}$.

Suppose that $X, Y, Z$ are linear spaces over the field $\mathbb{F}$ of scalars, $A \in L(Y \rightarrow Z), B \in$ $L(X \rightarrow Y)$ and $\mathcal{E}_{B}=B \mathcal{D}_{B} \subset \mathcal{D}_{A} \subset Y$. A superposition of the operators $B$ and $A$ is defined as an operator $A B$ satisfying the equality

$$
(A B) x=A(B x) \quad \text { for all } x \in \mathcal{D}_{A}
$$

Clearly, by definition, $A B \in L(X \rightarrow Z)$. Moreover,

$$
\mathcal{D}_{A B}=\mathcal{D}_{A}, \quad \mathcal{E}_{A B}=A \mathcal{E}_{B}
$$

The superposition of operators (provided that it exists) is distributive with respect to the addition of operators. Indeed, if $A, A_{1}, A_{2} \in L(Y \rightarrow Z), B, B_{1}, B_{2} \in L(X \rightarrow Y)$ and the operators $A B_{1}, A B_{2}, B_{1}+B_{2}, A\left(B_{1}+B_{2}\right), A_{1} B, A_{2} B, A_{1}+A_{2},\left(A_{1}+A_{2}\right) B$ are well defined then

$$
\begin{equation*}
A\left(B_{1}+B_{2}\right)=A B_{1}+A B_{2}, \quad\left(A_{1}+A_{2}\right) B=A_{1} B+A_{2} B \tag{2.10}
\end{equation*}
$$

Two operators $A, B \in L(X \rightarrow Y)$ are said to be commutative if there exist superpositions $A B, B A$ and $A B=B A$. In general, the last equality is not satisfied. However, it could be useful in several cases to consider the operator $A B-B A$ whenever it is well defined. This operator is called the commutator of $A$ and $B$. Clearly, if $A$ and $B$ commute each with another then their commutator is equal to zero.

Write

$$
L(X)=L(X \rightarrow X) \quad \text { and } \quad L_{0}(X)=L_{0}(X \rightarrow X)
$$

By Formulae (2.10), we conclude that $L(X)$ is not only a linear space, it is also an algebra with respect to the multiplication of operators $A, B \in L_{0}(X)$ defined as their superposition.

Indeed, if $A, B \in L_{0}(X)$ then $\mathcal{E}_{B} \subset \mathcal{D}_{A}=X$. Hence the superposition $A B$ is well defined for all $A, B \in L_{0}(X)$. The algebra $L_{0}(X)$ has a unit, namely, the identity $\left.I_{X}=I\right)$.

A linear operator $P \in L_{0}(X)$ is said to be a projector (otherwise: a projection operator) if $P^{2}=P$, where $P^{2}=P \cdot P$. If $P$ is a projector then $I-P$ is also a projector, since we have for $(I-P)^{2}=I-2 P+P^{2}=I-2 P+P=I-P$.

Theorem 2.1. Every projector $P \in L_{0}(X)$ determines the decomposition of the space $X$ onto a direct sum $X=Y \oplus Z$, where

$$
Y=\{x \in X: P x=x\}, \quad Z=\{x \in X: P x=0\} .
$$

Conversely, if $X=Y \oplus Z$ then there is a projector $P \in L_{0}(X)$ such that $P X=Y$, $(I-P) X=Z$.

Proof. Suppose that $P \in L_{0}(X)$ is a projector and $x$ is an arbitrary element of the space $X$. Write $z=x-P x=(I-P) x$. Since $P z=P x-P^{2} x=P x-P x=0$, we conclude that $z \in Z$ and $Z=(I-P) X$. Thus $x=y+z$, where $y=P x$. Moreover, $P y=P(P x)=P^{2} x=P x=y$. Hence $y \in Y$ and $Y=P X$. The arbitrariness of $x \in X$ implies that $X$ is an algebraic sum of $Y$ and $Z$. We shall show that this sum is direct, i.e. $Y \cap Z=\{0\}$. Indeed, if $u \in Y \cap Z$ then $u \in Y$, hence $u=P u$. On the other hand, since $u \in Z$, we have $P u=0$. This implies $u=0$.

Conversely, suppose that $X=Y \oplus Z$. Then every element $x \in X$ can be written as a sum $x=y+z$, where $y \in Y, z \in Z$. Define the operator $P$ by means of the equality

$$
P x=y \quad \text { for } \quad x=y+z, \quad y \in Y, z \in Z
$$

The operator $P \in L_{0}(X)$ is a projector, for $P^{2} x=P y=y$. Hence $Y=P X$ and

$$
Z=\{z \in X: z=x-y, x \in X, y \in Y\}=\{z \in X: z=x-P x, x \in X\}=(I-P) X
$$

Having already defined such a correspondence between projectors and decompositions of the space $X$ onto direct sums, we can say that $Y$ is a projection of the space $X$ "in the direction $Z$ " and $Z$ is a projection of $X$ "in the direction Y " or that $P$ projects $X$ onto $Y$ "in the direction $Z$ ".

Let $X_{0}$ be a subspace of a linear space $X$. Every linear operator $A \in L_{0}(X \rightarrow Y)$ induces an operator $[A] \in L_{0}\left(X / X_{0} \rightarrow Y / A X_{0}\right)$ defined by the following formula:

$$
[A][x]=[A x] \quad \text { for } \quad x \in[x],
$$

where $[x]$ is a coset determined by an element $x \in X$, i.e. $[x]=x+X_{0}$, and $[A x]$ is a coset in the quotient space $Y / A X_{0}$, i.e. $[A x]=A x+A X_{0}$. It is easy to verify that $[A]$ is a linear operator.

If $X_{0}$ is a subspace of a linear space $X$ and $A \in L(X \rightarrow Y)$, then an operator $A_{0} \in$ $L_{0}\left(X_{0} \rightarrow Y\right)$ defined by means of the equality

$$
A_{0} x=A x \quad \text { for } \quad x \in \mathcal{D}_{A} \cap X_{0}
$$

is said to be the restriction of the operator $A$ to the subspace $X_{0}$. The operator $A_{0}$ is often denoted by the symbol

$$
A_{0}=\left.A\right|_{X_{0}}
$$

An operator $A_{1} \in L_{0}(X \rightarrow Y)$ is called an extension of the operator $A \in L_{0}\left(X_{0} \rightarrow Y\right)$, $X_{0} \subset X$, to the space $X$ if

$$
A_{1} x=A x \quad \text { for } \quad x \in X, \quad \text { i.e. }\left.\quad A_{1}\right|_{X_{0}}=A
$$

Let $A \in L(X \rightarrow Y)$. Denote by

$$
\text { ker } A=\left\{x \in \mathcal{D}_{A}: A x=0\right\}
$$

the set of zeros of the operator $A$. This set is otherwise called the kernel of $A$ or the space of its zeros.
The set ker $A$ is a subspace of the space $X$. Indeed, if $x, y \in$ ker $A$ then $A x=0, A y=0$. Hence $A(x+Y)=A x+A y=0$, which implies $x+y \in \operatorname{ker} A$. Moreover, if $t \in \mathbb{F}$ then $A(t x)=t A x=0$.

The dimension of the kernel of an operator $A \in L(X \rightarrow Y)$ is called its nullity and denoted by $\alpha_{A}$. Hence, by definition,

$$
\begin{equation*}
\alpha_{A}=\operatorname{dim} \operatorname{ker} A \tag{2.11}
\end{equation*}
$$

The cokernel of an operator $A \in L(X \rightarrow Y)$ is the quotient space $Y / A \mathcal{D}_{A}$. The number $\operatorname{dim} Y / A \mathcal{D}_{A}$ is said to be the defect of the range of the operator $A$.
The deficiency $\beta_{A}$ of an operator $A \in L(X \rightarrow Y)$ is defined by means of the equality

$$
\begin{equation*}
\beta_{A}=\operatorname{dim} Y / A \mathcal{D}_{A}=\operatorname{codim} A \mathcal{D}_{A} \tag{2.12}
\end{equation*}
$$

In other words, the deficiency of a linear operator is equal to the defect of its range .
Theorem 2.2. If in a linear space $X$ the maximal number of linearly independent elements is $n$ then $\operatorname{dim} X=n$.
Proof. Let $n$ be the maximal number of linearly independent elements in the space $X$. Then there exist elements $x_{1}, \ldots, x_{n} \in X$ which are linearly independent. Suppose that $\operatorname{dim} X=m<n$. Hence in $X$ there is a basis $\left\{e_{1}, \ldots, e_{m}\right\}$. Define an operator $A$ in the following way:

$$
A\left(\sum_{j=1}^{m} a_{j} e_{j}\right)=\sum_{j=1}^{m} a_{j} x_{j} ; \quad a_{1}, \ldots, a_{m} \in \mathbb{F}
$$

Since elements $x_{1}, \ldots, x_{m}$ are linearly independent, the operator $A$ is one-to-one, i.e. it transforms arbitrary linearly independent elements into linearly independent elements. Since $X=\operatorname{lin}\left\{e_{1}, \ldots, e_{m}\right\}$, we conclude that there are $n$ linearly independent elements $y_{1}, \ldots, y_{n}$ belonging to the set $\operatorname{lin}\left\{x_{1}, \ldots, x_{m}\right\}$. This implies that elements

$$
y_{1}, \ldots, y_{n}, x_{m+1}, \ldots, x_{n} \in X
$$

are linearly independent and their number is $2 n-m>n$. This contradicts to our assumption that $n$ is the maximal number of linearly independent elements in $X$. Then $\operatorname{dim} X=$ $n$.

An immediate consequence of this theorem is
Corollary 2.1. If $X$ is an $n$-dimensional linear space then every system of $n$ linearly independent elements $x_{1}, \ldots, x_{n} \in X$ is a basis in $X$.
Theorem 2.3. If $Y$ is a subspace of a linear space $X$ such that codim $Y<+\infty$, then there exists a subspace $Z$ such that $X=Y \oplus Z$ and $\operatorname{dim} Z=\operatorname{codim} Y$.
Proof. Suppose that codim $Y=n$. Write $[X]=X / Y$. By our assumption, there exist $n$ and only $n$ linearly independent cosets $\left[x_{1}\right], \ldots,\left[x_{n}\right] \in[X]$ and each coset $[x] \in[X]$ can be written in a unique manner in the form

$$
[x]=\sum_{j=1}^{n} t_{j}\left[x_{j}\right], \quad \text { where } t_{1}, \ldots, t_{n} \text { are scalars }
$$

Let $y_{1}, \ldots, y_{n}$ be arbitrarily fixed elements such that $y_{j} \in\left[x_{j}\right]$. By definition, elements $y_{1}, \ldots, y_{n}$ are linearly independent. Hence every element $x \in X$ can be represented in a unique way in the form:

$$
x=y+\sum_{j=1}^{n} t_{j} y_{j}, \quad \text { where } \quad y \in Y
$$

Write $Z=\operatorname{lin}\left\{y_{1}, \ldots, y_{n}\right\}$. Then we conclude that $X=Y \oplus Z$ and $\operatorname{dim} Z=\operatorname{codim} Y$.
If the axiom of choice is admitted then Theorem 2.3 is satisfied without the assumption codim $Y<+\infty$ (cf. PRR[1]). Namely, we have the following

Theorem 2.4. If $Y$ is an arbitrary subspace of a linear space $X$, then there is a subspace $Z \subset X$ such that $X=Y \oplus Z$ (provided that the axiom of choice is admitted).
The proof can be found in the book $\operatorname{PRR}[1]$.
Theorems 2.3 and 2.4 play an important role, because they decide on the decomposition of a given linear space onto a direct sum. For instance, by these theorems, we conclude that the algebra $L_{0}(X)$ has zero divisors ${ }^{*}$ whenever $\operatorname{dim} X>1$. Indeed, suppose that $X_{0}$ is an arbitrary subspace of a linear space $X$ such that $X_{0} \neq X$. Let $Y \subset X$ be a subspace
${ }^{*)}$ Recall that $x \neq 0$ is a zero divisor in a ring $X$ if there is a $y \in X \backslash\{0\}$ such that $x y=0$.
such that $X=X_{0} \oplus Y$. By Theorem 2.1, there is a projection operator $B \in L_{0}(X)$ such that $B \neq 0$ and $B X=X_{0}$. Write

$$
A x= \begin{cases}0 & \text { for } x \in X_{0} \\ x & \text { for } x \in Y .\end{cases}
$$

Since $A=I-B$, we have $A \in L_{0}(X)$. Clearly, $A \neq 0$. However, for an arbitrary $x \in X$ we find $B x=y \in X_{0}$. Then, by definition,

$$
(A B) x=A(B x)=A y=0
$$

We therefore conclude that $A B=0$, i.e. the algebra $L_{0}(X)$ has zero divisors.
Another consequence of Theorem 2.4 (or Theorem 2.3 when codim $Y<+\infty$ ) is the following
Corollary 2.2. Suppose that $X_{0}$ is a subspace of a linear space $X$. Then every operator $A \in L(X \rightarrow Y)$ with $\mathcal{D}_{A}=X_{0}$ has an extension to an operator $A_{1}$ such that $\mathcal{D}_{A_{1}}=X$, $\mathcal{E}_{A_{1}}=\mathcal{E}_{A}$.
Proof. By our assumption, there is a subspace $Z \subset X$ such that $X=X_{0} \oplus Z$. By Theorem 2.1, there is a projection operator $P \in L_{0}(X)$ such that $P X=X_{0}$. The operator $A_{1}=A P$ is the operator, we are looking for. Indeed, the superposition $A P$ is well defined and

$$
\mathcal{D}_{A_{1}}=\mathcal{D}_{A P}=\mathcal{D}_{P}=X ; \quad \mathcal{E}_{A_{1}}=A_{1} X=A P X=A X_{0}=\mathcal{E}_{A} .
$$

Let $X$ be a linear space over the field $\mathbb{F}$ and let either $\mathbb{F}=\mathbb{R}$ or $\mathbb{F}=\mathbb{C}$. A linear operator $f$ is said to be a linear functional if $f \in L_{0}(X \rightarrow \mathbb{F})$.
Denote by $X^{\prime}$ the set of all linear functionals defined on the space $X$, i.e.

$$
X^{\prime}=L_{0}(X \rightarrow \mathbb{F})
$$

By definition, $X^{\prime}$ is a linear space over the field $\mathbb{F}$. The space $X^{\prime}$ is called the conjugate space to $X$.
The space $\left(X^{\prime}\right)^{\prime}$ conjugate to the space $X^{\prime}$ is said to be the second conjugate and it is denoted by $X^{\prime \prime}$. Every element $x \in X$ induces a functional $x^{\prime \prime} \in X^{\prime \prime}$ defined as follows:

$$
x^{\prime \prime}\left(x^{\prime}\right)=x^{\prime}(x) \quad \text { for all } x^{\prime} \in X^{\prime}
$$

The correspondence $x^{\prime \prime}=\kappa(x)$ between elements $x \in X$ and $x^{\prime \prime} \in X^{\prime \prime}$ is called the canonical mapping. Whenever it does not lead to a misunderstanding, we identify an element $x$ with its canonical image $\kappa(x)$.
If $X$ is an $n$-dimensional linear space over the field $\mathbb{F}(\mathbb{F}=\mathbb{R}$ or $\mathbb{F}=\mathbb{C})$ with the basis $\left\{x_{1}, \ldots, x_{n}\right\}$ then every linear functional $f$ defined on $X$ is of the form:

$$
\begin{equation*}
f(x)=\sum_{j=1}^{n} t_{j} a_{j} \quad \text { for } \quad x=\sum_{j=1}^{n} t_{j} x_{j} ; \quad t_{j} \in \mathbb{F} ; a_{j}=f\left(x_{j}\right)(j=1, \ldots, n) \tag{2.13}
\end{equation*}
$$

Indeed,

$$
f(x)=f\left(\sum_{j=1}^{n} t_{j} x_{j}\right)=\sum_{j=1}^{n} f\left(t_{j} x_{j}\right)=\sum_{j=1}^{n} t_{j} f\left(x_{j}\right)=\sum_{j=1}^{n} t_{j} a_{j} .
$$

Theorem 2.5. Suppose that $X$ is an $n$-dimensional linear space over the field $\mathbb{F}(\mathbb{F}=\mathbb{R}$ or $\mathbb{F}=\mathbb{C}$ ) with the basis $\left\{x_{1}, \ldots, x_{n}\right\}$. Then there exist linearly independent linear functionals $f_{1}, \ldots, f_{n} \in X^{\prime}$ such that

$$
\begin{equation*}
f_{j}\left(x_{m}\right)=\delta_{j m} \quad(j, m=1, \ldots, n) \tag{2.14}
\end{equation*}
$$

where by $\delta_{j m}$ is denoted the so-called Kronecker symbol, i.e.

$$
\delta_{j m}= \begin{cases}1, & \text { if } m=j,  \tag{2.15}\\ 0 & \text { if } m \neq j .\end{cases}
$$

Proof. For an arbitrary element $x \in X$ of the form

$$
x=\sum_{j=1}^{n} t_{j} x_{j}
$$

define $f_{j}(x)=t_{j}(j=1, \ldots, n)$. By definition, $f_{j}\left(x_{j}\right)=1$ and $f_{j}\left(x_{m}\right)=0$ for $m \neq j$. We shall show that the functionals $f_{1}, \ldots, f_{n}$ are linearly independent. Suppose then that $f_{1}, \ldots, f_{n}$ are linearly dependent. Then there are scalars $a_{1}, \ldots, a_{n}$ non-vanishing simultaneously and such that $\sum_{j=1}^{n} a_{j} f_{j}=0$. This implies that

$$
a_{m}=\sum_{j=1}^{n} a_{j} \delta_{j m}=\sum_{j=1}^{n} a_{j} f_{j}\left(x_{m}\right)=\left(\sum_{j=1}^{n} a_{j} f_{j}\right)\left(x_{m}\right)=0 \quad \text { for } m=1, \ldots, n .
$$

This contradicts our assumption that $a_{1}, \ldots, a_{n}$ do not vanish simultaneously. Hence $f_{1}, \ldots, f_{n}$ are linearly independent.

Corollary 2.3. If $X$ is an $n$-dimensional linear space then $\operatorname{dim} X^{\prime}=\operatorname{dim} X=n$ and the $\operatorname{set}\left\{f_{1}, \ldots, f_{n}\right\}$ (where the functionals $f_{1}, \ldots, f_{n} \in X^{\prime}$ are defined in Theorem 2.5) is a basis in $X^{\prime}$.

Indeed, by the general form (2.13) of linear functionals in an $n$-dimensional space $X$, we conclude that $\operatorname{dim} X^{\prime}=n$. Corollary 2.1 and Theorem 2.5 together imply that the set $\left\{f_{1}, \ldots, f_{n}\right\}$ is a basis in $X^{\prime}$.
Theorem 2.6. Suppose that $X$ is a linear space over the field $\mathbb{F}(\mathbb{F}=\mathbb{R}$ or $\mathbb{F}=\mathbb{C})$ and $g, f_{1}, \ldots, f_{n} \in X^{\prime}$ satisfy the following condition:

$$
\begin{equation*}
\text { if } \quad f_{j}(x)=0 \quad \text { for } j=1,2, \ldots, n \quad \text { then } g(x)=0 \tag{2.16}
\end{equation*}
$$

Then the functional $g$ is linearly dependent on the functionals $f_{1}, \ldots, f_{n}$.
Proof. Without any loss of generality, we may assume that the functionals $f_{1}, \ldots, f_{n}$ are linearly independent. Write

$$
X_{0}=\left\{x \in X: f_{j}(x)=0(j=1, \ldots, n)\right\}
$$

Clearly, codim $X_{0}=n$. Condition (2.16) implies that $g(x)=0$ for $x \in X_{0}$. Consider the quotient space $X / X_{0}$. Write

$$
f_{j}^{\prime}([x])=f_{j}(x) \quad(j=1, \ldots, n) \quad \text { and } \quad g^{\prime}([x])=0 \quad \text { for } \quad x \in[x]
$$

where $[x]=x+X_{0}$ are cosets induced by elements $x \in X$. Since $f_{1}(x)=0, \ldots, f_{n}(x)=0$, $g(x)=0$ for $x \in X_{0}$, the functionals $f_{1}^{\prime}, \ldots, f_{n}^{\prime}, g^{\prime}$ are well defined. Moreover, $f_{1}^{\prime}, \ldots, f_{n}^{\prime}$ are linearly independent and $\operatorname{dim} X / X_{0}=\operatorname{codim} X_{0}=n$. This implies that the functional $g^{\prime}$ is linearly dependent on the functionals $f_{1}, \ldots, f_{n}$. We therefore conclude that there are scalars $a_{1}, \ldots, a_{n}$ non-vanishing simultaneously and such that $g^{\prime}=\sum_{j=1}^{n} a_{j} f_{j}^{\prime}$. Hence, by definition, for every $x \in X$ we have

$$
g(x)=g^{\prime}([x])=\sum_{j=1}^{n} a_{j} f_{j}^{\prime}([x])=\sum_{j=1}^{n} a_{j} f_{j}(x)
$$

This implies that $g=\sum_{j=1}^{n} a_{j} f_{j}$, which was to be proved.
Theorem 2.7. Suppose that $X$ is an $n$-dimensional linear space over the field $\mathbb{F}(\mathbb{F}=\mathbb{R}$ or $\mathbb{F}=\mathbb{C}$ ) and $f$ is a linear functional defined on $X$. Then the set

$$
\begin{equation*}
H_{f}=\{x \in X: f(x)=1\} \tag{2.17}
\end{equation*}
$$

is a hyperplane which does not contain the zero element. Conversely, if $H$ is a hyperplane which does not contain the zero element, then there exist a linear functional $f$ such that $H=\{x \in X: f(x)=1\}$.
Proof. Let $x, y \in H_{f}, a, b \in \mathbb{F}$ and let $a+b=1$. Then

$$
f(a x+b y)=a f(x)+b f(y)=a+b=1
$$

i.e. $a x+b y \in H_{f}$. Write $H_{f}^{0}=H_{f}-x_{0}$, where $x_{0} \in H_{f}$. By Theorem 1.2, $H_{f}^{0}$ is a subspace of the linear space $X$ and $H_{f}^{0}=\{x \in X: f(x)=0\}$.
Consider the quotient space $X / H_{f}^{0}$. Observe that the functional $f$ is constant on each coset. Moreover, $x$ and $y$ belong to the same coset whenever $f(x)=f(y)$. Indeed,

$$
[x]=\{y \in X ; f(x-y)=0\}=\{y \in X: f(x)=f(y)\}
$$

Hence there is a one-to-one linear correspondence between scalars and cosets. This implies that the quotient space $X / H_{f}^{0}$ is one-dimensional, i.e. $H_{f}$ is a hyperplane. Since $f(0)=0$, we conclude that $0 \notin H_{f}$.
Conversely, suppose that $H$ is a hyperplane. By definition, $H$ is a linear manifold such that the quotient space $X / H^{0}$, where $H^{0}$ is a subspace determined by $H$ (cf. Theorem 1.2 ) is a one-dimensional subspace. This means that every element of the space $X / H^{0}$ can be written in the form $t[e]$, where $e \notin H^{0}$ is an arbitrary element, $t$ is a scalar. We can choose $e$ in such way that $[e]=H$. Indeed, $H^{0}=H-x_{0}$ and $H^{0}$ does not depend on the choice of $x_{0} \in H$. Therefore we can write

$$
H=\left\{y \in X: y-x_{0} \in H^{0}\right\}=\left[x_{0}\right]
$$

If we define $e=x_{0}$ then we obtain the required equality $[e]=H$.
By our assumption, $0 \notin H$. Define on $X$ a linear functional $f$ by means of the equality

$$
f(x)=t \quad \text { for } \quad x \in t H .
$$

It is easy to verify that $f$ is a functional such that $H_{f}=H$, Indeed,

$$
H_{f}=\{x X: f(x)=1\}=\{x \in X: x \in H\}=H, .
$$

which was to be proved.
Let $X$ and $Y$ be linear spaces over a field $\mathbb{F}$. Every operator $A \in L_{0}(X \rightarrow Y)$ satisfies the following identity

$$
\begin{equation*}
(f A) x=f(A x) \quad \text { for all } x \in X \quad \text { and } f \in Y^{\prime} \tag{2.18}
\end{equation*}
$$

where $Y^{\prime}$ is the space conjugate to $Y$. Then to the operator $A$ there corresponds an operator $A^{\prime}$ defined by means of the equality

$$
\begin{equation*}
A^{\prime} f=f A \quad \text { for } \quad f \in Y^{\prime} \tag{2.19}
\end{equation*}
$$

The operator $A^{\prime}$ is said to be the conjugate operator to $A$. Clearly, $A^{\prime} \in L\left(Y^{\prime} \rightarrow X^{\prime}\right)$. We have

$$
\begin{equation*}
(A+B)^{\prime}=A^{\prime}+B^{\prime}, \quad(t A)^{\prime}=t A^{\prime} \quad \text { whenever } A, B \in L_{0}(X \rightarrow Y), t \in \mathbb{F} \tag{2.20}
\end{equation*}
$$

Indeed, by definition of conjugate operators, for arbitrary $x \in X, f^{\prime} \in Y^{\prime}$ we have

$$
\begin{gathered}
{\left[(A+B)^{\prime} f\right](x)=f[(A+B) x]=f(A x+B x)=f(A x)+f(B x)=} \\
=(A f)(x)+(B f)(x)=\left[\left(A^{\prime}+B^{\prime}\right) f\right](x), \\
{\left[(t A)^{\prime}\right](x)=f(t A x)=t f(A x)=\left(t A^{\prime} f\right)(x),}
\end{gathered}
$$

which implies the required Formulae (2.20). In particular, it is easy to verify that

$$
\begin{equation*}
\left(I_{X}\right)^{\prime}=I_{X^{\prime}} \quad \text { for an arbitrary linear space } X . \tag{2.21}
\end{equation*}
$$

Consider three linear spaces $X, Y, Z$ over the same field $\mathbb{F}$ of scalars. If $A \in L_{0}(Y \rightarrow Z)$, $B \in L_{0}(X \rightarrow Y)$, then

$$
\begin{equation*}
(A B)^{\prime}=B^{\prime} A^{\prime} \tag{2.22}
\end{equation*}
$$

Indeed, by our assumption, the operator $A B$ exists and belongs to $L_{0}(X \rightarrow Z)$. Hence $(A B)^{\prime} \in L_{0}\left(Z^{\prime} \rightarrow X^{\prime}\right)$. By definition, for arbitrary $x \in X$ and $f \in Z^{\prime}$ we have

$$
\left[(A B)^{\prime} f\right](x)=f[(A B) x]=f[A(B x)]=\left(A^{\prime} f\right)(B x)=\left(B^{\prime} A^{\prime} f\right)(x) .
$$

Formula (2.22) implies

$$
\begin{equation*}
\left(A^{\prime}\right)^{\prime}=A \quad \text { on } \quad \kappa(X) \quad \text { for an arbitrary } A \in L_{0}(X \rightarrow Y), \tag{2.23}
\end{equation*}
$$

where $\kappa$ is the canonical mapping of the space $X$ into the space $x^{\prime \prime}$.
Indeed, for an arbitrary $f \in Y^{\prime}$ we have

$$
A^{\prime} f^{\prime}=(f A)^{\prime}=\left(A^{\prime} f\right)^{\prime}=f^{\prime}\left(A^{\prime}\right)^{\prime} \quad \text { on } \quad \kappa(X) .
$$

Writing $g=f^{\prime}$, we find $g\left(A^{\prime}\right)^{\prime}=A^{\prime} g=g A$. The arbitrariness of $g$ implies the required Formula (2.23).

Suppose that $X$ is an $n$-dimensional linear space with the basis $\left\{x_{1}, \ldots, x_{n}\right\}$ and $Y$ is an $m$-dimensional space with the basis $\left\{y_{1}, \ldots, y_{m}\right\}$, both over the same field $\mathbb{F}$ of scalars. Let $A \in L_{0}(X \rightarrow Y)$. Then

$$
A x=\sum_{j=1}^{n} t_{j} A x_{j} \quad \text { whenever } \quad x=\sum_{j=1}^{n} t_{j} x_{j}, \quad t_{1}, \ldots, t_{n} \in \mathbb{F} .
$$

On the other hand, since $A x \in Y$, there are $c_{1}, \ldots, c_{m} \in \mathbb{F}$ such that $A x=\sum_{k=1}^{m} c_{k} y_{k}$. We should determine the coefficients $c_{k}$. Since $A x_{j} \in Y$, we have $A x_{j}=\sum_{k=1}^{m} a_{j k} y_{k}$, where $a_{j k} \in \mathbb{F}(j=1, \ldots, n ; k=1, \ldots, m)$. The coefficients $a_{j k}$ determine the way how the operator $A$ transforms elements of the basis. Namely,

$$
A x=\sum_{j=1}^{n} t_{j} A x_{j}=\sum_{j=1}^{n} t_{j} \sum_{k=1}^{m} a_{j k} y_{k}=\sum_{j=1}^{n}\left(\sum_{k=1}^{m} t_{j} a_{k j}\right) y_{k}
$$

i.e.

$$
c_{k}=\sum_{j=1}^{n} t_{j} a_{j k} \quad(k=1, \ldots, m) .
$$

These last equalities show how to transform the coefficients of the expansion of a given element into the basis elements. Hence there is a one-to-one correspondence between the operator $A$ and the system of $n \cdot m$ numbers $a_{j k}$ :

$$
A=\left(\begin{array}{cccc}
a_{11} & a_{21} & \ldots & a_{n 1}  \tag{2.24}\\
\ldots & \ldots & \ldots & \ldots \\
a_{1 m} & a_{2 m} & \ldots & a_{n m}
\end{array}\right)
$$

The system of numbers

$$
\left(\begin{array}{cccc}
a_{11} & a_{21} & \ldots & a_{n 1} \\
\ldots & \ldots & \ldots & \ldots \\
a_{1 m} & a_{2 m} & \ldots & a_{n m}
\end{array}\right)
$$

is said to be the the matrix of the operator $A$ or, shortly, the matrix. Without any confusion, we can denote an operator and its matrix by the same letter. If $j$ is fixed then the system $a_{j 1}, \ldots, a_{j m}$ of numbers is said to be the $j$ th-column of the matrix $A$. If $k$ is fixed then the system $a_{1 k}, \ldots, a_{n k}$ is said to be the $k$ th-row of the matrix $A$. The numbers $a_{j k}$ are called $j k$-entries of $A$. If $m=n$ then $A$ is said to be a square matrix (of dimension $n$ ). For our convenience, sometimes we shall denote matrices in the form:

$$
A=\left[a_{j k}\right]_{\substack{j=1, \ldots, n \\ k=1, \ldots, m}}
$$

Theorem 2.8. If $\operatorname{dim} X=n, \operatorname{dim} Y=m, A, B \in L_{0}(X \rightarrow Y)$ and

$$
A=\left[a_{j k}\right]_{\substack{j=1, \ldots, n \\ k=1, \ldots, m}}, \quad B=\left[b_{j k}\right]_{\substack{j=1, \ldots, n \\ k=1, \ldots, m}},
$$

then

$$
\begin{equation*}
A+B=\left[a_{j k}+b_{j k}\right]_{\substack{\begin{subarray}{c}{=1, \ldots, n \\
k=1, \ldots, m} }}\end{subarray}}, \quad \lambda A=\left[\lambda a_{j k}\right]_{\substack{j=1, \ldots, n \\
k=1, \ldots, m}}(\lambda \in \mathbb{F}) . \tag{2.25}
\end{equation*}
$$

The proof immediately follows from the fact that $(A+B) x=A x+B x, \lambda(A x)=A(\lambda x)$ for $x \in X$.

Theorem 2.9. If $\operatorname{dim} X=n, \operatorname{dim} Y=m, \operatorname{dim} Z=p, A \in L_{0}(Y \rightarrow Z), B \in L_{0}(X \rightarrow Y)$ and

$$
A=\left[a_{j k}\right]_{\substack{j=1, \ldots, n \\ k=1, \ldots, p}}, \quad B=\left[b_{l j}\right]_{\substack{l=1, \ldots, n \\ j=1, \ldots, m}},
$$

then there exists the superposition $A B \in L_{0}(X \rightarrow Z)$ and

$$
A=\left[c_{l k}\right]_{\substack{l=1, \ldots, n \\ k=1, \ldots, p}},
$$

where

$$
\begin{equation*}
c_{l k}=\sum_{j=1}^{m} a_{j k} b_{l j} \quad(l=1, \ldots, n ; k=1, \ldots, p) . \tag{2.26}
\end{equation*}
$$

Proof. Let $\left\{x_{1}, \ldots, x_{n}\right\},\left\{y_{1}, \ldots, y_{n}\right\},\left\{z_{1}, \ldots, z_{n}\right\}$ denote the bases in the spaces $X, Y, Z$, respectively. By definition of matrices, we have

$$
B x_{l}=\sum_{j=1}^{n} b_{l j} y_{j} \quad(l=1, \ldots, n), \quad A y_{j}=\sum_{k=1}^{p} a_{j k} z_{k} \quad(j=1, \ldots, m) .
$$

Hence for $l=1, \ldots, n$

$$
\begin{gathered}
A B x_{l}=A\left(\sum_{j=1}^{m} b_{l j} y_{j}\right)=\sum_{j=1}^{m} b_{l j} A y_{j}= \\
=\sum_{j=1}^{m} b_{l j} \sum_{k=1}^{p} a_{j k} z_{k}=\sum_{k=1}^{p}\left(\sum_{j=1}^{m} a_{j k} b_{l j}\right) z_{k}=\sum_{k=1}^{p} c_{l k} z_{k}
\end{gathered}
$$

which implies the required Formula (2.26).
Formula (2.26) implies that in order to multiply matrices $A$ and $B$, we multiply every row of the matrix $A$ by every column of the matrix $B$. Thus the multiplication of matrices is not commutative: in general, $A B \neq B A$. For instance,

$$
\text { if } A=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) \quad B=\left(\begin{array}{ll}
1 & 0 \\
0 & 2
\end{array}\right) \quad \text { then } \quad A B=\left(\begin{array}{ll}
0 & 2 \\
1 & 0
\end{array}\right), \quad B A=\left(\begin{array}{ll}
0 & 1 \\
2 & 0
\end{array}\right) \neq A B .
$$

The above example implies that the algebra $L_{0}(X)$ is noncommutative whenever $\operatorname{dim} X>$ 1. On the other hand, general properties of linear operators imply that the multiplication of matrices is distributive with respect to their addition and it is also associative, whenever it is well defined.

Let

$$
A \in L_{0}(X \rightarrow Y) \quad \text { and } \quad A=\left[a_{j k}\right]_{\substack{j=1, \ldots, n \\ k=1, \ldots, m}} .
$$

The matrix

$$
\begin{equation*}
A^{T}=\left[a_{k j}\right]_{\substack{k=1, \ldots, m \\ j=1, \ldots, n}} \tag{2.27}
\end{equation*}
$$

is said to be the transposed matrix of the matrix $A$. It means the transposition of a matrix changes rows onto columns and columns onto rows.

Theorem 2.10. Let $\left\{x_{1}, \ldots, x_{n}\right\},\left\{y_{1}, \ldots, y_{m}\right\}$ be bases in linear spaces $X$ and $Y$, respectively. Let $A \in L_{0}(X \rightarrow Y)$ and let $A=\left[a_{j k}\right]_{\substack{=1, \ldots, n \\ k=1, \ldots, m}}$. Then $A^{\prime}=A^{T}$, where the matrix $A^{T}$ is defined by Formula (2.27).

In other words, in finite dimensional linear spaces conjugate operators are determined by transposed matrices.

Proof. Let $f_{i} \in Y^{\prime}, g_{j} \in X^{\prime}$ be functionals such that

$$
f_{i}\left(y_{j}\right)=\delta_{i j} \quad g_{l}\left(x_{k}\right)=\delta_{l k} \quad(i, j=1, \ldots, m ; l, k=1, \ldots, n) .
$$

By Theorem 2.5, such functionals exist and $\left\{f_{1}, \ldots, f_{m}\right\},\left\{g_{1}, \ldots, g_{n}\right\}$ are linearly independent systems. By Corollary 2.3, these systems are bases in the spaces $Y^{\prime}$ and $X^{\prime}$, respectively. Since $A x_{j} \in Y$, the definition of matrices implies that

$$
\begin{gathered}
f_{i}\left(A x_{j}\right)=f_{i}\left(\sum_{k=1}^{m} a_{j k} y_{k}\right)=\sum_{k=1}^{m} a_{j k} f_{i}\left(y_{k}\right)=\sum_{k=1}^{m} a_{j k} \delta_{i j}=a_{j i} \\
(j=1, \ldots, n ; i=1, \ldots, m) .
\end{gathered}
$$

On the other hand, writing $A^{\prime}=\left[b_{j k}\right]_{\substack{j=1, \ldots, n \\ k=1, \ldots, m}}$, by definition of the conjugate operator $A^{\prime} \in L_{0}\left(Y^{\prime} \rightarrow X^{\prime}\right)$, we find

$$
\begin{gathered}
f_{i}\left(A x_{j}\right)=\left(A^{\prime} f_{i}\right) x_{j}=\left(\sum_{l=1}^{n} b_{i l} g_{l}\right) x_{j}=\sum_{l=1}^{n} b_{i l} g_{l}\left(x_{j}\right)=\sum_{l=1}^{n} b_{i l} \delta_{l j}=b_{i j} \\
(j=1, \ldots, n ; i=1, \ldots, m) .
\end{gathered}
$$

Hence $b_{i j}=a_{j i}(j=1, \ldots, n ; i=1, \ldots, m)$, which implies $b_{j k}=a_{k j}(j=1, \ldots, n ; k=$ $1, \ldots, m)$.
Observe that a transposed matrix of a transposed matrix is equal to the given matrix,

$$
\left(A^{T}\right)^{T}=A
$$

(cf. Formula (2.23)).
An operator $A \in L_{0}(X \rightarrow Y)$ is said to be finite dimensional if its range $\mathcal{E}_{A}$ is finite dimensional. If $\operatorname{dim} \mathcal{E}_{A}=n$ then we say that $A$ is an $n$-dimensional operator. Hence $A \in L_{0}(X \rightarrow Y)$ is a finite dimensional operator whenever $\operatorname{dim} Y<+\infty$.

Theorem 2.11. An operator $K \in L_{0}(X \rightarrow Y)$ is $n$-dimensional if and only if it is of the form:

$$
\begin{equation*}
K x=\sum_{j=1}^{n} f_{j}(x) y_{j} \quad \text { for } \quad x \in X \tag{2.28}
\end{equation*}
$$

for fixed $f_{1}, \ldots, f_{n} \in X^{\prime}$ and fixed linearly independent $y_{1}, \ldots, y_{n} \in Y$.
Proof. Suppose that $K$ is of the form (2.28). Write $a_{j}=f_{j}(x)$ for $j=1, \ldots, n$. By definition, $a_{1}, \ldots, a_{n}$ are scalars. Then for an arbitrary $x \in X$ we have $K x=\sum_{j=1}^{n} a_{j} y_{j}$. This means
that $K$ maps $X$ onto the set $\operatorname{lin}\left\{y_{1}, \ldots, y_{n}\right\} \subset Y$. Hence $\operatorname{dim} K X=\operatorname{dim} \operatorname{lin}\left\{y_{1}, \ldots, y_{n}\right\}=$ $n$. We therefore conclude that the operator $K$ is $n$-dimensional.

Conversely, suppose that the operator $K$ is $n$-dimensional, i.e. $\operatorname{dim} K X=n$. Then there are $n$ linearly independent elements $y_{1}, \ldots, y_{n} \in Y$ such that for every $x \in X$ we have $K x=\sum_{j=1}^{n} a_{j} y_{j}$ for some scalars $a_{1}, \ldots, a_{n}$. Let $Y_{0}=\operatorname{lin}\left\{y_{1}, \ldots, y_{n}\right\}$. Define linear functionals $\varphi_{j} \in Y^{\prime}$ by means of the equality

$$
\varphi_{j}\left(\sum_{m=1}^{n} a_{m} y_{m}\right)=a_{j} \quad(j=1, \ldots, n)
$$

Let $f_{j}(x)=\varphi_{j}(K x)$ for $j=1, \ldots, n$. Then $f_{1}, \ldots, f_{n}$ are linear functionals, since they are superpositions of linear functionals and a linear operator. Moreover, by definition,

$$
f_{j}(x)=\varphi_{j}(K x)=\varphi\left(\sum_{m=1}^{n} a_{m} y_{m}\right)=a_{j}
$$

which was to be proved.
Let be given a linear space $X$ over the field $\mathbb{F}$ and its subspace $Y$. Let $\mathcal{S}$ be a subset of $L_{0}(X)$. Then $Y$ is said to be an $\mathcal{S}$-invariant subspace if $A Y \subset Y$ for all $A \in \mathcal{S}$. If $\mathcal{S}=\{A\}$ for an $A \in L_{0}(X)$, an $\mathcal{S}$-invariant subspace is called shortly: an $A$-invariant subspace.

Denote by $\mathbb{F}[t]$ the set of all polynomials in the variable $t$ with coefficients in $\mathbb{F}$ (cf. Examples 1.5 and 1.6).

Theorem 2.12. Let $A \in \mathcal{S}=L_{0}(X)$ and let $A B=B A$ for all $B \in \mathcal{S}$. Then
(i) the range and the kernel of $A$ are $\mathcal{S}$-invariant subspaces;
(ii) $p(A) B=B p(A)$ for all $B \in \mathcal{S}$ whenever $p \in \mathbb{F}[t]$.

Proof. (i) Let $B \in \mathcal{S}$ be arbitrarily fixed. Let $y=A x$ for an $x \in X$. Then $B y=B A x=$ $A B x$. This means that $B y$ also belongs to the range of $A$ and this range is an $\mathcal{S}$-invariant subspace. Let $x \in \operatorname{ker} A$. Then $A B x=B A x=0$. Hence also $B x \in \operatorname{ker} A$, which implies that the kernel of $A$ is an $\mathcal{S}$-invariant subspace. Point (ii) easily follows from our assumptions.

Other properties of linear operators in finite dimensional linear spaces and their matrices will be considered in the next chapter.

## Examples and Exercises.

Example 2.1. Consider the space $\mathbb{C}$ of complex numbers with the usual addition and multiplication by real numbers. Define the mapping $A$ of the space $\mathbb{C}$ into itself by means of the equality

$$
A z=a z+b \bar{z}, \quad \text { where } \quad a, b \in \mathbb{R}
$$

where $\bar{z}$ denotes the complex number conjugate to $z$. It is easy to verify that $A$ is a linear operator. Write

$$
f(z)=\operatorname{Re} z, \quad g(z)=\operatorname{Im} z, \quad h(z)=|z| \quad \text { for } z \in \mathbb{C} .
$$

It is easy to verify that $f, g, h$ map $\mathbb{C}$ into $\mathbb{R}$, hence they are functionals. Moreover, $f$ and $g$ are linear, however, $h$ is not a linear functional. Indeed,

$$
h(1+i)=|1+i|=\sqrt{2}, \quad h(1)+h(i)=|1|+|i|=2 \neq h(1+i) .
$$

Example 2.2. Consider the space $X=C[a, b]$. Suppose, we are given a function $g \in$ $C[a, b]$ such that $g(t) \neq 0$ for $a \leq t \leq b$. Write

$$
(A x)(t)=g(t) x(t) \quad \text { for } \quad x \in C[a, b], t \in[a, b] .
$$

It is easy to verify that $A \in L_{0}(X)$. Moreover, the operator $A$ is invertible and

$$
\left(A^{-1} x\right)(t)=\frac{1}{g(t)} x(t) \quad \text { for } \quad x \in C[a, b], t \in[a, b]
$$

Suppose now that there is given a function $h \in C^{1}[a, b]$ such that $h(a)=a, h(b)=b$ and, moreover, $h^{\prime}(t)>0$ for $a \leq t \leq b$. Write

$$
(B x)(t)=x(h(t)) \quad \text { for } \quad x \in C[a, b], t \in[a, b] .
$$

It is easy to verify that $B \in L_{0}(X)$. Moreover, the operator $B$ is invertible and

$$
\left(B^{-1} x\right)(t)=x\left(h^{-1}(t)\right) \quad \text { for } \quad x \in C[a, b], t \in[a, b],
$$

where by $h^{-1}$ we denote the inverse function of $h$, which exists by our assumption that $h^{\prime}(t)>0$ for $a \leq t \leq b$.

Write now

$$
f(x)=\sum_{j=1}^{n} a_{j} x\left(t_{j}\right) \quad \text { for } \quad x \in C[a, b]
$$

where $a_{1}, \ldots, a_{n} \in \mathbb{R}, t_{1}, \ldots, t_{n}$ are arbitrarily fixed. It is easy to verify that $f$ is a linear functional over the space $C[a, b]$.
If linear spaces $X_{1}, \ldots, X_{n}$ (over the same field $\mathbb{F}$ of scalars) are finite dimensional the following obvious equalities hold:

$$
\begin{align*}
& \operatorname{dim} X_{1} \times X_{2} \times \ldots \times X_{n}=\operatorname{dim} X_{1}+\operatorname{dim} X_{2}+\ldots+\operatorname{dim} X_{n}  \tag{2.29}\\
& \operatorname{dim} X_{1} \oplus X_{2} \oplus \ldots \oplus X_{n}=\operatorname{dim} X_{1}+\operatorname{dim} X_{2}+\ldots+\operatorname{dim} X_{n} \tag{2.30}
\end{align*}
$$

If at least one of the spaces $X_{1}, \ldots, X_{n}$ is infinite dimensional then both, the Cartesian product $X_{1} \times X_{2} \times \ldots \times X_{n}$ and the direct sum $X_{1} \oplus X_{2} \oplus \ldots \oplus X_{n}$ are infinite dimensional. We therefore conclude that Formulae (2.29) and (2.30) hold also in the case of infinite dimensional linear spaces.

Exercise 2.1. Is a translation of points in the space $\mathbb{R}^{n}(n=1,2 \ldots)$ (i.e. a mapping of the form: $T_{h} x=x+h$, where $h \in \mathbb{R}^{n}$ is a fixed point) a linear operator?

Exercise 2.2. Give examples of projection operators in the spaces $\mathbb{R}^{n}, \mathbb{F}_{n}[t](n \in \mathbb{N})$ and $C[a, b]$ (cf. Examples 1.3, 1.5 and 1.9).

Exercise 2.3. Prove that the rotation by an angle $\varphi$ in the space $\mathbb{R}^{2}$ is a linear operator. Determine its matrix.

Exercise 2.4. Give examples of linear functionals in the spaces $\mathbb{R}^{n}(n \in \mathbb{N})$ and determine the corresponding hyperplanes (cf. Theorem 2.7). For instance, if $x \in\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ and $f(x)=x_{1}+\ldots+x_{n}$ then $H_{f}=\left\{x \in \mathbb{R}^{n}: x_{1}+\ldots+x_{n}=1\right\}$. Determine the general form of hyperplanes in $\mathbb{R}^{n}$ containing zero.

Exercise 2.5. Give examples of linear functionals in the spaces $\mathbb{F}_{n}[t], \mathbb{F}[t], C[a, b]$ and determine the corresponding hyperplanes (cf. Examples 1.5, 1.6 and 1.9).

Exercise 2.6. Mappings preserving all linear manifolds are called affine transformations. Describe all affine transformations in the spaces $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$.

Exercise 2.7. Suppose that

$$
A=\left[a_{j k}\right]_{\substack{j=1, \ldots, n \\ k=1, \ldots, m}}, \quad B=\left[b_{j k}\right]_{\substack{j=1, \ldots, n \\ k=1, \ldots, m}}, \quad C=\left[c_{l j}\right]_{\substack{l=1, \ldots, p \\ j=1, \ldots, n}} .
$$

Prove that

$$
(A+B)^{T}=A^{T}+B^{T}, \quad(t A)^{T}=t A^{T} \quad \text { for } t \in \mathbb{F}, \quad\left(A^{T}\right)^{T}=A, \quad(C A)^{T}=A^{T} C^{T}
$$

(cf. Formulae (2.20), (2.22), (2.23)).
Exercise 2.8. A square matrix $A$ is said to be symmetric if $A^{T}=A$ and antisymmetric if $A^{T}=-A$. Prove that every square matrix $A$ is a sum of a symmetric matrix $A^{+}$and an antisymmetric $A^{-}$and that this sum is uniquely determined, namely

$$
A=A^{+}+A^{-}, \quad \text { where } \quad A^{+}=\frac{1}{2}\left(A+A^{T}\right), \quad A^{-}=\frac{1}{2}\left(A-A^{T}\right) .
$$

Exercise 2.9. Write $E=\left[\delta_{j k}\right]_{j, k=1, \ldots, n}$, where $\delta_{j k}$ is the Kronecker symbol (cf. Formula (2.15)). Prove that for every square matrix $A$ of dimension $n$ we have $A E=E A=A$, i.e. $E$ is the matrix of the identity operator $I$.

Exercise 2.10. Prove that set of all square matrices of dimension $n$ is an algebra with unit with the addition, multiplication by scalars determined and multiplication determined by Formulae (2.25), (2.26), respectively. Give examples of zero divisors in this algebra.

Exercise 2.11. A square matrix $A$ of dimension $n$ is said to be a diagonal matrix if $a_{k k}=\lambda_{k}$ and $a_{j k}=0$ for $j \neq k$, where $\lambda_{k} \in \mathbb{F}(j, k=1, \ldots, n)$. The system $\left\{a_{11}, \ldots, a_{n n}\right\}$ is called the principal diagonal (otherwise just the diagonal). Prove that every diagonal matrix of dimension $n$ has the following properties:
(i) $A^{T}=A$;
(ii) $A^{N}(N \in \mathbb{N})$ is also a diagonal matrix with the principal diagonal $\left\{\lambda_{1}^{N}, \ldots, \lambda_{n}^{N}\right\}$, where we define by induction $A^{k+1}=A \cdot A^{k}(k \in \mathbb{N})$;
(iii) the set of all diagonal matrices of dimension $n$ is a subalgebra of the algebra described in Exercise 2.10. Has this subalgebra zero divisors?

Exercise 2.12. Suppose that either $\mathbb{F}=\mathbb{R}$ or $\mathbb{F}=\mathbb{C}$. Let $A=\left[a_{j k}\right]_{j, k=1, \ldots, n}$, where $a_{n-k+1, k}=\lambda \in \mathbb{F}, a_{j k}=0$ for $j \neq n-k+1(j, k=1, \ldots, n)$. Prove that $A^{T}=A$. Does the equality $A^{T}=A$ hold also when $a_{n-k+1, k}=\lambda_{k} \in \mathbb{F}$ are different from each other ?
Exercise 2.13. An operator $A \in L_{0}(X)$ is said to be nilpotent of order $n$ if $A^{n}=0$ but $A^{n-1} \neq 0\left(n \in \mathbb{N}\right.$. Let $A \in L_{0}(X)$ be nilpotent of order $n$. Prove that there exists an element $x_{0} \in X$ such that $x_{0} \neq 0$ and elements $x_{0}, A x_{0}, \ldots, A^{n-1} x_{0}$ are linearly independent.

Exercise 2.14. Let $X \neq\{0\}$ be a finite dimensional linear space over the field $\mathbb{F}$ and let $\mathcal{S}=L_{0}(X)$. Prove that the only $\mathcal{S}$-invariant subspaces of $X$ are $X$ itself and $\{0\}$.
Exercise 2.15. Let $A \in L_{0}(X)$ be such that $A B=B A$ for all $B \in \mathcal{S} \subset L_{0}(X)$. Prove that the range and the kernel of $A$ are $\mathcal{S}$-invariant subspaces of $X$.

Exercise 2.16. Let $X$ be a a linear space over the field $\mathbb{F}$ and let $\mathcal{S}=L_{0}(X)$. Suppose that $U, V$ are $\mathcal{S}$-invariant subspaces of $X$. Prove that $U+V$ and $U \cap V$ are $\mathcal{S}$-invariant subspaces of $X$.

## Chapter 3.

## Matrices and determinants. Solutions to systems of linear equations.

A field of scalars $\mathbb{F}$ has the characteristic zero if it is commutative and the intersection of all its subfields (which is again a subfield of $\mathbb{F}$ ) is isomorphic with the field $\mathbb{Q}$ of all rational numbers, i.e. if there is a one-to-one mapping $f$ of $\mathbb{F}$ which preserves the operations in $\mathbb{F}$ :

$$
\begin{gathered}
f(x+y)=f(x)+f(y), \quad f(O)=0, \quad f(-x)=-f(x), \quad f(x y)=f(x) f(y), \\
f(1)=1 \quad \text { and } \quad f\left(x^{-1}\right)=[f(x)]^{-1} \quad \text { for all } x, y \in \mathbb{F} .
\end{gathered}
$$

For instance, $\mathbb{Q}$ itself, the field $\mathbb{R}$ of reals and the field $\mathbb{C}$ of complex numbers are fields of characteristic zero. All calculations in a field of characteristic zero proceed in the same manner as in these fields. Thus all considerations of Chapters 1 and 2 are valid for fields of characteristic zero. In the sequel, in general, we shall mean by a "field" - a field of characteristic zero.

A permutation of numbers $1, \ldots, n \in \mathbb{N}$ is any one-to-one mapping $p$ of the set $\{1, \ldots, n\}$ onto itself. We shall denote permutations by $\left\{p_{1}, \ldots, p_{n}\right\}$. By definition, the number of different permutations of the numbers $1, \ldots, n$ is $n!$.

Write

$$
\operatorname{sign} a=\left\{\begin{array}{ll}
1, & \text { if } a>0,  \tag{3.1}\\
0 & \text { if } a=0, \\
-1 & \text { if } a<0,
\end{array} \quad \text { whenever } \quad a \in \mathbb{R}\right.
$$

It is easy to verify by induction that

$$
\operatorname{sign} a_{1} \ldots a_{n}=\left(\operatorname{sign} a_{1}\right) \ldots\left(\operatorname{sign} a_{n}\right) .
$$

A sign of a system $\left\{a_{1}, \ldots, a_{n}\right\}$ of real numbers is said to be the number

$$
\begin{equation*}
\operatorname{sign}\left\{a_{1}, \ldots, a_{n}\right\}=\prod_{j, k=1, \ldots, n ; j>k} \operatorname{sign}\left(a_{j}-a_{k}\right) . \tag{3.2}
\end{equation*}
$$

Suppose that a system $\left\{b_{1}, \ldots, b_{n}\right\} \subset \mathbb{R}$ is obtained from a system $\left\{a_{1}, \ldots, a_{n}\right\} \subset \mathbb{R}$ by a transposition of two terms: $b_{i}=a_{i}$ for $i \neq j, i \neq k, b_{j}=a_{k}, b_{k}=a_{j},(j, k$ are arbitrarily fixed). Then

$$
\begin{equation*}
\operatorname{sign}\left\{b_{1}, \ldots, b_{n}\right\}=-\operatorname{sign}\left\{a_{1}, \ldots, a_{n}\right\} \tag{3.3}
\end{equation*}
$$

i.e. the system changes its sign.

Indeed.

$$
=\operatorname{sign}\left(a_{j}-a_{k}\right)\left[\prod_{\substack{r, s=1, \ldots, n \\ r>s ; s \neq j, k}} \operatorname{sign}\left\{a_{1}, \ldots, a_{n}\right\}=\right.
$$

Observe that the interchange of the term $a_{j}$ and the term $a_{k}$ does not change the sign of the last two products. This easily implies Formula (3.3).

The determinant of a square matrix $A=\left[a_{j k}\right]_{j, k=1, \ldots, n}$ is said to be the number (belonging to the field $\mathbb{F}$ of scalars under consideration which, by our assumption, should have the characteristic zero)

$$
\begin{equation*}
\operatorname{det} A=\sum_{\left\{p_{1}, \ldots, p_{n}\right\}} \operatorname{sign}\left\{p_{1}, \ldots, p_{n}\right\} a_{1 p_{1}} \ldots a_{n p_{n}} \tag{3.4}
\end{equation*}
$$

where the summation is extended over all permutations $\left\{p_{1}, \ldots, p_{n}\right\}$ of the numbers $1, \ldots, n$. The determinant of the matrix $A=\left[a_{j k}\right]_{j, k=1, \ldots, n}$ is denoted also in the following way:

$$
\operatorname{det} A=\left|\begin{array}{cccc}
a_{11} & a_{21} & \ldots & a_{n 1} \\
a_{12} & a_{22} & \ldots & a_{n 2} \\
\ldots & \ldots & \ldots & \ldots \\
a_{1 n} & a_{2 n} & \ldots & a_{n n}
\end{array}\right| .
$$

Columns and rows of a determinant det $A$ are, by definition, columns and rows of the matrix $A$.

Example 3.1. If $n=1$ then $\operatorname{det} A=\left|a_{11}\right|$. If $n=2$ then

$$
\operatorname{det} A=\left|\begin{array}{ll}
a_{11} & a_{21} \\
a_{12} & a_{22}
\end{array}\right|=a_{11} a_{22}-a_{12} a_{21} .
$$

If $n=3$ then

$$
\begin{gathered}
\operatorname{det} A=\left|\begin{array}{lll}
a_{11} & a_{21} & a_{31} \\
a_{12} & a_{22} & a_{32} \\
a_{13} & a_{23} & a_{33}
\end{array}\right|= \\
=a_{11} a_{22} a_{33}-a_{11} a_{23} a_{32}-a_{12} a_{21} a_{33}+a_{13} a_{21} a_{32}+a_{12} a_{23} a_{31}-a_{13} a_{22} a_{31} .
\end{gathered}
$$

Observe that in each product $a_{1 p_{1}} \ldots a_{n p_{n}}$ a term from every column and every row appears only once.

We shall give now the fundamental properties of determinants.
Property 3.1. The determinant of a matrix such that either one column or one row consists of zeros only is equal to zero.

Proof. Suppose that $a_{j k}=0$ for a $j$ and $k=1, \ldots, n$. Then any component of the sum (3.4) contains a term of the form $a_{j p_{j}}$. Hence det $A=0$. A similar result holds if $a_{j k}=0$ for $j=1, \ldots, n$ and a $k$.

Property 3.2. If $\operatorname{det} B$ is formed from a determinant det $A$ by multiplication of one column (one row) by a scalar $c$, then $\operatorname{det} B=c \operatorname{det} A$.

Proof. If we multiply the $j$ th column by $c$, then we find

$$
\begin{aligned}
& \operatorname{det} B=\sum_{\left\{p_{1}, \ldots, p_{n}\right\}} \operatorname{sign}\left\{p_{1}, \ldots, p_{n}\right\} a_{1 p_{1} \ldots . a_{j-1, p_{j-1}} c a_{j+1, p_{j+1}} \ldots a_{n p_{n}}=}=\sum_{\left\{p_{1}, \ldots, p_{n}\right\}} c \operatorname{sign}\left\{p_{1}, \ldots, p_{n}\right\} a_{1 p_{1}} \ldots a_{j-1, p_{j-1}} a_{j+1, p_{j+1} \ldots} \ldots a_{n p_{n}}= \\
& \quad=c \sum_{\left\{p_{1}, \ldots, p_{n}\right\}} \operatorname{sign}\left\{p_{1}, \ldots, p_{n}\right\} a_{1 p_{1} \ldots . a_{n p_{n}}=c \operatorname{det} A .}
\end{aligned}
$$

A similar proof holds for rows.
Property 3.3. If the terms of the $j$ th column (row) of a determinant det $A$ are sums of two components

$$
a_{j k}=a_{j k}^{\prime}+a_{j k}^{\prime \prime} \quad(k=1, \ldots, n) \quad(j=1, \ldots, n)
$$

then this determinant is a sum of two determinants such that the $j$ th column (row) of the first one consists of terms $a_{j k}^{\prime}$ and the $j$ th column (row) of the second one consists of terms $a_{j k}^{\prime \prime}$, i.e. $A=B+C$, where $B=\operatorname{det}\left[b_{i m}\right]_{i, m=1, \ldots, n}, C=\operatorname{det}\left[c_{i m}\right]_{i, m=1, \ldots, m}$, $b_{i m}=c_{i m}=a_{i m}$ for $i \neq j, b_{j m}=a_{j m}^{\prime}, c_{j m}=a_{j m}^{\prime \prime}$ for $i=j(m=1, \ldots, n)$. Similarly, for rows $b_{i m}=c_{i m}=a_{i m}$ for $m \neq k, b_{i k}=a_{i k}^{\prime}, c_{i k}=a_{i k}^{\prime \prime}$ for $m=k(i=1, \ldots, n)$.
Proof. By our assumptions,

$$
\begin{aligned}
& \operatorname{det} A=\sum_{\left\{p_{1}, \ldots, p_{n}\right\}} \operatorname{sign}\left\{p_{1}, \ldots, p_{n}\right\} a_{1 p_{1} \ldots .} a_{j-1, p_{j-1}} a_{j p_{j}} a_{j+1, p_{j+1} \ldots} \ldots a_{n p_{n}}= \\
& =\sum_{\left\{p_{1}, \ldots, p_{n}\right\}} \operatorname{sign}\left\{p_{1}, \ldots, p_{n}\right\} a_{1 p_{1} \ldots} \ldots a_{j-1, p_{j-1}}\left(a_{j p_{j}}^{\prime}+a_{j p_{j}}^{\prime \prime}\right) a_{j+1, p_{j+1}} \ldots a_{n p_{n}}= \\
& \quad=\sum_{\left\{p_{1}, \ldots, p_{n}\right\}} \operatorname{sign}\left\{p_{1}, \ldots, p_{n}\right\} a_{1 p_{1} \ldots a_{j-1, p_{j-1}} a_{j p_{j}}^{\prime} a_{j+1, p_{j+1}} \ldots a_{n p_{n}}+}^{\quad+\sum_{\left\{p_{1}, \ldots, p_{n}\right\}} \operatorname{sign}\left\{p_{1}, \ldots, p_{n}\right\} a_{1 p_{1}} \ldots a_{j-1, p_{j-1}} a_{j p_{j}}^{\prime \prime} a_{j+1, p_{j+1}} \ldots a_{n p_{n}} .}
\end{aligned}
$$

A similar proof holds for rows.
Formula (3.3) immediately implies
Property 3.4. If $n \geq 2$ and in a determinant det $A$ two columns (two rows) change their place, then the determinant det $B$ obtained in this way changes its sign: $\operatorname{det} B=-\operatorname{det} A$.

Property 3.5. If a determinant det $A$ contains two identical columns (rows), then $\operatorname{det} A$ $=0$.

Proof. If we exchange the place of the identical columns, then we obtain a new determinant $\operatorname{det} B=-\operatorname{det} A$. By Property 3.4,

$$
\operatorname{det} A=\operatorname{det} B=-\operatorname{det} A \quad \text { which implies } \quad 2 \operatorname{det} A=0 \quad \text { and } \quad \operatorname{det} A=0 .
$$

A similar proof holds for rows.
Property 3.6. A determinant does not change its value if to elements of its column (row) there are added elements of another column (row) multiplied by an arbitrary number $c$.
Proof. By our assumptions,

$$
\begin{gathered}
\sum_{\left\{p_{1}, \ldots, p_{n}\right\}} \operatorname{sign}\left\{p_{1}, \ldots, p_{n}\right\} a_{1 p_{1}} \ldots a_{j-1, p_{j-1}}\left(a_{j p_{j}}+c a_{k p_{k}}\right) a_{j+1, p_{j+1}} \ldots a_{n p_{n}}= \\
\sum_{\left\{p_{1}, \ldots, p_{n}\right\}} \operatorname{sign}\left\{p_{1}, \ldots, p_{n}\right\} a_{1 p_{1} \ldots a_{j-1, p_{j-1}} a_{j p_{j}} a_{j+1, p_{j+1}} \ldots a_{n p_{n}}+}^{+c \sum_{\left\{p_{1}, \ldots, p_{n}\right\}} \operatorname{sign}\left\{p_{1}, \ldots, p_{n}\right\} a_{1 p_{1} \ldots} \ldots a_{j-1, p_{j-1}} a_{k p_{k}} a_{j+1, p_{j+1}} \ldots a_{n p_{n}}=\operatorname{det} A+c \operatorname{det} A^{\prime} .}
\end{gathered}
$$

But det $A^{\prime}$ has two identical columns: the $j$ th column and the $k$ th column. This, and Property 3.5 together imply that $\operatorname{det} A^{\prime}=0$. A similar proof holds for rows.
A minor determinant of a square matrix $A$ of dimension $n$ is said to be a determinant of $A$ obtained by canceling the same number of columns and rows in $A$. Denote by $M_{j k}$ minor determinants obtained by canceling the $j$ th column and the $k$ th row. Minor determinants $M_{j k}$ are determinants of a matrix of dimension $n-1$. By definition,

$$
\begin{equation*}
=\sum_{\left\{p_{1}, \ldots p_{j-1}, p_{j+1}, \ldots, p_{n}\right\}} \operatorname{sign}\left\{p_{1}, \ldots, p_{j-1}, p_{j+1}, \ldots, p_{n}\right\} a_{1 p_{1}} \ldots a_{j-1, p_{j-1}} a_{j+1, p_{j+1}} \ldots a_{n p_{n}} \tag{3.5}
\end{equation*}
$$

Theorem 3.1 (Laplace Theorem). Let $\operatorname{det} A=\operatorname{det}\left[a_{j k}\right]_{j, k=1, \ldots, n}$. Then

$$
\begin{align*}
& \operatorname{det} A=\sum_{j=1}^{n}(-1)^{j+k} a_{j k} M_{j k},  \tag{3.6}\\
& \operatorname{det} A=\sum_{k=1}^{n}(-1)^{j+k} a_{j k} M_{j k} .
\end{align*}
$$

Proof. We shall prove only Formula (3.6). A proof of Formula (3.7) is similar. Observe that if we cancel in the permutation $\left\{p_{1}, \ldots, p_{n}\right\}$ the term $p_{j}=k$ then

$$
\begin{equation*}
\operatorname{sign}\left\{p_{1}, \ldots, p_{n}\right\}=(-1)^{j+k} \operatorname{sign}\left\{p_{1}, \ldots, p_{j-1}, p_{j+1}, \ldots, p_{n}\right\} \tag{3.8}
\end{equation*}
$$

Indeed, let
$q_{1}$ be the number of those $p_{1}, . ., p_{j-1}$ which are less than $k$,
$q_{2}$ be the number of those $p_{1}, . ., p_{j-1}$ which are greater than $k$,
$r_{1}$ be the number of those $p_{j+1}, . ., p_{n}$ which are less than $k$,
$r_{2}$ be the number of those $p_{j+1}, . ., p_{n}$ which are greater than $k$.
If we cancel the term $p_{j}=k$ then we have to multiply $\operatorname{sign}\left\{p_{1}, \ldots, p_{n}\right\}$ by the number $(-1)^{q_{2}+r_{1}}$. On the other hand,

$$
q_{1}+q_{2}=j-1, \quad q_{1}+r_{1}=k-1,
$$

which implies

$$
2 q_{1}+q_{2}+r_{1}=j+k-1 .
$$

Hence

$$
(-1)^{q_{2}+r_{1}}=(-1)^{j+k-2-2 q_{1}}=(-1)^{j+k} .
$$

Then, by Formula (3.5), we find

$$
\begin{gathered}
(-1)^{j+k} a_{j k} M_{j k}= \\
\sum_{\substack{\left\{p_{1}, \ldots p_{j-1}, p_{j+1}, \ldots, p_{n}\right\} \\
p_{j}=k}} \operatorname{sign}\left\{p_{1}, \ldots, p_{j-1}, p_{j+1}, \ldots, p_{n}\right\}(-1)^{j+k} a_{1 p_{1} \ldots a_{j-1, p_{j-1}}} a_{j k} a_{j+1, p_{j+1} \ldots} a_{n p_{n}} \\
=\sum_{\substack{\left\{p_{1}, \ldots p_{j}-1, p_{j}+1 \\
p_{j}=k\right.}} \operatorname{sign}\left\{p_{1}, \ldots, p_{n}\right\} a_{1 p_{1}, \ldots} a_{j-1, p_{j-1}} a_{j p_{j}} a_{j+1, p_{j+1} \ldots} \ldots a_{n p_{n}}= \\
=\sum_{\substack{\left\{p_{1}, \ldots p_{j}-1, p_{j+1}, \ldots, p_{n}\right\} \\
p_{j}=k}} \operatorname{sign}\left\{p_{1}, \ldots, p_{n}\right\} a_{1 p_{1}} \ldots a_{n p_{n}} .
\end{gathered}
$$

We therefore conclude that

$$
\begin{gathered}
(-1)^{j+k} a_{j k} M_{j k}=\sum_{j=1}^{N} \sum_{\substack{\left\{p_{1}, \ldots p_{j-1}, p_{j+1}, \ldots, p_{n}\right\} \\
p_{j}=k}} \operatorname{sign}\left\{p_{1}, \ldots, p_{n}\right\} a_{1 p_{1} \ldots a_{n p_{n}}=} \\
=\sum_{\left\{p_{1}, \ldots, p_{n}\right\}} \operatorname{sign}\left\{p_{1}, \ldots, p_{n}\right\} a_{1 p_{1}} \ldots a_{n p_{n}}=\operatorname{det} A .
\end{gathered}
$$

Theorem 3.2 (Cauchy Theorem). If $A$ and $B$ are square matrices of the same dimension then

$$
\operatorname{det}(A B)=(\operatorname{det} A)(\operatorname{det} B) .
$$

Proof (by induction). Clearly, Theorem 3.2 is true for $n=1$. Indeed, for $A=\left[a_{11}\right]$, $B=\left[b_{11}\right]$ we have

$$
(\operatorname{det} A)(\operatorname{det} B)=a_{11} b_{11}=\operatorname{det}\left[a_{11} b_{11}\right]=\operatorname{det}(A B)
$$

Suppose now that Theorem 3.2 holds for an arbitrarily fixed positive integer $n \geq 1$. By Theorem 2.9, for arbitrary matrices $P$ and $Q$ of dimension $n$

$$
P=\left[p_{j k}\right]_{j, k=1, \ldots, n}, \quad Q=\left[q_{j k}\right]_{j, k=1, \ldots, n}
$$

the following formula is satisfied:

$$
\begin{equation*}
\operatorname{det}\left[\sum_{j=1}^{n} p_{j k} q_{l j}\right]_{k, l=1, \ldots, n}=\left(\operatorname{det}\left[p_{j k}\right]_{j, k=1, \ldots, n}\right)\left(\operatorname{det}\left[q_{l j}\right]_{l, j=1, \ldots, n}\right) \tag{3.9}
\end{equation*}
$$

Let $A$ and $B$ be arbitrary square matrices of dimension $n+1$,

$$
A=\left[a_{j k}\right]_{j, k=1, \ldots, n+1}, \quad B=\left[b_{j k}\right]_{j, k=1, \ldots, n+1}
$$

Write

$$
C=A B, \quad \text { i.e. } \quad C=\left[c_{l k}\right]_{l, k=1, \ldots, n+1} \quad \text { where } \quad c_{l k}=\sum_{j=1}^{n+1} a_{j k} b_{l j} .
$$

Denote by $M_{j k}^{\prime}, M_{j k}^{\prime \prime}, M_{j k}^{\prime \prime}$ minor determinants of matrices $A, B, C$, respectively, which are obtained by canceling their $j$ th column and $k$ th row. Denote also by $A_{j k}, B_{j k}, C_{j k}$ matrices of those minor determinants, respectively. Then

$$
M_{j k}^{\prime}=\operatorname{det} A, \quad M_{j k}^{\prime \prime}=\operatorname{det} B_{j k}, \quad M_{j k}=\operatorname{det} C_{j k} \quad(j, k=1, \ldots, n)
$$

By our induction assumption,

$$
\begin{equation*}
M_{j k}^{\prime} M_{k m}^{\prime \prime}=M_{j m} \quad(j, k, m=1, \ldots, n) \tag{3.10}
\end{equation*}
$$

Indeed,

$$
M_{j k}^{\prime} M_{k m}^{\prime \prime}=\left(\operatorname{det} A_{j k}\right)\left(\operatorname{det} B_{k m}\right)=\operatorname{det}\left(A_{j k} B_{k m}\right)=\operatorname{det} C_{j m}=M_{j m}
$$

This, the Laplace theorem (Theorem 3.1) and Theorem 2.9 together imply

$$
\begin{aligned}
(\operatorname{det} A)(\operatorname{det} B) & =\left[\sum_{j=1}^{n+1}(-1)^{j+k} a_{j k} M_{j k}^{\prime}\right]\left[\sum_{k=1}^{n+1}(-1)^{k+m} b_{k m} M_{k m}^{\prime \prime}\right]= \\
& =\sum_{j, k=1}^{n+1}(-1)^{m+j+2 k} a_{j k} b_{k m} M_{j k}^{\prime} M_{k m}^{\prime \prime}=
\end{aligned}
$$

$$
\begin{gathered}
=\sum_{j, k=1}^{n+1}(-1)^{m+j} a_{j k} b_{k m} M_{j k}=\sum_{j=1}^{n+1}(-1)^{m+j}\left(\sum_{k=1}^{n+1} a_{j k} b_{k m}\right) M_{j k}= \\
=\sum_{j=1}^{n+1}(-1)^{m+j} c_{j m} M_{j m}=\operatorname{det} C=\operatorname{det}(A B)
\end{gathered}
$$

We therefore have verified that the formula $\operatorname{det}(A B)=(\operatorname{det} A)(\operatorname{det} B)$ is true for square matrices of dimension $n+1$. Hence Theorem 3.2 holds for square matrices of an arbitrary dimension.

Example 3.2. Let

$$
A=\left(\begin{array}{ll}
a_{11} & a_{21} \\
a_{12} & a_{22}
\end{array}\right), \quad B=\left(\begin{array}{ll}
b_{11} & b_{21} \\
b_{12} & b_{22}
\end{array}\right) .
$$

Then

$$
\begin{gathered}
\operatorname{det}(A B)=\operatorname{det}\left(\begin{array}{ll}
a_{11} b_{11}+a_{21} b_{21} & a_{11} b_{21}+a_{21} b_{22} \\
a_{12} b_{11}+a_{22} b_{12} & a_{12} b_{21}+a_{22} b_{22}
\end{array}\right)= \\
=\left(a_{11} b_{11}+a_{21} b_{21}\right)\left(a_{12} b_{21}+a_{22} b_{22}\right)-\left(a_{11} b_{21}+a_{21} b_{22}\right)\left(a_{12} b_{11}+a_{22} b_{12}\right)= \\
=a_{11} a_{12} b_{11} b_{21}+a_{21} a_{12} b_{12} b_{21}+a_{11} a_{22} b_{11} b_{22}+a_{21} a_{22} b_{12} b_{22}- \\
-a_{11} a_{12} b_{11} b_{21}-a_{21} a_{12} b_{11} b_{22}-a_{11} a_{22} b_{21} b_{12}-a_{21} a_{22} b_{12} b_{22}= \\
=\left(a_{21} a_{12}-a_{11} a_{22}\right) b_{12} b_{21}+\left(a_{11} a_{22}-a_{21} a_{22}\right) b_{11} b_{22}= \\
=\left(a_{11} a_{22}-a_{12} a_{22}\right)\left(b_{11} b_{22}-b_{12} b_{22}\right)= \\
=\left|\begin{array}{ll}
a_{11} & a_{21} \\
a_{12} & a_{22}
\end{array}\right| \cdot\left|\begin{array}{ll}
b_{11} & b_{21} \\
b_{12} & b_{22}
\end{array}\right|=(\operatorname{det} A)(\operatorname{det} B) .
\end{gathered}
$$

Theorem 3.3. If $A$ is a square matrix then $\operatorname{det} A^{T}=\operatorname{det} A$.
Proof by induction with respect to the dimension of the matrix $A$. For $n=1$ this theorem is obvious, since $A^{T}=\left[a_{11}\right]=A$. Suppose that Theorem 3.3 is true for an arbitrarily fixed $k=n-1$, where $n>1$. Similarly, as in Formula (3.5), denote by $M_{k j}^{T}$ the minor determinants of the matrix $A^{T}$. Then, by our induction assumption, $M_{k j}^{T}=M_{j k}$, since these determinants are determinants of matrices of dimension $n-1$. By Theorem 3.1 applied to the matrix $A^{T}$ with entries $b_{j k}=a_{k j}$, we find for $k=n$

$$
\operatorname{det} A=\sum_{j=1}^{n}(-1)^{j+k} b_{j k} M_{j k}^{T}=\sum_{j=1}^{n}(-1)^{j+k} a_{k j} M_{k j}=\operatorname{det} A .
$$

Corollary 3.1. If $A$ and $B$ are square matrices of the same dimension, then

$$
\operatorname{det}\left(A^{T} B^{T}\right)=\operatorname{det}\left(A^{T} B\right)=\operatorname{det}\left(A B^{T}\right)=\operatorname{det}(A B)=(\operatorname{det} A)(\operatorname{det} B) .
$$

Proof. By the Cauchy theorem and Theorem 3.2, we have

$$
\begin{aligned}
\operatorname{det}\left(A^{T} B^{T}\right) & =\left(\operatorname{det} A^{T}\right)\left(\operatorname{det} B^{T}\right)=(\operatorname{det} A)(\operatorname{det} B), \\
\operatorname{det}\left(A^{T} B\right) & =\left(\operatorname{det} A^{T}\right)(\operatorname{det} B)=(\operatorname{det} A)(\operatorname{det} B), \\
\operatorname{det}\left(A B^{T}\right) & =(\operatorname{det} A)\left(\operatorname{det} B^{T}\right)=(\operatorname{det} A)(\operatorname{det} B) .
\end{aligned}
$$

In other words: the determinant of the product of two square matrices has its value independent of multiplication either rows by columns or columns by columns or columns by rows or rows by rows.

A square matrix $A$ is said to be a non-singular matrix if $\operatorname{det} A \neq 0$. If det $A=0$ then $A$ is called a singular matrix.

Theorem 3.4. Every non-singular square matrix $A$ is invertible and its inverse $A^{-1}$ is determined by the formula

$$
A^{-1}=\frac{1}{\operatorname{det} A}\left[A_{j k}\right]_{j, k=1, \ldots, n}, \quad \text { where } \quad A_{j k}=(-1)^{j+k} M_{j k}
$$

and the minor determinants $M_{j k}$ are determined by Formula (3.5).
Proof. Write $a=\operatorname{det} A$. Recall (cf. Exercise 2.9) that to the identity operator there corresponds the matrix $E=\left[\delta_{j k}\right]_{j, k=1, \ldots, n}$. We are looking for a matrix $B=\left[b_{j k}\right]_{j, k=1, \ldots, n}$ such that $A B=B A=E$. By the Cauchy Theorem,

$$
\begin{gathered}
a E=A B=\left[a_{j k}\right]_{j, k=1, \ldots n}\left[b_{j k}\right]_{j, k=1, \ldots, n}=\left[c_{l k}\right]_{l, k=1, \ldots, n}, \\
\text { where } c_{l k}=\sum_{j=1}^{n} a_{j k} b_{l j}
\end{gathered}
$$

Then the following equalities should be satisfied:

$$
c_{k k}=\sum_{j=1}^{n} a_{j k} b_{j k}=a, \quad c_{l k}=0 \quad \text { for } l \neq k \quad(l, k=1, \ldots, n)
$$

Let $b_{j k}=A_{j k}$. Then, by the Laplace theorem, we obtain

$$
c_{k k}=\sum_{j=1}^{n} a_{j k} A_{j k}=a=\operatorname{det} A
$$

Furthermore, if $l \neq k$ then

$$
c_{l k}=\sum_{j=1}^{n}(-1)^{j+l} a_{j l} M_{j l},
$$

where the minor determinant $M_{j l}$ determined by formula (3.5) is obtained by canceling the $j$ th column and the $l$ th row. Hence $C_{l k}$ is a development of a determinant such that instead of the $l$ th row there is the $k$ th row. Hence this determinant has two identical rows, which implies that it is equal zero. We therefore conclude that $c_{l k}=0$ for $l \neq k$. A similar proof shows that $B A=(\operatorname{det} A) E$. Therefore we have shown that $A^{-1}=\frac{1}{\operatorname{det} A} B$.
Let either $\mathbb{F}=\mathbb{R}$ or $\mathbb{F}=\mathbb{C}$. Let $X=\mathbb{F}^{n}$ and let $A=\left[a_{j k}\right]_{j, k=1, \ldots, n} \in L_{0}(X)$. Consider a system of linear equations

$$
\begin{equation*}
\sum_{j=1}^{n} a_{j k} x_{j}=y_{k}, \quad \text { where } \quad y_{k} \in \mathbb{F} \quad(k=1, \ldots, n) \tag{3.11}
\end{equation*}
$$

This system can be rewritten in an equivalent form:

$$
\text { Ax }=y, \quad \text { where } \quad\left\{\begin{array}{l}
x=\left(x_{1}, \ldots, x_{n}\right) \in X \\
y=\left(y_{1}, \ldots, y_{n}\right) \in X
\end{array}\right.
$$

The system (3.11') with det $A \neq 0$ is said to be Cramer system of linear equations.
Theorem 3.5 (Cramer Formulae). A Cramer system of linear equations (3.11') has a unique solution of the form:

$$
\begin{gather*}
x=\left(x_{1}, \ldots, x_{n}\right), \text { where } \\
x_{k}=\frac{1}{\operatorname{det} A} \sum_{j=1}^{n} A_{j k} y_{j}=\frac{1}{\operatorname{det} A} \operatorname{det} A_{k}=  \tag{3.12}\\
=\frac{1}{\operatorname{det} A} \sum_{j=1}^{n}(-1)^{j+k} y_{j} M_{j k},
\end{gather*}
$$

where the matrix $A_{j}$ is obtained from the matrix $A$ by putting instead of its $j$ th column the column $y=\left(y_{1}, \ldots, y_{n}\right)$ and $A_{j k}$ are determined in Theorem 3.4.
Proof. Since det $A \neq 0$, Theorems 3.4 and 2.4 together imply that there exists the inverse operator $A^{-1}$. Hence

$$
\begin{aligned}
& \left(x_{1}, \ldots, x_{n}\right)=x=A^{-1} A x=A^{-1} y=\frac{1}{\operatorname{det} A}\left[a_{j k}\right]_{j, k=1, \ldots, n}\left(y_{1}, \ldots, y_{n}\right)= \\
& =\frac{1}{\operatorname{det} A}\left(\sum_{j=1}^{n} A_{j 1} y_{j}, \ldots, \sum_{j=1}^{n} A_{j n} y_{j}\right)=\frac{1}{\operatorname{det} A}\left(\operatorname{det} A_{1}, \ldots, \operatorname{det} A_{n}\right)
\end{aligned}
$$

By a comparison of the corresponding components, we find Formula (3.12).
A system (3.11') of linear equations is said to be homogeneous if $y_{1}=\ldots=y_{n}=0$.
Corollary 3.2. A homogeneous Cramer system of linear equations

$$
\begin{equation*}
A x=0, \quad \text { where } \quad X=\mathbb{F}^{n}, \quad A \in L_{0}(X), \tag{3.13}
\end{equation*}
$$

has only zero as a solution: $x=0$, i.e. $x_{1}=\ldots=x_{n}=0$.
Corollary 3.3. If a homogeneous system (3.13) of linear equations has a solution $x \neq 0$ then $\operatorname{det} A=0$, i.e. the system (3.13) is not a Cramer system.
Proof by a reduction to a contradiction. Indeed, suppose that det $A \neq 0$. Then there exists the inverse operator $A^{-1}$. Acting on both sides of the system (3.13) by this operator, by Corollary 3.2, we obtain $x=0$. This contradicts our assumption that $x \neq 0$. Hence $\operatorname{det} A=0$.

Cramer Formulae and Corollaries 3.2 and 3.3 concern the case when the operator $A$ maps an $n$-dimensional space onto itself, i.e. a case such that the number of unknowns is equal to the number of equations. Now we shall examine the case when these numbers are not equal. In order to do that, we have to consider non-square matrices, i.e. so called rectangular matrices.

Minor determinants of a rectangular matrix $A$ are said to be determinants of square matrices obtained from $A$ by canceling of some numbers of its columns and rows. The rank of a rectangular matrix $A$ is said to be the maximal dimension of its minor determinants different than zero. The rank of a rectangular matrix $A$ will be denoted by $r(A)$. By definition and Theorem 3.3, we conclude that

$$
\begin{equation*}
r\left(A^{T}\right)=r(A) \tag{3.14}
\end{equation*}
$$

Formula (3.14) and properties of determinants together imply
Corollary 3.4. The rank of a rectangular matrix does not change if
(i) we multiply rows (columns) of this matrix by numbers different than zero;
(ii) we exchange the place of rows (columns);
(iii) we add to one row (column) linear combinations of other rows (columns).

Theorem 3.6. Let $A=\left[a_{j k}\right]_{\substack{j=1, \ldots, n \\ k=1, \ldots, m}}$. Denote columns and rows of $A$ as follow:

$$
a_{j}=\left(a_{j 1}, \ldots, a_{j m}\right), \quad\left(a^{k}=\left(a_{1 k}, \ldots, a_{n k}\right)\right) \quad(j=1, \ldots, n ; k=1, \ldots, m)
$$

Then the rank of the matrix $A$ is equal to the dimension of the linear span of vectors $a_{1}, \ldots, a_{n}\left(a^{1}, \ldots, a^{m}\right.$, respectively), i.e.

$$
\begin{equation*}
r(A)=\operatorname{dim} \operatorname{lin}\left\{a_{1}, \ldots, a_{n}\right\}=\operatorname{dim} \operatorname{lin}\left\{a^{1}, \ldots, a^{m}\right\} \tag{3.15}
\end{equation*}
$$

Proof. If some rows (columns) of the matrix under consideration are linearly dependent then one of these rows (columns) should be a linear combination of other rows (columns). Hence the corresponding minor determinant is equal to zero. Conversely, if some rows (columns) are linearly independent then the corresponding minor determinant is different than zero.
Let, as before, either $\mathbb{F}=\mathbb{R}$ or $\mathbb{F}=\mathbb{C}$. Let $X=\mathbb{F}^{n}, Y=\mathbb{F}^{m}$ and let $A=\left[a_{j k}\right]_{\substack{j=1, \ldots, n \\ k=1, \ldots, m}} \in$ $L_{0}(X \rightarrow Y)$. Consider a system of $m$ linear equations with $n$ unknowns:

$$
\begin{equation*}
\sum_{j=1}^{n} a_{j k} x_{j}=y_{k}, \quad \text { where } \quad y_{k} \in \mathbb{F} \quad(k=1, \ldots, m) \tag{3.16}
\end{equation*}
$$

which can be written in an equivalent form

$$
\begin{equation*}
A x=y, \quad \text { where } \quad x=\left(x_{1}, \ldots, x_{n}\right) \in X, y=\left(y_{1}, \ldots, y_{m}\right) \in Y \tag{3.17}
\end{equation*}
$$

Every system $x=\left(x_{1}, \ldots, x_{n}\right)$ satisfying the system (3.16) of linear equations is said to be a solution either of the system (3.16) of linear equations or Equation (3.17). A system (3.16) of linear equations (Equation (3.17)) may have no solutions. If this is the case, then it is said to be contradictory. In particular, if $m>n$ then the operator $A$ maps the space $X$ into an $n$-dimensional space $Y_{n} \subset Y$. Hence Equation (3.17) has no solutions whenever $y \notin Y_{n}$, i.e. it is contradictory.
Denote by $B$ the so called extended matrix obtained from the matrix $A$ if we join to $A$ a column $\left(y_{1}, \ldots, y_{m}\right)$, i.e. the matrix

$$
B=\left(\begin{array}{ccccc}
a_{11} & a_{21} & \ldots & a_{n 1} & y_{1}  \tag{3.18}\\
a_{12} & a_{22} & \ldots & a_{n 2} & y_{2} \\
\ldots & \ldots . & \ldots & \ldots . & \ldots \\
a_{1 m} & a_{2 m} & \ldots & a_{n m} & y_{m}
\end{array}\right) .
$$

Theorem 3.7 (Kronecker-Capella Theorem). The system (3.16) of linear equations (Equation (3.17)) has a solution $x=\left(x_{1}, \ldots, x_{n}\right)$ if and only if the rank of the extended matrix $B$ (cf. Formula (3.18)) is equal to the rank of the matrix $A$, i.e. if $r(B)=r(A)$.
Proof. Suppose that $x=\left(x_{1}, \ldots, x_{n}\right)$ is a solution of the system (3.16) of linear equations (Equation (3.17)), i.e.

$$
y_{k}=\sum_{j=1}^{n} a_{j k} x_{j}, \quad(k=1, \ldots, m) .
$$

Then the last column in the extended matrix defined by Formula (3.18) is a linear combination of columns of the matrix $A$ with known coefficients $x_{1}, \ldots, x_{n}$. Hence this column cannot increase the rank of the matrix, i.e. $r(B)=r(A)$.
Conversely, suppose that $r(B)=r(A)$. This means that by joining of the column $y=$ $\left(y_{1}, \ldots, y_{m}\right)$ of free terms to the matrix $A$ the maximal dimension of a determinant different
than zero is not changed. In other words, if $r(A)=r$ then, even with the joined column of free terms, every determinant of dimension greater than $r$ is equal to zero. Hence the column $y=\left(y_{1}, \ldots, y_{m}\right)$ is a linear combination of columns $a_{j}=\left(a_{j 1}, \ldots, a_{j m}\right),(j=1, \ldots, n)$ of the matrix $A$, i.e. there exist numbers $x_{1}, \ldots, x_{n}$ such that

$$
y_{k}=\sum_{j=1}^{n} a_{j k} x_{j}, \quad(k=1, \ldots, m) .
$$

By definition of numbers $x_{1}, \ldots, x_{n}$, we conclude that $x=\left(x_{1}, \ldots, x_{n}\right)$ is a solution of the system (3.16) of linear equations (Equation (3.17)).
Corollary 3.5. Suppose that the system (3.16) of linear equations (Equation (3.17)) has a solution and $r(A)=r$. Denote by $M$ minor determinant of the matrix $A$ of dimension $r$ different than zero. If we cancel in the system (3.16) these equations whose coefficients do not appear in the minor determinant $M$, then we obtain an equivalent system of linear equations (i.e. every solution of the obtained system of linear equations is a solution to the system (3.16), and conversely).

Proof. By Theorem 3.6, if $r(A)=r$ then all columns (rows) of the matrix $A$, which do not appear in the minor determinant $M$, are linearly dependent on the remains ones. By our assumption, the system (3.16) of linear equations (Equation (3.17)) has solutions. This, and Kronecker-Capella Theorem (Theorem 3.7) together imply that the rank of the extended matrix $r(B)=r(A)=r$. Then free terms $y_{k}$ corresponding to the canceled equations are also linearly dependent on the remained free terms. Even more, the corresponding linear combinations have the same coefficients. Hence every solution of the system (3.16) of linear equations is a solution of the system reduced to $r$ linear equations corresponding to the minor determinant $M$, and conversely, every solution of the reduced system is a solution to the system (3.16).
Immediate consequences of Corollary 3.5 are
Corollary 3.6. If $r(A)=m \leq n$ (i.e. the rank of the matrix $A$ is less or equal to the number of equations) then all solutions to the system (3.16) of linear equations (Equation (3.17)) are obtained by canceling in the system (3.16) those equations whose coefficients do not appear in the minor determinant $M$, where $M$ is any minor determinant of dimension $r(A)=m$ different than zero. We admit for $n-m$ unknowns corresponding to the canceled columns arbitrary numbers, and we calculate the remained unknowns by means of Cramer Formulae applied to the minor determinant $M$.

Corollary 3.7. If $r(A)=m \leq n$ (i.e. the rank of the matrix $A$ is less or equal to the number of equations), then solutions to the system (3.16) of linear equations (Equation (3.17)) depend on $n-m=n-r(A)$ arbitrary numbers called parameters.

Corollary 3.8. A system (3.16) of linear equations (Equation (3.17)) has a unique solution if and only if $r(A)=r(B)=n$.

Proof. By Kronecker-Capella Theorem, the condition $r(A)=r(B)$ is a necessary and sufficient condition of the existence of solutions to the system (3.16). By our assumption
that $r(A)=r(B)=n$, it follows that $m=n=r(A)$. Hence, by Corollary 3.6, we find $n-m=0$ and the system (3.16) is a Cramer system of linear equations. We therefore conclude that this system has a unique solution.

Suppose that $r(A)=n-p$, where $p \geq 1$. Since $r(A)<n$, Corollary 3.7 implies that all solutions to the system (3.16) of linear equations depend on $n-(n-p)=p \geq 1$ parameters. Hence they are not unique.
Consider now a homogeneous system corresponding to the system (3.16) of linear equations, i.e. the system

$$
\begin{equation*}
\sum_{j=1}^{n} a_{j k} x_{j}=0 \quad(k=1, \ldots, m) \tag{3.19}
\end{equation*}
$$

Theorem 3.8. A necessary and sufficient condition for a homogeneous system (3.19) of linear equations to have a unique solution is that $r(A)=n$.

Proof. Since the column $y=\left(y_{1}, \ldots, y_{n}\right)$ of free terms consists of zeros only, we have $r(A)=r(B)$. By our assumption, $r(B)=r(A)=n$. By Corollary 3.8, the condition $r(A)=n$ is a necessary and sufficient condition for the system (3.19) to have a unique solution.

Theorem 3.9. If $x=\left(x_{1}, \ldots, x_{n}\right)$ is a non-zero solution to a system (3.19) of linear equations and $r(A)=m=n-1$ then

$$
\begin{equation*}
\frac{x_{1}}{M_{1}}=-\frac{x_{2}}{M_{2}}=\ldots=\frac{x_{n}}{(-1)^{n+1} M_{n}}, \tag{3.20}
\end{equation*}
$$

where $M_{k}$ is the minor determinant of the matrix $A$ obtained by canceling the $k$ th column (if $M_{k}=0$ for a $k$ then we let $x_{k}=0$ ).

Proof. By the assumption that $r(A)=m=n-1$, there is at least one minor determinant $M_{k} \neq 0$ of dimension $n-1=m$. This assumption and Corollary 3.6 together imply that solutions to the system (3.19) depend on one parameter for $n-m-(n-1)=1$ and that solutions to the system (3.19) are of the form:

$$
x_{k}=a(-1)^{k+1} M_{k} \quad(k=1, \ldots, m=n-1), \quad \text { with } a \neq 0
$$

Hence Formula (3.20) holds.
These solutions are obtained in the following way: instead of the unknown $x_{j}$ corresponding to a canceled column of the matrix $A$ we admit an arbitrary number $a \neq 0$, and we applied to the obtained system of linear equations (already non-homogeneous) Cramer Formulae.

Theorem 3.10. If $A=\left[a_{j k}\right]_{\substack{j=1, \ldots, n \\ k=1, \ldots, m}}$ and

$$
\text { ker } A=\{x: A x=0\}=\left\{\left(x_{1}, \ldots, x_{n}\right): \sum_{j=1}^{n} a_{j k} x_{j}=0 \quad \text { for } k=1, \ldots, m\right\}
$$

then

$$
\begin{equation*}
\operatorname{dim} \operatorname{ker} A=n-r(A) \tag{3.21}
\end{equation*}
$$

Proof. The nullity $\alpha_{A}=\operatorname{dim}$ ker $A$ is the number of linearly independent non-zero solutions to the system (3.19) of linear equations. Let $r(A)=r$. Denote by $M$ a minor determinant of the matrix $A$ of dimension $r$ which is different than zero. Cancelling in the system (3.19) those equations whose coefficients do not appear in the minor determinant $M$, we obtain by Theorem 3.5, a system equivalent to the system (3.19). However, the system of $r$ linear equations just obtained has $n \geq r$ unknowns. On the other hand, $n-r$ columns do not appear in $M$. Admitting arbitrary numbers for the corresponding unknowns, we obtain a new non-homogeneous system of $r$ linear equations with $r$ unknowns. Solving this system by means of Cramer Formulae we obtain a non-zero solution of the system (3.19) which depends on $n-r=n-r(A)$ parameters. In other words, the number of linearly independent solutions of the system (3.19) is $\alpha_{A}=n-r(A)$.
At the end of this chapter we shall give other conditions of solvability of Equation (3.17) (cf. also Chapter 9).

Theorem 3.11. Suppose that $A \in L_{0}(X \rightarrow Y)$, $\operatorname{dim} X=n$, $\operatorname{dim} Y=m$. Then $A^{T} \in L_{0}(Y \rightarrow X)$, hence $A^{T} A \in L_{0}(X \rightarrow X)$, i.e. $A^{T} A$ is a square matrix. Then the following conditions are satisfied:
(i) If $\operatorname{det}\left(A^{T} A\right) \neq 0$, then the equation $A x=y, y \in Y$, has a unique solution $x=$ $\left(A^{T} A\right)^{-1} A^{T} y$, i.e. the homogeneous equation $A x=0$ has only zero as a solution.
(ii) If there is an $x \neq 0$ such that $A x=0$, then $\operatorname{det}\left(A^{T} A\right)=0$.
(iii) If $y \neq 0, A^{T} y=0$ and $\operatorname{det}\left(A^{T} A\right) \neq 0$, then the equation $A x=y$ has not solutions.

Proof. Acting on both sides of the equation $A x=y$ by means of the operator $A^{T}$, we obtain the equation

$$
\begin{equation*}
A^{T} A x=A^{T} y \tag{3.22}
\end{equation*}
$$

(i) Since $\operatorname{det}\left(A^{T} A\right) \neq 0$ by our assumption, the square matrix $A^{T} A$ is invertible and $x=$ $\left(A^{T} A\right)^{-1} A^{T} y$. If $y=0$ then $x=0$.
(ii) If there an $x \neq 0$ such that $A x=0$, then $A^{T} A x=0$. This, and Corollary 3.3, together imply that $\operatorname{det}\left(A^{T} A\right)=0$.
(iii) If $y \neq 0$, then a solution $x$ of the equation $A x=y$ (provided that it exists) is different than zero. Suppose that $A^{T} y=0$. By Equation (3.22), we conclude that $A^{T} A x=0$. But $\operatorname{det}\left(A^{T} A\right) \neq 0$. This, and Point (i) of this Theorem together imply $x=0$. This contradicts our assumption that $x \neq 0$. Hence the equation $A x=y$ has no solutions.

## Exercises.

Exercise 3.1. Prove that the determinant of a diagonal matrix (cf. Example 2.11) is equal to the product of terms on the principal diagonal.
Exercise 3.2. Prove that the determinant of a square matrix $\left[a_{j k}\right]_{j, k}$, where $a_{j k}=0$ for $j>k$, is equal to the product of terms on the principal diagonal.

Exercise 3.3. Prove that the determinant of a square matrix $\left[a_{j k}\right]_{j, k}$, where $a_{j k}=0$ for $j<k$, is equal to the product of terms on the principal diagonal.

Exercise 3.4. Determine the value of the Vandermonde determinant

$$
V_{n}=\operatorname{det}\left[t_{j}^{k-1}\right]_{j, k=1, \ldots, n} \quad(n \in \mathbb{N} ; t \in \mathbb{R})
$$

Prove that $V_{n} \neq 0$ whenever $t_{i} \neq t_{j}$ for $i \neq j$.
Exercise 3.5. Prove that $B^{T}=B$ whenever $B=A A^{T}$.
Exercise 3.6. Prove that a cyclic determinant

$$
D_{n}=\left|\begin{array}{ccccc}
a_{0} & a_{1} & a_{2} & \ldots & a_{n-1} \\
a_{n-1} & a_{0} & a_{1} & \ldots & a_{n-2} \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
a_{1} & a_{2} & a_{3} & \ldots & a_{0}
\end{array}\right|=\phi(\epsilon) \phi\left(\epsilon^{2}\right) \ldots \phi\left(\epsilon^{n}\right) \quad(n \in \mathbb{N}),
$$

where $\phi(t)=a_{0}+a_{1} t+\ldots+a_{n} t^{n}, \epsilon=\mathrm{e}^{2 \pi i / n}$ (Hint: multiply rows of the determinant $D_{n}$ by columns of the Vandermonde determinant considered in Exercise 3.4).

Exercise 3.7. Let $\operatorname{dim} X=n$ and let $A \in L_{0}(X)$. By a change of the coordinates we mean a one-to-one mapping $B$ of the basis in the space $X$ into another basis. This definition implies that a linear extension $\tilde{B}$ of the mapping $B$ onto the whole space $X$ is invertible and that $\tilde{B}, \tilde{B}^{-1} \in L_{0}(X)$. Prove that a change $B$ of the coordinates transforms the operator $A$ into the operator $\tilde{B}^{-1} A \tilde{B}$. Give examples.

Exercise 3.8. Prove that homogeneous polynomials $1, t, \ldots, t^{n} n \in \mathbb{N}$ ) are linearly independent (Hint: Use Exercise 3.4).

Exercise 3.9. Prove that in the space $\mathbb{F}_{n}[t]$ determined in Example 1.5, homogeneous polynomials $1, t, \ldots, t^{n}$ form a basis, and that $\operatorname{dim} \mathbb{F}_{n}[t]=n+1(n \in \mathbb{N})$.

Exercise 3.10. Prove that the space $\mathbb{F}[t]$ determined in Example 1.6 is infinite dimensional.

Exercise 3.11. Prove that vectors $\left(\delta_{k 1}, \ldots, \delta_{k n}\right)(k=1, \ldots, n \in \mathbb{N})$ form a basis in the space $\mathbb{R}^{n}$ and that $\operatorname{dim} \mathbb{R}^{n}=n$.

Exercise 3.12. There are given $k$ hyperplanes in $\mathbb{R}^{n}$. When do these hyperplanes cut each another? Consider the cases: $k<n, k=n, k>n$. Give a geometric interpretation for $n=2$ and $n=3$.

Exercise 3.13. Determine kernels of matrices

$$
\left(\begin{array}{ccc}
1 & 0 & -1 \\
-1 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{ccc}
1 & 2 & 0 \\
0 & 2 & 1 \\
2 & 1 & 0 \\
0 & 1 & 2
\end{array}\right)
$$

Exercise 3.14. Give conditions of solvability of the equation $A x=y$, where

$$
\text { (i) } \quad A=\left(\begin{array}{lll}
a & b & c \\
c & a & b
\end{array}\right) ; \quad \text { (ii) } \quad A=\left(\begin{array}{cc}
a & 0 \\
0 & t \\
a & b
\end{array}\right) \text {. }
$$

(Hint: apply Theorem 3.7).
Exercise 3.15. Suppose that all conditions of Theorem 3.11 are satisfied. Prove that the equation $A x=y$ has a unique solution $x=A^{T}\left(A A^{T}\right)^{-1} y$ whenever $\operatorname{det}\left(A A^{T}\right) \neq 0$ (Hint: substitute $x=A^{T} y$ ). Give a condition of solvability in the case $\operatorname{det}\left(A A^{T}\right)=0$. Explain why Theorem 3.6 is more useful when $n<m$, while results obtained in this exercise are nonuseful in the case $m<n$.

Exercise 3.16. Prove that
(i) the set of all finite dimensional linear operators acting in a linear space $X$ (either over the field $\mathbb{R}$ or over the field $\mathbb{C}$ ) is an ideal in the algebra $L_{0}(X)$;
(ii) this ideal is proper if and only if $\operatorname{dim} X=+\infty$.

Exercise 3.17. Prove that all considerations of this chapter hold for matrices

$$
A=\left[a_{j k}\right]_{\substack{j=1, \ldots, n \\ k=1, \ldots, m}}
$$

where $a_{j k}$ belong to a commutative algebra (either over $\mathbb{R}$ or over $\mathbb{C}$ ).

## Chapter 4.

## Inner product and vector product.

We say that in a linear space $X$ over the field $\mathbb{C}$ of complex numbers a inner product is defined if there is a function $\langle x, y\rangle$ defined on the set $X \times X$, with values $\in \mathbb{C}$ and such that the following conditions are satisfied for all $a \in \mathbb{C}, x, y, x_{1}, x_{2}, y_{1}, y_{2} \in X$ :
(i) $\left\langle x_{1}+x_{2}, y\right\rangle=\left\langle x_{1}, y\right\rangle+\left\langle x_{2}, y\right\rangle$,
(ii) $\langle x, y\rangle=\overline{\langle y, x\rangle}{ }^{*)}$,
(iii) $\langle a x, y\rangle=a\langle x, y\rangle$,
(iv) $\langle x, x\rangle>0$ for $x \neq 0$.

Conditions (i) and (ii) together imply the additivity of an inner product with respect to its second variable:

$$
\begin{equation*}
\left\langle x, y_{1}+y_{2}\right\rangle=\left\langle x, y_{1}\right\rangle+\left\langle x, y_{2}\right\rangle . \tag{i'}
\end{equation*}
$$

Indeed,

$$
\left\langle x, y_{1}+y_{2}\right\rangle=\overline{\left\langle y_{1}+y_{2}, x\right\rangle}=\overline{\left\langle y_{1}, x\right\rangle}+\overline{\left\langle y_{2}, x\right\rangle}=\left\langle x, y_{1}\right\rangle+\left\langle x, y_{2}\right\rangle .
$$

Conditions (ii) and (iii) together imply that
(iii') $\langle x, a y\rangle=\bar{a}\langle x, y\rangle$.
Indeed, $\langle x, a y\rangle=\overline{\langle a y, x\rangle}=\overline{a\langle y, x\rangle}=\bar{a} \overline{\langle y, x\rangle}=\bar{a}\langle x, y\rangle$.
Conditions (iii) and (iv) together imply that
(iv') $\langle x, x\rangle=0$ if and only if $x=0$.
Indeed, suppose that $x=0$. Let $a$ be an arbitrary complex number different than zero and than one. Then, by Condition (iii), we find

$$
r=\langle 0,0\rangle=\langle a 0,0\rangle=a\langle 0,0\rangle=a r .
$$

Hence $r=0$, i.e. $\langle 0,0\rangle=0$. Conversely, suppose that $\langle x, x\rangle=0$. By Condition (iv), if $x \neq 0$ then $\langle x, x\rangle>0$, a contradiction. Then $x=0$.

If $X$ is a linear space over the field $\mathbb{R}$ then Condition (ii) in the definition of the inner product admits the form
(ii') $\langle x, y\rangle=\langle y, x\rangle$.
*) By $\bar{z}$ we denote the number conjugate with $z \in \mathbb{C}$.

Other conditions remain the same as before.
An infinite dimensional space $X$ with an inner product defined in is said to be a pre-Hilbert space. An $n$-dimensional pre-Hilbert space over the field $\mathbb{R}$ is said to be an $n$-dimensional Euclidean space and it is denoted by $\mathbb{E}^{n}$.

A norm of an element $x$ belonging to a pre-Hilbert space $X$ is the function

$$
\|x\|=\sqrt{\langle x, x\rangle} .
$$

Observe that, by definition, $\|x\| \geq 0$.
By the distance of two points belonging to a pre-Hilbert space is meant the norm of their difference:

$$
\|x-y\|=\sqrt{\langle x-y, x-y\rangle} .
$$

In other words, the norm of a point in a pre-Hilbert space is equal to its distance from zero.

In order to show properties of the distance and the norm in a pre-Hilbert space, first we shall prove the following
Lemma 4.1 (Schwarz inequality). If $X$ is a pre-Hilbert space then

$$
\begin{equation*}
|\langle x, y\rangle| \leq\|x\| \cdot\|y\| \quad \text { for } \quad x, y \in X \tag{4.1}
\end{equation*}
$$

Proof. For an arbitrary $a \in \mathbb{R}$ we have

$$
\begin{gathered}
0 \leq\langle x+a y, x+a y\rangle=\langle x, y\rangle+a[\langle x, y\rangle+\langle y, x\rangle]+a^{2}\langle y, y\rangle+ \\
+\|x\|^{2}+a[\langle x, y\rangle+\langle y, x\rangle]+a^{2}\|y\|^{2} .
\end{gathered}
$$

Hence the discriminant of the last trinomial satisfies the inequality

$$
\frac{1}{4}[\langle x, y\rangle+\langle y, x\rangle]^{2}-\|x\|^{2}\|y\|^{2} \leq 0
$$

for arbitrary $x, y \in X$.
It is easy to choose such a number $b$ that $|b|=1$ and that the inner product $\langle x, b y\rangle$ is a real number. Indeed, if $\langle x, y\rangle=r(\cos \alpha+i \sin \alpha)$ then we let $b=\cos \alpha+i \sin \alpha$. Then $|b|$ $=1$ and $\langle x, b y\rangle=\bar{b}\langle x, y\rangle=\bar{b} r b=\bar{b} b r=|b|^{2} r=r$, where $r$ is a real number. We therefore conclude that $b$ is the number, we were looking for. Let now $y_{0}=b y$. Inequality (4.1') (satisfied also by elements $x, y_{0}$ ) implies that

$$
\begin{aligned}
|\langle x, y\rangle|= & \frac{1}{|b|}\left|\left\langle x, y_{0}\right\rangle\right|=\frac{1}{2}\left|\left\langle x, y_{0}\right\rangle+\left\langle y_{0}, x\right\rangle\right| \leq\|x\| \cdot\|y\|= \\
& =\|x\|\|b y\|=|b|\|x\|\|y\|=\|x\|\|y\|
\end{aligned}
$$

which we had to prove.

Theorem 4.1. If $X$ is a pre-Hilbert space then the norm of its elements determined by the inner product has the following properties $(x, y \in X)$ :
(a) $\|x\|=0$ if and only if $x=0$;
(b) $\|\lambda x\|=|\lambda|\|x\|$ for $\lambda \in \mathbb{F}$ (homogeneity)*);
(c) $\|x+y\| \leq\|x\|+\|y\|$ (triangle inequality).

Proof. Equality (a) is an immediate consequence of Condition (iv). Conditions (ii) and (iii) together imply that $\|\lambda x\|=\langle\lambda x, \lambda x\rangle=\lambda \bar{\lambda}\langle x, x\rangle=|\lambda|^{2}\|x\|^{2}$. By the Schwarz inequality (Lemma 4.1), we get

$$
\begin{aligned}
\|x+y\|^{2} & =|\langle x+y, x+y\rangle|=|\langle x, x\rangle|+\langle y, y\rangle+\langle x, y\rangle+\langle y, x\rangle \mid \leq \\
& \leq\|x\|^{2}+2\|x\| \cdot\|y\|+\|y\|^{2}=(\|x\|+\|y\|)^{2},
\end{aligned}
$$

i.e. the triangle inequality is satisfied.

An immediate consequence of Theorem 4.1 is
Corollary 4.1. If $X$ is a pre-Hilbert space, then the distance of two points determined by the inner product has the following properties $(x, y, z \in X)$ :
( $\alpha$ ) $\|x-y\|=0$ if and only if $x=0$;
( $\beta$ ) $\|y-x\|=\|x-y\| \quad$ (symmetry);
( $\gamma$ ) $\|x-y\| \leq\|x-z\|+\|y-z\|$ (triangle inequality).
We say that two elements $x$ and $y$ of a pre-Hilbert space $X$ are orthogonal if $\langle x, y\rangle=0$. Then we write $x \perp y$.
Two subspaces $Y$ and $Z$ of a pre-Hilbert space $X$ are said to be orthogonal if $\langle y, z\rangle=0$ for all $y \in Y, z \in Z$. Then we write $Y \perp Z$. If $X=Y \oplus Z$ and $Y \perp Z$ then $X$ is said to be decomposed onto the orthogonal direct sum and $Z$ is said to be an orthogonal complement of the subspace $Y$, what we write $Z=Y^{\perp}$. Respectively, $Y$ is an orthogonal complement of $Z$. By the definition of an orthogonal complement, we have

$$
Y^{\perp}=\{z \in X:\langle y, z\rangle=0 \quad \text { for } \quad y \in Y\} \quad \text { and } \quad\left(Y^{\perp}\right)^{\perp}=Y
$$

Let $Y$ be a subspace of a pre-Hilbert space $X$. If $Y^{\perp}$ is an orthogonal complement of $Y$ then there are two projection operators $P_{Y}$ and $P_{Y}^{\perp}$ such that $Y=P_{Y} X, Y^{\perp}=P_{Y}^{\perp} X$ and $P_{Y}+P_{Y}^{\perp}=I, P_{Y} P_{Y}^{\perp}=P_{Y}^{\perp} P_{Y}=0$ (cf. Theorems 2.1, 2.3 and 2.4).
If $Y$ is a subspace of a pre-Hilbert space $X$, and $Y^{\perp}$ is its orthogonal complement, then the distance of an element $x \in X$ from $Y$ is the number

$$
\begin{equation*}
\mathrm{d}(x, Y)=\left\|x-P_{Y} x\right\| \tag{4.2}
\end{equation*}
$$

*) $\overline{\text { where, as before, either } \mathbb{F}}=\mathbb{C}$ or $\mathbb{F}=\mathbb{R}$.
where $P_{Y}$ is the projection operator defined as before: $P_{Y} X=Y$.
In the sequel we shall restrict ourselves to $n$-dimensional Euclidean spaces $\mathbb{E}^{n}$. It is easy to verify that a function $\langle x, y\rangle$ defined by means of the formula

$$
\begin{equation*}
\langle x, y\rangle=\sum_{j=1}^{n} x_{j} y_{j} \quad \text { for } \quad x=\left(x_{1}, \ldots, x_{n}\right), y=\left(y_{1}, \ldots, y_{n}\right) \in \mathbb{R}^{n} \tag{4.3}
\end{equation*}
$$

is an inner product of elements $x$ and $y$, i.e. it satisfies Conditions (i), (ii'), (iii), (iv). Then $\mathbb{R}^{n}$ with the inner product defined by Formula (4.3) is the $n$-dimensional Euclidean space $\mathbb{E}^{n}$. We denote the norm of an element $x \in \mathbb{E}^{n}$ by single lines: $|x|$, i.e.

$$
|x|=\left(\sum_{j=1}^{n} x_{j}^{2}\right)^{\frac{1}{2}} \quad \text { for } \quad x \in \mathbb{E}^{n}
$$

The number $|x|$, where $x \in \mathbb{E}^{n}$, can be interpreted in two manners, either as the length of a vector or the distance of the point $x$ from zero. Hence the number $|x-y|$ denotes either the lenght of a vector which is a difference of vectors $x$ and $y$ or the distance of points $x$ and $y$. By the definition (4.3) of the inner product in $\mathbb{E}^{n}$, we have
Property 4.1. Two vectors $x$ and $y$ in $\mathbb{E}^{n}$ are orthogonal if and only if

$$
\begin{equation*}
\langle x, y\rangle=\sum_{j=1}^{n} x_{j} y_{j}=0 \quad\left(x, y \in \mathbb{E}^{n}\right) \tag{4.4}
\end{equation*}
$$

A vector $x \in \mathbb{E}^{n}$ is said to be normed if $|x|=1$. If $x=\left(x_{1}, \ldots, x_{n}\right)$ is a normed vector then, by definition,

$$
|x|^{2}=\sum_{j=1}^{n} x_{j}^{2}=1 \quad \text { for } \quad x \in \mathbb{E}^{n}
$$

Coordinates $x_{1}, \ldots, x_{n}$ of a normed vector are called directional cosines of that vector. The sum of their squares is then equal to one.
A basis $\left\{e_{1}, \ldots, e_{n}\right\}$ of the space $\mathbb{E}^{n}$ is said to be orthonormal if $\left\langle e_{i}, e_{k}\right\rangle=\delta_{i k}(i, k=1, \ldots, n)$, where $\delta_{i k}$ is the Kronecker symbol ${ }^{*}$. Clearly, if this is the case, then $\left|e_{i}\right|=1$. Hence an orthonormal basis consists of normed orthogonal vectors.

Property 4.2. The Euclidean space $\mathbb{E}^{n}$ has an orthonormal basis which consists of vectors $e_{k}=\left(\delta_{k 1}, \ldots, \delta_{k n}\right)(k=1, \ldots, n)$.
Proof. The system $\left\{e_{1}, \ldots, e_{n}\right\}$ constitutes a basis in the space $\mathbb{R}^{n}$ (cf. Exercise (3.11), hence also in the space $\mathbb{E}^{n}$. By definition, for $i, k=1, \ldots, n$

$$
\left\langle e_{i}, e_{k}\right\rangle=\sum_{j=1}^{N} \delta_{i j} \delta_{k i}=\delta_{k i}= \begin{cases}1 & \text { for } k=i, \\ 0 & \text { for } k \neq i,\end{cases}
$$

[^1]which we had to prove.
Directional cosines of a normed vector in the space $\mathbb{E}^{n}$ are coefficients of the expansion of that vector with respect to the basis $\left\{e_{1}, \ldots, e_{n}\right\}$ determined in Property 4.2.

Property 4.3. Every subspace $Y$ of the Euclidean space $\mathbb{E}^{n}$ has an orthogonal complement $Y^{\perp}$. Moreover, if $\left\{e_{k_{1}}, \ldots, e_{k_{m}}\right\}, m<n$ is an orthonormal basis in $Y$ then

$$
\begin{equation*}
Y^{\perp}=\operatorname{lin}\left\{e_{k}: e_{k} \notin \operatorname{lin}\left\{e_{k_{1}}, \ldots, e_{k_{m}}\right\}\right\} \tag{4.5}
\end{equation*}
$$

Proof. Let $y \in Y$ and $e_{k} \notin\left\{e_{k_{1}}, \ldots, e_{k_{m}}\right\}$ be arbitrary (as before, $e_{j}$ denote elements of an orthonormal basis in $\mathbb{E}^{n}$. Then $y=\sum_{j=1}^{n} a_{j} e_{k_{j}}$, where $a_{j} \in \mathbb{R}$. This, and Corollary 4.2 together imply that

$$
\left\langle y, e_{k}\right\rangle=\left\langle\sum_{j=1}^{n} a_{j} e_{k_{j}}, e_{k}\right\rangle=\sum_{j=1}^{n} a_{j}\left\langle e_{k_{j}}, e_{k}\right\rangle=0
$$

which proves that $e_{k} \perp Y$. Hence the subspace $Y^{\perp}$ defined by Formula (4.5) is the orthogonal complement of the subspace $Y$.

Property 4.4. Every linear functional defined on the Euclidean space $\mathbb{E}^{n}$ is of the form $f(x)=\langle x, a\rangle$, where $a \in \mathbb{E}^{n}$ is a fixed element. Conversely, if $f(x)=\langle x, a\rangle$ then $f$ is a linear functional over the space $\mathbb{E}^{n}$.

Proof. By Property 4.2, if $x$ is an arbitrary element of the space $\mathbb{E}^{n}$ then $x=\sum_{k=1}^{n} t_{k} e_{k}=$ $\left(t_{1}, \ldots, t_{n}\right)$, where $t_{k} \in \mathbb{R}$. By Formula (3,3), every linear functional over the space $\mathbb{E}^{n}$ can be written in the form $f(x)=\sum_{j=1}^{n} t_{j} a_{j}$, where $a_{j} \in \mathbb{R}$. Write $a=\left(a_{1}, \ldots, a_{n}\right)$. Then we have $a \in \mathbb{E}^{n}$ and

$$
f(x)=\sum_{j=1}^{n} t_{j} a_{j}=\left\langle\left(t_{1}, \ldots, t_{n}\right),\left(a_{1}, \ldots, a_{n}\right)\right\rangle=\langle x, a\rangle
$$

which we had to prove. On the other hand, if $f(x)=\langle x, a\rangle$ then $f$ is a linear mapping of $\mathbb{E}^{n}$ into $\mathbb{R}$, hence it is a linear functional.

An immediate consequence of Theorem 2.7 and Property 4.4 is
Property 4.5. Hyperplanes in the Euclidean space $\mathbb{E}^{n}$ not passing through zero are of the form

$$
\begin{equation*}
H_{a}=\left\{x \in \mathbb{E}^{n}:\langle x, a\rangle=1 ; \text { a is a fixed element of } \mathbb{E}^{n}\right\} . \tag{4.6}
\end{equation*}
$$

If a hyperplane $H_{a}$ passing through a point $x_{0} \in \mathbb{E}^{n}$ satisfies the equation $\langle x, a\rangle=1$ then it also satisfies an equation of the form:

$$
\begin{equation*}
\left\langle x-x_{0}, a\right\rangle=0 \tag{4.7}
\end{equation*}
$$

Indeed, if this is the case then $\langle x, a\rangle=1,\left\langle x_{0}, a\right\rangle=1$. Subtracting these equations by sides, we obtain Formula (4.7).

Note that every hyperplane in $\mathbb{E}^{n}$ passing through the point $x_{0}=0$ has the equation of the form:

$$
\begin{equation*}
\langle x, a\rangle=0 . \tag{4.8}
\end{equation*}
$$

Hence an equation of an arbitrary hyperplane can be written in the form:

$$
\begin{equation*}
\langle x, a\rangle=c \tag{4.9}
\end{equation*}
$$

Property 4.6. The distance of a point $y \in \mathbb{E}^{n}$ from a hyperplane $H_{a} \subset \mathbb{E}^{n}$ defined by means of the equation $\langle x, a\rangle=c$ is given by the following formula:

$$
\begin{equation*}
\mathrm{d}\left(y, H_{a}\right)=\frac{1}{|a|}|\langle y, a\rangle-c| . \tag{4.10}
\end{equation*}
$$

Proof. Formula (4.2) implies that $\mathrm{d}\left(y, H_{a}\right)=|y-P y|$, where by $P$ is denoted the projection operator onto the hyperplane $H_{a}$. Write $y^{\prime}=P y$. By the definition of a projection, it follows that $y-y^{\prime}=\lambda a$ for a $\lambda \neq 0$. Hence $\mathrm{d}\left(y, H_{a}\right)=\left|y-y^{\prime}\right|=|\lambda| \cdot|a|$. On the other hand, since $y^{\prime} \in H_{a}$, we get $\left\langle y^{\prime}, a\right\rangle=c$ and

$$
\begin{aligned}
\langle y, a\rangle= & \langle y, a\rangle+\left\langle y^{\prime}, a\right\rangle-\left\langle y^{\prime}, a\right\rangle=\left\langle y-y^{\prime}, a\right\rangle+c= \\
& =\langle\lambda a, a\rangle+c=\lambda\langle a, a\rangle=\lambda|a|^{2}+c .
\end{aligned}
$$

Then

$$
\lambda=\frac{\langle y, a\rangle-c}{|a|^{2}}, \quad|\lambda|=\frac{|\langle y, a\rangle-c|}{|a|^{2}}
$$

Finally,

$$
\mathrm{d}\left(y, H_{a}\right)=|\lambda||a|=\frac{|\langle y, a\rangle-c|}{|a|} .
$$

Property 4.1. If points $y_{j}=\left(y_{j 1}, \ldots, y_{j n}\right) \in \mathbb{E}^{n}(j=1, \ldots n)$ are linearly independent then they uniquely determine a hyperplane $H$ defined by means of the equation

$$
H=\left\{x \in \mathbb{E}^{n}: \operatorname{det} \Delta_{n}=0\right\} \quad \text { where } \quad \Delta_{n}=\left(\begin{array}{cccc}
x_{1} & \ldots & x_{n} & 1  \tag{4.11}\\
y_{11} & \ldots & y_{1 n} & 1 \\
y_{21} & \ldots & y_{2 n} & 1 \\
\ldots & \ldots & \ldots & 1 \\
y_{n 1} & \ldots & y_{n n} & 1
\end{array}\right) .
$$

Proof. All points of a hyperplane $H$ satisfy the equation

$$
\begin{equation*}
\langle x, a\rangle=1 \tag{4.12}
\end{equation*}
$$

Since $H$ passes through the points $y_{1}, \ldots, y_{n}$, we conclude that the points $y_{1}, \ldots, y_{n}$ satisfy the equations

$$
\left\langle y_{j}, a\right\rangle=1, \quad(j=1, \ldots, n)
$$

where $x=\left(x_{1}, \ldots, x_{n}\right)$ and the vector $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{E}^{n}$ is fixed. Equations (4.12') can be rewritten as a system of linear equations

$$
\begin{gather*}
\sum_{k=1}^{n} x_{k} a_{k}=1,  \tag{4.13}\\
\sum_{k=1}^{n} y_{j k}=1 \quad(j=1, \ldots, n) .
\end{gather*}
$$

This is a system of $n+1$ non-homogeneous linear equations with $n$ unknowns $a_{1}, \ldots, a_{n}$. We therefore conclude that the system (4.13)-(4.14) has a unique solution if $r(B)=r\left(\Delta_{n}\right)$ $=n$, where

$$
B=\left(\begin{array}{ccc}
x_{1} & \ldots & x_{n} \\
y_{11} & \ldots & y_{1 n} \\
\ldots & \ldots & \ldots \\
y_{n 1} & \ldots & y_{n n}
\end{array}\right) .
$$

However, the linear independence of vectors $y_{j}$ implies that the determinant of the square matrix $A=\left[y_{j k}\right]_{j, k=1, \ldots, n}$ is different than zero (since it has linearly independent columns). Hence the system (4.14) is a Cramer system and, by Theorem 3.5, has a unique solution of the form

$$
\begin{equation*}
a=\left(a_{1}, \ldots, a_{n}\right)=\frac{1}{\operatorname{det} A}\left(\operatorname{det} A_{1}, \ldots, \operatorname{det} A_{n}\right) \tag{4.15}
\end{equation*}
$$

where the matrix $A_{k}$ is obtained from the matrix $A$ by putting instead of its $k$ th column the column $(1,1, \ldots, 1)$. Since det $A \neq 0$, we conclude that $r\left(\Delta_{n}\right) \geq r(B)=r(A)=n$. Still we have to prove that det $\Delta_{n}=0$. Develop det $\Delta_{n}$ with respect to its first row. Then we obtain

$$
\begin{gathered}
\operatorname{det} \Delta_{n}=\sum_{k=1}^{n}(-1)^{k+1} x_{k}(-1)^{n-1} \operatorname{det} A_{k}+(-1)^{n+2} \operatorname{det} A= \\
=(-1)^{n+1} \sum_{k=1}^{n} x_{k} \operatorname{det} A_{k}+(-1)^{n+2} \operatorname{det} A=(-1)^{n+1} \operatorname{det} A+(-1)^{n+2} \operatorname{det} A=0 .
\end{gathered}
$$

For, by Formulae (4.13) and (4.15), we find

$$
\sum_{k=1}^{n} x_{k} \operatorname{det} A_{k}=\sum_{k=1}^{n} x_{k} a_{k} \operatorname{det} A=\operatorname{det} A \sum_{k=1}^{n} x_{k} a_{k}=\operatorname{det} A .
$$

Hence $r(A)=n=r(B)$ and the system (4.13)-(4.14) has a unique solution (4.15).
Suppose that we are given two non-zero vectors $x, y \in \mathbb{E}^{n}$. Then the modulus of the number

$$
c=\frac{\langle x, y\rangle}{|x| \cdot|y|}
$$

is not greater than 1 (by the Schwarz inequality (4.1)). Hence there is an angle $\theta$ such that $0 \geq \theta \geq \pi$ and $c=\cos \theta$. The angle $\theta$ is said to be the angle between vectors $x$ and $y$. An angle $\theta$ between non-zero vectors $x$ and $y$ belonging to $\mathbb{E}^{n}$ is then defined by the formula

$$
\begin{equation*}
\cos \theta=\frac{\langle x, y\rangle}{|x| \cdot|y|} . \tag{4.16}
\end{equation*}
$$

Two non-zero vectors $x, y$ in the Euclidean space $\mathbb{E}^{n}$ are said to be orthogonal (otherwise: perpendicular one to each another) if $\langle x, y\rangle=0$. If this is the case, then $\cos \theta=0$, i.e. $\theta=\frac{\pi}{2}$.
Two non-zero vectors $x, y \in \mathbb{E}^{n}$ are said to be parallel if there is a real number $\lambda \neq 0$ such that $y=\lambda x$, since in that case

$$
\cos \theta=\frac{\langle x, y\rangle}{|x| \cdot|y|}=\frac{\langle x, \lambda x\rangle}{|x| \cdot|\lambda x|}=\frac{\lambda\langle x, x\rangle}{|\lambda||x|^{2}}=\frac{\lambda}{|\lambda|}= \pm 1,
$$

i.e. either $\theta=0$ or $\theta=\pi$. If this is the case, then we write $x \| y$.

Similarly, a cosine of an angle between two hyperplanes $H_{a}$ and $H_{b}$ in the Euclidean space $\mathbb{E}^{n}$ is defined by means of the formula

$$
\begin{equation*}
\cos \theta=\frac{\langle a, b\rangle}{|a| \cdot|b|} . \tag{4.17}
\end{equation*}
$$

Two hyperplanes $H_{a}$ and $H_{b}$ in the Euclidean space $\mathbb{E}^{n}$ are orthogonal (otherwise: perpendicular) if

$$
\begin{equation*}
\langle a, b\rangle=0 . \tag{4.18}
\end{equation*}
$$

Indeed, if this is the case, then $\cos \theta=0$, hence $\theta=\frac{\pi}{2}$.
Two hyperplanes $H_{a}$ and $H_{b}$ in the Euclidean space $\mathbb{E}^{n}$ are parallel if there is a real number $\lambda \neq 0$ such that $b=\lambda a$.

Indeed, if it the case, then $\cos \theta= \pm 1$, i.e. either $\theta=0$ or $\theta=\pi$.

Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be an orthonormal basis in the Euclidean space $\mathbb{E}^{n}$. An ordered system $\left\{x_{1}, \ldots, x_{n}\right\}$ of linearly independent vectors $x_{j}=\left(x_{j 1}, \ldots, x_{j n}\right)$ has an orientation compatible with the basis $\left\{e_{1}, \ldots, e_{n}\right\}$, in other words, a positive orientation with respect to that basis if

$$
\Theta\left(x_{1}, \ldots, x_{n}\right)=\operatorname{det}\left[x_{j k}\right]_{j, k=1, \ldots, n}>0
$$

In the opposite case, i.e. when $\Theta\left(x_{1}, \ldots, x_{n}\right)<0$, this system has a negative orientation. Otherwise, these system are called dextrally oriented and sinistrally oriented systems. (or, in the space $\mathbb{E}^{2}$, clockwise oriented and anticlockwise oriented).
Suppose that we are given two linearly independent vectors (i.e. vectors which are nonparallel) $x=\left(x_{1}, x_{2}, x_{3}\right)$ and $y=\left(y_{1}, y_{2}, y_{3}\right)$ in the Euclidean space $\mathbb{E}^{3}$. We are looking for a vector $z=\left(z_{1}, z_{2}, z_{3}\right)$ orthogonal to $x$ and $y$ and such that the triple $\{x, y, z\}$ of vectors is positively oriented. The vector in question is constructed in the following manner: if $x, y \in \mathbb{E}^{3}$ then $z=\left(z_{1}, z_{2}, z_{3}\right)$, where

$$
z_{1}=\left|\begin{array}{ll}
x_{2} & x_{3}  \tag{4.19}\\
y_{2} & y_{3}
\end{array}\right|, \quad z_{2}=\left|\begin{array}{ll}
x_{3} & x_{1} \\
y_{3} & y_{1}
\end{array}\right|, \quad z_{3}=\left|\begin{array}{ll}
x_{1} & x_{2} \\
y_{1} & y_{2}
\end{array}\right| .
$$

This vector will be denoted by $x \times y$ and called the vector product of $x$ and $y$.
Observe that coordinates $z_{1}, z_{2}, z_{3}$ of a vector product are minor determinants of the determinant

$$
\left|\begin{array}{ccc}
1 & 1 & 1 \\
x_{1} & x_{2} & x_{3} \\
y_{1} & y_{2} & y_{3}
\end{array}\right|
$$

obtained by its development with respect to the first row. We will show that the vector $z$ is orthogonal to $x$ and $y$. Indeed,

$$
\begin{aligned}
& \langle x, z\rangle=x_{1} z_{1}+x_{2} z_{2}+x_{3} z_{3}=x_{1}\left|\begin{array}{ll}
x_{2} & x_{3} \\
y_{2} & y_{3}
\end{array}\right|+x_{2}\left|\begin{array}{ll}
x_{3} & x_{1} \\
y_{3} & y_{1}
\end{array}\right|+x_{3}\left|\begin{array}{ll}
x_{1} & x_{2} \\
y_{1} & y_{2}
\end{array}\right|= \\
& \quad=x_{1}\left|\begin{array}{ll}
x_{2} & x_{3} \\
y_{2} & y_{3}
\end{array}\right|-x_{2}\left|\begin{array}{ll}
x_{1} & x_{3} \\
y_{1} & y_{3}
\end{array}\right|+x_{3}\left|\begin{array}{ll}
x_{1} & x_{2} \\
y_{1} & y_{2}
\end{array}\right|=\left|\begin{array}{lll}
x_{1} & x_{2} & x_{3} \\
x_{1} & x_{2} & x_{3} \\
y_{1} & y_{2} & y_{3}
\end{array}\right|=0,
\end{aligned}
$$

for the last determinant has two identical rows. A similar proof shows that $\langle y, z\rangle=0$.
We still have to prove that the triple $\{x, y, z\}$ is positively oriented. Develop the determinant $\Theta(x, y, z)$ with respect to the last row. Then we get

$$
\begin{aligned}
& \Theta(x, y, z)=\left|\begin{array}{ccc}
x_{1} & x_{2} & x_{3} \\
y_{1} & \left.\begin{array}{cc}
y_{2} & y_{3} \\
x_{2} & x_{3} \\
y_{2} & y_{3}
\end{array} \right\rvert\,
\end{array}\right| \begin{array}{cc}
x_{3} & x_{1} \\
y_{3} & y_{1}
\end{array}| | \begin{array}{ll}
x_{1} & x_{2} \\
y_{1} & y_{2}
\end{array}| |= \\
& =\left|\begin{array}{ll}
x_{2} & x_{3} \\
y_{2} & y_{3}
\end{array}\right|^{2}-\left|\begin{array}{ll}
x_{3} & x_{1} \\
y_{3} & y_{1}
\end{array}\right| \cdot\left|\begin{array}{ll}
x_{1} & x_{3} \\
y_{1} & y_{3}
\end{array}\right|+\left|\begin{array}{ll}
x_{1} & x_{2} \\
y_{1} & y_{2}
\end{array}\right|^{2}=
\end{aligned}
$$

$$
=\left(x_{2} y_{3}-y_{2} x_{3}\right)^{2}+\left(x_{3} y_{1}-y_{3} x_{1}\right)^{2}+\left(x_{1} y_{2}-y_{1} x_{2}\right)^{2}>0 .
$$

Hence the vector product has all required properties.
It is not difficult to generalize the above construction in order to form in the Euclidean space $\mathbb{E}^{n}(n>3)$ a vector product of $n-1$ linearly independent vectors. Namely, suppose that we are given vectors $x_{j}=\left(x_{j 1}, \ldots, x_{j n}\right) \in \mathbb{E}^{n}(j=1, \ldots, n-1)$ which are linearly independent. Define a vector product in $\mathbb{E}^{n}$ in the following way:

$$
x_{n}=\left(x_{n 1}, \ldots, x_{n n}\right),
$$

where

$$
x_{n j}=(-1)^{j+1} \operatorname{det}\left[x_{k m}\right]_{\substack{k=1, \ldots, n-1 \\ m=1, \ldots, n ; m \neq j}} \text { for } \quad j=1, \ldots, n .
$$

It is easy to verify that the vector $x_{n}$ is orthogonal to each of vectors $x_{1}, \ldots, x_{n-1}$ and that the $n$-tuple $\left\{x_{1}, \ldots, x_{n}\right\}$ of vectors is positively oriented, i.e. $\operatorname{det}\left[x_{k, m}\right]_{k, m=1, \ldots, n}>0$.
Property 4.8. If $\theta$ is an angle between two vectors $x, y \in \mathbb{E}^{3}$ then

$$
\begin{equation*}
|x \times y|=|x||y| \sin \theta \tag{4.20}
\end{equation*}
$$

i.e.

$$
\sin \theta=\frac{|x \times y|}{|x| \cdot|y|} .
$$

Proof. By definition, we have

$$
\begin{gathered}
|x \times y|^{2}=\operatorname{det}\left|\begin{array}{ll}
x_{2} & x_{3} \\
y_{2} & y_{3}
\end{array}\right|^{2}+\operatorname{det}\left|\begin{array}{ll}
x_{3} & x_{1} \\
y_{3} & y_{1}
\end{array}\right|^{2}+\operatorname{det}\left|\begin{array}{ll}
x_{1} & x_{2} \\
y_{1} & y_{2}
\end{array}\right|^{2}= \\
\left.=\left(x_{2} y_{3}-x_{3} y_{2}\right)^{2}+\left(x_{3} y_{1}-x_{1} y_{3}\right)^{2}\right)^{2}+\left(x_{1} y_{2}-x_{2} y_{1}\right)^{2}= \\
=x_{2}^{2} y_{3}^{2}+x_{3}^{2} y_{2}^{2}+x_{3}^{2} y_{1}^{2}+x_{1}^{2} y_{3}^{2}+x_{1}^{2} y_{2}^{2}+x_{2}^{2} y_{1}^{2}- \\
\quad-2\left(x_{2} x_{3} y_{2} y_{3}+x_{1} x_{3} y_{1} y_{3}+x_{1} x_{2} y_{1} y_{2}\right)
\end{gathered}
$$

On the other hand,

$$
\begin{gathered}
|x|^{2}|y|^{2} \sin ^{2} \theta= \\
=|x|^{2}|y|\left(1-\cos ^{2} \theta\right)=\left(1-\frac{\langle x, y\rangle^{2}}{|x|^{2}|y|^{2}}\right)|x|^{2}|y|^{2}=|x|^{2}|y|^{2}-\langle x, y\rangle^{2}= \\
=x_{2}^{2} y_{3}^{2}+x_{3}^{2} y_{2}^{2}+x_{3}^{2} y_{1}^{2}+x_{1}^{2} y_{3}^{2}+x_{1}^{2} y_{2}^{2}+x_{2}^{2} y_{1}^{2}- \\
-2\left(x_{2} x_{3} y_{2} y_{3}+x_{1} x_{3} y_{1} y_{3}+x_{1} x_{2} y_{1} y_{2}\right)=|x \times y|^{2} .
\end{gathered}
$$

Property 4.8 immediately implies

Property 4.9. Let $x, y \in \mathbb{E}^{3}$. Then

$$
\begin{gather*}
x \times y=0 \quad \text { if and only if either } x=0 \text { or } y=0 \text { or } x \| y ;  \tag{4.21}\\
|x \times y|=|x||y| \quad \text { if and only if } x \perp y . \tag{4.22}
\end{gather*}
$$

Property 4.10. The lenght of a vector product $|x \times y|$ in the Euclidean space $\mathbb{E}^{2}$ is equal to the area of a parallelogram spanned by the vectors $x$ and $y$.
Indded, the area of a paralleogram spanned by vectors $x$ and $y$ is equal to $|x| \cdot|y| \sin \theta$, where $\theta$ is the angle between vectors $x$ and $y$.

By direct calculations, we get
Property 4.11. The vector product is an associative, distributive with respect to the addition and anticommutative operation, i.e. for arbitrary $x, y, z \in \mathbb{E}^{3}$ the following equalities hold:

$$
\begin{gather*}
x \times(y \times z)=(x \times y) \times z ;  \tag{4.23}\\
(x+y) \times z=x \times z+y \times z ; \quad x \times(y+z)=x \times y+x \times z ;  \tag{4.24}\\
y \times x=-x \times y . \tag{4.25}
\end{gather*}
$$

Property 4.12. The volume of a parallelepiped spanned on three linearly independent vectors $x=\left(x_{1}, x_{2}, x_{3}\right)$, $y=\left(y_{1}, y_{2}, y_{3}\right), z=\left(z_{1}, z_{2}, z_{3}\right)$ in the Euclidean space $\mathbb{E}^{3}$ is equal to the determinant

$$
V=\left|\begin{array}{lll}
x_{1} & x_{2} & x_{3} \\
y_{1} & y_{2} & y_{3} \\
z_{1} & z_{2} & z_{3}
\end{array}\right| .
$$

Proof. The volume of a parallelepided under consideration is $V=P \cdot h$, where $h$ is its height and $P$ is the area of its base. By Property 4.10, we have $P=|x \times y|$. Denote by $\omega$ the angle between vectors $u=x \times y$ and $z$. Then

$$
h=|z| \sin \left(\frac{\pi}{2}-\omega\right)=|z| \cos \omega=|z| \frac{\langle u, z\rangle}{|u| \cdot|z|}=\frac{\langle u, z\rangle}{|u|} .
$$

Hence

$$
\begin{aligned}
& V=P \cdot h=|x \times y| \frac{\langle u, z\rangle}{|u|}=|x \times y| \frac{\langle x \times y, z\rangle}{|x \times y|}=\langle x \times y, z\rangle= \\
& =z_{1}\left|\begin{array}{ll}
x_{2} & x_{3} \\
y_{2} & y_{3}
\end{array}\right|-z_{2}\left|\begin{array}{ll}
x_{1} & x_{3} \\
y_{1} & y_{3}
\end{array}\right|+z_{3}\left|\begin{array}{ll}
x_{1} & x_{2} \\
y_{1} & y_{2}
\end{array}\right|=\left|\begin{array}{ccc}
x_{1} & x_{2} & x_{3} \\
y_{1} & y_{2} & y_{3} \\
z_{1} & z_{2} & z_{3}
\end{array}\right|,
\end{aligned}
$$

which we had to prove.
With appropriate definitions of $n$-dimensional volumes the last property holds for the vector product in the Euclidean space $\mathbb{E}^{n}$ for $n>3$ without any essential change in the proofs.

## Exercises.

Exercise 4.1. Give a geometric interpretation of the triangle condition (for the lenght of a vector and the distance of two points in the Euclidean space $\mathbb{E}^{2}$ ).

Exercise 4.2. Prove the Schwarz inequality (4.1) for the Euclidean space $\mathbb{E}^{n}$.
Exercise 4.3. Determine an orthogonal complement of the sets $\{(r, 0,0): r \in \mathbb{E}\}$ and $\left\{\left(r_{1}, r_{2}, 0\right):\left(r_{1}, r_{2}\right) \in \mathbb{E}^{2}\right\}$ in the Euclidean space $\mathbb{E}^{3}$.

Exercise 4.4. Give formulae for
(i) the distance of a point from a straight line in $\mathbb{E}^{2}$;
(ii) the distance of a point from a plane in $\mathbb{E}^{3}$.

Exercise 4.5. Give conditions for
(i) two straight lines in $\mathbb{E}^{2}$,
(ii) two planes in $\mathbb{E}^{3}$,
(iii) two hyperplanes in $\mathbb{E}^{n}$
to intersect each another. Determine their common parts, provided that they exist.
Exercise 4.6. Show that one can draw in the Euclidean space $\mathbb{E}^{3}$ a uniquely determined hyperplane through
(i) a point and a straight line;
(ii) two parallel straight lines;
(iii) two intersecting straight lines.

Write equations of these hyperplanes.
Exercise 4.7. Give examples of two straight lines in the Euclidean space $\mathbb{E}^{3}$ such that no hyperplane can be drawn through them. If this is the case, such straight lines are said to be skew.

Exercise 4.8. Determine in the Euclidean space $\mathbb{E}^{3}$
(i) the angle between two straight lines;
(ii) the angle between a straight line and a hyperplane;
(iii) the distance of two straight lines;
(iv) the distance of a point from a straight line;
(v) the point of intersection of two intersecting straight lines;
(vi) a straight line orthogonal to two skew straight lines (cf. Exercise 4.7).

Exercise 4.9. Give formulae for
(i) the area of a triangle with given vertices in $\mathbb{E}^{2}$;
(ii) the volume of a tetrahedron with given vertices in $\mathbb{E}^{n}$.

Exercise 4.10. Explain why the so-called clockwise orientation and anticlockwise orientations in the space $\mathbb{E}^{2}$ correspond to the negative and positive orientation, respectively.

Exercise 4.11. Prove the Lagrange identity:

$$
\left(\sum_{j=1}^{n} a_{j}^{2}\right)\left(\sum_{j=1}^{n} b_{j}^{2}\right)-\left(\sum_{j=1}^{n} a_{j} b_{j}\right)^{2}=\sum_{\substack{j, k=1 \\ j>k}}^{n}\left(a_{j} b_{k}-a_{k} b_{j}\right)^{2} .
$$

Exercise 4.12. Prove that the vector product of $n-1$ linearly independent vectors in the Euclidean space $\mathbb{E}^{n}$ is associative, distributive with respect to the addition and anticommutative (cf. Property 4.11 for $\mathbb{E}^{3}$ ).

Exercise 4.13. Prove that in the space $\mathbb{C}^{n}$ the expression

$$
\langle x, y\rangle=\sum_{j=1}^{N} x_{j} \bar{y}_{j}, \quad \text { where } \quad x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n} \in \mathbb{C}
$$

is an inner product. A linear operator $A^{*}$ conjugate to $A \in L_{0}\left(\mathbb{C}^{n}\right)$ is defined by means of that inner product in the following way: $\langle A x, y\rangle=\left\langle x, A^{*} y\right\rangle$ for all $x, y \in \mathbb{C}^{n}$. Determine the matrix corresponding to $A^{*}$.

## Chapter 5.

## Eigenspaces and principal spaces. Algebraic operators.

Let $X$ be a linear space over the field $\mathbb{F}$ (of characteristic zero) and let $A \in L_{0}(X)$. We shall consider linear operators of the form $T=A-\lambda I$, where $\lambda \in \mathbb{F}$.

A number $\lambda \in \mathbb{F}$ is said to be a regular value of the operator $A$ if the operator $A-\lambda I$ is invertible. The set of all those $\lambda$, which are not regular values of $A$, is called the spectrum of the operator $A$ and it is denoted by spectr $A$. Clearly, spectr $A \subset \mathbb{F}$. If $\lambda \in \operatorname{spectr} A$ and there exists an $x \in X$ different than zero and such that $(A-\lambda I) x=0$, i.e. if there is a non-zero solution of the equation $A x=\lambda x$, then $\lambda$ and $x$ are said to be an eigenvalue of the operator $A$ and its eigenvector corresponding to the eigenvalue $\lambda$, respectively. The linear span of all eigenvectors corresponding to an eigenvalue $\lambda$ is said to be an eigenspace of the operator $A$ corresponding to its eigenvalue $\lambda$. By definition, an eigenspace is the set

$$
\begin{equation*}
\{x \in X: A x=\lambda x\}=\operatorname{ker}(A-\lambda I), \tag{5.1}
\end{equation*}
$$

hence it is a linear subspace of the space $X$.
An element $x \in X$ such that $\left(A-\lambda_{0} I\right)^{n} x=0$ for a positive integer $n$ is said to be a principal vector corresponding to the eigenvalue $\lambda_{0}$. The linear span of all principal vectors corresponding to an eigenvalue $\lambda_{0}$ is said to be a principal space of the operator $A$ corresponding to the eigenvalue $\lambda_{0}$. By this definition, it follows that a principal space corresponding to an eigenvalue $\lambda_{0}$ is the set

$$
\bigcup_{n=1}^{\infty}\left\{x \in X:\left(A-\lambda_{0} I\right)^{n} x=0\right\}=\bigcup_{n=1}^{\infty} \operatorname{ker}\left(A-\lambda_{0} I\right)^{n}
$$

The dimension of a principal space corresponding to an eigenvalue $\lambda_{0}$ of the operator $A$ is said to be its multiplicity.

If there exist principal vectors corresponding to an eigenvalue $\lambda_{0}$ then also there exist eigenvectors corresponding to this eigenvalue. Indeed, if $n$ is the smallest number such that $\left(A-\lambda_{0} I\right)^{n} x=0$, then $x_{0}=\left(A-\lambda_{0} I\right)^{n-1} x$ is an eigenvector corresponding to the eigenvalue $\lambda_{0}$ for $\left(A-\lambda_{0} I\right) x_{0}=\left(A-\lambda_{0} I\right)^{n} x=0$. On the other hand, every eigenvector corresponding to the eigenvalue $\lambda_{0}$ is a principal vector, since $A x=\lambda_{0} x$ implies $\left(A-\lambda_{0} I\right)^{n} x$ $=\left(A-\lambda_{0} I\right)^{n-1}\left(A-\lambda_{0} I\right) x=0$. We therefore conclude that the dimension of a principal space is not less than the dimension of the eigenspace corresponding to the same eigenvalue $\lambda_{0}$.

Property 5.1. Eigenvalues of a square matrix $A=\left[a_{j k}\right]_{j, k=1, \ldots, n}$ are roots of the equation

$$
\begin{equation*}
\operatorname{det}(A-\lambda I)=0 \tag{5.2}
\end{equation*}
$$

Indeed, if $\lambda_{0}$ is an eigenvalue of the linear operator $A$, then there is an $x \in X$ different than zero and such that $\left(A-\lambda_{0} I\right) x=0$. This, and Corollary 3.3 together imply that $\operatorname{det}\left(A-\lambda_{0} I\right)=0$.

The determinant $\operatorname{det}(A-\lambda I)$ is said to be the characteristic determinant of the matrix $A$. By definition, this determinant is a polynomial in $\lambda$ (we denote here the matrix $E$ corresponding to the identity operator $I$ also by $I$ ).

We shall study now a class of linear operators whose principal spaces and eigenspaces are easy to determine. In particular, we shall see that to the class in question belong all linear operators mapping finite dimensional spaces into themselves.

A field $\mathbb{F}$ is said to be algebraically closed if every polynomial

$$
a(t)=\sum_{k=0}^{n} a_{k} t^{k}
$$

with coefficients $a_{0}, \ldots, a_{n} \in \mathbb{F}$ has $n$ and only $n$ roots $t_{1}, \ldots, t_{n}$, i.e. if

$$
a(t)=c \prod_{m=1}^{n}\left(t-t_{m}\right), \quad \text { where } \quad c, t_{1}, \ldots, t_{n} \in \mathbb{F}
$$

For instance, the field $\mathbb{R}$ of reals is not algebraically closed, the field $\mathbb{C}$ of complex numbers is algebraically closed.

Let $X$ be a linear space over an algebraically closed field $\mathbb{F}$ of scalars. An operator $A \in$ $L_{0}(X)$ is said to be algebraic on $X$ if there is a polynomial $P(t) \in \mathbb{F}[t]$ such that $P(A) x=0$ for all $x \in X$, i.e. $P(A)=0$ on $X$. Without any loss of generality we may assume here and in the sequel that any polynomial under consideration is normalized, i.e. its coefficient of the term of the highest degree is 1 . The operator $A$ is algebraic of the order $N$ if $\operatorname{deg} P(t)=N$ and there is no polynomial $Q(t) \in \mathbb{F}[t]$ of degree $M<N$ such that $Q(A)=0$ on $X$. If this is the case, then $P(t)$ is said to be a characteristic polynomial of $A$ and its roots are called characteristic roots of $A$. We shall see that in order to determine principal spaces and eigenspaces of an algebraic operator it is enough to determine its characteristic polynomial and characteristic roots. In the most of cases it is enough to consider instead of an arbitrary algebraically closed field $\mathbb{F}$ the field $\mathbb{C}$ of complexes.

Lemma 5.1. Hermite formula for interpolation with multiple knots.*) There exists a unique polynomial $Q(t)$ of degree $N-1$ which together with its derivatives admits given values $y_{k i}$ at different points $t_{i}\left(i=1, \ldots, n ; k=0, \ldots, r_{i}-1 ; r_{1}+\ldots+r_{n}=N\right)$. More precisely,

$$
\begin{aligned}
& Q^{(k)}\left(t_{i}\right)=y_{k i}, \quad \text { where } \quad Q^{(k)}=\frac{\mathrm{d}^{k} Q}{\mathrm{~d} t^{k}}, Q^{(0)}=Q, \\
& \left(i=1, \ldots, n ; k=0, \ldots, r_{i}-1 ; r_{1}+\ldots+r_{n}=N\right) .
\end{aligned}
$$

*) For the proof in the case when $\mathbb{F}=\mathbb{C}$ cf. Ch. Hermite $\mathrm{H}[1]$.

The polynomial $Q(t)$ is of the form

$$
\begin{equation*}
Q(t)=\sum_{i=1}^{n} \frac{P(t)}{\left(t-t_{i}\right)^{r_{i}}} \sum_{k=0}^{r_{i}-1}\left\{\frac{\left(t-t_{i}\right)^{r_{1}}}{P(t)}\right\}_{\left(r_{i}-1-k ; t_{i}\right)} \frac{\left(t-t_{i}\right)^{k}}{k!} \tag{5.3}
\end{equation*}
$$

where we write *)

$$
\begin{equation*}
P(t)=\prod_{m=1}^{n}\left(t-t_{m}\right)^{r_{m}}, \quad\{f(t)\}_{(k ; s)}=\sum_{m=0}^{k} \frac{(t-s)^{m}}{m!} \cdot\left[\frac{\mathrm{d}^{m} f(t)}{\mathrm{d} t^{m}}\right]_{t=s} \tag{5.4}
\end{equation*}
$$

for any function $f k$-times differentiable in a neighbourhood of the point $s$.
Proof. This proof can be omitted in the first reading. Consider a polynomial $\tilde{Q}(t)$ of degree $N-1$ which is of the form

$$
\tilde{Q}(t)=P(t) \sum_{i=1}^{n} \sum_{j=0}^{r_{i}-1} \frac{a_{i, j}}{\left(t-t_{i}\right)^{r_{i}-j}},
$$

where the scalar coefficients are not yet determined. If we let

$$
F_{i}(t)=\frac{P(t)}{\left(t-t_{i}\right)^{r_{i}}} \quad(i=1, \ldots, n)
$$

then

$$
\frac{\tilde{Q}(t)}{F_{i}(t)}=\frac{\tilde{Q}(t)}{P(t)}\left(t-t_{i}\right)^{r_{i}}=\sum_{j=0}^{r_{i}-1} a_{i, j}\left(t-t_{i}\right)^{j}+\left(t-t_{i}\right)^{r_{i}} R_{i}(t)
$$

where the function $R_{i}(t)$ is regular at the point $t_{i}(i=1, \ldots, n)$. If we decompose the rational function $\tilde{Q}(t) / P(t)$ into vulgar fractions, then we can calculate scalar coefficients

$$
\begin{gathered}
a_{i, 0}=\left[\frac{\tilde{Q}(t)}{P(t)}\right]_{t=t_{i}} \\
a_{i, j}=\frac{1}{j!}\left[\frac{\mathrm{d}}{\mathrm{~d} t^{j}} \frac{\tilde{Q}(t)}{F_{i}(t)}\right]_{t=t_{i}}=\frac{1}{j!} \sum_{k=0}^{j}\binom{j}{k} \tilde{Q}^{(k)}\left(t_{i}\right)\left[\frac{1}{F_{i}(t)}\right]_{t=t_{i}}^{(j-k)}+ \\
=\frac{1}{j!} \sum_{k=0}^{j}\binom{j}{k} y_{k i}\left[\frac{1}{F_{i}(t)}\right]_{t=t_{i}}^{(j-k)}
\end{gathered}
$$

where we let $\tilde{Q}^{(k)}\left(t_{i}\right)=y_{k j}=Q^{(k)}\left(t_{i}\right),\left(i=1, \ldots, n ; k=0, \ldots, r_{i}-1\right)$. Hence

$$
\tilde{Q}(t)=P(t) \sum_{i=1}^{n} \sum_{j=0}^{r_{i}-1} \frac{a_{i, j}}{\left(t-t_{i}\right)^{r_{i}-j}}=\sum_{i=1}^{n} \sum_{j=0}^{r_{i}-1} \frac{P(t)}{\left(t=t_{i}\right)^{r_{i}}}\left(t-t_{i}\right)^{j} a_{i, j}=
$$

*) Roots $t_{i}$ of the polynomial $Q(t)$ are called its knots.

$$
\begin{aligned}
& \quad=\sum_{i=1}^{n} \sum_{j=0}^{r_{i}-1} \frac{P(t)}{\left(t-t_{i}\right)^{r_{i}}}\left(t-t_{i}\right)^{j} \frac{1}{j!} \sum_{k=0}^{j}\binom{j}{k} y_{k i}\left[\frac{1}{F_{i}(t)}\right]_{t=t_{i}}^{(j-k)}= \\
& =\sum_{i=1}^{n} \frac{P(t)}{\left(t-t_{i}\right)^{r_{i}}} \sum_{j=0}^{r_{i}-1} \sum_{k=0}^{j} a_{k, i} \frac{\left(t-t_{i}\right)^{j-k}}{(j-k)!}\left[\frac{1}{F_{i}(t)}\right]_{t=t_{i}}^{(j-k)} \frac{\left(t-t_{i}\right)^{k}}{k!}= \\
& =\sum_{i=1}^{n} \frac{P(t)}{\left(t-t_{i}\right)^{r_{i}}} \sum_{k=0}^{r_{i}-1} y_{k i}\left(\sum_{j=k}^{r_{i}-1} \frac{\left(t-t_{i}\right)^{j-k}}{(j-k)!}\left[\frac{1}{F_{i}(t)}\right]_{t=t_{i}}^{(j-k)}\right) \frac{\left(t-t_{i}\right)^{k}}{k!}= \\
& =\sum_{i=1}^{n} \frac{P(t)}{\left(t-t_{i}\right)^{r_{i}}} \sum_{k=0}^{r_{i}-1} y_{k i}\left(\sum_{m=0}^{r_{i}-1} \frac{\left(t-t_{i}\right)^{m}}{m!}\left[\frac{1}{F_{i}(t)}\right]_{t=t_{i}}^{(m)}\right) \frac{\left(t-t_{i}\right)^{k}}{k!}= \\
& \quad=\sum_{i=1}^{n} \frac{P(t)}{\left(t-t_{i}\right)^{r_{i}}} \sum_{k=0}^{r_{i}-1} y_{k i}\left\{\frac{1}{F_{i}(t)}\right\}_{\left(r_{i}-1-k ; t_{i}\right)} \frac{\left(t-t_{i}\right)^{k}}{k!}= \\
& =\sum_{i=1}^{n} \frac{P(t)}{\left(t-t_{i}\right)^{r_{i}}} \sum_{k=0}^{r_{i}-1} y_{k i}\left\{\frac{\left(t-t_{i}\right)^{r_{i}}}{P(t)}\right\}_{\left(r_{i}-1-k ; t_{i}\right)} \frac{\left(t-t_{i}\right)^{k}}{k!}=Q(t),
\end{aligned}
$$

where the polynomial $Q(t)$ is defined by Formula (5.3). We therefore conclude that $Q(t)$ is the unique polynomial satisfying the required conditions.

If $t_{i}$ are single knots, i.e. if $r_{i}=1$ for $i=1, \ldots, n$ ), then the Hermite interpolation formula (5.4) implies the Lagrange interpolation formula

$$
\begin{equation*}
Q(t)=\sum_{i=1}^{n} \prod_{\substack{m=1 \\ m \neq i}}^{n} \frac{t-t_{m}}{t_{i}-t_{m}} \tag{5.5}
\end{equation*}
$$

Indeed, if $r_{i}=1$ for $i=1, \ldots, n$ then

$$
\left\{\frac{\left(t-t_{i}\right)^{r_{i}}}{P(t)}\right\}=\left\{\frac{t-t_{i}}{P(t)}\right\}_{\left(0, t_{i}\right)}=\left.\frac{t-t_{i}}{P(t)}\right|_{t=t_{i}}=\left.\prod_{\substack{m=1 \\ m \neq i}}^{n}\left(t-t_{m}\right)^{-1}\right|_{t=t_{i}}=\prod_{\substack{m=1 \\ m \neq i}}^{n}\left(t_{i}-t_{m}\right)^{-1} .
$$

Writing $y_{i}=y_{0 i}$ for $i=1, \ldots, n$ in Formula (5.4), we obtain Formula (5.5).
Lemma 5.2. (Partition of unity). Write

$$
\begin{equation*}
\mathbf{p}_{i}(t)=q_{i}(t) \prod_{\substack{m=1 \\ m \neq i}}^{n}\left(t-t_{m}\right)^{r_{m}} \tag{5.6}
\end{equation*}
$$

where

$$
q_{i}(t)=\left\{\frac{\left(t-t_{i}\right)^{r_{i}}}{P(t)}\right\}_{\left(r_{i}-1 ; t_{i}\right)} \quad(i=1, \ldots, n)
$$

Then

$$
\begin{equation*}
\sum_{i=1}^{n} \mathbf{p}_{i}(t) \equiv 1 \tag{5.7}
\end{equation*}
$$

and this representation is unique for fixed $t_{i}$ and $r_{i}$.
Proof. Let $Q(t) \equiv 1$. Then $q^{(0)}\left(t_{i}\right)=1$ and $Q^{(k)}\left(t_{i}\right)=0$ for $k \geq 1, i=1, \ldots, n$. The Hermite interpolation formula (5.4) implies that

$$
1=\sum_{i=1}^{n}\left[\prod_{\substack{m=1 \\ m \neq i}}^{n}\left(t-t_{m}\right)^{r_{m}}\right]\left\{\frac{\left(t-t_{i}\right)^{r_{i}}}{P(t)}\right\}_{\left(r_{i}-1 ; t_{i}\right)}=\sum_{i=1}^{n} \mathbf{p}_{i}(t)
$$

In the case of single roots, by the Lagrange interpolation formula (5.5), we get instead of Formula (5.7) the following formula for the partition of unity:

$$
\begin{equation*}
\sum_{i=1}^{n} \prod_{\substack{m=1 \\ m \neq i}}^{n} \frac{t-t_{m}}{t_{i}-t_{m}} \equiv 1 \tag{5.8}
\end{equation*}
$$

Theorem 5.1. Let $A \in L_{0}(X)$. Then the following conditions are equivalent:
(i) the operator $A$ is algebraic on $X$ with the characteristic polynomial

$$
P(t)=\prod_{j=1}^{n}\left(t-t_{j}\right)^{r_{j}}, \quad t_{j} \neq t_{k} \text { if } j \neq k
$$

with the order $N=r_{1}+\ldots+r_{n}$;
(ii) there exist $n$ disjoint projectors $P_{1}, \ldots, P_{n} \in L_{0}(X)$ giving the partition of unity, i.e. such that

$$
\begin{gathered}
X_{j}=P_{j} X, \quad P_{j}=\mathbf{p}_{j}(A), \\
P_{j} P_{k}=\left\{\begin{array}{ll}
P_{k} & \text { for } j=k, \\
0 & \text { for } j \neq k,
\end{array}, \sum_{j=1}^{N} P_{j}=I \quad \text { and } \quad\left(A-t_{j} I\right)^{r_{j}} P_{j}=0 \quad(j, k=1, \ldots, n),\right.
\end{gathered}
$$

where polynomials $\mathbf{p}_{j}(t)$ are defined by Formulae (5.6);
(iii) $X$ is the direct sum of principal spaces of the operator $A$ corresponding to the eigenvalues $t_{1}, \ldots, t_{n}$ :

$$
X=X_{1} \oplus \ldots \oplus X_{n}, \quad \text { where }\left(A-t_{j} I\right)^{r_{j}} x_{j}=0 \text { for } x_{j} \in X_{j}
$$

i.e. $X_{j}=\operatorname{ker}\left(A-t_{j} I\right)^{r_{j}}(j=1, \ldots, n)$.

Proof. We will prove the implications (i) $\rightarrow$ (ii) $\rightarrow$ (iii) $\rightarrow$ (i).
Proof of the implication (i) $\rightarrow$ (ii). Admit $P_{j}=\mathbf{p}_{j}(A)(j=1, \ldots, n)$, where the polynomials $\mathbf{p}_{j}(t)$ are defined by Formula (5.6). By Lemma 5.2 on the partition of unity, it follows that

$$
\sum_{j=1}^{n} P_{j}=\sum_{j=1}^{n} \mathbf{p}_{j}(A)=I
$$

Since all polynomials with scalar coefficients commute each with another, we conclude that for $j \neq k$

$$
\begin{gathered}
P_{j} P_{k}=\mathbf{p}_{j}(A) \mathbf{p}_{k}(A)=q_{j}(A) q_{k}(A)\left[\prod_{\substack{m=1 \\
m \neq j}}^{n}\left(A-t_{m} I\right)^{r_{m}}\right]\left[\prod_{\substack{i=1 \\
i \neq j}}^{n}\left(A-t_{i} I\right)^{r_{i}}\right]= \\
=q_{j}(A) q_{k}(A)\left[\prod_{\substack{m=1 \\
m \neq j ; m \neq k}}^{n}\left(A-t_{m}\right)^{r_{m}}\right] P(A)=0
\end{gathered}
$$

If $j=k$ we have

$$
P_{j}=P_{j} \sum_{k=1}^{n} P_{k}=\sum_{k=1}^{n} P_{j} P_{k}=P_{j}^{2} \quad(j=1, \ldots, n)
$$

Moreover, for a fixed number $m(m=1, \ldots, n)$ we get

$$
\begin{gathered}
\left(A-t_{m} I\right)^{r_{m}} P_{m}=\left(A-t_{m} I\right)^{r_{m}} \mathbf{p}_{m}(A)= \\
=\left(A-t_{m} I\right)^{r_{m}} q_{m}(A) \prod_{\substack{k=1 \\
k \neq m}}^{n}\left(A-t_{k} I\right)^{r_{k}}=q_{m}(A) P(A)=0 .
\end{gathered}
$$

Hence the operators $P_{1}, \ldots, P_{n}$ have all required properties.
Proof of the implication (ii) $\rightarrow$ (iii). By our assumptions, there are $n$ operators $P_{1}, . ., P_{n} \in$ $L_{0}(X)$ such that

$$
\begin{gathered}
\sum_{j=1}^{n} P_{j}=I, \quad P_{j} P_{k}=0 \quad \text { for } \quad j \neq k, \quad P_{j}^{2}=P_{j} \\
\quad \text { and } \quad\left(A-t_{j} I\right)^{r_{j}} P_{j}=0 \quad \text { for } \quad j=1, \ldots, n
\end{gathered}
$$

Hence the operators $P_{1}, \ldots, P_{n}$ are disjoint projectors such that their sum is the identity operator $I$, i.e. the space $X$ is a direct sum of $n$ spaces $X_{1}, \ldots, X_{n}$ defined by means of the equalities $X_{j}=P_{j} X$ for $j=1, \ldots, n$. But the equalities $\left(A-t_{j} I\right)^{r_{j}} P_{j}=0$ imply that $\left(A-t_{j} I\right)^{r_{j}} x=0$ for $x \in X_{j}=P_{j} X$. Hence each of spaces $X_{j}$ is a principal space of the operator $A$ corresponding to the root $t_{j}$, i.e. $X_{j}=\operatorname{ker}\left(A-t_{j} I\right)^{r_{j}}$.

Proof of the implication (iii) $\rightarrow$ (i). Suppose that $X$ is a direct sum of principal spaces $X_{j}=\operatorname{ker}\left(A-t_{j} I\right)^{r_{j}}$. Write

$$
P(A)=\prod_{m=1}^{n}\left(A-t_{m} I\right)^{r_{m}}
$$

Let $x$ be an arbitrary element of the space $X$. By our assumptions,

$$
x=\sum_{j=1}^{n} x_{j}, \quad \text { where } \quad x_{j} \in X_{j}
$$

for every $x \in X$. Hence

$$
P(A) x=P(A) \sum_{j=1}^{n} x_{j}=\sum_{j=1}^{n} P(A) x_{j}=\sum_{j=1}^{n}\left[\prod_{\substack{m=1 \\ m \neq j}}^{n}\left(A-t_{m} I\right)^{r_{m}}\right]\left(A-t_{j} I\right)^{r_{j}} x_{j}=0
$$

for every $x \in X$. Then $P(A)=0$ on the space $X$, which implies that $A$ is an algebraic operator of the order $N=r_{1}+\ldots+r_{n}$.
If $r_{1}=\ldots=r_{n}=1$, i.e. if the characteristic roots are single, then $N=r_{1}+\ldots+r_{n}=n$. This, and Theorem 5.1, together immediately imply
Corollary 5.1. Let $A \in L_{0}(X)$. Then the following conditions are equivalent:
(i) $A$ is an algebraic operator of the order $n$ with the characteristic polynomial

$$
P(t)=\prod_{j=1}^{n}\left(t-t_{j}\right) \quad\left(t_{j} \neq t_{k} \text { for } j \neq k\right)
$$

(ii) there exists n projectors $P_{j} \in L_{0}(X)$ such that

$$
P_{j} P_{k}=\left\{\begin{array}{ll}
P_{k} & \text { for } j=k, \\
0 & \text { for } j \neq k,
\end{array} \quad \sum_{j=1}^{n} P_{j}=I \quad A P_{j}=t_{j} P_{j} \quad(j=1, \ldots, n)\right.
$$

namely,

$$
P_{j}(t)=\prod_{\substack{k=1 \\ k \neq j}}^{n} \frac{t-t_{k}}{t_{j}-t_{k}} \quad(j=1, \ldots, n)
$$

(iii) the space $X$ is a direct sum of $n$ eigenspaces of the operator $A$ corresponding to its eigenvalues $t_{1}, \ldots, t_{n}$, respectively, i.e.

$$
X=X_{1} \oplus \ldots \oplus X_{n}, \quad \text { where } \quad X_{j}=P_{j} X=\operatorname{ker}\left(A-t_{j} I\right)
$$

Corollary 5.2. If $A \in L_{0}(X)$ is an algebraic operator with the characteristic polynomial $P(t)$, then its conjugate operator $A^{\prime}$ is also an algebraic operator with the same characteristic polynomial.

Proof. Indeed, if

$$
P(t)=\sum_{k=1}^{n} p_{k} A^{k}=0
$$

then

$$
P\left(A^{\prime}\right)=\sum_{k=1}^{n} p_{k}\left(A^{\prime}\right)^{k}=\left[\sum_{k=1}^{n} p_{k} A^{k}\right]^{\prime}=[P(t)]^{\prime}=0 .
$$

Corollary 5.3. (Cayley-Hamilton Theorem). If $\operatorname{dim} X<+\infty$ then every operator $A \in L_{0}(X)$ is an algebraic operator such that its characteristic polynomial is a divisor of the polynomial $Q(\lambda)=\operatorname{det}(A-\lambda I)$.

Proof. Property 5.1 and Point (iii) of Theorem 5.1 immediately imply that to every operator $A \in L_{0}(X)$ there corresponds a square matrix $A=\left[a_{j k}\right]_{j, k=1, \ldots, \operatorname{dim} X}$.
Note that in the case when $\operatorname{dim} X<+\infty$ and $A \in L_{0}(X)$ the characteristic polynomial of the algebraic operator $A$ is said to be the minimal polynomial of the matrix $A$. Hence, by definition, a minimal polynomial of a matrix is a divisor of its characteristic polynomial.

Suppose that $\operatorname{dim} X<+\infty$ and $A \in L_{0}(X)$ is an algebraic operator with the characteristic polynomial

$$
P(t)=\prod_{m=1}^{n}\left(t-t_{m}\right)^{r_{m}}
$$

We define a Jordan matrix corresponding to a characteristic root $t_{m}$ as a square matrix of dimension $k \leq r_{m}$ of the form

$$
J_{m, k}=\left\{\begin{array}{cccccc}
\left(t_{m}\right) & & & & & \text { if } r_{m}=1  \tag{5.9}\\
\left(\begin{array}{cccccc}
t_{m} & 1 & 0 & \ldots & 0 & 0 \\
0 & t_{m} & 1 & \ldots & 0 & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & \ldots & t_{m} & 1 \\
0 & 0 & \ldots & \ldots & \ldots & t_{m}
\end{array}\right) \quad \text { if } r_{m} \geq 2 .
\end{array}\right.
$$

where $k=1, \ldots, r_{m} ; m=1, \ldots, n$.
For a given a system of square matrices $A_{1}, \ldots, A_{M}$ of dimensions $n_{1}, \ldots, n_{M}$, respectively, denote a square matrix

$$
\left[\left[A_{i}\right]\right]_{i=1, \ldots, M}=\left(\begin{array}{ccc}
A_{1} & \ldots & 0 \\
\ldots & \ldots & \ldots \\
0 & \ldots & A_{M}
\end{array}\right)
$$

of dimension $n_{1}+\ldots+n_{m}$.
Theorem 5.2. (Jordan Theorem). Let $\operatorname{dim} X<+\infty$. Let be given a square matrix $A=\left[a_{j k}\right]_{j, k=1, \ldots, \operatorname{dim} X}$ with the characteristic polynomial

$$
P(t)=\prod_{m=1}^{n}\left(t-t_{m}\right)^{r_{m}}
$$

Then by an appropriate change of the basis in the space $X$ the matrix $A$ can be represented in the form

$$
A=\left[\left[J_{m, k_{m}}\right]\right]_{\substack{m=1, \ldots, n ; \\ k_{m}=1, \ldots, r_{m}}}^{\substack{2}},
$$

where $J_{m, k_{m}}$ are Jordan matrices corresponding to the characteristic root $t_{m}$; some of them may appear several times, while some may not appear.

Proof. By the Cayley-Hamilton theorem (Corollary 5.3), $A$ is an algebraic operator acting in a finite dimensional space $X$. By Theorem 5.1, the space $X$ is a direct sum of spaces $X_{m}=\operatorname{ker}\left(A-t_{m} I\right)^{r_{m}}(m=1, \ldots, n)$. Hence it is enough to prove that, by an appropriate change of the basis in a fixed space $X_{m}$, we obtain a representation of the matrix $A$ by Jordan matrices $J_{m, k_{m}}$.
First, we shall consider the case when $\operatorname{dim} X_{m}=r_{m}$. If $r_{m}=1$ then for all $x \neq 0$ such that $X_{m}=\operatorname{ker}\left(A-t_{m} I\right)$ we have $A x=t_{m} x$. Hence $A=t_{m} I=J_{m, 1}$ on the space $X_{m}$. Consider now the case $r_{m} \geq 2$. Write $B=A-t_{m} I$. By definition, $B^{r_{m}}=\left(A-t_{m} I\right)^{r_{m}}$ $=0$ on the space $X_{m}$. But $B^{r_{m}-1} \neq 0$ (i.e. $B$ is a nilpotent operator of the order $r_{m}$; cf. Exercise 2.13). Then there is an element $x_{0} \neq 0$ such that $x_{0} \in X_{m}$ and $y=B^{r_{m}-1} x_{0} \neq 0$. It is easy to verify that all elements $x_{0}, B x_{0}, \ldots, B^{r_{m}-1} x_{0}$ are linearly independent. Hence the system $\mathcal{B}_{m}=\left\{B^{r_{m}-1} x_{0}, \ldots, B x_{0}, x_{0}\right\}$ is a basis in the space $X_{m}$. Let $x \in X_{m}$ be arbitrary. Then $x$ can be represented in a unique way (with respect to the basis $\mathcal{B}_{m}$ ) in the form

$$
x=\sum_{j=0}^{r_{m}-1} b_{j} B^{r_{m}-1-j} x_{0}, \quad \text { where } \quad b_{j} \in \mathbb{C}
$$

Since $B^{r_{m}}=0$, we conclude that

$$
B x=\sum_{j=0}^{r_{m}-1} b_{j} B^{r_{m}-1-j+1} x_{0}=\sum_{j=0}^{r_{m}-1} b_{j} B^{r_{m}-j} x_{0}=\sum_{j=1}^{r_{m}-1} b_{j} B^{r_{m}-j} x_{0}
$$

Then, acting by the operator $B$ on the vector $\left(b_{1}, \ldots, b_{n}\right)$ written with respect to the basis $\mathcal{B}_{m}$, we obtain the vector $\left(b_{1}, \ldots, b_{r_{m}-1}, 0\right)$ in the same basis. On the other hand.,

$$
\left(\begin{array}{cccccc}
0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & \ldots & 0 & 1 \\
0 & 0 & \ldots & \ldots & \ldots & 0
\end{array}\right) \quad\left(\begin{array}{c}
b_{0} \\
b_{1} \\
\vdots \\
b_{r_{m}-1}
\end{array}\right)=\left(\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
0
\end{array}\right) .
$$

Hence to the operator $B$ in the basis $\mathcal{B}_{m}$ there corresponds the matrix

$$
\left(\begin{array}{cccccc}
0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & \ldots & 0 & 1 \\
0 & 0 & \ldots & \ldots & \ldots & 0
\end{array}\right) .
$$

This implies that to the operator $A=B+t_{m} I$ in the basis $\mathcal{B}_{m}$ there correspond the expression

$$
\begin{aligned}
&\left(\begin{array}{cccccc}
0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & \ldots & 0 & 1 \\
0 & 0 & \ldots & \ldots & \ldots & 0
\end{array}\right)+t_{m}\left(\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & 1
\end{array}\right)= \\
&=\left(\begin{array}{cccccc}
t_{m} & 1 & 0 & \ldots & 0 & 0 \\
0 & t_{m} & 1 & \ldots & 0 & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & \ldots & t_{m} & 1 \\
0 & 0 & \ldots & \ldots & \ldots & t_{m}
\end{array}\right)=J_{m, k_{m}}
\end{aligned}
$$

which we wanted to prove.
Suppose now that $r_{m}<\operatorname{dim} X_{m}<+\infty$. Observe that

$$
\operatorname{ker} B \supset \ldots \supset \operatorname{ker} B^{r_{m}}=X_{m} .
$$

Moreover, the operator $B$ maps ker $B^{k}$ into ker $B^{k-1}$ for $k=2, \ldots, r_{m}$. By our assumption that $r_{m}<\operatorname{dim} X_{m}$, there are elements $x_{1}, \ldots, x_{M} \in X_{m}$ such that $x_{j} \neq 0, B x_{j}=0$ for $j=1, \ldots, M$ and the system $\left\{x_{1}, \ldots, x_{M}\right\}$ is a basis in the space ker $B^{r_{m}-1}$ (in the previous step of that proof we have admitted $M=1$ ). As before, we can show that all elements

$$
x_{1}, \ldots, x_{M}, \ldots, B^{r_{m}} x_{1}, \ldots, B^{r_{m}} x_{M}
$$

are linearly independent. In order to do so, consider the system

$$
\mathcal{B}_{m}^{(M)}=\left\{B^{r_{m}-1} x_{1}, \ldots, B^{r_{m}-1} x_{M}, \ldots, x_{1}, \ldots, x_{M}\right\} .
$$

If $\operatorname{dim} X_{m}=M r_{m}$ then the system $\mathcal{B}_{m}^{(M)}$ is a basis in the space $X_{m}$. In this case, as in the first step of our proof, we prove that the matrix $A$ can be represented in the basis $\mathcal{B}_{m}^{(M)}$ by $M$ Jordan matrices corresponding to the root $t_{m}$, each of them of dimension $r_{m}$, i.e.

$$
A=\left(\begin{array}{ccc}
A_{1} & \ldots & 0 \\
\ldots & \ldots & \ldots \\
0 & \ldots & A_{M}
\end{array}\right) \quad \text { where } \quad A_{1}=\ldots=A_{M}=J_{m, r_{m}} .
$$

Consider the last case: the system $\mathcal{B}_{m}^{(M)}$ is not a basis in the space $X_{m}$. Then $\operatorname{lin} \mathcal{B}_{m}^{(M)} \neq$ $X_{m}$. Denote by $k$ the greatest positive integer such that there is an element $x \in X_{m}$ which does not belong to $\operatorname{lin} \mathcal{B}_{m}^{(M)}$. Clearly, $k<r_{m}$, since for $k=r_{m}$ we obtain the previous case. Let elements $y_{1}, \ldots, y_{p} \in \operatorname{ker} B^{k}$ be such that the set $\left\{y_{1}, \ldots, y_{p}, \mathcal{B}^{(M)}\right\}$ consists of linearly independent elements. Consider the set

$$
\mathcal{B}_{m}^{(M+1)}=\left\{B^{r_{m}-1} y_{1}, \ldots, B^{r_{m}-1} y_{p}, \mathcal{B}_{m}^{(M)}\right\} .
$$

If this set is a basis in the space $X_{m}$, i.e. if $\operatorname{dim} X_{m}=(M+1) r_{m}$, then in a similar way, as before, we show that the matrix $X$ can be represented in the basis $\mathcal{B}_{m}^{(M+1)}$ by $M+1$ Jordan matrices. If this is not the case, i.e. if $\mathcal{B}_{m}^{(M+1)}$ is not a basis in the space $X_{m}$, then we repeat the previous arguments. Since the space $X_{m}$ is finite dimensional, after a finite number of steps we shall obtain a finite system which is a basis in the space $X_{m}$. We therefore conclude that in the already constructed basis the matrix $A$ can be represented by Jordan matrices $J_{m, r_{m}}$ corresponding to the root $t_{m}$. This finishes the proof of the Jordan theorem.

Property 5.2. Suppose that $A \in L_{0}(X)$ is an algebraic operator with the characteristic polynomial $\prod_{m=1}^{n}\left(t-t_{m}\right)^{r_{m}}$ and

$$
\begin{equation*}
Q_{k}=\left(A-t_{k} I\right) P_{k} \quad(k=1, \ldots, n), \tag{5.10}
\end{equation*}
$$

where the projectors $P_{1}, \ldots, P_{n}$ are defined in Theorem 5.1(ii), i.e. $P_{j}=\mathbf{p}_{j}(A)$ with $\mathbf{p}_{j}(t)$ determined by Formula (5.6) $(j=1, \ldots, n)$. Then

$$
\begin{gather*}
Q_{j} Q_{k}=0 \text { for } j \neq k,  \tag{5.11}\\
P_{k} Q_{j}=Q_{j} P_{k}=\left\{\begin{array}{ll}
0 & \text { for } j \neq k ; \\
Q_{j} & \text { for } j=k
\end{array} \quad(j, k=1, \ldots, n),\right.  \tag{5.12}\\
Q_{k}^{m}=\left(A-t_{k} I\right)^{m} P_{k} \quad \text { for } \quad k=1, \ldots, n ; m \in \mathbb{N} . \tag{5.13}
\end{gather*}
$$

In particular,

$$
\begin{equation*}
Q_{k}^{r_{k}}=0 \quad(k=1, \ldots, n) . \tag{5.14}
\end{equation*}
$$

Proof. By definition of the projectors $P_{1}, \ldots, P_{n}$, we have $P_{j} P_{k}=0$ for $j \neq k$ and $P_{j}^{2}=P_{j}$ $(j, k=1, \ldots, n)$. Moreover, the operators $A-t_{k} I$ commute with the operators $P_{1}, . ., P_{n}$. Hence for $j \neq k$ we have

$$
\begin{gathered}
Q_{j} Q_{k}=\left(A-t_{j} I\right) P_{j}\left(A-t_{k} I\right) P_{k}=\left(A-t_{j} I\right)\left(A-t_{k} I\right) P_{j} P_{k}=0, \\
Q_{j} P_{k}=\left(a-t_{j} I\right) P_{j} P_{k}=0,
\end{gathered}
$$

$$
P_{k} Q_{j}=P_{k}\left(A-t_{j} I\right) P_{j}=\left(A-t_{j} I\right) P_{k} P_{j}=0
$$

We have also

$$
\begin{gathered}
Q_{j} P_{j}=\left(a-t_{j} I\right) P_{j}^{2}=\left(A-t_{j} I\right) P_{j}=Q_{j} \\
P_{j} Q_{j}=P_{j}\left(A-t_{j} I\right) P_{j}=\left(A-t_{j} I\right) P_{j}^{2}=\left(A-t_{j} I\right) P_{j}=Q_{j} .
\end{gathered}
$$

Then Formulae (5.11) and (5.12) are already proved.
We shall prove now Formula (5.13) by induction with respect to $m$ for an arbitrarily fixed positive integer $k=1, \ldots, m$. For $m=1$, Formula (5.13) is true by the definition of the operator $Q_{k}$. Suppose that Formula (5.13) holds for an arbitrarily fixed positive integer $m \geq 1$. Then, by our induction assumption,

$$
\begin{gathered}
Q_{k}^{m+1}=Q_{k} Q_{k}^{m}=Q_{k}\left(A-t_{k} I\right)^{m} P_{k}=\left(A-t_{k} I\right) P_{k}\left(A-t_{k} I\right)^{m} P_{k}= \\
=\left(A-t_{k} I\right)\left(A-t_{k} I\right)^{m} P_{k}^{2}=\left(A-t_{k} I\right)^{m+1} P_{k},
\end{gathered}
$$

i.e. Formula (5.13) holds for $m+1$. We therefore conclude that Formula (5.13) holds for an arbitrary positive integer $m$, what was to be proved. In particular (cf. Theorem 5.1(ii)),

$$
Q_{r_{k}}^{m}=Q_{m}^{r_{k}}=\left(A-t_{k} I\right)^{r_{k}} P_{k}=0 .
$$

Theorem 5.3. Suppose that $A \in L_{0}(X)$ is an algebraic operator with the characteristic polynomial $\prod_{m=1}^{n}\left(t-t_{m}\right)^{r_{m}}$. Then

$$
\begin{equation*}
A^{m}=\sum_{j=1}^{n}\left[\binom{m}{k} t_{j}^{m-j}\left(A-t_{j} I\right)^{k}\right] \quad(m \in \mathbb{N}) \tag{5.15}
\end{equation*}
$$

Proof (by induction). Let $m=1$. Since $\sum_{j=1}^{n} P_{j}=I$, we have

$$
A=A \sum_{j=1}^{n} P_{j}=\sum_{j=0}^{n} A P_{j}=\sum_{j=1}^{n}\left[t_{j} P_{j}+\left(A-t_{j} I\right) P_{j}\right]=\sum_{j=1}^{n}\left[t_{j} I+\left(A-t_{j} I\right)\right] P_{j},
$$

i.e. Formula (5.15) holds for $m=1$.

Suppose now that Formula (5.15) is true for an arbitrary positive integer $m \geq 1$. Formulae (5.10) and (5.11) together imply that

$$
A^{m}=\sum_{j=0}^{n}\left[t_{j}^{m} I+\sum_{k=1}^{n}\binom{m}{k} t_{j}^{m-k}\left(A-t_{j} I\right)^{k}\right] P_{j}=
$$

$$
=\sum_{j=0}^{n}\left[t_{j}^{m} P_{j}+\sum_{k=1}^{n}\binom{m}{k} t^{m-k}\left(A-t_{j} I\right)^{k} P_{j}\right]=\sum_{j=0}^{n}\left[t_{j}^{m} P_{j}+\sum_{k=1}^{n}\binom{m}{k} t_{j}^{m-k} Q_{j}^{k}\right] .
$$

Since $P_{i} P_{j}=0$ for $i \neq j$ and

$$
A=A \cdot I=A \sum_{j=1}^{n} P_{j}=\sum_{j=1}^{n} A P_{j}
$$

by Formulae (5.11) and (5.12), we find

$$
\begin{aligned}
& A^{m+1}=A \cdot A^{m}=\sum_{i=1}^{n}\left(t_{i} P_{i}+Q_{i}\right) \sum_{j=1}^{n}\left[t_{j}^{m} P_{j}+\sum_{k=1}^{n}\binom{m}{k} t_{j}^{m-k} Q_{j}^{k} k\right]= \\
& =\sum_{i, j=1}^{n}\left[t_{i} t_{j}^{m} P_{i} P_{j}+t_{j}^{m} Q_{i} P_{j}+t_{j}+\sum_{k=1}^{n}\binom{m}{k} t_{j}^{m-k} Q_{k}^{j}+\sum_{k=1}^{n}\binom{m}{k} t_{j}^{m-k} Q_{i} Q_{k}^{k}\right]= \\
& =\sum_{j=1}^{n}\left[t_{j}^{m+1} P_{j}^{2}+t_{j}^{m} Q_{j} P_{j}+\sum_{k=1}^{n}\binom{m}{k} t_{j}^{m+1-k} P_{j} Q_{j}^{k} \sum_{k=1}^{n}\binom{m}{k} t_{j}^{m-k} Q_{j}^{k+1}\right]= \\
& =\sum_{j=1}^{n}\left[t_{j}^{m+1} P_{j}+t_{j}^{m} Q_{j}+\sum_{k=1}^{n}\binom{m}{k} t_{j}^{m+1-k} Q_{j}^{k}+\sum_{k=1}^{n}\binom{m}{k} t_{j}^{m-k} Q_{j}^{k+1}\right]= \\
& =\sum_{j=1}^{n}\left[t_{j}^{m+1} P_{j}+t_{j}^{m} Q_{j}+\sum_{\mu=0}^{m-1}\binom{m}{\mu+1} t_{j}^{m-\mu} Q_{j}^{\mu+1}+\sum_{k=1}^{m}\binom{m}{k} t_{j}^{m-k} Q_{j}^{k+1}\right]= \\
& =\sum_{j=1}^{n}\left\{t_{j}^{m+1} P_{j}+t_{j}^{m} Q_{j}\binom{m}{1} t_{j}^{m} Q_{j}+\sum_{\mu=1}^{m-1}\left[\binom{m}{\mu+1}+\binom{m}{\mu}\right] t_{j}^{m-\mu} Q_{j}^{\mu+1}+Q_{j}^{m+1}\right\}= \\
& =\sum_{j=1}^{n}\left[t_{j}^{m+1} P_{j}+(m+1) t_{j}^{m} Q_{j}+\sum_{\mu=1}^{m-1}\binom{m+1}{\mu+1} t_{j}^{m-\mu} Q_{j}^{\mu+1}+Q_{j}^{m+1}\right]= \\
& =\sum_{j=1}^{n}\left[t_{j}^{m+1} P_{j}+(m+1) t_{j}^{m} Q_{j}+\sum_{k=2}^{m-1}\binom{m+1}{k} t_{j}^{m+1-k} Q_{j}^{k}+Q_{j}^{m+1}\right]= \\
& =\sum_{j=1}^{n}\left[t_{k}^{m+1} P_{j}+\sum_{k=1}^{m+1}\binom{m+1}{k} t_{j}^{m+1-k} Q_{j}^{k}\right],
\end{aligned}
$$

i.e. Formula (5.15) holds for $m+1$. We therefore conclude that Formula (5.15) holds for an arbitrary positive integer $m$, what was to be proved.
Corollary 5.4. If an operator $A$ satisfies all conditions of Theorem 5.3 then

$$
\begin{equation*}
A^{m} P_{i}=t_{i}^{m} P_{i}+\sum_{k=1}^{m}\binom{m}{k} t_{i}^{m-k}\left(A-t_{i} I\right)^{k} P_{i} \quad \text { for } \quad i=1, \ldots, n ; m \in \mathbb{N} . \tag{5.16}
\end{equation*}
$$

Proof. Since $P_{i} P_{j}=0$ for $i \neq j(i, j=1, \ldots, n)$, Formula (5.15) implies that

$$
\begin{gathered}
A^{m} P_{i}=\sum_{j=1}^{n}\left[t_{j}^{m} I+\sum_{k=1}^{n}\binom{m}{k} t_{j}^{m-k}\left(A-t_{j} I\right)^{k}\right] P_{j} P_{i}= \\
=\left[t_{i}^{m}+\sum_{k=1}^{m}\binom{m}{k} t_{j}^{m-k}\left(A-t_{i} I\right)^{k}\right] P_{i}=t_{i}^{m} P_{i}+\sum_{k=1}^{n}\binom{m}{k} t_{i}^{m-k}\left(A-t_{i} I\right)^{k} P_{i} .
\end{gathered}
$$

Corollary 5.5. If $A \in L_{0}(X)$ is an algebraic operator with single characteristic roots, i.e. its characteristic polynomial is of the form $\prod_{j=1}^{n}\left(t-t_{j}\right)$, then

$$
\begin{gather*}
A^{m}=\sum_{j=1}^{n} t_{j}^{m} P_{j} \quad(m \in \mathbb{N}),  \tag{5.17}\\
A^{m} P_{i}=t_{j}^{m} P_{i} \quad(i=1, \ldots, m ; m \in \mathbb{N}) \tag{5.18}
\end{gather*}
$$

Moreover, for an arbitrary polynomial $Q(t)$ with coefficients in $\mathbb{F}$ we have

$$
\begin{equation*}
Q(A)=\sum_{j=0}^{n} Q\left(t_{j}\right) P_{j} . \tag{5.19}
\end{equation*}
$$

Proof. If all characteristic roots of the operator $A$ under consideration are single then, by Corollary 5.1, we find $A P_{j}=t_{j} P_{j}(j=1, \ldots, n)$. Hence $\left(A-t_{j} I\right) P_{j}=0(j=1, \ldots, n)$. This implies that all components of the form $\left(A-t_{j} I\right)^{k} P_{j}(j=1, \ldots, n ; k \in \mathbb{N}$ in Formula (5.15) vanish. We therefore obtain Formula (5.17). This, and Corollary 5.4 together immediately imply Formula (5.15). Suppose now that we are given a polynomial

$$
Q(t)=\sum_{k=0}^{M} q_{k} t^{k}, \quad \text { where } \quad q_{0}, \ldots, q_{M} \in \mathbb{F}
$$

Formula(5.18) implies that

$$
Q(A)=\sum_{k=0}^{M} q_{k} A^{k}=\sum_{k=0}^{M} q_{k} \sum_{j=0}^{n} t_{j}^{k} P_{j}=\sum_{k=0}^{M}\left[\sum_{j=0}^{n} q_{k} t_{j}^{k}\right] P_{j}=\sum_{j=1}^{n} Q\left(t_{j}\right) P_{j} .
$$

Theorem 5.4. If $A \in L_{0}(X)$ is an algebraic operator with the characteristic polynomial $P(t)=\prod_{j=1}^{n}\left(t-t_{j}\right)^{r_{j}}$ then for every $\lambda \neq t_{1}, \ldots, t_{n}$ the operator $A-\lambda I$ is invertible and

$$
\begin{equation*}
(A-\lambda I)^{-1}=\sum_{j=1}^{n}\left[\frac{1}{t_{j}-\lambda} I+\sum_{m=1}^{r_{j}-1} \frac{(-1)^{m+1}}{\left(t_{j}-\lambda\right)^{m+1}}\left(A-t_{j} I\right)^{m}\right] P_{j} \tag{5.20}
\end{equation*}
$$

Proof. Write for $\lambda \neq t_{1}, \ldots, t_{n}$

$$
\begin{gather*}
B=\sum_{j=1}^{n}\left[\frac{1}{t_{j}-\lambda} P_{j}+\sum_{m=1}^{r_{j}-1} \frac{(-1)^{m+1}}{\left(t_{j}-\lambda\right)^{m+1}}\left(A-t_{j} I\right)^{m} P_{j}\right]=  \tag{5.21}\\
=\sum_{j=1}^{n} \frac{1}{t_{j}-\lambda}\left[P_{j}+\sum_{m=1}^{r_{j}-1} \frac{(-1)^{m+1}}{\left(t_{j}-\lambda\right)^{m}} Q_{j}^{m}\right]
\end{gather*}
$$

Theorem 5.3 and Property 5.2 together imply that

$$
\begin{aligned}
&(A-\lambda I) B= \sum_{i=1}^{n}\left[\left(t_{i}-\lambda\right) P_{i}+Q_{i}\right] \sum_{j=1}^{n} \frac{1}{t_{j}-\lambda}\left[P_{j}+\sum_{m=1}^{r_{j}-1} \frac{(-1)^{m+1}}{\left(t_{j}-\lambda\right)^{m}} Q_{j}^{m}\right]= \\
&= \sum_{i, j=1}^{n}\left\{\left(t_{i}-\lambda\right) \frac{1}{t_{j}-\lambda}\left[P_{i} P_{j}+\sum_{m=1}^{r_{j}-1} \frac{(-1)^{m+1}}{\left(t_{j}-\lambda\right)^{m}} P_{i} Q_{j}^{m}\right]+\right. \\
&\left.+\frac{1}{t_{j}-\lambda}\left[Q_{i} P_{j}+\sum_{m=1}^{r_{j}-1} \frac{(-1)^{m+1}}{\left(t_{j}-\lambda\right)^{m}} Q_{i} Q_{j}^{m}\right]\right\}= \\
&= \sum_{j=1}^{n}\left\{\left(t_{i}-\lambda\right) \frac{1}{t_{j}-\lambda}\left[P_{j}^{2}+\sum_{m=1}^{r_{j}-1} \frac{(-1)^{m+1}}{\left(t_{j}-\lambda\right)^{m}} P_{j} Q_{j}^{m}\right]+\right. \\
&=\sum_{j=1}^{n} {\left[P_{j}+\sum_{m=1}^{r_{j}-1} \frac{1}{t_{j}-\lambda}\left[Q_{j} P_{j}+\sum_{m=1}^{r_{j}-1} \frac{(-1)^{m+1}}{\left.\left(t_{j}-\lambda\right)^{m}-\lambda\right)^{m}} Q_{j}^{m}+\frac{1}{t_{j}-\lambda} Q_{j}+\sum_{m=1}^{r_{j}-1} \frac{(-1)^{m+1}}{\left(t_{j}-\lambda\right)^{m+1}} Q_{j}^{m+1}\right]=\right.} \\
&=\sum_{j=1}^{n} {\left[P_{j}+\sum_{m=1}^{r_{j}-1} \frac{(-1)^{m+1}}{\left(t_{j}-\lambda\right)^{m}} Q_{j}^{m}+\frac{1}{t_{j}-\lambda} Q_{j}+\sum_{k=2}^{r_{j}} \frac{(-1)^{k}}{\left(t_{j}-\lambda\right)^{k}} Q_{j}^{k}\right]=} \\
&=\sum_{j=1}^{n} P_{j}+\sum_{j=1}^{n}\left[-\sum_{k=1}^{r_{j}} \frac{(-1)^{k}}{\left(t_{j}-\lambda\right)^{k}} Q_{j}^{k}+\sum_{k=1}^{r_{j}} \frac{(-1)^{k}}{\left(t_{j}-\lambda\right)^{k}} Q_{j}^{k}\right]=
\end{aligned}
$$

$$
=I+\sum_{j=1}^{n} \frac{(-1)^{r_{j}}}{\left(t_{j}-\lambda\right)^{r_{j}}} Q_{j}^{r_{j}}=I
$$

because $Q_{j}^{r_{j}}=0$ for $j=1, \ldots, n$ (cf. Formula(5.14)). In similar way we prove that $B(A-\lambda I)=I$ for $\lambda \neq t_{1}, \ldots, t_{n}$. We therefore conclude that the operator $A-\lambda I$ is invertible for $\lambda \neq t_{1}, \ldots, t_{n}$ and that $(A-\lambda I)^{-1}=B$, where the operator $B$ is defined by Formula (5.21).
Theorem 5.5. Suppose that $A \in L_{0}(X)$ is an algebraic operator with the characteristic polynomial $P(t)=\prod_{j=1}^{n}\left(t-t_{j}\right)^{r_{j}}$. Decompose the rational function $1 / P(t)$ onto vulgar fractions:

$$
\begin{equation*}
\frac{1}{P(t)}=\sum_{j=1}^{n} \sum_{k=0}^{r_{j}-1} \frac{d_{j k}}{k!} \frac{1}{\left(t-t_{j}\right)^{r_{j}-k}} \tag{5.22}
\end{equation*}
$$

where

$$
\begin{gather*}
d_{j k}=\left\{\frac{\mathrm{d}^{k}}{\mathrm{~d}^{k}}\left[p_{j}(t)\right]^{-1}\right\}_{t=t_{j}} ; \quad p_{j}(t)=\left(t-t_{j}\right)^{-r_{j}} P(t)  \tag{5.23}\\
\left(j=1, \ldots, n ; k=0, \ldots, r_{j}-1\right)
\end{gather*}
$$

Write

$$
\begin{equation*}
\mathbf{p}_{j}^{\prime}\left(t \left(=p_{j}(t) \sum_{k=0}^{r_{j}-1} \frac{d_{j k}}{k!}\left(t-t_{j}\right)^{k} \quad(j=1, \ldots, n)\right.\right. \tag{5.24}
\end{equation*}
$$

Then

$$
\begin{equation*}
P_{j}=\mathbf{p}_{j}^{\prime}(A) \quad(j=1, \ldots, n) \tag{5.25}
\end{equation*}
$$

where $P_{1}, \ldots, P_{n}$ are projectors defined in Theorem 5.1.
Proof. The definition of the polynomials $\mathbf{p}_{j}^{\prime}(t)$ and Formulae (5.22) together imply that

$$
\begin{aligned}
& \sum_{j=1}^{n} \mathbf{p}_{j}^{\prime}(t)=\sum_{j=1}^{n} p_{j}(t) \sum_{k=0}^{r_{j}-1} \frac{d_{j k}}{k!}\left(t-t_{j}\right)^{k}= \\
= & \sum_{j=1}^{n}\left(t-t_{j}\right)^{-r_{j}} P(t) \sum_{k=0}^{r_{j}-1} \frac{d_{j k}}{k!}\left(t-t_{j}\right)^{k}= \\
= & P(t) \sum_{k=0}^{r_{j}-1} \frac{d_{j k}}{k!} \frac{1}{\left(t-t_{j}\right)^{r_{j}-k}}=P(t) \frac{1}{P(t)}=1 .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\sum_{j=1}^{n} \mathbf{p}_{j}^{\prime}(A)=I \tag{5.26}
\end{equation*}
$$

Moreover,

$$
\mathbf{p}_{j}^{\prime}(t) \mathbf{p}_{m}^{\prime}(t)=\left(t-t_{j}\right)^{-r_{j}} P(t)\left(t-t_{m}\right)^{-r_{m}} P(t)=\left[\prod_{\substack{\mu=1 \\ \mu \neq j, \mu \neq m}}^{n}\left(t-t_{\mu}\right)^{r_{\mu}}\right] P(t)
$$

Then for $m \neq j$ we find
$\mathbf{p}_{j}^{\prime}(A) \mathbf{p}_{m}^{\prime}(A)=\left[\sum_{k=0}^{r_{j}-1} \frac{d_{j k}}{k!}\left(A-t_{j} I\right)^{k}\right]\left[\sum_{m=0}^{r_{j}-1} \frac{d_{m \mu}}{\mu!}\left(A-t_{m} I\right)^{\mu}\right]\left[\prod_{\substack{\mu=1 \\ \mu \neq j, \mu \neq m}}^{n}\left(A-t_{\mu}\right)^{r_{\mu}}\right] P(A)=0$.
This, and Formula (5.26) together imply that for $m=1, \ldots, n$ we get

$$
\mathbf{p}_{m}^{\prime}(A)=\mathbf{p}_{m}^{\prime}(A) \sum_{j=1}^{n} \mathbf{p}_{j}^{\prime}(A)=\sum_{j=1}^{n} \mathbf{p}_{m}^{\prime} \mathbf{p}_{j}^{\prime}(A)=\left[\mathbf{p}_{m}^{\prime}(A)\right]^{2}
$$

Since

$$
\begin{aligned}
& \left(t-t_{j}\right)^{r_{j}} \mathbf{p}_{j}(t)=\left(t-t_{j}\right)^{r_{j}} p_{j}(t) \sum_{k=0}^{r_{j}-1} \frac{d_{j k}}{k!}\left(t-t_{j}\right)^{k}= \\
& \quad=\left(t-t_{j}\right)^{r_{j}}\left(t-t_{j}\right)^{-r_{j}} P(t) \sum_{k=0}^{r_{j}-1} \frac{d_{j k}}{k!}\left(t-t_{j}\right)^{k}= \\
& =P(t) \sum_{k=0}^{r_{j}-1} \frac{d_{j k}}{k!}\left(t-t_{j}\right)^{k}
\end{aligned}
$$

we have for $j=1, \ldots, n$

$$
\left(A-t_{j} I\right)^{r_{j}} \mathbf{p}_{j}^{\prime}(A)=P(A) \sum_{k=0}^{r_{j}-1} \frac{d_{j k}}{k!}\left(A-t_{j} I\right)^{k}=0
$$

We therefore have proved that the operators $\mathbf{p}_{j}^{\prime}(A)$ have the following properties:

$$
\begin{aligned}
& \sum_{j=1}^{n} \mathbf{p}_{j}^{\prime}(A)=I, \quad\left[\mathbf{p}_{j}^{\prime}(A)\right]^{2}=\mathbf{p}_{j}^{\prime}(A), \quad(j, m=1,2, \ldots, m) \\
& \mathbf{p}_{j}^{\prime}(A) \mathbf{p}_{m}^{\prime}(A)=0 \quad \text { for } \quad j \neq 0, \quad\left(A-t_{j} I\right)^{r_{j}} \mathbf{p}_{j}^{\prime}(A)=0
\end{aligned}
$$

This, and Theorem 5.1 together imply that $P_{j}=\mathbf{p}_{j}^{\prime}(A)$, where $P_{j}=p(A)(j=1, \ldots, n)$ and the polynomials $\mathbf{p}_{j}(t)$ are defined by Formulae (5.6).

Note that Theorems 5.3, 5.4 and Property 5.2 for multiple characteristic roots of an algebraic operator, also Theorem 5.5, have been proved by M. Tasche (cf. T[1]) in Banach space by means of analytic methods. Other properties of algebraic operators, their applications and references can be found in the author's books (cf. PR[3], PR[4]), also in the monograph of the author and S. Rolewicz (cf. PRR[1]) and the recent book of Nguyen Van Mao (cf. N[1]).

Let $X$ be a pre-Hilbert space with an inner product $\langle x, y\rangle$. An operator $A^{\prime}$ is said to be an adjoint operator for an operator $A \in L_{0}(X)$ in the sense of that inner product if it satisfies the identity

$$
\begin{equation*}
\langle A x, y\rangle=\left\langle x, A^{\prime} y\right\rangle \quad \text { for all } \quad x, y \in X . \tag{5.27}
\end{equation*}
$$

The operator $A^{\prime}$ is antilinear, i.e. $A^{\prime}(\lambda x)=\bar{\lambda}(A x)$ for all scalars $\lambda$ and $x \in X$ (cf.Exercise 4.12). It means that in a real space $X$ both notions, a conjugate operator in the sense of functionals (Formula (2.19)) and an adjoint operator in a sense of an inner product (Formula (5.27)), are identical.
An operator $A \in L_{0}(X)$ is said to be self-adjoint if $A^{\prime}=A$. In the Euclidean space $\mathbb{E}^{n}$ to a self-adjoint linear operator $A$ there corresponds a symmetric matrix, i.e. a matrix $A$ such that $A^{T}=A$. (cf. Exercise 2.8).

Again, assume that $X$ is a pre-Hilbert space with an inner product $\langle x, y\rangle$. Then an operator $A \in L_{0}(X)$ is said to be unitary if it is invertible and

$$
\begin{equation*}
A^{\prime} A=A A^{\prime}=I \tag{5.28}
\end{equation*}
$$

In other words: an operator $A \in L_{0}(X)$ is unitary if it is invertible and

$$
\begin{equation*}
A^{\prime}=A^{-1} \tag{5.29}
\end{equation*}
$$

If $X$ is an $n$-dimensional linear space over the field $\mathbb{R}$ (over the field $\mathbb{C}$, respectively) and for an $A \in L_{0}(X)$ the matrix $A$ is non-singular then this matrix is said to be orthogonal (otherwise: unitary) if

$$
\begin{equation*}
A^{T}=A^{-1} \quad \bar{A}^{T}=A^{-1}, \text { respectively } \tag{5.30}
\end{equation*}
$$

where $A=\left[a_{j, k}\right]_{j, k=1, \ldots, n}, \bar{A}=\left[\bar{a}_{j, k}\right]_{j, k=1, \ldots, n}$.
Consequently, in the Euclidean space $\mathbb{E}^{n}$ (in the space $\mathbb{C}^{n}$, respectively) to a unitary operator there corresponds an orthogonal (unitary) matrix.

Theorem 5.6. Suppose that $X$ is a pre-Hilbert space and an operator $A \in L_{0}(X)$ is unitary. Then for all $x, y \in X$
(i) $\langle A x, A y\rangle=\langle x, y\rangle$;
(ii) if $x \perp y$ then $A x \perp A y$;
(iii) $\|A x\|=\|x\|$;
(iv) if $\lambda$ is an eigenvalue of $A$ then $|\lambda|=1$.

Proof. Let $x, y$ be arbitrary elements of the space $X$. Formulae (5.27) and (5.28) together imply that

$$
\langle A x, A y\rangle=\left\langle x, A^{\prime} A y\right\rangle=\langle x, y\rangle .
$$

If $x \perp y$ then $\langle x, y\rangle=0$. This implies that $\langle A x, A y\rangle=\langle x, y\rangle=0$, i.e. $A x \perp A y$. By Point (i) of this theorem,

$$
\|A x\|^{2}=\langle A x, A y\rangle=\langle x, y\rangle=\|x\|^{2}
$$

If $\lambda$ is an eigenvalue of the operator $A$ and $x$ is an eigenvector corresponding to this eigenvalue then, by definition, $x \neq 0$ and $A x=\lambda x$. This, and Point (iii) together imply that

$$
\|x\|^{2}=\|A x\|^{2}=\langle A x, A x\rangle=\langle\lambda x, \lambda x\rangle=\lambda \bar{\lambda}\langle x, x\rangle=|\lambda|^{2}\|x\|^{2} .
$$

Hence $|\lambda|=1$.
Corollary 5.6. If $A$ is a unitary matrix in the space $\mathbb{C}^{n}$ with the inner product *)

$$
\langle x, y\rangle=\sum_{j=1}^{n} x_{j} \bar{y}_{j}
$$

then Points (i), (ii), (iii), (iv) of Theorem 5.6 hold for arbitrary $x, y \in \mathbb{C}^{n}$ with that

$$
\|x\|^{2}=|x|^{2}=\sum_{j=1}^{n} x_{j}^{2} \quad \text { for } \quad x=\left(x_{1}, \ldots, x_{n}\right), y=\left(y_{1}, \ldots, y_{n}\right) \in \mathbb{C}^{n}
$$

## Moreover,

(v) $|\operatorname{det} A|=1$;
(vi) if $a^{j}=\left(a_{j 1}, \ldots, a_{j n}\right), a_{k}=\left(a_{1 k}, \ldots, a_{n k}\right)(j, k=1, \ldots, n)$ denote columns and rows of the matrix $A$, respectively, then

$$
\left\langle a^{i}, \bar{a}^{j}\right\rangle=\delta_{i j}, \quad\left\langle a_{i}, \bar{a}_{k}\right\rangle=\delta_{i k},
$$

where $\bar{a}^{j}=\left(\bar{a}_{j 1}, \ldots, \bar{a}_{j n}\right), \bar{a}_{k}=\left(\bar{a}_{1 k}, \ldots, \bar{a}_{n k}\right)(j, k=1, \ldots, n)$.
Proof. (v) By our assumption $A$, is a unitary matrix, hence it corresponds to a unitary operator in the space $\mathbb{C}^{n}$. This immediately implies the conclusions of Theorem 5.6,
*) cf. Exercise 4.12.

Points (i), (ii), (iii), (iv). Moreover, Formula (5.30) and the Cauchy Theorem (Theorem 3.2) together imply that

$$
\begin{gathered}
|\operatorname{det} A|^{2}=(\operatorname{det} A)(\overline{\operatorname{det} A})=(\operatorname{det} A)(\operatorname{det} \bar{A})= \\
=(\operatorname{det} A)\left[\operatorname{det}\left(A^{-1}\right)^{T}\right]=(\operatorname{det} A)\left(\operatorname{det} A^{-1}\right)=\operatorname{det}\left(A A^{-1}\right)=\operatorname{det} I=1 .
\end{gathered}
$$

(vi) Suppose now that $a^{i}$ and $a^{j}$ are columns of the matrix $A(i, j=1, \ldots, n)$. By our assumption, $A \overline{A^{T}}=I$. Hence entries of the matrix $A \overline{A^{T}}$ are of the form

$$
c_{j i}=\sum_{k=1}^{n} a_{j k} \bar{a}_{i k}=\left\{\begin{array}{ll}
1 & \text { for } i=j ; \\
0 & \text { for } i \neq j
\end{array} \quad(i, j=1, \ldots, n)\right.
$$

for $\overline{A^{T}}=\left[\bar{a}_{j, k}\right]_{j, k=1, \ldots, n}^{T}=\left[\bar{a}_{i k}\right]_{k, i=1, \ldots, n}$. Then

$$
\left\langle a^{i}, \overline{a^{j}}\right\rangle=\sum_{k=1}^{n} a_{j k} \bar{a}_{i k}=c_{j i}=\delta_{i j} \quad(i, j=1, \ldots, n)
$$

A similar proof holds for rows of the matrix $A$.
Corollary 5.7. If $A$ is an orthogonal matrix in the Euclidean space $\mathbb{E}^{n}$ with an inner product

$$
\langle x, y\rangle=\sum_{j=1}^{n} x_{j} y_{j} \quad \text { for } \quad x=\left(x_{1}, \ldots, x_{n}\right), y=\left(y_{1}, \ldots, y_{n}\right) \in \mathbb{E}^{n}
$$

then Points (i), (ii), (iii) of Theorem 5.6 are satisfied for arbitrary $x, y \in \mathbb{E}^{n}$. Moreover,
(iv') if $\lambda$ is an eigenvalue of the matrix $A$ then either $\lambda=1$ or $\lambda=-1$;
( $v^{\prime}$ ) either $\operatorname{det} A=1$ or $\operatorname{det} A=-1$;
(vi') if $a^{j}=\left(a_{j 1}, \ldots, a_{j n}\right), a_{k}=\left(a_{1 k}, \ldots, a_{n k}\right)(j, k=1, \ldots, n)$ are columns and rows of the matrix $A$, respectively, then

$$
\begin{equation*}
\left\langle a^{i}, a^{j}\right\rangle=\delta_{i j}, \quad\left\langle a_{i}, a_{k}\right\rangle=\delta_{i k} \quad(i, j, k=1, \ldots, n) \tag{5.30}
\end{equation*}
$$

i.e. two different columns (two different rows) of an orthogonal matrix are orthogonal each to other.

Proof. In order to prove Point (iv'), it is enough to observe that now $\lambda \in \mathbb{R}$. Then $\bar{\lambda}=\lambda$ and $\lambda \bar{\lambda}=\lambda^{2}$. Hence the equality $\lambda^{2}=1$ implies that $\lambda= \pm 1$.
In order to prove Point ( $\mathrm{v}^{\prime}$ ), observe that every orthogonal matrix satisfies the first condition of (5.30) and that $\overline{\operatorname{det} A}=\operatorname{det} A$. Hence

$$
|\operatorname{det} A|^{2}=(\operatorname{det} A)(\operatorname{det} A)=(\operatorname{det} A)\left(\operatorname{det} A^{T}\right)=\operatorname{det}\left(A A^{T}\right)=\operatorname{det} I=1 .
$$

This implies that det $A= \pm 1$.

In order to prove Point (vi'), it is enough to observe that now $\overline{a^{j}}=a^{j}, \overline{a_{k}}=a_{k}(j, k=$ $1, \ldots, n)$.

Corollary 5.8. If a matrix $A \in L_{0}\left(\mathbb{C}^{n}\right)$ is symmetric (i.e. $A^{T}=A$ ) then all its eigenvalues are real.

Proof. Indeed, if $x \neq 0$ is an eigenvector of the matrix $A$ corresponding to an eigenvalue $\lambda$, $y \neq 0$ is an eigenvector of the matrix $A^{T}$ corresponding to an eigenvalue $\mu$ and $\langle x, y\rangle \neq 0$, then

$$
\begin{gathered}
\left\langle A^{T} y, x\right\rangle=\langle\mu y, x\rangle=\mu\langle y, x\rangle=\mu \overline{\langle x, y\rangle} \quad \text { and } \\
\left\langle A^{T} y, x\right\rangle=\overline{\left\langle x, A^{T} y\right\rangle}=\overline{\langle A x, y\rangle}=\overline{\langle\lambda x, y\rangle}=\bar{\lambda} \overline{\langle x, y\rangle} .
\end{gathered}
$$

This implies that $\mu=\bar{\lambda}$. But $A^{T}=A$, hence eigenvalues and eigenvectors of these matrices are the same. Then, admitting $y=x, \mu=\lambda$, we get $\lambda=\mu=\bar{\lambda}$, i.e. $\lambda \in \mathbb{R}$.
Corollary 5.9. If the matrix $A \in L_{0}\left(\mathbb{E}^{n}\right)$ is symmetric then all its eigenvalues are real (in the extension of $\mathbb{E}^{n}$ in $\mathbb{C}^{n}$ ).
Proof. We proceed as in the proof of Corollary 5.8, so that the following equalities are obtained:

$$
\begin{gathered}
\left\langle A^{T} y, x\right\rangle=\langle\mu y, x\rangle=\mu\langle x, y\rangle \\
\left\langle A^{T} x, y\right\rangle=\left\langle x, A^{T} y\right\rangle=\langle A x, y\rangle=\langle\lambda x, y\rangle=\lambda\langle x, y\rangle .
\end{gathered}
$$

Hence $\mu=\lambda$.
Corollary 5.10. If the matrix $A \in L_{0}\left(\mathbb{E}^{n}\right)$ is symmetric and $x, y$ are eigenvectors of $A$ corresponding to its eigenvalues $\lambda, \mu$ respectively, with $\mu \neq \lambda$, then $\langle x, y\rangle=0$.
Proof. By our assumptions, $A x=\lambda z, A y=\mu y$ and $A^{T}=A, \lambda-\mu \neq 0$. This implies that

$$
\begin{gathered}
\langle x, y\rangle=\frac{1}{\lambda-\mu}(\lambda-\mu)\langle x, y\rangle=\frac{1}{\lambda-\mu}[\lambda\langle x, y\rangle-\mu\langle x, y\rangle]= \\
=\frac{1}{\lambda-\mu}[\langle\lambda x, y\rangle-\langle x, \mu y\rangle]=\frac{1}{\lambda-\mu}\left[\langle A x, y\rangle-\left\langle x, A^{T} y\right\rangle\right]= \\
=\frac{1}{\lambda-\mu}[\langle A x, y\rangle-\langle A x, y\rangle]=0 .
\end{gathered}
$$

## Examples and Exercises.

Example 5.1. Every finite dimensional operator $A \in L_{0}(X)$, where $\operatorname{dim} X=+\infty$, is an algebraic operator.
Indeed, by definition, the space $Y=A X$ is finite dimensional. Denote by $A_{0}$ a matrix corresponding to the restriction of the operator $A$ to the space $Y=A X \subset X$. Then, by the Cayley-Hamilton theorem (Corollary 5.3), the operator $A_{0}$ corresponding to that matrix is algebraic and its characteristic polynomial $P(\lambda)$ is a divisor of the polynomial
$\operatorname{det}\left(A_{0}-\lambda I\right)$. Hence the characteristic polynomial of the operator $A$ is of the form $\lambda P(\lambda)$ for $A P(A) X=P(A) A X=P\left(A_{0}\right) Y=0$.

Observe that $\lambda=0$ is a characteristic root of the operator $A$. This operator is not invertible, because the equation $A x=0$ has a non-trivial solution of the form $x=P(A) y$, where $y \in X \backslash A X \neq\{0\}$.

Example 5.2. An operator $A \in L_{0}(X)$ is said to be an involution of order $n$ if $A^{n}=I$ and $0 \neq A^{k} \neq I$ for $k=1, \ldots, n-1(n \in \mathbb{N})$. If $n=2$ then $A$ is said to be an involution. By definition, every involution of order $n$ is an algebraic operator with the characteristic polynomial $P(t)=t^{n}-1$ and with characteristic roots $1, \varepsilon, \ldots, \varepsilon^{n-1}$, where $\varepsilon=\mathrm{e}^{2 \pi i / n}=$ $\cos \frac{2 \pi}{n}+i \sin \frac{2 \pi i}{n}$.
Exercise 5.1. Suppose that $A \in L_{0}(X)$ is an involution of order $n$. Prove that projectors $P_{k}$ defined in Theorem 5.1 are of the form

$$
\begin{equation*}
P_{k}=\frac{1}{n} \sum_{j=1}^{n} \varepsilon^{-j k} A^{j}, \quad \text { where } \quad \varepsilon=\mathrm{e}^{2 \pi i / n} \quad(k=1, \ldots, n) \tag{5.32}
\end{equation*}
$$

If $\operatorname{dim} X<+\infty$ then determine Jordan matrices of the matrix $A$. In particular, show that for an involution we have

$$
P_{1}=\frac{1}{2}(I-A), \quad P_{2}=\frac{1}{2}(I+A)
$$

(cf. PR[1], PRR[1]).
Example 5.3. Let $X$ be a linear space of functions determined for $t \in \mathbb{R}$. The reflection $S$ of a function $x \in X$ is defined by means of the equality: $(S x)(t)=x(-t)$ for $t \in \mathbb{R}$. By definition, $S^{2}=I$, i.e. $S$ is an involution. By Theorem 5.1, $X=X^{+} \oplus X^{-}$, where $X^{+}$is the space of all even functions, i.e. functions $x \in X$ which satisfy the condition $x(-t)=x(t)$, and $X^{-}$is the space of all odd functions, i.e. functions $x \in X$ which satisfy the condition $x(-t)=-x(t)$. Then every function $x \in X$ can be written in a unique way as the sum of an even function and an odd function. Namely, $x=x^{+}+x^{-}$, where

$$
x^{+}(t)=\frac{1}{2}[x(t)+x(-t)], \quad x^{-}(t)=\frac{1}{2}[x(t)-x(-t)] \quad(t \in \mathbb{R}) .
$$

Exercise 5.2. Let $X$ be the space of all square matrices of dimension $n$ with real entries. Prove that
(i) the transposition of matrices is an involution;
(ii) every matrix can be written in a unique way as the sum of a symmetric and antisymmetric matrix (cf. Exercise 2.8). Recall that a square matrix $A=\left[a_{j k}\right]_{j . k=1, \ldots, n}$ is symmetric if $A^{T}=A$, i.e. $a_{k j}=a_{j k}(j, k=1, \ldots, n)$, and antisymmetric if $A^{T}=-A$, i.e. $a_{k j}=-a_{j k}(j, k=1, \ldots, n)$.

Exercise 5.3. Let $X$ be either real or complex linear space of functions determined on the plane of a complex variable. Let $S \in L_{0}(X)$ be the operator of a rotation through the angle $2 \pi / N$, where $N$ is a positive integer greater than 1 , i.e. $(S x)(t)=x\left(\mathrm{e}^{\frac{2 \pi i}{N}} t\right)$ for $t \in \mathbb{C}$, $x \in X$. Prove that $S$ is an involution of order $N$ and determine components given by the decomposition of $X$ onto the direct sum determined in Theorem 5.1.

Exercise 5.4. Let $X_{\omega}$ be a linear space of all periodic functions with the period $\omega$ determined for $t \in \mathbb{R}$. Prove that the shift operator defined by means of the equality: $(S x)(t)=x\left(t-\frac{\omega}{N}\right)$, where $N$ is an arbitrarily fixed positive integer greater than one, is an involution of order $N$. Determine components given by the decomposition of $X$ onto the direct sum determined in Theorem 5.1.

Exercise 5.5. Suppose that $X$ is an arbitrary linear space over the field $\mathbb{C}$, operators $A, B \in L_{0}(X)$ and $A$ is an algebraic operator. Prove that a complex number $\lambda \neq 0$ such that $A B-B A=\lambda I$ does not exist (cf. PRR[1], p. 71).
Corollary. Square matrices $A$ and $B$ (of the same dimension) such that $A B-B A=\lambda I$ for $\lambda \in \mathbb{C} \backslash\{0\}$ do not exist.

Exercise 5.6. Consider linear spaces $\mathbb{F}_{n}[t]$ of all polynomials of order $n$ with coefficients in $\mathbb{F}(n \in \mathbb{N})$ (cf. Example 1.5). For an arbitrary polynomial $p(t)=\sum_{k=0}^{n} p_{k} t^{k}$, where $p_{k} \in \mathbb{F}$, define an operator $D$ by means of the equality

$$
(D p)(t)=\sum_{k=1}^{n} k p_{k} t^{k-1}
$$

Prove that $D$ is a nilpotent ${ }^{*)}$ operator of order $n+1$ on the space $\mathbb{F}^{n}[t]: D^{n+1}=0, D^{n} \neq 0$, i.e. $D$ is an algebraic operator with a unique characteristic root zero of multiplicity $n+1$.

Exercise 5.7. Prove that $\lambda \in \mathbb{F}$ is a regular value of the operator $A^{n}(n \in \mathbb{N})$ if and only if the $n$th roots of $\lambda$ are regular values of the operator $A \in L_{0}(X)$.
Exercise 5.8. Suppose that $P \in L_{0}(X)$ is a projector, i.e. $P^{2}=P$.
(i) Determine characteristic roots of the operator $P$;
(ii) determine Jordan matrices of $P$ when $\operatorname{dim} X<+\infty$.

Exercise 5.9. Suppose that $B \in L_{0}(X)$, where $\operatorname{dim} X<+\infty$, is a nilpotent operator of order $n$ (cf. Exercise 5.6). Prove that
(i) if $\mathbb{F}=\mathbb{C}$ then $B \bar{B}^{T} \neq I$;
(ii) if $\mathbb{F}=\mathbb{R}$ then $B B^{T} \neq I$, i.e. a nilpotent matrix is neither unitary nor orthogonal.

Can a nilpotent matrix be either symmetric or antisymmetric?
*) (cf. Exercise 2.13.)

Exercise 5.10. Prove that orthogonal matrices of dimension $n$ in $\mathbb{E}^{n}$ form a group.
Exercise 5.11. Prove that unitary matrices of dimension $n$ form in $\mathbb{C}^{n}$ a group.
Exercise 5.12. Let $A \in L_{0}\left(\mathbb{C}^{n}\right)$ be unitary. Prove that the matrix $A^{T}$ is also unitary.
Exercise 5.13. Let det $A \neq 0$. Prove that the matrix $A^{-1}$ (which exists by our assumption) has as eigenvalues the inverses of eigenvalues of the matrix $A$.

Exercise 5.14. Let det $B \neq 0$. Prove that the eigenvalues of the matrix $B A B^{-1}$ are equal to the eigenvalues of the matrix $A \in L_{0}(X)$.

Exercise 5.15. Prove that for an arbitrary polynomial $Q(t)$ with coefficients in $\mathbb{F}$ the operator $Q(A)$ has eigenvalues $Q(\lambda)$, where $\lambda$ is an arbitrary eigenvalue of $A$.

Exercise 5.16. Prove that properties proved in Exercises 5.13, 5.14 and 5.15 are true for characteristic roots of algebraic operators.

Exercise 5.17. Formulate and prove Corollary 5.10 for matrices $A \in L_{0}\left(\mathbb{C}^{n}\right)$. (Hint: A matrix is said to be Hermitian (otherwise: Hermite matrix) if $a_{k j}=\bar{a}_{j k}$, i.e. if $A^{T}=\bar{A}$, where $\bar{A}=\left[\bar{a}_{j k}\right]_{j, k=1, \ldots, n}$. Hence in $\mathbb{E}^{n}$ Hermite matrices are symmetric). Prove that to a selfadjoint operator $A \in L_{0}\left(\mathbb{C}^{n}\right)$ (i.e. such that $A^{\prime}=A$ ) there corresponds a Hermite matrix.

Exercise 5.18. Prove that
(i) orthogonal operators in $\mathbb{E}^{n}$,
(ii) unitary operators in $\mathbb{C}^{n}$
form a group.
Exercise 5.18. Prove that rotations in $\mathbb{E}^{2}$ are orthogonal operators.

## Chapter 6.

## Quadratic forms.

Let $X$ be an arbitrary linear space over the field $\mathbb{R}$. A function $f(x, y)$ of variables $x, y \in X$ and with values in the field $\mathbb{R}$ is said to be bilinear if $f(x, y)$ with a fixed $x$ is a linear functional of the variable $y$ and $f(x, y)$ with a fixed $y$ is a linear functional of the variable $x$. A bilinear functional $f$ is said to be symmetric if $f(y, x)=f(x, y)$ for all $x, y \in X$.

A symmetric functional with identified variables, i.e. with $y=x$, is said to be a quadratic functional. This definition implies that every quadratic functional is of the form $f(x, x)$ where $f(x, y)$ is a symmetric bilinear functional. In other words: Any quadratic functional is obtained from a symmetric bilinear functional by the identification of variables $x$ and $y$.

If $\operatorname{dim} X<+\infty$ then traditionally linear functionals are called linear forms, bilinear functionals are called bilinear forms and quadratic functionals are called quadratic forms.

In this Chapter we shall consider above all Euclidean spaces $\mathbb{E}^{n}$. We already have proved that every linear functional in the space $\mathbb{E}^{n}$ can be represented in the form $f(x)=\langle x, a\rangle$, where $a$ is a fixed element of the space $\mathbb{E}^{n}$ (cf. Property 4.4). Hence every linear form in the Euclidean space $\mathbb{E}^{n}$ can be represented as follow:

$$
f(x)=\langle x, a\rangle=\sum_{j=1}^{n} a_{j} x_{j},
$$

where $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{E}^{n}$ is fixed.
It is not difficult to verify that every bilinear form in the Euclidean space $\mathbb{E}^{n}$ can be represented in the following way:

$$
\begin{equation*}
f_{A}(x, y)=\langle x, A y\rangle=\sum_{k=1}^{n} \sum_{j=1}^{n} a_{j k} x_{k} y_{j}, \tag{6.1}
\end{equation*}
$$

where $A=\left[a_{j k}\right]_{j, k=1, \ldots, n}$. Hence every quadratic form can be represented in the following way:

$$
\begin{equation*}
f_{A}(x, x)=\langle x, A x\rangle=\sum_{k=1}^{n} \sum_{j=1}^{n} a_{j k} x_{k} x_{j}, \tag{6.2}
\end{equation*}
$$

where $A=\left[a_{j k}\right]_{j, k=1, \ldots, n}$ and $A^{T}=A$, i.e. $a_{k j}=a_{j k}$ for $j, k=1, \ldots, n$.

By the rank of a quadratic form $f_{A}$ we shall mean the rank of the matrix $A$, i.e. if we denote by $r\left(f_{A}\right)$ the rank of the form $f_{a}$ then

$$
\begin{equation*}
r\left(f_{A}\right)=r(A) . \tag{6.3}
\end{equation*}
$$

Let $f_{A}$ be a quadratic form. Then the determinant of the matrix $A$ is called the discriminant of $f_{A}$. If we denote the discriminant by $\Delta\left(f_{A}\right)$ then, by definition,

$$
\begin{equation*}
\Delta\left(f_{A}\right)=\operatorname{det} A \tag{6.4}
\end{equation*}
$$

Discriminants of quadratic forms and discriminants of quadratic equations should be distinguished. Namely, if we consider a quadratic equation $a x^{2}+b x+c=0$ then its discriminant is, by definition, the number $\Delta=b^{2}-4 a c$. A bilinear form corresponding to a trinomial $a x^{2}+b x+c$ is the form $f_{A}(x, y)=a x^{2}+b x y+c y^{2}$. Hence

$$
A=\left(\begin{array}{cc}
a & b / 2 \\
b / 2 & c
\end{array}\right)
$$

and the discriminant of the form $f_{A}$ is

$$
\Delta\left(f_{A}\right)=\operatorname{det} A=a c-\frac{b^{2}}{4}=-4\left(b^{2}-4 a c\right)=-4 \Delta
$$

Then the discriminants $\Delta\left(f_{A}\right)$ and $\Delta$ are equal if and only if $b^{2}-4 a c=0$, i.e. if

$$
f_{A}(x, y)=(\sqrt{a} x+\sqrt{c} y)^{2} .
$$

A quadratic form is positive (negative) definite if

$$
\begin{equation*}
f_{A}(x, x)>0 \quad\left(f_{A}(x, x)<0, \text { respectively }\right) \quad \text { for every } x \neq 0 \tag{6.5}
\end{equation*}
$$

If Condition (6.5) is satisfied then the matrix $A$ is said to be positive (negative) definite.
Positive definite quadratic forms are said to be Hermite forms (otherwise: Hermitian forms).

A quadratic form is said to be canonical if

$$
\begin{equation*}
f_{A}(x, x)=\sum_{j=1}^{n} a_{j} x_{j}^{2} . \tag{6.6}
\end{equation*}
$$

By this definition, it follows that a quadratic form $f_{A}$ is canonical if and only if its matrix $A$ is diagonal with the principal diagonal $\left(a_{1}, \ldots, a_{n}\right)$.

Theorem 6.1. If $A \in L_{0}\left(\mathbb{E}^{n}\right)$ is a symmetric matrix and $B \in L_{0}\left(\mathbb{E}^{n}\right)$ is an orthogonal matrix then the mapping defined by the equality

$$
\begin{equation*}
y=B x \quad \text { for } \quad x \in \mathbb{E}^{n} \tag{6.7}
\end{equation*}
$$

carries the quadratic form $f_{A}$ into the quadratic form $f_{B A B^{T}}$.
Proof. By our assumptions, $A^{T}=A$ and $B^{T} B=B B^{T}=I$. Observe that the matrix $B A B^{T}$ is also symmetric. Indeed, $\left(B A B^{T}\right)^{T}=\left(B^{T}\right)^{T} A^{T} B^{T}=B A B^{T}$. Moreover, $x=$ $B^{T} B x=B^{T} y$. Then

$$
\begin{gathered}
f_{A}(x, x)=\langle x, A x\rangle=\left\langle B^{T} y, A B^{T} y\right\rangle=\left\langle B B^{T} y, B A B^{T} y\right\rangle= \\
=\left\langle y, B A B^{T} y\right\rangle=f_{B A B^{T}}(y, y)
\end{gathered}
$$

Theorem 6.2. The characteristic polynomial of a symmetric matrix is an invariant of orthogonal mappings, i.e. if $A \in L_{0}\left(\mathbb{E}^{n}\right)$ is a symmetric matrix and $B \in L_{0}\left(\mathbb{E}^{n}\right)$ is an orthogonal matrix then

$$
\operatorname{det}\left(B A B^{T}-\lambda I\right)=\operatorname{det}(A-\lambda I)
$$

Proof. By our assumption, $B B^{T}=I$, hence det $B B^{T}=1$. This, and Corollary 3.1 together imply that

$$
\begin{gathered}
\operatorname{det}\left(B A B^{T}-\lambda I\right)=\operatorname{det}\left(B A B^{T}-\lambda B B^{T}\right)=\operatorname{det} B(A-\lambda I) B^{T}= \\
=(\operatorname{det} B)[\operatorname{det}(A-\lambda I)]\left(\operatorname{det} B^{T}\right)=(\operatorname{det} B)\left(\operatorname{det} B^{T}\right) \operatorname{det}(A-\lambda I)= \\
=\operatorname{det}\left(B B^{T}\right) \operatorname{det}(A-\lambda I)=\operatorname{det}(A-\lambda I) .
\end{gathered}
$$

The following corollaries are immediate consequences of Theorem 6.2.
Corollary 6.1. Characteristic roots of a symmetric matrix in the Euclidean space $\mathbb{E}^{n}$ are invariants of orthogonal mappings.

Corollary 6.2. If $f_{A}$ is a quadratic form in the Euclidean space $\mathbb{E}^{n}$ then characteristic roots of the matrix $A$ are invariants of orthogonal mappings.

Corollary 6.3. If $f_{A}$ is a quadratic form in the Euclidean space $\mathbb{E}^{n}$ then the discriminant of the matrix $A$ is an invariant of orthogonal mappings, i.e.

$$
\begin{equation*}
\Delta\left(f_{B A B^{T}}\right)=\Delta\left(f_{A}\right) \tag{6.8}
\end{equation*}
$$

for an arbitrary orthogonal matrix $B$.

Proof. Indeed, by Theorem 6.2, for $\lambda=0$ we find

$$
\Delta\left(f_{B A B^{T}}\right)=\operatorname{det} B A B^{T}=\operatorname{det} A=\Delta\left(f_{A}\right) .
$$

Theorem 6.3. Every quadratic form $f_{A}$ in the Euclidean space $\mathbb{E}^{n}$ can be reduced to the canonical quadratic form

$$
f_{A}(x, x)=f_{\tilde{A}}(y, y)=\sum_{j=1}^{n} \lambda_{j} y_{j}^{2}
$$

where $\lambda_{1}, . ., \lambda_{n}$ are characteristic roots of the symmetric matrix $A \in L_{0}\left(\mathbb{E}^{n}\right)$; each multiple root appears here so many times as it is its multiplicity, by an orthogonal transformation $y=B x$ of the basis in $\mathbb{E}^{n}$, with the linear operator $B$ whose matrix satisfies the equality: $B A B^{T}=\tilde{A}=\left[\lambda_{j} \delta_{j k}\right]_{j, k=1, \ldots, n}$.
Proof ${ }^{*}$. Let $\mathcal{B}$ be an orthonormal basis in $\mathbb{E}^{n}$. By the Cayley-Hamilton theorem (Corollary 5.3), $A$ is an algebraic operator. Hence $A$ has a finite number of eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$ (each one counted as many times as it its multiplicity), which are characteristic roots of the operator $A$. Since the matrix $A$ is symmetric, these roots are real.
Let $X_{j}$ be the eigenspace of the operator $A$ corresponding to the eigenvalue $\lambda_{j}(j=1, \ldots, n)$ and let $k_{j}=\operatorname{dim} X_{j} \leq n$. Then there are $k_{j}$ linearly independent eigenvectors $e_{m}^{(j)}$ of the operator $A$ which constitute a basis $\mathcal{B}^{(j)}$ in the space $X_{j}$. Without any loss of generality, we may assume that this basis is orthonormal. This, and Corollary 5.10 together imply that

$$
\begin{gathered}
\left\langle e_{m}^{(i)}, e_{l}^{(i)}\right\rangle=0 \quad \text { if either } \quad j \neq i \quad \text { or } \quad l \neq m \\
\left(k_{1}+\ldots+k_{n}=n ; m=1, \ldots, k_{j} ; l=1, \ldots, i, \quad i, j=1, \ldots, n\right)
\end{gathered}
$$

We therefore conclude that the spaces $X_{k}$ and $X_{j}$ are orthogonal to each other if $k \neq j$ $(j, k=1, \ldots, n)$. Hence the set

$$
\mathcal{B}_{1}=\left\{e_{1}^{(1)}, \ldots, e_{k_{1}}^{(1)}, \ldots, e_{1}^{(n)}, \ldots, e_{k_{n}}^{(n)}\right\} \quad\left(k_{1}+\ldots+k_{n}=n\right)
$$

is an orthonormal basis in the space $X$. But in the basis $\mathcal{B}_{1}$ to the operator $A$ there corresponds the diagonal matrix $\tilde{A}=\left[\lambda_{j} \delta_{j k}\right]_{j, k=1, \ldots, n}$. Indeed, the definition of $\mathcal{B}_{1}$ implies

$$
\tilde{A} e_{m}^{(j)}=\lambda_{j} e_{m}^{(j)} \quad\left(m=1, \ldots, k_{j} ; j=1, \ldots, n\right)
$$

Denote by $B=\left[b_{j k}\right]_{j, k=1, \ldots, n}$ the matrix of a one-to-one linear operator transforming the basis $\mathcal{B}$ into the basis $\mathcal{B}_{1}$. We shall show that the matrix $B$ is orthogonal. Indeed, by our assumptions, for $g_{j}, g_{k} \in \mathcal{B}_{1}(j, k=1, \ldots, n)$ we have

$$
\delta_{j k}=\left\langle g_{j}, g_{k}\right\rangle=\left\langle B e_{j}, B e_{k}\right\rangle=\left\langle\sum_{l=1}^{n} b_{j l} e_{l}, \sum_{m=1}^{n} b_{k m} e_{m}\right\rangle=
$$

*) This proof was never published in English (cf. PR[2]).

$$
=\sum_{l, m=1}^{n} b_{j l} b_{k m}\left\langle e_{j}, e_{m}\right\rangle=\sum_{m=1}^{n} b_{j m} b_{k m}\left\langle e_{m}, e_{m}\right\rangle=\sum_{m=1}^{n} b_{j m} b_{k m} .
$$

Then $B^{T} B=B B^{T}=I$ (where $I$ is the identity matrix), which proves that $B$ is an orthogonal matrix (cf. Corollary 5.7, Point (vi').)
Let $x \in \mathbb{E}^{n}$ be arbitrarily fixed. Let $y=B x$. Then $x=B^{T} B x=B^{T} y$. Since $B A B^{T}=\tilde{A}$, we obtain

$$
\begin{aligned}
f_{A}(x, x)=\langle x, A x\rangle & =\left\langle B^{T} y, A B^{T} y\right\rangle=\left\langle y, B A B^{T} y\right\rangle=\langle y, \tilde{A} y\rangle= \\
& =f_{\tilde{A}}(y, y)=\sum_{j=1}^{n} \lambda_{j} y_{j}^{2} .
\end{aligned}
$$

Corollary 6.4. A quadratic form $f_{A}$ is Hermitian in the Euclidean space $\mathbb{E}^{n}$ if and only if all characteristic roots of the matrix $A$ are positive.

Proof. Indeed, if $\lambda$ is a characteristic root of the matrix $A$ then it is an eigenvalue of the operator $A$ with a corresponding eigenvector $x \neq 0$. This implies that $|x|>0$ and $\langle x, A x\rangle$ $=\langle x, \lambda x\rangle=\lambda\langle x, x\rangle=\lambda|x|$. Then $\langle x, A x\rangle>0$ whenever $\lambda>0$. Conversely, if $\langle x, A x\rangle>0$ then $\lambda>0$.

An immediate consequence of Corollaries 6.2 and 6.3 is
Corollary 6.5 (Sylvester inertia law). The number of signs " + " and "-" of coefficients of a canonical quadratic form in the Euclidean space $\mathbb{E}^{n}$ is constant.

Let $a \in \mathbb{E}^{n}, A \in L_{0}\left(\mathbb{E}^{n}\right)$, be arbitrarily fixed and let $A^{T}=A$. Sets of the form

$$
\begin{gather*}
K_{A, a}=  \tag{6.10}\\
=\left\{x \in \mathbb{E}^{n}: f_{A}(x, x)+2\langle x\}=\right. \\
=\left\{x \in \mathbb{E}^{n}:\langle x, A x+2 a\rangle=1\right\}
\end{gather*}
$$

are said to be hyperquadrics. A hyperquadric is said to be improper if it is either an empty set or a finite set of linear manifolds of dimension $n$. Otherwise, hyperquadrics are called proper. Clearly, a hyperquadric $K_{A, a}$ passing through a point $x_{0}$ has the equation

$$
\begin{equation*}
\left\langle x-x_{0}, A\left(x-x_{0}\right)+2 a\right\rangle=0 . \tag{6.11}
\end{equation*}
$$

Let $H_{b}=\left\{x \in \mathbb{E}^{n}:\langle x, b\rangle=1, b \in \mathbb{E}^{n}\right\}$ be a hyperplane in the Euclidan space $\mathbb{E}^{n}$. We say that the hyperplane $H_{b}$ intersects a hyperquadric $K_{A, a}$ if the set $H_{b} \cap K_{A, a}$ is non-empty.
A straight line $P \subset \mathbb{E}^{n}$ is said to be tangent to a hyperquadric $K_{A, a}=\left\{x \in \mathbb{E}^{n}\right.$ : $\langle x, A x+2 a\rangle=1\}$ at a point $x_{0} \in K_{A, a}$ if
(i) $x_{0} \in P$;
(ii) the set $P_{0}=\{\langle y, A y+2 a\rangle: y \in P\}$ of real numbers has the following property: either $p \geq 1$ for all $p \in P_{0}$ or $p \leq 1$ for all $p \in P_{0}$.

A linear manifold $Y \subset \mathbb{E}^{n}$ is said to be tangent to a hyperquadric $K_{A, a}$ at a point $x_{0} \in K_{A, a}$ if every straight line $P \subset Y$ is tangent to this hyperquadric at the point $x_{0}$.

A linear manifold $Y \subset \mathbb{E}^{n}$ is said to be normal to a hyperquadric $K_{A, a}$ at a point $x_{0} \in K_{A, a}$ if $Y \cap K_{A, a}=\left\{x_{0}\right\}$ and $\langle x, y\rangle=0$ for all $x$ belonging to a hyperplane tangent at the point $x_{0}$ and for all $y \in Y$.

A unit ball in the Euclidean space $\mathbb{E}^{n}$ with the center at zero is the set

$$
\left\{x \in \mathbb{E}^{n}: \sum_{j=1}^{n} x_{j}^{2} \leq 1\right\} .
$$

A ball with the center at the point $a=\left(a_{1}, \ldots, a_{n}\right)$ and with the radius $r$ is the set

$$
K_{r, a}=\left\{x \in \mathbb{E}^{n}: \sum_{j=1}^{n}\left(x_{j}-a_{j}\right)^{2} \leq r^{2}\right\}=\left\{x \in \mathbb{E}^{n}:|x-a| \leq r\right\}
$$

Sets $K_{r, a}$ in $\mathbb{E}^{2}$ are called discs.
A boundary of a ball in the Euclidean space, i.e. the set

$$
S_{r, a}=\left\{x \in \mathbb{E}^{n}:|x-a|=r\right\},
$$

is said to be a sphere.
A sphere in the space $\mathbb{E}^{2}$ is called a circle. By definition, a sphere $S_{1,0}$ is a hyperquadric $K_{I, 0}$.

Hyperquadrics in the Euclidean space $\mathbb{E}^{2}$ are called either curves of the 2nd degree or conics. Hyperquadrics in the Euclidean spaces $\mathbb{E}^{3}$ are called either surfaces of the 2nd degree or quadrics. We shall now consider with their classification.

As follows from the general form (6.11) of equations of hyperquadrics passing through a point, curves of order two have the general equation of the form

$$
\begin{equation*}
a_{11} x_{1}^{2}+2 a_{12} x_{1} x_{2}+a_{22} x_{2}^{2}+2 a_{13} x_{1}+2 a_{23} x_{2}+a_{33}=0 \tag{6.12}
\end{equation*}
$$

where $a_{21}=a_{12}$ since the matrix $A=\left[a_{j k}\right]_{j, k=1,2}$ is symmetric. Taking into account this symmetry, we also let $a_{31}=a_{13}, a_{32}=a_{23}$.
By Equation (6.11), the general equation of surfaces of the 2nd degree is of the form

$$
\begin{gather*}
a_{11} x_{1}^{2}++a_{22} x_{2}^{2}+a_{33} x_{3}^{2}+  \tag{6.13}\\
+2 a_{12} x_{1} x_{2}+2 a_{13} x_{1} x_{3}+2 a_{23} x_{2} x_{3}+2 a_{14} x_{1}+2 a_{24} x_{2}+2 a_{34} x_{3}+a_{44}=0 .
\end{gather*}
$$

A surface is said to be rotary if it is formed by a rotation of a plane curve around an axis which is perpendicular to that plane.

A surface made by a movement of a straight line along a curve which lies on a plane noncontaining this straight line, is said to be a rectilinear surface. Each of such straight lines is said to be a generatrix of the surface under consideration.

A cone is a surface formed in the following way: we use straight lines passing through a curve lying on a plane $P \subset \mathbb{E}^{3}$ and a point $x_{0} \in \mathbb{E}^{3} \backslash P$ (i.e. $x_{0}$ does not lie on this plane). By definition, every cone is a rectilinear surface. If the curve under consideration is a circle then a cone obtained in this way is said to be circular. Clearly, every cone is a rectilinear surface. If a cone is circular then it is also a rotary surface.

Every surface formed by all parallel straight lines passing through a curve which lies in a plane $P \subset \mathbb{E}^{3}$ non-lying on this plane (in particular, straight lines orthogonal to the plane P ) is said to be a cylinder (otherwise: a cylindrical surface). By definition, every cylinder is a rectilinear surface. If the curve under consideration is a circle then a cylinder is said to be circular. If it is the case then a cylinder under consideration is also a rotary surface.

Curves of the 2nd degree are called conics, since every conic can be obtained by means of a section of a cylindrical cone by a plane.

Note that a cylindrical cone in the Euclidean space $\mathbb{E}^{n}$ is a rotary rectilinear surface. Its characterization will be given later.

We already know one quantity characterizing a quadratic form $f_{A}$, namely, its discriminant $\Delta\left(f_{A}\right)=\operatorname{det} A$. We shall introduce now new notations concerning curves of the 2 nd degree. Write

$$
\begin{gather*}
w=\Delta\left(f_{A}\right)=\operatorname{det} A=\left|\begin{array}{ll}
a_{11} & a_{21} \\
a_{12} & a_{22}
\end{array}\right|,  \tag{6.14}\\
W=\left|\begin{array}{lll}
a_{11} & a_{21} & a_{31} \\
a_{12} & a_{22} & a_{32} \\
a_{13} & a_{23} & a_{33}
\end{array}\right|, \quad V=\left|\begin{array}{ll}
a_{22} & a_{32} \\
a_{23} & a_{33}
\end{array}\right| .
\end{gather*}
$$

We shall see that the determinants $w$ and $W$ called small and big discriminants, respectively, fully characterize conics, and only in few particular cases of improper conics it is necessary to known the determinant $V$. Observe that the small discriminant $w$ is, by Corollary 6.3, an invariant of orthogonal mappings. The same is true concerning the big discriminant $W$.

Traditionally, for an unification of classification, in the case when a conic is an empty set, we will call it an imaginary conic. Let us study now possible particular cases. Suppose that we are given a cylindrical cone $S$ in the Euclidean space $\mathbb{E}^{3}$. Denote by $\alpha$ an angle between a generatrix and the axis of the cone $S$. Then we have the following cases.

1. A section of the cone $S$ by a plane inclined to the axis of $S$ on an angle $\beta, \alpha<\beta \leq \frac{\pi}{2}$ and not passing through its vertex gives an ellipse. Here we have $W \neq 0, w>0$ and $a_{11} w>0$. The canonical equation is

$$
\frac{x_{1}^{2}}{a^{2}}+\frac{x_{2}^{2}}{b^{2}}=1
$$

If $\alpha=\frac{\pi}{2}$ then $b=a$, i.e. we have a section of the cone $S$ by a hyperplane normal to the axis of the cone and not passing through its vertex, which gives a circle with radius $a$ (a particular case of ellipses).
2. A section of the cone $S$ by a plane parallel to the axis (or inclined to the axis of $S$ on an angle $\beta, \alpha<\beta \leq \frac{\pi}{2}$ ) $S$ and not passing through this axis gives a hyperbola. Here we have $W \neq 0$ and $w<0$. The canonical equation is

$$
\frac{x_{1}^{2}}{a^{2}}-\frac{x_{2}^{2}}{b^{2}}=1
$$

A hyperbola is said to be equiaxial if $a=b$.
3. A section of the cone $S$ by a plane parallel to a generatrix of $S$ and non-passing through this generatrix gives a parabola. Here we have $W \neq 0$ and $w=0$. The canonical equation is $x_{2}=a x_{1}^{2}$.

These three curves: ellipse, hyperbola and parabola are the only proper conics. Note that only in these cases $W \neq 0$. The following conics are improper.
4. A section of the cone $S$ by a plane and passing through the axis of $S$ gives two intersecting straight lines (generatrices). Here we have $W=0$ and $w<0$. The canonical equation is

$$
\frac{x_{1}^{2}}{a^{2}}-\frac{x_{2}^{2}}{b^{2}}=0 .
$$

5. A section of the cone $S$ by a plane inclined to the axis of $S$ on an angle $\alpha<\beta \leq \frac{\pi}{2}$ and passing through its vertex gives two imaginary straight lines crossing at a real point $(0,0)$. Here we have $W=0$ and $w>0$. The canonical equation is

$$
\frac{x_{1}^{2}}{a^{2}}+\frac{x_{2}^{2}}{b^{2}}=0 .
$$

6. A section of the cone $S$ by a plane tangent to a generatrix of $S$ gives one (double) straight line. Here we have $W=0, w=0$ and $V=0$. The canonical equation is

$$
\left(\frac{x_{1}}{a}-\frac{x_{2}}{b}\right)^{2}=0 .
$$

7. A section of the cone $S$ by a plane giving an empty set - an imaginary ellipse. Here we have $W \neq 0, w>0$ and $V>0$. The canonical equation is

$$
\frac{x_{1}^{2}}{a^{2}}+\frac{x_{2}^{2}}{b^{2}}=-1
$$

8. A cone $S$ is improper if its generatrices are parallel to its axis. An improper circular cone is a circular cylinder. If this is the case, then a section of $S$ by a plane parallel to the axis and not passing by this axis gives two parallel straight lines. Here we have $W=0, w=0$ and $V<0$. The canonical equation is

$$
\left(\frac{x_{1}}{a}-\frac{x_{2}}{b}\right)^{2}=1 .
$$

9. If $W=0, w=0$ and $V>0$ then we have two parallel imaginary straight lines, i.e. an empty set, for its canonical equation is

$$
\left(\frac{x_{1}}{a}-\frac{x_{2}}{b}\right)^{2}=-1 .
$$

Now we shall consider quadrics, i.e. surfaces of the 2nd degree in the Euclidean space $\mathbb{E}^{3}$. Recall that every quadric is described by Equation (6.13). Let the determinant $W$ be defined by the Formula (6.15), i.e.

$$
W=\left|\begin{array}{lll}
a_{11} & a_{21} & a_{31} \\
a_{12} & a_{22} & a_{32} \\
a_{13} & a_{23} & a_{33}
\end{array}\right|
$$

Write

$$
\begin{gather*}
\tilde{V}=\left|\begin{array}{llll}
a_{11} & a_{21} & a_{31} & a_{41} \\
a_{12} & a_{22} & a_{32} & a_{42} \\
a_{13} & a_{23} & a_{33} & a_{43} \\
a_{14} & a_{24} & a_{34} & a_{44}
\end{array}\right|, \quad W_{1}=a_{11}+a_{22}+a_{33},  \tag{6.16}\\
V_{1}=\left|\begin{array}{ll}
a_{11} & a_{21} \\
a_{12} & a_{22}
\end{array}\right|, \quad V_{2}=\left|\begin{array}{ll}
a_{22} & a_{32} \\
a_{23} & a_{33}
\end{array}\right|, \quad V_{3}=\left|\begin{array}{ll}
a_{11} & a_{31} \\
a_{31} & a_{33}
\end{array}\right| . \tag{6.17}
\end{gather*}
$$

As for conics, for an unification of classification, we introduce imaginary surfaces: imaginary planes, an imaginary ellipsoid and an imaginary cone. to whose there correspond either an empty set or a linear manifold of higher dimension (cf. Points 6,8 and 13 of the following classification). Then we have the following cases.

Let $\widetilde{V}<0$, the rank of $\widetilde{V}, r(\tilde{V})=4^{*)}, W \neq 0$, either $W_{2}>0$ or $W W_{1}>0$. In this case we have an ellipsoid. Its canonical equation is

$$
\frac{x_{1}^{2}}{a^{2}}+\frac{x_{2}^{2}}{b^{2}}+\frac{x_{3}^{2}}{c^{2}}=1 .
$$

An ellipsoid is rotary if either $a=b$ or $b=c$ or $a=c$. If $a=b=c$ then it is a ball with radius $a$.

[^2]2. Let $\tilde{V}<0, r(\widetilde{V})=4, W \neq 0$, either $W_{2} \leq 0$ or $W W_{1} \leq 0$. Then we have a hyperboloid of two sheets. Its canonical equation is
$$
\frac{x_{1}^{2}}{a^{2}}-\frac{x_{2}^{2}}{b^{2}}-\frac{x_{3}^{2}}{c^{2}}=1 .
$$

A hyperboloid of two sheets is rotary if $b=c$.
3. Let $\widetilde{V}>0, r(\widetilde{V})=4, W \neq 0$, either $W_{2} \leq 0$ or $W W_{1} \leq 0$. Then we have a hyperboloid of one sheet. Its canonical equation is

$$
\frac{x_{1}^{2}}{a^{2}}+\frac{x_{2}^{2}}{b^{2}}-\frac{x_{3}^{2}}{c^{2}}=1
$$

A hyperboloid of one sheet is a rectilinear surface. If $a=b$ then it is a rotary surface.
4. Let $\widetilde{V} \neq 0, r(\widetilde{V})=4, W=0$ and let $W_{2}>0$. Then we have an elliptic paraboloid . Its canonical equation is

$$
\frac{x_{1}^{2}}{a^{2}}+\frac{x_{2}^{2}}{b^{2}}=2 x_{3} .
$$

If $a=b$ then an elliptic paraboloid is a rotary surface.
5. Let $\widetilde{V} \neq 0, r(\widetilde{V})=4, W=0$ and let $W_{2}<0$. Then we have a hyperbolic paraboloid . Its canonical equation is

$$
\frac{x_{1}^{2}}{a^{2}}-\frac{x_{2}^{2}}{b^{2}}=2 x_{3}
$$

Any hyperbolic paraboloid is a rectilinear surface.
The just mentioned five surfaces: ellipsoid, hyperboloid of two sheets, hyperboloid of one sheet, elliptic hyperboloid and hyperbolic paraboloid, are the only proper quadrics. The following quadrics are improper.
6. Let $\widetilde{V}>0, r(\widetilde{V})=4, W \neq 0, W_{2}>0$ and let $W W_{1}>0$. Then we have an imaginary ellipsoid, i.e. an empty set. Its canonical equation is

$$
\frac{x_{1}^{2}}{a^{2}}+\frac{x_{2}^{2}}{b^{2}}+\frac{x_{3}^{2}}{c^{2}}=-1
$$

7. Let $\widetilde{V}=0, r(\widetilde{V})=3, W \neq 0$, either $W_{2} \leq 0$ or $W W_{1} \leq 0$. Then we have a cone. Its canonical equation is

$$
\frac{x_{1}^{2}}{a^{2}}+\frac{x_{2}^{2}}{b^{2}}-\frac{x_{3}^{2}}{c^{2}}=0 .
$$

If $a=b$ then a cone is circular, i.e. it is a rotary surface.
8. Let $\widetilde{V}=0, r(\widetilde{V})=3, W \neq 0, W_{2}>0$ and let $W W_{1}>0$. Then we have an imaginary cone, i.e. a real point, namely, $(0,0,0)$. Its canonical equation is

$$
\frac{x_{1}^{2}}{a^{2}}+\frac{x_{2}^{2}}{b^{2}}+\frac{x_{3}^{2}}{c^{2}}=0 .
$$

9. Let $\tilde{V}=0, r(\widetilde{V})=3, W=0, r(W)=2$ and $W_{2}>0$. Then we have an elliptic cylinder. Its canonical equation is

$$
\frac{x_{1}^{2}}{a^{2}}+\frac{x_{2}^{2}}{b^{2}}=1
$$

An elliptic cylinder is a rectilinear surface. If $a=b$ then an elliptic cylinder is circular, i.e. it is a rotary surface.
10. Let $\widetilde{V}=0, r(\widetilde{V})=3, W=0, r(W)=2$ and let $W_{2}<0$. Then we have a hyperbolic cylinder. Its canonical equation is

$$
\frac{x_{1}^{2}}{a^{2}}-\frac{x_{2}^{2}}{b^{2}}=1
$$

A hyperbolic cylinder is a rectilinear surface. If $a=b$ then a hyperbolic cylinder is equiaxial.
11. Let $\widetilde{V}=0, r(\widetilde{V})=3, W=0$ and let $r(W)=1$. Then we have a parabolic cylinder. Its canonical equation is

$$
x_{1}^{2}=2 a x_{2} .
$$

A parabolic cylinder is a rectilinear surface.
12. Let $\widetilde{V}=0, r(\widetilde{V})=2, W=0, r(W)=2$ and let $W_{2}>0$. Then we have two intersecting planes. Their canonical equation is

$$
\frac{x_{1}^{2}}{a^{2}}-\frac{x_{2}^{2}}{b^{2}}=0 .
$$

13. Let $\widetilde{V}=0, r(\widetilde{V})=2, W=0, r(W)=2$ and let $W_{2}<0$. Then we have two imaginary planes intersecting along a real straight line. Their canonical equation is

$$
\frac{x_{1}^{2}}{a^{2}}+\frac{x_{2}^{2}}{b^{2}}=0 .
$$

The mentioned real straight line has equations $x_{1}=0, x_{2}=0$.
14. Let $\widetilde{V}=0, r(\widetilde{V})=2, W=0$ and let $r(W)=1$. Then we have two parallel planes. Their canonical equation is

$$
x_{1}^{2}-a^{2}=0 .
$$

15. Let $\widetilde{V}=0, r(\widetilde{V})=2, W=0, r(W)=1$ and let $V_{1}>0, V_{2}>0, V_{3}>0$. Then we have two parallel imaginary planes, i.e. an empty set. Their canonical equation is

$$
x_{1}^{2}+a^{2}=0 .
$$

16. Let $\widetilde{V}=0, r(\widetilde{V})=1, W=0, r(W)=1$ and let $V_{1}=V_{2}=V_{3}=0$. Then we have a (double) one plane. Its canonical equation is

$$
x_{3}^{2}=0 .
$$

To summarize, we see that the following quadrics are rotary surfaces: balls, equiaxial ellipsoids, equiaxial hyperboloids of one sheet and of two sheets, circular cones and circular cylinders. The following quadrics are rectilinear: hyperboloids of one sheets, hyperbolic paraboloids, cones and elliptic, hyperbolic and parabolic cylinders.
Finally, note that every intersection of a surface of the 2 nd degree by a plane is a conic either proper or improper. For instance, if we substitute either $x_{1}=0$ or $x_{2}=0$ or $x_{3}=0$ in canonical equations of quadrics, then we obtain some conics. The knowledge about these sections is important for a description of surfaces under consideration.

## Exercises.

Exercise 6.1. Prove that in the Euclidean space $\mathbb{E}^{n}$ every bilinear form induces a quadratic form and conversely, i.e. every quadratic form induces a symmetric bilinear form. Is this theorem true for
(i) an arbitrary pre-Hilbert space over the field $\mathbb{R}$ ?
(ii) an arbitrary linear space over the field $\mathbb{R}$ ?

Exercise 6.2. In any pre-Hilbert space $X$ over the field $\mathbb{C}$ the inner product is antilinear with respect to the second variable. Indeed, by definition, $\langle y, x\rangle=\overline{\langle x, y\rangle}$ which implies

$$
\langle x, \lambda y\rangle=\overline{\lambda\langle y, x\rangle}=\bar{\lambda}\langle x, y\rangle .
$$

Hence one cannot determine quadratic forms in the same manner as in the real case. However, it is possible to admit the following definition: a functional is said to be quadratic if it results from a function $f(x, y)$ determined for $x, y \in X$ and with values in the field $\mathbb{C}$ by an identification of variables, i.e. if $y=x$. In the space $\mathbb{C}^{n}$ with this definition, similar theorems to Theorems 6.1, 6.2 and Corollaries 6.1, 6.2, 6.3, 6.4, 6.5 hold?

Exercise 6.3. Write equations of a hyperplane tangent to a hyperquadric $K_{A, a}$ at a point $x_{0} \in K_{A, a}$ in the Euclidean spaces $\mathbb{E}^{2}, \mathbb{E}^{3}, \mathbb{E}^{n}$.
Exercise 6.4. Write equations of a hyperplane passing through a point $x_{0}$ and tangent to a hyperquadric $K_{A, a}$ in the Euclidean spaces $\mathbb{E}^{2}, \mathbb{E}^{3}, \mathbb{E}^{n}$.
Exercise 6.5. Prove that a set obtained as a section by a plane of a surface of the second degree is a curve of the second degree.
Exercise 6.6. Prove that a hyperboloid of one sheet and a hyperbolic paraboloid can be obtained by means of two families of generating straight lines skew each to another.
Exercise 6.7. Write an equation of the geometric locus of points in the Euclidean space $\mathbb{E}^{n}$ whose
(i) distance from a given point is constant;
(ii) sum of distances from two given points is constant;
(iii) sum of distances from a given straight line and a point not lying on that line is constant.
Reduce the obtained equations to their canonical forms. Determine curves represented by these equations.

## Chapter 7.

## Transformation groups. Representations of finite groups.

In the previous chapters we have considered transformations (otherwise called: mappings of the Euclidean spaces $\mathbb{E}^{n}$ of various typesI. Now we shall review systematically these transformations.

A property $W$ of subsets of the Euclidian space $\mathbb{E}^{n}$ is said to be an invariant of a group $G\left(\mathbb{E}^{n}\right)$ of transformations of $\mathbb{E}^{n}$ onto itself if
$A Z$ has the property $W$ for every transformation $A \in G\left(\mathbb{E}^{n}\right)$
whenever $Z \subset \mathbb{E}^{n}$ has the property $W$.
A transformation $A$ in this definition does not need to be linear.
A transformation $A \in L_{0}\left(\mathbb{E}^{n}\right)$ preserves the orientation of $n$ vectors in the Euclidian space $\mathbb{E}^{n}$ if det $A>0$. If det $A<0$ then $A$ changes the orientation to an opposite one.

A transformation $A$ of the Euclidean space $\mathbb{E}^{n}$ onto itself is said to be an isometry if

$$
\begin{equation*}
|A x-A y|=|x-y| \quad \text { for all } x, y \in \mathbb{E}^{n} . \tag{7.2}
\end{equation*}
$$

Theorem 7.1. A transformation $A \in L_{0}\left(\mathbb{E}^{n}\right)$ is orthogonal if and only if it is an isometry.
Proof. Suppose that $A \in L_{0}\left(\mathbb{E}^{n}\right)$ is an orthogonal transformation, i.e. it is determined by an orthogonal matrix. Then Corollary 5.6 implies that $|A x|=|x|$ for all $x \in \mathbb{E}^{n}$. Hence $A$ is an isometry.

Conversely, suppose that $A \in L_{0}\left(\mathbb{E}^{n}\right)$ is an isometry. Then $A$ preserves the inner product. Indeed, for all $x, y \in \mathbb{E}^{n}$ we have

$$
\begin{gathered}
\langle A x, A y\rangle=\frac{1}{4}[\langle A x+A y, A x+A y\rangle-\langle A x-A y, A x-A y\rangle]= \\
=\frac{1}{4}\left[|A(x+y)|^{2}-|A(x-y)|^{2}\right]=\frac{1}{4}\left[|x+y|^{2}-|x-y|^{2}\right]= \\
=\frac{1}{4}[\langle x+y, x+y\rangle-\langle x-y, x-y\rangle]=\langle x, y\rangle .
\end{gathered}
$$

This implies that

$$
\left\langle A^{T} A x, y\right\rangle-\langle A x, A y\rangle=\langle x, y\rangle .
$$

Then

$$
\left\langle A^{T} A x-x, y\right\rangle=\left\langle A^{T} A x, y\right\rangle-\langle x, y\rangle=0
$$

The arbitrariness of $y \in \mathbb{E}^{n}$ implies that $A^{T} A x-x=0$ for every $x \in \mathbb{E}^{n}$. We therefore conclude that $A$ is an orthogonal transformation.

Theorem 7.2. The set $\mathcal{O}\left(\mathbb{E}^{n}\right)$ of all orthogonal transformations ${ }^{*)}$ of the Euclidean space $\mathbb{E}^{n}$ is a group with respect to superposition as the group operation.
Proof. Suppose that $A, B \in \mathcal{O}\left(\mathbb{E}^{n}\right)$. Then $A A^{T}=A^{T} A=I, B B^{T}=B^{T} B=I$. Hence

$$
(A B)(A B)^{T}=A B B^{T} A^{T}=A A^{T}=I
$$

i.e. $A B \in \mathcal{O}\left(E^{n}\right)$. It is easy to verify that the operation of superposition of orthogonal transformations is associative. A unit of this operation is the identity operator. The definition of orthogonal transformations implies that for every $A \in \mathcal{O}\left(\mathbb{E}^{n}\right)$ there exists an inverse transformation $A^{-1}$ and $A^{-1}=A^{T} \in \mathcal{O}\left(E^{n}\right)$. Then $\mathcal{O}\left(\mathbb{E}^{n}\right)$ is a group.

In the previous chapter we have considered three invariants of the group of orthogonal transformations in the Euclidean space $\mathbb{E}^{n}$ : the characteristic polynomials of a matrix, its characteristic roots and the discriminant of a quadratic form (cf. Theorem 6.2 and Corollaries 6.2, 6.3).

Theorem 7.1 implies the following
Corollary 7.1. The length of an interval is an invariant of the group $\mathcal{O}\left(\mathbb{E}^{n}\right)$ of orthogonal transformations.

Proof. If $A \in \mathcal{O}\left(\mathbb{E}^{n}\right)$ then $A$ is an isometry. Hence $|A x-A y|=|A(x-y)|=|x-y|$ for arbitrary $x, y \in \mathbb{E}^{n}$.

Corollary 7.1 immediately implies
Corollary 7.2. The property of triangles (or other figures and solids) to be congruent is an invariant of the group $\mathcal{O}\left(\mathbb{E}^{n}\right)$ of orthogonal transformations.

A transformation $A \in L_{0}\left(\mathbb{E}^{n}\right)$ is said to be a reflection if

$$
\begin{equation*}
A x=-x \quad \text { for every } x \in \mathbb{E}^{n} . \tag{7.3}
\end{equation*}
$$

A reflection is an involution for $A^{2}=I$. Since $A^{T}=A$, the matrix of this transformation is symmetric. Hence $A^{T} A=A^{2}=I$, which implies that $A$ is an orthogonal transformation. Moreover, since $\operatorname{det} A=(-1)^{n}$ when $n$ is odd, we conclude that any reflection changes the orientation of systems of $n$ vectors in $\mathbb{E}^{n}$ on an opposite one whenever the number $n$ is odd.

A translation by an element $h \in \mathbb{E}^{n}$ (otherwise called a shift by $h$ ) is a transformation defined for an arbitrary $x \in \mathbb{E}^{n}$ by means of the formula

$$
\begin{equation*}
T_{h} x=x+h . \tag{7.4}
\end{equation*}
$$

[^3]Theorem 7.3. The set $\mathcal{T}\left(\mathbb{E}^{n}\right)$ of all translations in the Euclidean space $\mathbb{E}^{n}$ is a commutative group with respect to the superposition as the group operation.

Proof. We find

$$
\begin{equation*}
T_{g} T_{h}=T_{g+h} \quad \text { for arbitrary } g, h \in \mathbb{E}^{n} \tag{7.5}
\end{equation*}
$$

Indeed, for every $x \in \mathbb{E}^{n}$ we have

$$
\left(T_{g} T_{h}\right) x=T_{g}\left(T_{h} x\right)=T_{g}(x+h)=x+g+h=T_{g+h} x .
$$

Clearly, the operation defined by Formula (7.4) is commutative and associative, because the summation of vectors (points) in the Euclidean space $\mathbb{E}^{n}$ is commutative and associative. Furthermore, since $T_{0} x=x+0=0$ for every $x \in \mathbb{E}^{n}$, we conclude that the identity transformation $T_{0}=I$ is a unit with respect to the operation (7.5). Again, by Formula (7.5), for an arbitrary $h \in \mathbb{E}^{n}$ we have $T_{h} T_{-h}=T_{h-h}=T_{0}=I$. The operation of superposition of translations is commutative. Then $T_{h} T_{-h}=T_{-h} T_{h}=I$ which implies that every transformation $T_{h} \in \mathcal{T}\left(\mathbb{E}^{n}\right)$ is invertible and $T_{h}^{-1}=T_{-h}$. We therefore conclude that $\mathcal{T}\left(\mathbb{E}^{n}\right)$ is a commutative group.
Observe that a translation on $h \neq 0$ is not a linear operator *) for $T_{h}(0)=h \neq 0$. However, it is an isometry, since we have

Corollary 7.3. The length of an interval is an invariant of the group $\mathcal{T}\left(\mathbb{E}^{n}\right)$ of translations in the Euclidean space $\mathbb{E}^{n}$.

Proof. For an arbitrary $T_{h} \in \mathcal{T}\left(\mathbb{E}^{n}\right)$ and for arbitrary $x, y \in \mathbb{E}^{n}$ we have

$$
\left|T_{h} x-T_{h} y\right|=|(x+h)-(y+h)|=|x-y| .
$$

Corollary 7.4. The property of triangles to be congruent is an invariant of the group $\mathcal{T}\left(\mathbb{E}^{n}\right)$ of translations in the Euclidean space $\mathbb{E}^{n}$.
Consider now transformations which are superpositions of translations and orthogonal transformations, all in the Euclidean space $\mathbb{E}^{n}$. They also form a group $\mathcal{E}\left(\mathbb{E}^{n}\right)$ of transformations of $\mathbb{E}^{n}$ onto itself such that its invariant are: the longitude of an interval and the property of the congruence of triangles (or other figures or solids).
A symmetry with respect to a point $a \in \mathbb{E}^{n}$ is a transformation $A$ defined by means of the formula

$$
\begin{equation*}
A x-a=a-x \quad \text { for every } x \in \mathbb{E}^{n} . \tag{7.6}
\end{equation*}
$$

The transformation $A$ defined by Formula (7.6) is a superposition of the reflection and the translation $T_{2 a}$ for $A x=2 a-x$. Then $A \in \mathcal{E}\left(\mathbb{E}^{n}\right)$.
*) Cf. Exercise 2.1.

The point $a$ is said to be the symmetry center. We say that a set $Y \subset \mathbb{E}^{n}$ has a center of symmetry $a \in \mathbb{E}^{n}$ if for every $x \in Y$ there is a (unique) point $y \in Y$ such that

$$
y-a=a-x .
$$

Observe that the reflection is a symmetry with respect to the point $a=0$.
A symmetry with respect to a linear manifold $Y \subset \mathbb{E}^{n}$ is a transformation $A$ defined by means of the formula

$$
\begin{equation*}
A x-P_{Y} x=P_{Y} x-x \quad \text { for every } x \in \mathbb{E}^{n} \tag{7.7}
\end{equation*}
$$

where $P_{Y}$ is an orthogonal projector onto the manifold $Y$, i.e. $P_{Y} x$ is a projection of the point $x$ onto $Y$.

Since $A x=2 P_{Y} x-x$, the transformation $A$ defined by Formula (7.7) is a superposition of the projection, the operator $2 I$ and the reflection.

If the linear manifold $Y$ is a straight line then it is called the axis of symmetry. We say that a set $Z \subset \mathbb{E}^{n}$ has an axis (a plane) of symmetry $Y$ if for every $x \in Z$ there is a unique point $y \in Z$ such that

$$
y-P_{Y} x=P_{Y} x-x
$$

where $P_{Y}$ denotes an orthogonal projector of the point $x$ onto $Y$.
A rotation by an angle $\varphi$ with respect to a point $a \in \mathbb{E}^{2}$, called the rotation center is a transformation defined by the matrix

$$
A=\left(\begin{array}{cc}
\cos \varphi & \sin \varphi  \tag{7.8}\\
-\sin \varphi & \cos \varphi
\end{array}\right)
$$

Since $A \in L_{0}\left(\mathbb{E}^{2}\right)$ and

$$
A^{T}=\left(\begin{array}{cc}
\cos \varphi & -\sin \varphi \\
\sin \varphi & \cos \varphi
\end{array}\right) \quad \text { and } \quad A^{T} A=I
$$

we conclude that rotations are orthogonal transformations.
Similarly, we define rotations with respect to a straight line in the Euclidean space $\mathbb{E}^{3}$. This straight line is called the axis of the rotation. Note that a rotation by the angle $\frac{2 \pi}{n}$ $(n \in \mathbb{N})$ is an involution of order $n$, i.e. $A^{n}=I$.

It is possible to prove that every transformation belonging to the group $\mathcal{E}\left(\mathbb{E}^{n}\right)$ can be represented as a superposition of a translation, a rotation and a reflection.

A similarity is a transformation $A$ of the Euclidean space $\mathbb{E}^{n}$ which does not move the zero point and such that for a positive number $\kappa$ we have

$$
\begin{equation*}
|A x-A y|=\kappa|x-y| \quad \text { for } x, y \in \mathbb{E}^{n} . \tag{7.9}
\end{equation*}
$$

Observe that for $\kappa=1$ we have an isometry, hence an orthogonal transformation provided that $A \in L_{0}\left(\mathbb{E}^{n}\right)$. One can prove that $|\operatorname{det} A|=\kappa^{n}$.

Theorem 7.4. The set $\mathcal{S}\left(\mathbb{E}^{n}\right)$ of all similarities in the Euclidean space $\mathbb{E}^{n}$ is a group with respect to superposition as the group operation.

Proof. Suppose that $A, B \in \mathcal{S}\left(\mathbb{E}^{n}\right)$. Then there are positive numbers $\kappa, \mu$ such that

$$
|A x-A y|=\kappa|x-y|, \quad|A x-A y|=\mu|x-y| \quad \text { for } x, y \in \mathbb{E}^{n} .
$$

This implies that

$$
|A B x-A B y|=\kappa|B x-B y|=\kappa \mu|x-y| \quad \text { for } x, y \in \mathbb{E}^{n} .
$$

Hence $A B \in \mathcal{S}\left(\mathbb{E}^{n}\right)$. Moreover, the operation of superposition is associative. Since $\operatorname{det} A=$ $\pm \kappa^{n} \neq 0$, we conclude that there is a transformation $A^{-1}$ which also is a similarity and its similarity coefficient is $\frac{1}{\kappa}$. Then $\mathcal{S}\left(\mathbb{E}^{n}\right)$ is a group.

An immediate consequence of this theorem is
Corollary 7.5. The group $\mathcal{O}\left(\mathbb{E}^{n}\right)$ of orthogonal transformations is a subgroup of the group $\mathcal{S}\left(\mathbb{E}^{n}\right)$ of similarities.

Corollary 7.6. The angle between two vectors is an invariant of the group $\mathcal{S}\left(\mathbb{E}^{n}\right)$ of similarities.

Proof. Indeed, suppose that $A \in \mathcal{S}\left(\mathbb{E}^{n}\right)$ and that $\alpha$ denotes the angle between vectors $x$ and $y$ in $\mathbb{E}^{n}$. Let $\beta$ be the angle between the vectors $A x$ and $A y$. Then we have

$$
\begin{gathered}
\cos \beta=\frac{\langle A x, A y\rangle}{|A x||A y|}= \\
=\frac{\langle A(x+y), A(x+y)\rangle-\langle A(x-y), A(x-y)\rangle}{4|A x||A y|}= \\
=\frac{|A(x+y)|^{2}-|A(x-y)|^{2}}{4|A x||A y|}=\frac{\kappa^{2}|x+y|^{2}-\kappa^{2}|x-y|^{2}}{4 \kappa^{2}|A x||A y|}= \\
=\frac{|x+y|^{2}-|x-y|^{2}}{4|x||y|}=\frac{\langle x, y\rangle}{|x||y|}=\cos \alpha .
\end{gathered}
$$

Corollary 7.7. The equality of vectors is an invariant of the group $\mathcal{S}\left(\mathbb{E}^{n}\right)$ of similarities.
Proof. Indeed, suppose that $A \in \mathcal{S}\left(\mathbb{E}^{n}\right), x, y \in \mathbb{E}^{n}$ and $y=x$. Then $|A x-A y|=\kappa|x-y|$ $=0$. This implies $A x=A y$.

Corollary 7.7 implies that the congruence of triangles is also an invariant of the group $\mathcal{S}\left(\mathbb{E}^{n}\right)$ of similarities.

An affine transformation is a transformation defined by means of the formula

$$
\begin{equation*}
A x=a+B x \quad \text { for } x \in \mathbb{E}^{n}, \tag{7.10}
\end{equation*}
$$

where $a \in \mathbb{E}^{n}, B \in L_{0}\left(\mathbb{E}^{n}\right)$ are fixed and $\operatorname{det} B \neq 0$.
Theorem 7.5. The set $\mathcal{A}\left(\mathbb{E}^{n}\right)$ of all affine transformations in the Euclidean space $\mathbb{E}^{n}$ is a group with respect to superposition as the group operation.
Proof. Suppose that $a, \tilde{A} \in \mathcal{A}\left(\mathbb{E}^{n}\right)$. It means that for every $x \in \mathbb{E}^{n}$ we have $A x=a+B x$, $\tilde{A} x=\tilde{a}+\tilde{B} x$, where $a, \tilde{a} \in \mathbb{E}^{n}, B, \tilde{B} \in L_{0}\left(\mathbb{E}^{n}\right)$ are fixed and det $B \neq 0$, $\operatorname{det} \tilde{B} \neq 0$. Then

$$
A \tilde{A} x=a+B \tilde{A} x=a+B(\tilde{a}+\tilde{B} x)=a+B \tilde{a}+B \tilde{B} x=d+D x
$$

where $d=a+B \tilde{a} \in \mathbb{E}^{n}, D=B \tilde{B} \in L_{0}\left(\mathbb{E}^{n}\right)$ and

$$
\operatorname{det} D=\operatorname{det}(B \tilde{B})=(\operatorname{det} B)(\operatorname{det} \tilde{B}) \neq 0
$$

This implies that $\tilde{A} \in \mathcal{A}\left(\mathbb{E}^{n}\right)$. The identity operator $I$ is the unit of the set $\mathcal{A}\left(\mathbb{E}^{n}\right)$. Since det $B \neq 0$, we conclude that there exists an inverse transformation defined by means of the formula $A^{-1} x=B^{-1} a+B^{-1} x$.

Theorem 7.5 immediately implies
Corollary 7.8. The group $\mathcal{S}\left(\mathbb{E}^{n}\right)$ of similarities is a subgroup of the group $\mathcal{A}\left(\mathbb{E}^{n}\right)$ of affine transformations.

It is easy to verify that an angle between vectors is not an invariant of the group $\mathcal{A}\left(\mathbb{E}^{n}\right)$ of affine transformations. However, one can prove the following

Corollary 7.9. Straight lines (and, in general, linear manifolds of dimension $k \leq n$ ) are invariants of the group $\mathcal{A}\left(\mathbb{E}^{n}\right)$ of affine transformations.

Suppose that we are given points $a, b \in \mathbb{E}^{n}$ and $p=t a+(1-t) b$ for a $t \in \mathbb{R}$. Then the number $\frac{t-1}{t}$ is also an invariant of the group $\mathcal{A}\left(\mathbb{E}^{n}\right)$ of affine transformations.

The theory of invariants of the group of orthogonal transformations, i.e. the group of isometries is called metric geometry. The theory of invariants of the group of similarities is called similarities geometry. The theory of invariants of the group of affine transformations is called affine geometry (cf. Borsuk B[2], Borsuk and Szmielew B[3]). It follows from the above considerations that a larger group of transformations has even less invariants.

An inversion with respect to a point $a \in \mathbb{E}^{n}$ is a transformation $A$ of the Euclidean space $\mathbb{E}^{n} 2$ into itself such that for every $x \in \mathbb{E}^{n}$ the point $A x$ lies on a half-line connecting the points $x$ and $a$ and satisfying the condition

$$
\begin{equation*}
|A x-a| \cdot|x-a|=c^{2}, \quad \text { where } c \in \mathbb{R} \text { is fixed. } \tag{7.11}
\end{equation*}
$$

The point $a$ is called the center of inversion.

If $y=A x$ then, by definition of inversions, $A y=x$. Hence $A^{2}=I$, i.e. any inversion is an involution.

A straight line completed by the point at infinity can be treated as a circle with the radius $r=\infty$. Straight lines completed by the point at infinity are called improper circles. Using this notion, we obtain the following

Theorem 7.6. Circles are invariants of inversions.
Proof. We prove this theorem for $\mathbb{E}^{2}$. In the general case of $\mathbb{E}^{n}$ the proof is similar. Suppose then that $A$ is an inversion with the center $a \in \mathbb{E}^{2}$. Condition (7.11) implies that $|A x-a|>c$ whenever $|x-a|<c$. Then the inversion $A$ transforms points lying inside the circle

$$
K_{a, c}=\left\{x \in \mathbb{E}^{2}:|x-a|=c\right\}
$$

onto points lying outside this circle, and conversely. To simplify calculations, let $a=0$. Write $x=\left(x_{1}, x_{2}\right), y=A x=\left(y_{1}, y_{2}\right)$. Then, by Condition (7.11), we find

$$
\begin{equation*}
\frac{x_{1}}{|x|^{2}}=\frac{y_{1}}{|y|^{2}}, \quad \frac{x_{2}}{|x|^{2}}=\frac{y_{2}}{|y|^{2}} \tag{7.12}
\end{equation*}
$$

Formulae (7.12) imply that the inversion $A$ transforms straight lines passing through the origin of the coordinate system into circles. Indeed, consider a straight line determined by the equation $\alpha x_{1}+\beta x_{2}+\gamma=0$. Then, by Formulae (7.12), we find

$$
\begin{gathered}
0=\alpha x_{1}+\beta x_{2}+\gamma=\alpha \frac{y_{1}}{|y|^{2}}|x|^{2}+\beta \frac{y_{2}}{|y|^{2}}|x|^{2}+\gamma= \\
=\left(\alpha y_{1}+\beta y_{2}+\gamma|y|^{2}\right) \frac{|x|^{2}}{|y|^{2}}=\left[\alpha y_{1}+\beta y_{2}+\gamma\left(y_{1}^{2}+y_{2}^{2}\right)\right] \frac{c^{2}}{|y|^{4}},
\end{gathered}
$$

which yields to the equation

$$
\begin{equation*}
\alpha y_{1}+\beta y_{2}+\gamma\left(y_{1}^{2}+y_{2}^{2}\right)=0 \tag{7.13}
\end{equation*}
$$

Hence for $\gamma=0$ the inversion $A$ transforms the straight line under consideration onto itself. If $\gamma \neq 0$ then the straight line does not pass through the origin of the coordinate system and it is transformed by the inversion into a circle passing through that origin (since the point $(0,0)$ satisfies Equation (7.13)). Clearly, if it is the case then the center of this inversion does not lie in the origin of the coordinate system. Any circle with the center at the origin of the coordinate system is transformed into itself. Indeed, if we have a circle with the equation $x_{1}^{2}+x_{2}^{2}=r^{2}$ then $|x|=r$ and, after an obvious transformation, we obtain the equation

$$
\begin{aligned}
|y|^{2}=y_{1}^{2}+y_{2}^{2}= & \frac{x_{1}^{2}}{|x|^{4}}|y|^{4}+\frac{x_{2}^{2}}{|x|^{4}}|y|^{4}=\frac{x_{1}^{2}+x_{2}^{2}}{|x|^{4}}|y|^{4}= \\
& =\frac{r^{2}}{r^{4}}|y|^{4}=\frac{1}{r^{2}}|y|^{4},
\end{aligned}
$$

i.e. the equation $|y|=r$. On the other hand, since an inversion, as involution, transforms circles with centers not lying at the origin of the coordinate systems onto straight lines not passing by this origin.

Often it is convenient to determine an inversion as a transformation of the form

$$
A x=\frac{1}{|x|^{2}} x
$$

A superposition of this last transformation with a translation and a similarity leads to a transformation defined by means of Formula (7.11).

If we have a transformation $y=Q(x)$, where $Q(x)$ is an arbitrary rational function, then this transformation is a superposition of a number of affine transformations and inversions. Transformations of that form generate a group, since superposition of two rational functions and their inverses are again rational functions.

When considering arbitrary groups, it is sometimes convenient to consider instead of a given group its homomorphic mappings into groups of linear operators. We shall show a scheme of such a procedure.
A set $T_{G}=\left\{T_{g}\right\}_{g \in G}$ is said to be a representation of a finite group $G$ in a linear space $X$ if to every element $g \in G$ there corresponds an operator $T_{g} \in L_{0}(X)$ with the property

$$
\begin{equation*}
T_{g} T_{h}=T_{g h}, \quad \text { whenever } \quad g, h \in G \tag{7.14}
\end{equation*}
$$

The dimension of a representation is, by definition, the dimension of the space $X$. The same group $G$ may have finite and infinite dimensional representations. Here we shall consider only finite dimensional representations.

Representations $T_{G}$ and $\tilde{T}_{G}$ in linear spaces $X$ and $Y$, respectively, are said to be equivalent if there is an operator $A \in L_{0}(X \rightarrow Y)$ such that

$$
\tilde{T}_{g}=A T_{g} A^{-1} \quad \text { for every } g \in G
$$

One can prove that every equivalence class of representations of a finite group contains a unitary representation, i.e. a representation $T_{G}$ such that $T_{g}$ is a unitary operator for every $g \in G$. Then, in order to determine all non-equivalent representations of a finite group, it is enough to determine all its unitary representations.

A representation $T_{G}$ of a group $G$ in a linear space $X$ is said to be reducible if there is a proper subspace $Y \subset X^{*)}$ which is invariant for all operators $T_{g}(g \in G)$, i.e. a representation $T_{g}$ such that

$$
T_{g} Y \subset Y \quad \text { for all } g \in G
$$

*) i.e. $Y \neq\{0\}$ and $Y \neq X$.

Representations, which are not reducible, are said to be irreducible. Therefore we conclude that operators from an irreducible representation have no common proper invariant subspace.

Every finite group $G$ has the so-called natural representation. Namely, if the number of elements in $G$ is $n$ then there is a one-to-one mapping of the group $G$ onto the set $\{1, \ldots, n\}$. Write $a_{g}=\left\{\delta_{j g}\right\}_{g, j=1, \ldots, n}$ for $g \in G$. Then $a_{g}$ is a vector with 1 on the $g$ th place and with zeros on the remained places. Let $\mathbb{G}$ be an arbitrary field of scalars and let

$$
X=\left\{x: x=\sum_{g \in G} t_{g} a_{g}, \quad \text { where } t_{g} \in \mathbb{G}\right\}
$$

Clearly, $X$ is a linear space over the field $\mathbb{G}$. For an arbitrary $h \in G$ define a mapping of the space $X$ into itself by means of the formula

$$
A_{h} x=\sum_{g \in G} t_{g} a_{g h}, \quad \text { where } \quad x=\sum_{g \in G} t_{g} a_{g} .
$$

Since $A_{h} \in L_{0}(X)$ and $A_{h_{1}} A_{h_{2}}=A_{h_{1} h_{2}}$ for arbitrary $h, h_{1}, h_{2} \in G$, we conclude that $A_{h}$ is a representation of the group $G$.
If $X=Y \oplus Z$, then any representation $T_{G}$ can be decomposed onto representations $T_{G}^{\prime}$ and $T_{G}^{\prime \prime}$ uniquely determined by means of the equality

$$
\begin{equation*}
T_{G} x=T_{G}^{\prime} y+T_{G}^{\prime \prime} z, \quad \text { where } \quad x=y+z, y \in Y, z \in Z \tag{7.15}
\end{equation*}
$$

A representation $T_{G}$ defined by Formula (7.15) is said to be a sum of representations $T_{G}^{\prime}$ and $T_{G}^{\prime \prime}$.
Every reducible finite dimensional unitary representation is a sum of irreducible unitary representations.
Theorem 7.7 (Schur Lemma). If $T_{G}^{\prime}$ and $T_{G}^{\prime \prime}$ are two equivalent irreducible representations of a finite group $G$ in linear spaces $X^{\prime}$ and $X^{\prime \prime}$, respectively, and an operator $A \in L_{0}\left(X^{\prime \prime} \rightarrow X^{\prime}\right)$ satisfies the condition

$$
\begin{equation*}
T_{g}^{\prime} A=A T_{g}^{\prime \prime} \quad \text { for every } g \in G \tag{7.16}
\end{equation*}
$$

then $A=0$.
Examples and other properties of group representations can be found, for instance, in the books of Lax (cf. L[2]) and Prostakov (cf. P[1]).

## Exercises.

Exercise 7.1. Determine transformations groups in $\mathbb{C}^{n}$.
Exercise 7.2. Let $G_{n}$ be the set of $n$th roots of unity. Prove that
(i) $G_{n}$ is a group consisting of $n$ elements with respect to the multiplication in $\mathbb{C}$;
(ii) a representation of the group $G_{n}$ in an arbitrary finite dimensional linear space $X$ is the collection of operators $I, S, \ldots, S^{n-1}$, where $S \in L_{0}(X)$ is an involution of order $n$, i.e. $S^{n}=I$. Is this representation reducible? If this is the case, then determine its invariant subspace and describe a decomposition into irreducible representations.

## Chapter 8.

## Index and perturbations of linear operators.

Let $X$ and $Y$ be linear spaces over the same field $\mathbb{F}$ of scalars. Recall (cf. Formulae (2.11) and (2.12)) that the nullity of a linear operator $A \in L(X \rightarrow Y)$ is the number $\alpha_{A}=$ $\operatorname{dim} \operatorname{ker} A$ and the deficiency of $A$ is the number $\beta_{A}=\operatorname{codim} A \mathcal{D}_{A}=\operatorname{dim} Y / A \mathcal{D}_{A}$.
The ordered pair $\left(\alpha_{A}, \beta_{A}\right)$ is said to be the dimensional characteristic of the operator $A$ (shortly: its $d$-characteristic). We say that the $d$-characteristic is finite if both numbers, $\alpha_{A}$ and $\beta_{A}$, are finite. If at least one of the numbers $\alpha_{A}, \beta_{A}$ is finite then we say that the $d$-characteristic of the operator $A$ is semi-finite.

Write

$$
\begin{gathered}
D(X \rightarrow Y)=\left\{A \in L(X \rightarrow Y): \alpha_{A}<+\infty, \beta_{A}<+\infty\right\} \\
D^{-}(X \rightarrow Y)=\left\{A \in L(X \rightarrow Y): \alpha_{A}=+\infty, \beta_{A}<+\infty\right\} \\
D^{+}(X \rightarrow Y)=\left\{A \in L(X \rightarrow Y): \alpha_{A}<+\infty, \beta_{A}=+\infty\right\}
\end{gathered}
$$

For linear operators $A$ belonging to one of these three sets, i.e. for operators with either finite or semi-finite $d$-characteristic, we define the index $\kappa_{A}$ in the following manner:

$$
\kappa_{A}= \begin{cases}\beta_{A}-\alpha_{A} & \text { if } A \in D(X \rightarrow Y) \\ +\infty & \text { if } A \in D^{+}(X \rightarrow Y) \\ -\infty & \text { if } A \in D^{-}(X \rightarrow Y)\end{cases}
$$

Notions already introduced are very useful when solving linear equations. For instance, consider the equation

$$
\begin{equation*}
A x=y . \tag{8.1}
\end{equation*}
$$

Clearly, a solution of this equation exists if and only if $y \in \mathcal{E}_{A}=A \mathcal{D}_{A}$. On the other hand, if we know a solution $x_{1}$ of Equation (8.1), i.e. an element $x_{1} \in \mathcal{D}_{A}$ such that $A x_{1}=y$, then a general solution of Equation (8.1) is of the form $x=x_{0}+x_{1}$, where $x_{0}$ is an arbitrary element of the kernel of $A$. Then, in order to solve this equation, the knowledge of the sets $\mathcal{D}_{A}$ and $\mathcal{E}_{A}=A \mathcal{D}_{A}$ is, indeed, essential. The nullity $\alpha_{A}$ and the deficiency $\beta_{A}$ characterize in a sense these sets, although they do not describe them exactly.

Very often a given linear equation can be reduced to another equation in such a manner that the nullity and the deficiency of the operator obtainedare easy to determine. This is a reason, why the following two theorems about superpositions of linear operators will play a fundamental role in our subsequent considerations. Here and in the sequel we shall assume that all linear spaces under question are considered over the same field $\mathbb{F}$ of scalars (of characteristic zero).

Theorem 8.1. Let $X, Y, Z$ be linear spaces over a field $\mathbb{F}$ of scalars. Let

$$
B \in\left\{\begin{array} { l } 
{ D ( X \rightarrow Y ) } \\
{ D ^ { - } ( X \rightarrow Y ) } \\
{ D ^ { + } ( X \rightarrow Y ) }
\end{array} \quad A \in \left\{\begin{array}{l}
D(Y \rightarrow Z) \\
D^{-}(Y \rightarrow Z) \\
D^{+}(Y \rightarrow Z)
\end{array}\right.\right.
$$

and let $\mathcal{D}_{A}=Y \supset \mathcal{E}_{B}=B \mathcal{D}_{B}$. Then the superposition $A B$ exists,

$$
A B \in\left\{\begin{array}{l}
D(X \rightarrow Z) \\
D^{-}(X \rightarrow Z) \\
D^{+}(X \rightarrow Z)
\end{array}\right.
$$

respectively, and

$$
\begin{equation*}
\kappa_{A B}=\kappa_{A}+\kappa_{B} . \tag{8.2}
\end{equation*}
$$

Proof. To begin with, we shall prove our theorem for linear operators with a finite $d$ characteristic, i.e. in the case when $A \in D(Y \rightarrow Z), B \in D(X \rightarrow Y)$. Let $V_{1}=\mathcal{E}_{B} \cap$ ker $A$. Write $n_{1}=\operatorname{dim} V_{1}$. The subspace ker $A$ can be written as the direct sum

$$
\begin{equation*}
\text { ker } A=V_{1} \oplus V_{2}, \quad \text { where } \quad \operatorname{dim} V_{2}=\alpha_{A}-n_{1}, \tag{8.3}
\end{equation*}
$$

and the space $Y$ as the direct sum

$$
\begin{equation*}
Y=\mathcal{E}_{A} \oplus V_{2} \oplus V_{3}, \quad \text { where } \quad \operatorname{dim} V_{3}=n_{3} \tag{8.4}
\end{equation*}
$$

The definition of the deficiency and Theorem 2.3 together imply that

$$
\operatorname{dim}\left(V_{2} \oplus V_{3}\right)=\operatorname{codim} Y / \mathcal{E}_{B}=\beta_{B}
$$

Then $\alpha_{A}-n_{1}+n_{3}=\beta_{B}$ and $\alpha_{A}-\beta_{B}=n_{1}-n_{3}$. Formula (8.3) implies that $A V_{2}=0$. Hence

$$
\begin{equation*}
\mathcal{E}_{A}=A \mathcal{D}_{A}=A Y=A \mathcal{E}_{B} \oplus A V_{1} \oplus A V_{3}=A B \mathcal{D}_{B} \oplus A V_{3}=\mathcal{E}_{A B} \oplus A V_{3} . \tag{8.4}
\end{equation*}
$$

But $\operatorname{dim} A V_{3}=\operatorname{dim} V_{3}=n_{3}$, since the operator $A$ maps in a one-to-one way the subspace $V_{1}$ onto $A V_{3}$. Finally, we get

$$
\kappa_{A B}=\beta_{A B}-\alpha_{A B}=\beta_{A}+n_{3}-\left(\alpha B+n_{1}\right)=\beta_{A}-\alpha_{A}+\beta_{B}-\alpha_{B}=\kappa_{A}+\kappa_{B} .
$$

Suppose now that $\alpha_{A}, \alpha_{B}<+\infty$. Then $n_{1}<+\infty$, which implies $\alpha_{A B}=\alpha_{B}+n_{1}<+\infty$. If $\beta_{A}, \beta_{B}<+\infty$ then we have $n_{3}<\beta_{B}<+\infty$. Hence $\beta_{A B}=\beta_{B}-n_{3}<+\infty$.
Theorem 8.2. Let $X, Y, Z$ be linear spaces over a field $\mathbb{F}$ of scalars. Suppose that $A \in L_{0}(Y \rightarrow Z)$ and $B \in L(X \rightarrow Y)$. Then the superposition $A B$ exists, and
(a) $\alpha_{A B}<+\infty$ implies $\alpha_{B}<+\infty$;
(b) $\beta_{A B}<+\infty$ implies $\beta_{A}<+\infty$.

Proof. Since

$$
\text { ker } B=\left\{x \in \mathcal{D}_{B}: B x=0\right\} \subset\left\{x \in \mathcal{D}_{B}: A B x=0\right\}=\text { ker } A B \text {, }
$$

we find

$$
\begin{equation*}
\alpha_{B} \leq \alpha_{A B}, \tag{8.5}
\end{equation*}
$$

i.e. $\alpha_{B}<+\infty$. Since $A \mathcal{D}_{A}=A Y \supset A B \mathcal{D}_{B}$, we have

$$
\begin{equation*}
\beta_{A} \leq \beta_{A B} \tag{8.6}
\end{equation*}
$$

i.e. $\beta_{A}<+\infty$.

Theorem 8.2 immediately implies
Corollary 8.1 Suppose that $A \in L_{0}(X \rightarrow Y), B \in L_{0}(Y \rightarrow X)$, hence $A B \in L_{0}(Y)$, $B A \in L_{0}(X)$. If $A B \in D(Y \rightarrow Y), B A \in D(X \rightarrow X)$ then $A \in D(X \rightarrow Y)$ and $B \in D(Y \rightarrow X)$.
Corollary 8.2. Suppose that $A \in L_{0}(X)$ and there is a positive integer $m$ such that $I-T^{m} \in D(X \rightarrow X)$. Then $I-T \in D(X \rightarrow X)$.
Proof. For the proof it is enough to assume in Corollary 8.1 that $A=I-T, B=$ $I+T+\ldots+T^{m-1}$.

Corollary 8.3. A linear operator $A \in L_{0}(X \rightarrow Y)$ is invertible (is an isomorphism) if and only if $\alpha_{A}=\beta_{A}=0$.
A linear operator $A \in L_{0}(X \rightarrow Y)$ is said to be right invertible (left invertible) if there is a linear operator $B \in L_{0}(Y \rightarrow X)$ such that $A B=I_{Y}\left(B A=I_{X}\right.$, respectively $)$. The operator $B$ is said to be a right (left) inverse of $A$.
Theorem 8.3. A linear operator $A \in L_{0}(X \rightarrow Y)$ is right (left) invertible if and only if $\beta_{A}=0$ ( $\alpha_{A}=0$, respectively).

Proof. Suppose that $\alpha_{A}=0$. Then ker $A=\{0\}$ and the operator $A$ is a one-to-one mapping of the space $X$ onto the set $\mathcal{E}_{A}=A X$. Decompose the space $Y$ onto the direct sum: $Y=A X \oplus Z$. Define a linear operator $B \in L_{0}(Y \rightarrow X)$ in the following way:

$$
B y= \begin{cases}0 & \text { for } y \in Z, \\ x & \text { for } y=A x, x \in X\end{cases}
$$

Clearly, $B(A x)=x$ for $x \in X$. Then $B A=I_{X}$ and the operator $A$ is left invertible.
Suppose now that $\beta_{A}=0$. This means that the operator $A$ maps the space $X$ onto the space $Y$. Decompose the space $X$ onto the direct sum: $X=$ ker $A \oplus X_{1}$ and denote by $A_{0}$ the restriction of the operator A to the space $X_{1}$. Clearly, the operator $A_{0}$ is a one-to-one mapping of $X_{1}$ onto $Y$. Then there exists its inverse operator $A^{-1} \in L_{0}\left(Y \rightarrow X_{1}\right)$. Let
$B=A_{0}^{-1}$. Then $A(B y)=A x=y$ for $y \in Y$, i.e. $A B=I_{Y}$. Hence the operator $A$ is right invertible.
Next, suppose that a linear operator $A \in L_{0}(X \rightarrow Y)$ is left invertible, i.e. there is a linear operator $B \in L_{0}(Y \rightarrow X)$ such that $B A=I_{X}$. Suppose, moreover, that there is an element $x \in$ ker $A$ such that $x \neq 0$. Then $(B A) x=B(A x)=B(0)=0$, which contradicts to our assumption that $B A x=x$. Hence ker $A=\{0\}$ which implies $\alpha_{A}=0$.
If a linear operator $A \in L_{0}(X \rightarrow Y)$ is right invertible then there is a linear operator $B \in L_{0}(Y \rightarrow X)$ such that $A B=I_{Y}$. This, and Inequality (8.6) together imply that $\beta_{A} \leq \beta_{A B}=\beta_{I_{Y}}=0$. Then $\beta_{A}=0$.
Example 8.1. The operator $A_{p}$ of multiplication by a function $p \in C[a, b]$ such that $p(t) \neq 0$ for $a \leq t \leq b$ is in the space $C[a, b]$ invertible and $A_{p}^{-1}=A_{1 / p}$. Then $\alpha_{A_{p}}=$ $\beta_{A_{p}}=0$ which implies $\kappa_{A_{p}}=\beta_{A_{p}}-\alpha_{A_{p}}=0$.
Example 8.2. A function $y \in C^{1}[a, b]$ is said to be primitive for a function $x \in C[a, b]$ if $\frac{\mathrm{d}}{\mathrm{d} t} y(t)=x(t)$ for $a \leq t \leq b$. It is well known that every continuous function has a primitive function and that for a fixed $t_{0} \in[a, b]$ there exists a unique primitive function $y$ such that $y\left(t_{0}\right)=0$. If it is the case, then this primitive function is traditionally written as

$$
y(t)=\int_{t_{0}}^{t} x(s) d s
$$

and it is called an integral of $x$ with lower and upper limits $t_{0} \mathrm{n}$ and $t$, respectively.
Let now $D x=\frac{\mathrm{d} x}{\mathrm{~d} t}$ for $x \in C^{1}[a, b]$ and $(R x)(t)=\int_{t_{0}}^{t} x(s) d s$ for $x \in C[a, b]$. Write $X=C[a, b], Y=C^{1}[a, b]$. Then $Y \subset X$ (cf. Example 1.11 and Exercise 1.1). Moreover, $D \in L_{0}(Y \rightarrow X), R \in L_{0}(X \rightarrow Y)$ and $D R=I_{X}$. Hence the operator $D$ is right invertible and the operator $R$ is left invertible. This implies $\beta_{D}=0$ and $\alpha_{R}=0$. Next, since $\frac{\mathrm{d}}{\mathrm{d} t} x(t)=0$ if and only if the function $x(t)$ is constant, i.e. $x(t) \equiv a \in \mathbb{R}$, we conclude that $\alpha_{D}=\operatorname{dim} \operatorname{ker}^{‘} D=\operatorname{dim} \mathbb{R}=1$. Then the operator $D$ is not left invertible, hence $D$ is not invertible. Moreover, $\kappa_{D}=\beta_{D}-\alpha_{D}=-1, \kappa_{R}=\beta_{R}-\alpha_{R}=1$. We conclude that also the operator $R$ is not invertible, which implies $\beta_{R} \neq 0$.
Denote by $K(X \rightarrow Y)$ the set of all finite dimensional operators defined on a linear space $X$ and with values in a linear space $Y$. Theorem 2.11 implies that every operator $K \in K(X \rightarrow Y)$ is of the form

$$
K x=\sum_{j=1}^{n} f_{j}(x) y_{j} \quad \text { for } x \in X
$$

where $f_{1}, \ldots, f_{n} \in X^{\prime}$ and $y_{1}, \ldots, y_{n} \in Y$ are given.
Theorem 8.4. If $K \in K(X \rightarrow Y)$ then $I+K \in D(X \rightarrow Y)$ and $\kappa_{I+K}=0$.
Proof. Consider the equation

$$
\begin{equation*}
(I+K) x=y, \quad \text { where } \quad K x=\sum_{j=1}^{n} f_{j}(x) y_{j}, \quad y \in X \tag{8.7}
\end{equation*}
$$

Since $f_{j}$ are linear functional, writing $C_{i}=f_{i}(x)$ for $i=1, \ldots, n$, we obtain Equation (8.7) in the form

$$
x+\sum_{i=1}^{n} C_{j} y_{j}=y
$$

Hence its solution should be of the form

$$
\begin{equation*}
x=y-\sum_{i=1}^{n} C_{j} y_{j} \tag{8.8}
\end{equation*}
$$

Acting by functionals $f_{1}, \ldots, f_{n}$ on both sides of Equation (8.7), we obtain the following system of $n$ linear equations with $n$ unknowns $C_{1}, \ldots, C_{n}$ :

$$
\begin{equation*}
C_{j}+\sum_{i=1}^{n} K_{j i} C_{i}=L_{j} \quad(j=1, \ldots, n) \tag{8.9}
\end{equation*}
$$

where $K_{j i}=f_{j}\left(y_{i}\right)$ and $L_{j}=f_{j}(y)(i, j=1, \ldots, n)$ are known. If the determinant of this system

$$
\Delta_{K}=\left|\begin{array}{cccc}
K_{11}+1 & K_{12} & \ldots & K_{1 n}  \tag{8.10}\\
K_{21} & K_{22}+1 & \ldots & K_{2 n} \\
\ldots & \ldots & \ldots & \ldots \\
K_{n 1} & K_{n 2} & \ldots & K_{n n}+1
\end{array}\right|
$$

is different than zero then to every system $\left(L_{1}, \ldots, L_{n}\right)$ of numbers there corresponds a unique solution of the system (8.9) given by the Cramer formulae. Then Equation (8.7) has for every $y \in Y$ a unique solution of the form (8.8), where the coefficients $C_{1}, \ldots, C_{n}$ are a unique solution of the system (8.9).
If $y=0$ then $L_{1}=\ldots=L_{n}=0$ and the homogeneous system (8.9) with $\Delta_{K}$ not $=0$ has only zeros as a solution: $C_{1}=\ldots=C_{n}=0$. Hence the equality (8.8) implies that the only solution of Equation (8.7) is $x=0$. We therefore conclude that the operator $I+K$ is invertible in the space $X$. This implies that $\alpha_{I+K}=\beta_{I+K}=0$ (cf. Corollary 8.3). Then $\kappa_{I+K}=\beta_{I+K}-\alpha_{I+K}=0$.
If the determinant $\Delta_{K}=0$ then a solution of the system (8.9) does not exist for every system $\left(L_{1}, \ldots, L_{n}\right)$ of numbers. Write the matrix of coefficients of the system (8.9) in the form

$$
I+K=\left[K_{j i}+\delta_{j i}\right]_{j, i=1, \ldots, n}
$$

and denote its rank by $k$, i.e. $r(I+K)=k$.
A necessary and sufficient condition for the existence of a solution to the system (8.9) is that the vector $\left(L_{1}, \ldots, L_{n}\right)$ has to belong to a $k$-dimensional subspace (cf. the KroneckerCapella theorem (Theorem 3.8) and Corollary 3.7). Then

$$
\beta_{I+K}=n-k=n-r(I+K) .
$$

By Theorem 3.11, we find

$$
\alpha_{I+K}=n-r(I+K) .
$$

Then also in the case $\Delta_{K}=0$ we find

$$
\kappa_{I+K}=\beta_{I+K}-\alpha_{I+K}=n-r(I+K)-[n-r(I+K)]=0 .
$$

Example 8.3. Consider the following equation, traditionally called an integral equation with a degenerate kernel:

$$
\begin{equation*}
x(t)+\int_{a}^{b}\left[\sum_{j=1}^{n} g_{j}(t) h_{j}(s)\right] x(s) d s=y(t) \tag{8.11}
\end{equation*}
$$

where functions $y, g_{1}, \ldots, g_{n} \in C[a, b]$ are given and we write

$$
v(t)=\int_{a}^{t} u(s) d s \quad \text { for } a \leq t \leq b \text { and for an arbitrary function } u \in C[a, b]
$$

(cf. Example 8.2). By definition of the function $v(t)$, it follows that the number

$$
v(b)=\int_{a}^{b} u(s) d s \quad \text { for } u \in C[a, b]
$$

is a real number called the definite integral of the function $u$. It is easy to verify that the mapping such that to every function $u \in C[a, b]$ there corresponds a real number $\int_{a}^{b} u(s) d s$ is linear operator, hence a linear functional on the space $C[a, b]$.

Write now for every $x \in X$

$$
\begin{equation*}
K x=\sum_{j=1}^{n} f_{j}(x) g_{j} \quad \text { where } \quad f_{j}(x)=\int_{a}^{b} h_{j}(s) x(s) d s \quad(j=1, \ldots, n) \tag{8.12}
\end{equation*}
$$

It is easy to verify that $f_{1}, \ldots, f_{n}$ are linear functionals on the space $C[a, b]$ and that $K$ is a finite dimensional linear operator mapping the space $C[a, b]$ into itself. Then we can apply Theorem 8.4 to the operator $I+K$. By Formulae (8.12), Equation (8.11) can written in the form

$$
(I+K) x=y
$$

for

$$
\begin{gathered}
(K x)(t)=\left[\sum_{j=1}^{n} f_{j}(x) g_{j}\right](t)=\sum_{j=1}^{n} g_{j}(t) \int_{a}^{b} h_{j}(s) x(s) d s= \\
=\int_{a}^{b}\left[\sum_{j=1}^{n} g_{j}(t) h_{j}(s)\right] x(s) d s
\end{gathered}
$$

Then every solution of Equation (8.11) is of the form

$$
\begin{equation*}
x=y-\sum_{j=1}^{n} C_{j} g_{j} \tag{8.13}
\end{equation*}
$$

where the numbers $C_{1}, \ldots, C_{n}$ are to be determined in that way as in the proof of Theorem 8.4. In particular, if

$$
\Delta_{K}=\operatorname{det}\left[f_{j}\left(g_{i}\right)+\delta_{j i}\right]_{j, i=1, \ldots, n} \neq 0
$$

then Equation (8.11) has a unique solution of the form (8.13), where the numbers $C_{1}, \ldots, C_{n}$ are determined by the Cramer formulae. In this manner an integral equations with an unknown function $x$ was reduced to a system of $n$ linear equations with scalar coefficients and with $n$ unknown numbers $C_{1}, \ldots, C_{n}$.

Suppose that we are given a class $\mathfrak{A}$ (non-necessarily linear) of linear operators. A linear operator $B$ is said to be an $\mathfrak{A}$-perturbation of a linear operator $A$ if $A+B \in \mathfrak{A}$. A linear operator $B$ is said to be a perturbation of the class $\mathfrak{A}$ of linear operators if $A+B \in \mathfrak{A}$ for every $A \in \mathfrak{A}$. We denote by $\Pi(\mathfrak{A})$ the set of all perturbations of the class $\mathfrak{A}$.

Theorem 8.5. The set $\Pi(\mathfrak{A})$ of all perturbations of the class $\mathfrak{A}$ is additive, i.e. if $T_{1}$ and $T_{2}$ are perturbations of the class $\mathfrak{A}$ then $T_{1}+T_{2}$ is also a perturbation of the class $\mathfrak{A}$.

Proof. Let $A \in \mathfrak{A}$. By our assumption, $A+T_{1} \in \mathfrak{A}$, because $T_{1}$ is a perturbation of the class $\mathfrak{A}$. But $T_{2}$ is also a perturbation of the class $\mathfrak{A}$, which implies that $A+\left(T_{1}+T_{2}\right)=$ $\left(A+T_{1}\right)+T_{2} \in \mathfrak{A}$. We therefore conclude that the operator $T_{1}+T_{2}$ is a perturbation of the class $\mathfrak{A}$.

Corollary 8.4. If the class $\mathfrak{A}$ is homogeneous, i.e. $\alpha A \in \mathfrak{A}$ for every scalar $\alpha$ and for every $A \in \mathfrak{A}$, then the set $\Pi(\mathfrak{A})$ of all perturbations of the class $\mathfrak{A}$ is linear.
Proof. Let $A \in \mathfrak{A}$ be arbitrary. Then, by our assumption, $\frac{1}{\alpha} A \in \mathfrak{A}$ for every scalar $\alpha \neq 0$. If a linear operator $T$ is a perturbation of the class $\mathfrak{A}$ then $\frac{1}{\alpha}(A+\alpha T)=\frac{1}{\alpha} A+T \in \mathfrak{A}$. Hence $A+\alpha T \in \mathfrak{A}$. This, and the arbitrariness of $A \in \mathfrak{A}$ together imply that $\alpha T$ is a perturbation of the class $\mathfrak{A}$. Hence the set $\Pi(\mathfrak{a})$ is homogeneous. This, and Theorem 8.5 together imply that the set $\Pi(\mathfrak{A})$ is linear.
Theorem 8.6. Every finite dimensional linear operator is a perturbation of the class of all linear operators with a finite d-characteristic (deficiency, nullity) and this perturbation preserves the index, i.e.

$$
\begin{aligned}
\kappa_{A+K} & =\kappa_{A} \quad \text { for all } K \in K(X \rightarrow Y) \quad \text { and } \\
A & \in\left\{\begin{array}{l}
D(X \rightarrow Y), \\
D^{+}(X \rightarrow Y), \\
D^{-}(X \rightarrow Y),
\end{array}\right.
\end{aligned}
$$

Proof. Suppose that $A \in D(X \rightarrow Y)$. Decompose the space $X$ onto the direct sum: $X=$ ker $A \oplus V$. The operator $A_{1}$, defined as the restriction of the operator $A$ to the
subspace $V$ is, by Theorem 8.3, left invertible (for $\alpha_{A_{1}}=0$ ). Let $K_{1}$ be the restriction of the operator $K$ to the subspace $V$ and let $B_{1}$ be a left inverse of $A_{1}$. Then $A_{1}+K_{1}=$ $\left(I+K_{1} B_{1}\right) A_{1}$ on $V$, since $B_{1} A_{1}=I$ on $V$.

Observe that the operator $K_{1} B_{1}$ defined on the space $Y$ and with values in $Y$ is finite dimensional for $K_{1} B_{1} Y<+\infty$, since the operator $K$, hence also the operator $K_{1}$ are finite dimensional. This, and Theorems 8.1, 8.2 and 8.4 together imply that

$$
\begin{equation*}
\kappa_{A_{1}+K_{1}}=\kappa_{\left(I+K_{1} B_{1}\right) A_{1}}=\kappa_{I+K_{1} B_{1}}+\kappa_{A_{1}}=\kappa_{A_{1}}+\beta_{A_{1}}=\beta_{A}, \tag{8.14}
\end{equation*}
$$

for $\kappa_{I+K_{1} B_{1}}=0$ and $\alpha_{A_{1}}=0$.
Observe that the operator $A+K$ is an extension of the operator $A_{1}+K_{1}$. We shall prove that $\kappa_{A+K}=\kappa_{A_{1}+K_{1}}-\alpha_{A}$. Consider three cases:
(i) $K$ ker $A \subset \mathcal{E}_{A_{1}+K_{1}}=\left(A_{1}+K_{1}\right) X$. Then

$$
\mathcal{E}_{A+K}=(A+K) X=\left(A_{1}+K_{1}\right) X=\mathcal{E}_{A_{1}+K_{1}} .
$$

This implies $\beta_{A+K}+\beta_{A_{1}+K_{1}}$. But

$$
\alpha_{A+K}=\operatorname{dim} \operatorname{ker}(A+K)=\operatorname{dim} \operatorname{ker} A+\operatorname{dim} \operatorname{ker}\left(A_{1}+K_{1}\right)=\alpha_{A}+\alpha_{A_{1}+K_{1}} .
$$

Consequently,

$$
\kappa_{A+K}=\beta_{A+K}-\alpha_{A+K}=\beta_{A_{1}+K_{1}}-\alpha_{A_{1}+K_{1}}-\alpha_{A}=\kappa_{A_{1}+K_{1}}-\alpha_{A} .
$$

(ii) $K x \notin \mathcal{E}_{A_{1}+K_{1}}$ for every $x \in \operatorname{ker} A, x \neq 0$. Write $r=\operatorname{dim} K$ ker $A$. Clearly, $\beta_{A+K}=$ $\beta_{A_{1}+K_{1}}-r$. On the other hand, writing $K_{3}=\left.K\right|_{\text {ker } A}$, we get $\alpha_{A+K}=\alpha_{A_{1}+K_{1}}+\left(\alpha_{A}-r\right)$, since $\alpha_{A}-r=\alpha_{K_{3}}$ for $(A+K) x=K x$ whenever $x \in$ ker $A$. Then

$$
\begin{aligned}
\kappa_{( }(A+K)= & \beta_{A+K}-\alpha_{A+K}=\beta_{A_{1}+K_{1}}-r-\left(\alpha_{A_{1}+K_{1}}+\alpha_{A}-r\right)= \\
& =\beta_{A_{1}+K_{1}}-\alpha_{A_{1}+K_{1}}-\alpha_{A}=\kappa_{A_{1}+K_{1}}-\alpha_{A} .
\end{aligned}
$$

(iii) If (i) and (ii) do not hold then decompose the space ker $A$ onto the direct sum ker $A=V_{1} \oplus V_{2}$, where $K V_{1} \subset \mathcal{E}_{A_{1}+K_{1}}$ and $K x \notin \mathcal{E}_{A_{1}+K_{1}}$ for every $x \in V_{2}, x \neq 0$. Let $A_{2}+K_{2}$ be the restriction of the operator $A+K$ to the subspace $V \oplus V_{1}$. Then Point (ii) of our proof implies that $\kappa_{A_{2}+K_{2}}=\kappa_{A_{1}+K_{1}}-\operatorname{dim} V_{2}$. Moreover, Point (i) of this proof implies that $\kappa_{A+K}=\kappa_{A_{2}+K_{2}}-\operatorname{dim} V_{1}$. Since $\operatorname{dim} V_{1}+\operatorname{dim} V_{2}=\operatorname{dim} \operatorname{ker} A=\alpha_{A}$, we conclude that

$$
\kappa_{A+K}+\kappa_{A_{2}+K_{2}}-\operatorname{dim} V_{1}=\kappa_{A_{1}+K_{1}}-\operatorname{dim} V_{2}-\operatorname{dim} V_{1}=\kappa_{A_{1}+K_{1}}-\alpha_{A} .
$$

This, and Formula (8.14) together imply that

$$
\kappa_{A+K}=\kappa_{A_{1}+K_{1}}-\alpha_{A}=\beta_{A}-\alpha_{A}=\kappa_{A}
$$

for every $A \in D(X \rightarrow Y)$ and $K \in K(X \rightarrow Y)$.
Suppose now that $A \in D^{+}(X \rightarrow Y)$, i.e. $\alpha_{A}<+\infty, \beta_{A}=+\infty$. Then, by Formula (8.14), $\kappa_{A_{1}+K_{1}}=+\infty$. Since $\alpha_{A}<+\infty$, we find $\kappa_{A+K}=+\infty=\kappa_{A}$.
Finally, suppose that $A \in D^{-}(X \rightarrow Y)$, i.e. $\alpha_{A}=+\infty, \beta_{A}<+\infty$. Then, by Formula (8.14), we have $\kappa_{A_{1}+K_{1}}$ i $\beta_{A}<+\infty$. But $\alpha_{A}=+\infty$, hence $\kappa_{A+K}=\kappa_{A_{1}+K_{1}}-\alpha_{A}=-\infty$ $=\kappa_{A}$ i
Theorem 8.7. Suppose that the set

$$
D_{0}(X \rightarrow Y)=L_{0}(X \rightarrow Y) \cap D(X \rightarrow Y)
$$

is non-empty ${ }^{*)}$. If a linear operator $K \in L_{0}(X \rightarrow Y)$ is a perturbation of the class $D_{0}(X \rightarrow Y)$ then it is finite dimensional.
Proof. Suppose that an operator $K \in L_{0}(X \rightarrow Y)$ is a perturbation of the class $D_{0}(x \rightarrow Y)$ and it is not finite dimensional. Then There exists a sequence $\left\{y_{n}\right\}$ of linearly independent elements belonging to the set $\mathcal{E}_{A}=K X$. By the definition of the sequence $\left\{y_{n}\right\}$, there is a sequence $\left\{x_{n}\right\} \subset X$ such that $K x_{n}=y_{n}(n=1,2, \ldots)$. Let

$$
X_{0}=\operatorname{lin}\left\{x_{n}\right\}, \quad Y_{0}=\operatorname{lin}\left\{y_{n}\right\}
$$

Decompose the space $X$ onto the direct sum $X=X_{0} \oplus V$. The subspace $V$ has the infinite codimension.

Let $A \in D_{0}(X \rightarrow Y)$ be arbitrarily fixed. The set $V_{1}=A V$ has also the infinite codimension and only a finite number of elements $y_{n}$ belong to this set. Indeed, suppose that there is a subsequence $\left\{y_{n_{k}}\right\}$ such that $y_{n_{k}} \in A V$. This means that there is a sequence $\left\{x_{n_{k}}^{\prime}\right\}$ such that $A x_{n_{k}}^{\prime}=y_{n_{k}}$. Write $x_{n_{k}}^{\prime \prime}=x_{n_{k}}^{\prime}-x_{n_{k}}$. Then $A x_{n_{k}}^{\prime \prime}=0$, i.e. $x_{n_{k}}^{\prime \prime} \in$ ker $A$. Since elements $x_{n_{k}}^{\prime \prime}$ are linearly independent, we conclude that $\alpha_{A}=+\infty$, a contradiction with our assumption that $A$ has a finite $d$-characteristic.
Define a linear operator $B \in L_{0}(X \rightarrow Y)$ by means of the equalities:

$$
B x= \begin{cases}A x & \text { if } x \in V, \\ y_{n} & \text { if } x=x_{n} \text { and } y_{n} \notin V_{1} \\ 0 & \text { if } x=x_{n} \text { and } y_{n} \in V_{1}\end{cases}
$$

Our previous considerations lead to the conclusion that $\alpha_{B}<+\infty$. On the other hand,

$$
\mathcal{E}_{B}=B X=V_{1} \oplus Y_{0}=A V \oplus A X_{0}=A X=\mathcal{E}_{A}
$$

Hence $\beta_{B}=\beta_{A}<+\infty$, i.e. $B \in D_{0}(x \rightarrow Y)$. However, the operator $B-K$ has not a finite $d$-characteristic, since $(B-K) x_{n}=0$ for $x_{n}$ such that $y_{n} \notin V_{1}$, i.e. for infinitely many $x_{n}$. This implies that $\alpha_{B-K}=+\infty$. Then the operator $-K$ is not a perturbation of
*) If the bases in linear spaces $X$ and $Y$ are not equipotent then linear operators with a finite dimensional characteristic mapping $X$ into $Y$ do not exist.
the operator $B \in D_{0}(X \rightarrow Y)$. This contradicts to our assumption. Then $K$ is a finite dimensional operator.

Observe that the inequality $\beta_{A}<+\infty$ has been applied in the proof of Theorem 8.7 only in order to show that $\beta_{B}<+\infty$. This, and Theorems 8.6 and 8.7 together imply
Theorem 8.8. Suppose that the class

$$
\begin{gathered}
D_{0}^{+}(X \rightarrow Y)=L_{0}(X \rightarrow Y) \cap D^{+}(X \rightarrow Y), \\
\left(D_{0}(X \rightarrow Y)=L_{0}(X \rightarrow Y) \cap D(X \rightarrow Y), \quad \text { respectively }\right),
\end{gathered}
$$

is non-empty. Then a necessary and sufficient condition for an operator $K \in L_{0}(X \rightarrow$ $Y)$ to be a perturbation of all operators with a finite nullity (with a finite dimensional characteristic) belonging to $L_{0}(X \rightarrow Y)$ is that $K$ is a finite dimensional operator.
We shall consider now arbitrary algebras of linear operators mapping a linear space $X$ into itself. We shall assume here and in the sequel that algebras under consideration contain the identity operator $I$. Recall that, in particular, the set $L_{0}(X)$ is an algebra.

Theorem 8.9. Every algebra $\mathcal{X}$ with the unit e can be represented as an algebra of linear operators over a linear space $X$.

Proof. Define the space $X$ as a space equal to the given algebra $\mathcal{X}$. To every element $x \in X$ there corresponds a linear operator $A_{x}$ defined by means of the equality

$$
A_{x} y=x y \quad \text { for } \quad y \in X
$$

By definition, $A_{x} \in L_{0}(X)$. It is easy to verify that $A_{x}+A_{y}=A_{x+y}$ and $A_{x} A_{y}=A_{x y}$ for arbitrary $x, y \in X$. Moreover, $A_{0}=I$. Hence the set $\left\{A_{x}: x \in X\right\}$ is an algebra of linear operators over the space $X$.

Theorem 8.10. If $\mathcal{X}(X)$ is an algebra of linear operators over a linear space $X \neq\{0\}$ then the set $K_{\mathcal{X}}(X)$ of all finite dimensional linear operators belonging to this algebra is an ideal in the algebra $\mathcal{X}(X)$. This ideal is proper if $\operatorname{dim} X=+\infty$.
Proof. Suppose that $K_{1}, K_{2} \in K_{\mathcal{X}}(X)$, i.e. $\operatorname{dim} K_{1} X=n_{1}<+\infty$ and $\operatorname{dim} K_{2} X=n_{2}<$ $+\infty$. Since $\left(K_{1}+K_{2}\right) X \subset K_{1} X+K_{2} X$, we have $\operatorname{dim}\left(K_{1}+K_{2}\right) X=\operatorname{dim} K_{1} X+\operatorname{dim} K_{2} X$ $=n_{1}+n_{2}<+\infty$. Then the operator $K_{1}+K_{2}$ is also finite dimensional.

Suppose now that the operators $A \in \mathcal{X}(X)$ and $K_{\mathcal{X}}(X)$ are arbitrary. By our assumptions, $\operatorname{dim} K X<+\infty$ and $A X \subset X$. Then $A K X \subset K X$ and

$$
\operatorname{dim} A K X \leq \operatorname{dim} K X<+\infty
$$

i.e. the operator $A K$ is finite dimensional. Similarly, the operator $K A$ is finite dimensional. We therefore conclude that $K_{\mathcal{X}}(X)$ is an ideal in the algebra $\mathcal{X}(X)$. Observe that $I \notin$ $K_{\mathcal{X}}(X)$ whenever $\operatorname{dim} X=+\infty$, because $\operatorname{dim} I X=\operatorname{dim} X=+\infty$. Then, in the case when $\operatorname{dim} X=+\infty$, the ideal $K_{\mathcal{X}}(X)$ is proper.

Let be given an algebra $\mathcal{X}(X) \subset L_{0}(X)$ of linear operators and a proper ideal $\mathcal{J} \subset \mathcal{X}(X)$. As before, assume that $I \in \mathcal{X}(X)$. If for a given operator $A \in \mathcal{X}(X)$ there is a linear operator $R_{A} \in \mathcal{X}(X)$ such that

$$
R_{A} A=I+T_{1} \quad\left(A R_{A}=I+T_{2}, \text { respectively }\right), \quad \text { where } T_{1}, T_{2} \in \mathcal{J}
$$

then $R_{A}$ is said to be a left (right regularizer of the operator $A$ to the ideal $\mathcal{J}$. If it will not lead to a misunderstanding then we shall omit words "to the ideal $\mathcal{J}$ ". If an operator $R_{A}$ is simultaneously a left and a right regularizer then it is called a simple regularizer of the operator $A$ to the ideal $\mathcal{J}$. Observe that in the case when $\mathcal{J}=\{0\}$ a left (right) regularizer is a left (right) inverse of the operator $A$. Hence the assumption that the ideal $\mathcal{J}$ is proper is, indeed, essential.
Theorem 8.11. Suppose that $\mathcal{J}$ is a proper ideal in an algebra $\mathcal{X}(X) \subset L_{0}(X)$ of linear operators and that $A \in \mathcal{X}(X)$. Then regularizers of the operator $A$ (provided that they exist) have the following properties:
(i) If there is a left (right, simple) regularizer $R_{A}$ to the ideal $\mathcal{J}$ then $R_{A} \notin \mathcal{J}$.
(ii) If there is a left (right, simple) regularizer $R_{A}$ to the ideal $\mathcal{J}$ then the coset $[A]$ in the quotient algebra $\mathcal{X}(X) / \mathcal{J}$ is left invertible (right invertible, invertible).
(iii) If the operator $A$ has a left regularizer $R_{1}$ and a right regularizer $R_{2}$ to the ideal $\mathcal{J}$ then both, $R_{1}$ and $R_{2}$, are simple regularizers and $R_{2}-R_{1} \in \mathcal{J}$. Then a simple regularizer is uniquely determined up to a component belonging to the ideal $\mathcal{J}$.
(iv) If $A=B+T$, where $B$ has a left (right) inverse $B_{1} \in \mathcal{X}(X)$ and $T \in \mathcal{J}$ then the operator $B_{1}$ is a left (right) regularizer of the operator $A$ to the ideal $\mathcal{J}$. Conversely, if a left (right) regularizer $R_{A}$ to the ideal $\mathcal{J}$ has a left (right) inverse $B \in \mathcal{X}(X)$ then $A=B+T$, where $T \in \mathcal{J}$.
(v) The operator $A$ has an invertible simple regularizer to the ideal $\mathcal{J}$ if and only if $A=B+T$, where $B$ is an invertible linear operator and $T \in \mathcal{J}$. If it is the case, then $R_{A}=B^{-1}$.
(vi) If the operator $A$ has a left (right, simple) regularizer to the ideal $\mathcal{J}$ then for every $T \in \mathcal{J}$ the operator $A+T$ has a left (right, simple) regularizer $R_{A+T}$ to the ideal $\mathcal{J}$ and $R_{A+T}=R_{A} \dot{\iota}$
(vii) If the operators $A, B \in \mathcal{X}(X)$ have left (right, simple) regularizers $R_{A}, R_{B}$ to the ideal $\mathcal{J}$ and there exists a superposition $A B$ then the operator $A B$ has a left (right, simple) regularizer $R_{A B}$ to the ideal $\mathcal{J}$ and $R_{A B}=R_{B} R_{A}$.
Proof. (i) Suppose that a left regularizer $R_{A} \in \mathcal{J}$. Since, by our assumption, $R_{A} A=I+T$, where $T \in \mathcal{J}$, we find $I=R_{A} A_{T} \in \mathcal{J}$. This contradicts to our assumption that the ideal $\mathcal{J}$ is proper. Similar proofs for right and simple regularizers.
(ii) If the operator $A$ has a left regularizer $R_{A}$ to the ideal $\mathcal{J}$ then $R_{A} A=I+T$, where $T \in \mathcal{J}$. Then in the quotient algebra $\mathcal{X}(X) / \mathcal{J}$ for the corresponding cosets the following equality hold: $\left[R_{A}\right][A]=[I]$, i.e. the coset $[A]$ is left invertible. A similar proof for a right
regularizer. If a regularizer $R_{A}$ is simple then $\left[R_{A}\right][A]=[A]\left[R_{A}\right]=[I]$. Hence the coset $[A]$ is invertible and $[A]^{-1}=\left[R_{A}\right]^{*)}$.
(iii) Suppose that $R_{1}$ and $R_{2}$ are left and right regularizers of the operator $A$ to the ideal $\mathcal{J}$. The there are linear operators $T_{1}, T_{2} \in \mathcal{J}$ such that

$$
R_{1} A=I+T_{1}, \quad A R_{2}=I+T_{2}
$$

These equalities imply that in the quotient algebra $\mathcal{X}(X) / \mathcal{J}$ the following equalities hold:

$$
\left[R_{1}\right][A]=[I], \quad[A]\left[R_{2}\right]=[I] .
$$

Then the coset $[A]$ is simultaneously left and right invertible, i.e. this coset is invertible. Since an inverse (if it exists) is unique, we conclude that $\left[R_{1}\right]=\left[R_{2}\right]$, i.e.

$$
\left[R_{1}-R_{2}\right]=\left[R_{1}\right]-\left[R_{2}\right]=0
$$

which implies that $R_{1}-R_{2}=T \in \mathcal{J}$. Hence

$$
R_{2} A=\left(R_{1}+T\right) A=R_{1} A+T A=I+T_{1}+T A=I+T_{3}, \quad \text { where } T_{3}=T_{1}+T A \in \mathcal{J} .
$$

Then the operator $R_{2}$ is a simple regularizer. In a similar way we prove that the operator $R_{1}$ is also a simple regularizer. But $R_{2}=R_{1}+T$, where $T \in \mathcal{J}$. We therefore conclude that a simple regularizer is uniquely determined up to a component belonging to the ideal $\mathcal{J}$.
(iv) Suppose that $A=B+T$, the operator $B$ has a left inverse $B_{1}$ and $T \in \mathcal{J}$. Then $B_{1} A=B_{1} B+B_{1} T=I+B_{1} T$, where $B_{1} T \in \mathcal{J}$. Then $B_{1}$ is a left regularizer of the operator $A$ to the ideal $\mathcal{J}$. A similar proof for the case when the operator $B$ has a right inverse.

Conversely, if a left regularizer $R_{A}$ of the operator $A$ to the ideal $\mathcal{J}$ has a left inverse $B \in \mathcal{X}(X)$ then the following conditions are satisfied:

$$
B R_{A}=I, \quad \text { and } \quad R_{A} A=I+T_{1}, \quad \text { where } T_{1} \in \mathcal{J} .
$$

Then

$$
A=\left(B R_{A}\right) A=B\left(R_{A} A\right)=B\left(I+T_{1}\right)=B+T, \quad \text { where } T=B T_{1} \in \mathcal{J}
$$

A similar proof for the case when the operator $B$ is a right inverse.
(v) follows immediately from Point (iv).
(vi) Suppose that the operator $A$ has a left regularizer $R_{A}$ to the ideal $\mathcal{J}$ and that $T \in \mathcal{J}$. By our assumption, there is an operator $T_{1} \in \mathcal{J}$ such that $R_{A}=I+T_{1}$. Then

$$
R_{A}(A+T)=R_{A} A+R_{A} T=I+T_{1}+R_{A} T=I+T_{2}, \quad \text { where } T_{2}=T_{1}+R_{A} T \in \mathcal{J}
$$

*) Observe that this last equality does not imply that the operator $A$ is invertible.

Then the operator $A+T$ has a left regularizer $R_{A+T}$ to the ideal $\mathcal{J}$ and $R_{A+T}=R_{A}$. Similar considerations for right and simple regularizers.
(vii) Suppose that linear operators $A, B \in \mathcal{X}(X)$ have left regularizers $R_{A}, R_{B}$ (respectively) to the ideal $\mathcal{J}$, i.e.

$$
R_{A} A=I+T_{1}, \quad R_{B} B=I+T_{2} \quad \text { where } T_{1}, T_{2} \in \mathcal{J}
$$

Suppose also that the superposition $A B$ exists. Then

$$
R_{A}(A B)=\left(R_{A} A\right) B=\left(I+T_{1}\right) B=B+T_{1} B, \quad \text { where } T_{1} B \in \mathcal{J}
$$

Hence

$$
\begin{gathered}
\left(R_{B} R_{A}\right)(A B)=R_{B}\left(B+T_{1} B\right)=R_{B}+R_{B} T_{1}+R_{B} T_{1} B=I+T_{2}+R_{B} T_{1} B=I+T_{3} \\
\text { where } T_{3}=T_{2}+R_{B} T_{1} B \in \mathcal{J}
\end{gathered}
$$

Then the operator $R_{A B}=R_{A} R_{B}$ is a left regularizer of the operator $A B$ to the ideal $\mathcal{J}$. Similar considerations for right and simple regularizers.
The notion of a regularizer is very useful in studies of properties of linear operators. For instance, if $A, B \in L_{0}(X)$ then the superpositions $A B$ and $B A$ exist and

$$
\begin{gather*}
\operatorname{ker}(B A) \subset \operatorname{ker} A,  \tag{8.15}\\
\mathcal{E}_{A B} \subset \mathcal{E}_{A}
\end{gather*}
$$

(cf. Formulae (8.5) and (8.6)). Suppose that the operator $A$ has a simple regularizer to a proper ideal $\mathcal{J} \subset L_{0}(X)$. Then

$$
R_{A} A=I+T_{1}, \quad A R_{A}=I+T_{2}, \quad \text { where } T_{1}, T_{2} \in \mathcal{J}
$$

Formula (8.15) implies that in order to study the kernel of the operator $A$ it is enough to examine the kernel of its restriction to the subspace ker $\left(I+T_{1}\right)=\operatorname{ker} R_{A} A \supset \operatorname{ker} A$.
Similarly, in order to study the cokernel of the operator $A$ it is enough to consider the operator $\tilde{A}$ induced by $A$ in the quotient space $X / \mathcal{E}_{I+T_{2}}$, since $\mathcal{E}_{I+T_{2}}=\mathcal{E}_{A R_{A}} \subset \mathcal{E}_{A}$. In the case when $\alpha_{I+T_{1}}<+\infty, \beta_{I+T_{2}}<+\infty$ it is an essential simplification, since it reduces a problem in infinite dimensional spaces to a problem in finite dimensional spaces. Therefore in the sequel we shall examine linear operators for which a regularization leads to operators $I+T$ with either finite nullity or finite deficiency for all $T \in \mathcal{J}$.

Moreover, if an operator $A$ has a left invertible left regularizer $R_{A}$ then, by Formula (8.15), it follows that ker $\left(R_{A} A\right)=\operatorname{ker} A$. Then $\alpha_{A}=\alpha_{R_{A} A}=\alpha_{I+T_{1}}$. Indeed, if $R_{1}$ is a left inverse of the operator $R_{A}$ then

$$
\operatorname{ker} A=\operatorname{ker}\left(R_{1} R_{A} A\right) \supset \operatorname{ker}\left(R_{A} A\right) \supset \operatorname{ker} A
$$

SImilarly, if $A$ has a right invertible right regularizer $R_{A}$ then $\mathcal{E}_{A}=\mathcal{E}_{A R_{A}}$. Then $\beta_{A}=$ $\beta_{A R_{A}}=\beta_{I+T_{2}}$.
Suppose that $\mathcal{J}$ is a proper ideal in an algebra $\mathcal{X}(X)$ of linear operators over a linear space $X$. Then $\mathcal{J}$ is said to be a quasi-Fredholm ideal if the operator $I+T$ has a finite dimensional characteristic whenever $T \in \mathcal{J}$. The ideal $\mathcal{J}$ is said to be a Fredholm ideal if it is a quasi-Fredholm ideal and, moreover, $\kappa_{I+T}=0$ for every $T \in \mathcal{J}$. Theorem 8.4 implies that the ideal $K_{\mathcal{X}}(X)$ of all finite dimensional operators belonging to the algebra $\mathcal{X}(X)$ is a Fredholm ideal. There exist quasi-Fredholm ideals which are not Fredholm, as it will be shown by the following example.
Example 8.4 (G. Neubauer ${ }^{*}$ ). Let $X$ be the linear space ( s ) of all complex sequences. Define a linear operator $R$ mapping the space $X$ into itself in the following way:

$$
R x=y, \quad \text { where } \quad x=\left\{x_{1}, x_{2}, \ldots\right\}, \quad y=\left\{0, x_{1}, x_{2}, \ldots\right\} .
$$

Write $B=R-I$. Let $\mathcal{X}(X)$ be the algebra of all polynomials in $B$ with complex coefficients. Every operator belonging to $\mathcal{X}(X)$ and different than zero has a finite $d$-characteristic. Indeed, let $q(B) \in \mathcal{X}(X)$. Clearly, if $q(B)=I$ then $\alpha_{q(B)}=\beta_{q(B)}=0$. If $q(B) \neq I$ then we can write this polynomial in the form:

$$
q(B)=a_{0} \prod_{j=1}^{n}\left(B-a_{j} I\right)=a_{0} \prod_{j=1}^{n}\left(R-b_{j} I\right), \quad \text { where } b_{j}=a_{j}+1
$$

Each of operators $R-b_{j} I$ has a finite $d$-characteristic. Then, by Theorem 8.1, the operator $q(B)$ has a finite $d$-characteristic. Hence every proper ideal in $\mathcal{X}(X)$ is a quasi-Fredholm ideal. Consider an ideal $\mathcal{J}$ which consists of operators of the form $A=(I+B) q(B)$. The ideal $\mathcal{J}$ is not a Fredholm ideal, since the equality $q(B)=I$ implies that $A=I+B=R$. Hence $\beta_{I+B}=\beta_{R}=1$ and $\alpha_{I+B}=\alpha_{R}=0$. Then $\kappa_{I+B}=1 \neq 0$.
An immediate consequence of Theorem 8.2 and Corollary 8.1 is
Theorem 8.12. Suppose that $\mathcal{J}$ is a quasi-Fredholm ideal in an algebra $\mathcal{X}(X)$ of linear operators. If a linear operator $A \subset \mathcal{X}(X)$ has a simple regularizer $R_{A}$ to the ideal $\mathcal{J}$ then $A$ has a finite $d$-characteristic. Moreover, if $\mathcal{J}$ is a Fredholm ideal then $\kappa_{A}=-\kappa_{R_{A}}$.

An algebra $\mathcal{X}(X) \subset L_{0}(X)$ of linear operators is said to be regularizable to an ideal $\mathcal{J} \subset \mathcal{X}(X)$ if every operator with a finite $d$-characteristic has a simple regularizer to the ideal $\mathcal{J}$. An algebra $\mathcal{X}(X)$ regularizable to the ideal $K_{\mathcal{X}}(X)$ of all finite dimensional operators will be called shortly a regularizable algebra.
Theorem 8.13. If an algebra $\mathcal{X}(X) \subset L_{0}(X)$ of linear operators is regularizable to a quasi-Fredholm ideal $\mathcal{J} \subset \mathcal{X}(X)$ then every operator $T \in \mathcal{J}$ is a perturbation of the class $D(X \rightarrow X) \cap \mathcal{X}(X)$. Moreover, if $\mathcal{J}$ is a Fredholm ideal then perturbations $T \in \mathcal{J}$ preserve the index, i.e.

$$
\kappa_{A+T}=\kappa_{A} \quad \text { for every } A \in D(X \rightarrow X) \cap \mathcal{X}(X) \text { and } T \in \mathcal{J} .
$$

*) cf. $\operatorname{PRR}[1]$, p. 42 .

Proof. Let $A \in D(X \rightarrow X) \cap \mathcal{X}(X)$. By our assumption, there is a simple regularizer $R_{A}$ of the operator $A$ to the ideal $\mathcal{J}$. Point (vi) of Theorem 8.11 implies that $R_{A}$ is also a simple regularizer of operators $A+T$ for every $T \in \mathcal{J}$. By Theorem 8.12, the operator $A+T$ has a finite $d$-characteristic for every $T \in \mathcal{J}$. The arbitrariness of the operator $A$ implies that all operators $T \in \mathcal{J}$ are perturbations of the class $D(X \rightarrow X) \cap \mathcal{X}(X)$. If, moreover, $\mathcal{J}$ is a Fredholm ideal then

$$
\kappa_{A+T}=-\kappa_{R_{A+T}}=-\kappa_{R_{A}}=\kappa_{A}
$$

Theorem 8.14. Suppose that $\mathcal{J}$ and $\mathcal{J}_{1}$ are quasi-Fredholm ideals in an algebra $\mathcal{X}(X) \subset$ $L_{0}(X)$ of linear operators and that the algebra $\mathcal{X}(X)$ is regularizable to the ideal $\mathcal{J}_{1}$. Then every operator $T \in \mathcal{J}$ is a perturbation of the class $D(X \rightarrow X) \cap \mathcal{X}(X)$. Moreover, if $\mathcal{J}$ and $\mathcal{J}_{1}$ are Fredholm ideals then these perturbations preserve the index, i.e.

$$
\kappa_{A+T}=\kappa_{A} \quad \text { for every } A \in D(X \rightarrow X) \cap \mathcal{X}(X) \text { and } T \in \mathcal{J}
$$

Proof. Write $\tilde{\mathcal{J}}=\mathcal{J}+\mathcal{J}_{1}$. Clearly, $\tilde{\mathcal{J}}$ is a linear set. We shall show that $\tilde{\mathcal{J}}$ is an ideal in the algebra $\mathcal{X}(X)$. Indeed, if $T \in \mathcal{J}, T_{1} \in \mathcal{J}_{1}, A \in \mathcal{X}(X)$ then

$$
\begin{aligned}
& A\left(T+T_{1}\right)=A T+A T_{1} \in \mathcal{J}+\mathcal{J}_{\infty}=\tilde{\mathcal{J}} \\
& \left(T+T_{1}\right) A=T A+T_{1} A \in \mathcal{J}+\mathcal{J}_{\infty}=\tilde{\mathcal{J}}
\end{aligned}
$$

The ideal $\tilde{\mathcal{J}}$ is quasi-Fredholm. Indeed, by Theorem 8.13, if the operator $I+T$ has a finite $d$-characteristic then also the operator $I+T+T_{1}$ has a finite $d$-characteristic. The algebra $\mathcal{X}(X)$ is regularizable to the ideal $\mathcal{J}_{1}$. So that there is a simple regularizer $R_{A}$ of any operator $A \in \mathcal{X}(X)$ to the ideal $\mathcal{J}_{1}$, hence also to the ideal $\tilde{\mathcal{J}}$. By Point (vi) of Theorem 8.11, for every $T \in \tilde{\mathcal{J}}$, in particular, for every $T \in \mathcal{J}$, the operator $R_{A}$ is a simple regularizer of the operator $A+T$ to the ideal $\tilde{\mathcal{J}}$. Theorem 8.12 implies that $A+T$ has a finite $d$-characteristic. If $\mathcal{J}$ and $\mathcal{J}_{1}$ are Fredholm ideals then also $\tilde{\mathcal{J}}$ is a Fredholm ideal. Indeed, by Theorem 8.13, we have $\kappa_{I+T+T_{1}}=\kappa_{I+T}=0$ for all $T \in \mathcal{J}, T_{1} \in \mathcal{J}_{1}$. Again by Theorem 8.13, we conclude that $\kappa_{A+T}=\kappa_{A}$ for all $A \in D(X \rightarrow X) \cap \mathcal{X}(X)$.

An immediate consequence of the last theorem is
Corollary 8.5. Suppose that $\mathcal{J}$ is a quasi-Fredholm ideal in a regularizable algebra $\mathcal{X}(X) \subset L_{0}(X)$ of linear operators. Then every operator $T \in \mathcal{J}$ is a perturbation of the class $D(X \rightarrow X) \cap \mathcal{X}(X)$. Moreover, if $\mathcal{J}$ is a Fredholm ideal then these perturbations preserve the index, i.e.

$$
\kappa_{A+T}=\kappa_{A} \quad \text { for every } A \in D(X \rightarrow X) \cap \mathcal{X}(X) \text { and } T \in \mathcal{J} .
$$

Suppose that $X$ is a ring with unit $e$. Then the set

$$
R[X]=\{x \in X: \text { elements } e+\text { axb are invertible for all } a, b \in X\}
$$

is said to be the radical of the ring $X$ (cf. Jacobson, $J[1]$ ). It is easy to verify that the radical $R[X]$ is an ideal in $X$.

Theorem 8.15. Suppose that an algebra $\mathcal{X}(X) \subset L_{0}(X)$ is regularizable to a quasiFredholm ideal $\mathcal{J} \subset \mathcal{X}(X)$. Denote by $R[\mathcal{X}(X) / \mathcal{J}]$ the radical of the quotient algebra $\mathcal{X}(X) / \mathcal{J}$ and write

$$
\mathcal{J}_{0}=\{U \in \mathcal{X}(X):[U] \in R[\mathcal{X}(X) / \mathcal{J}]\},
$$

where $[U]$ is a coset determined by an operator $U \in \mathcal{X}(X) / \mathcal{J}$. Then (i) The set $\mathcal{J}_{0}$ is a quasi-Fredholm ideal in the algebra $\mathcal{X}(X)$.
(ii) Every operator $T \in \mathcal{J}_{0}$ is a perturbation of the class $D(X \rightarrow X) \cap \mathcal{X}(X)$.
(iii) If $\mathcal{J}_{1}$ is a quasi-Fredholm ideal in the algebra $\mathcal{X}(X)$ then $\mathcal{J}_{1} \subset \mathcal{J}_{0}$, i.e. $\mathcal{J}_{0}$ is a maximal quasi-Fredholm ideal in $\mathcal{X}(X)$.
(iv) If, in addition, the algebra $\mathcal{X}(X)$ is regularizable then

$$
\mathcal{J}_{0}=\mathcal{K}_{0}=\left\{U \in \mathcal{X}(X):[U] \in R\left[\mathcal{X}(X) / K_{\mathcal{X}}(X)\right\} .\right.
$$

Proof. (i) Since the radical is an ideal, the set $\mathcal{J}_{0}$ is also an ideal in the algebra $\mathcal{X}(X)$. If $U \in \mathcal{J}_{0}$ is arbitrarily chosen then, by the definition of the radical, it follows that the coset $[I]+[U]$ is invertible in the quotient algebra $\mathcal{X}(X) / \mathcal{J}$. Then there is a coset $[V] \in \mathcal{X}(X) / \mathcal{J}$ such that

$$
[V]([I]+[U])=([I]+[U])[V]=[I] .
$$

This implies that for every operator $V \in[V]$

$$
V(I+U)=I+T_{1}, \quad(I+U) V=I+T_{2}, \quad \text { where } \quad T_{1}, T_{2} \in \mathcal{J} .
$$

Hence the operator $I+U$ has a simple regularizer to the ideal $\mathcal{J}$. This, and Theorem 8.12 together imply that the operator $I+U$ has a finite $d$-characteristic. The arbitrariness of $U$ implies that $\mathcal{J}_{0}$ is a quasi-Fredholm ideal.
(ii) The proof of this point is an immediate consequence of Point (i) of this theorem and Theorem 8.14.
(iii) Suppose that $U \in \mathcal{J}_{1}$. Then $A U B \in \mathcal{J}_{1}$ for arbitrary $A, B \in \mathcal{X}(X)$. Since the algebra $\mathcal{X}(X)$ is regularizable to the ideal $\mathcal{J}$, the operator $I+A U B$ has a simple regularizer to the ideal $\mathcal{J}$. Then the $\operatorname{coset}[I]+[A][U][B]$ is invertible in the quotient algebra $\mathcal{X}(X) / \mathcal{J}$. The arbitrariness of operators $A$ and $B$ implies that the coset [ $U$ ] belongs to the radical $R[\mathcal{X}(X) / \mathcal{J}]$. Hence $U \in \mathcal{J}_{0}$ and $\mathcal{J}_{1} \subset \mathcal{J}_{0}$. We therefore conclude that $\mathcal{J}_{0}$ is a maximal quasi-Fredholm ideal in the algebra $\mathcal{X}(X)$.
(iv) Observe that the construction of the ideal $\mathcal{J}_{0}$ does not depend of the ideal $\mathcal{J}$. Indeed, if it is not the case, then the ideal $\mathcal{J}_{0}$ is not maximal. This, and our assumption that the algebra $\mathcal{X}(X)$ is regularizable together imply that $\mathcal{J}_{0}=\mathcal{K}_{0}$.

A characterization of the index is given by the following

Theorem 8.16. Suppose that $\mathcal{J}$ is a quasi-Fredholm ideal in an algebra $\mathcal{X}(X) \subset L_{0}(X)$. Suppose, moreover, that the set $W \subset D(X \rightarrow X) \cap \mathcal{X}(X)$ satisfies the following conditions:
( $w_{1}$ ) if $A, B \in W$ then $A B \in W$;
( $w_{2}$ ) every operator $T \in \mathcal{J}$ is a perturbation of the class $W$;
$\left(w_{3}\right)$ every operator $A \in W$ has a simple regularizer $R_{A} \in W$ to the ideal $\mathcal{J}$.
If an integer-valued function $\nu(A)$ defined on the set $W$ satisfies the following conditions:
(i) $\quad \nu(A+T)=\nu(A)$ for every $A \in W$ and $T \in \mathcal{J}$,
(ii) $\nu(A B)=\nu(A)+\nu(B)$ for all $A, B \in W$,
(iii) if $\kappa_{A}=0$ then $\nu(A)=0$,
then there is a number $p \in \mathbb{R}$ such that

$$
\begin{equation*}
\nu(A)=p \kappa_{A} \quad \text { for all } A \in W \tag{8.16}
\end{equation*}
$$

In particular, if there is an operator $S \in W$ such that $\kappa_{S}=1$ then the number $p$ in Formula (8.16) is an integer.

Proof. To begin with, suppose that there is an operator $S \in W$ with the index $\kappa_{S}=1$. By Condition $\left(w_{3}\right)$, there is a simple regularizer $R_{S}$ of the operator $S$ to the ideal $\mathcal{J}$. This, and Theorem 8.12 together imply that $\kappa_{R_{S}}=-\kappa_{S}=-1$.
Suppose now that $A \in W$ and that $A$ has the positive index: $\kappa_{A}=n>0$. Theorem 8.11 and Condition $\left(w_{1}\right)$ together imply that $\left(R_{S}\right)^{n} A \in W$ and $\kappa_{\left(R_{S}\right)^{n} A}=-n \kappa_{S}+n=-n+n$ $=0$. Then, by Point (iii), it follows that $\nu(A)=-\nu\left(R_{S}^{n}\right)=-n \nu\left(R_{S}\right)=p_{1} \kappa_{A}$, where $p_{1}=-\nu\left(R_{S}\right)$.

If $A \in W$ and $\kappa_{A}=n \leq 0$ then in a similar way we prove that $\nu(A)+P \kappa_{A}$, where $p=\nu(S)$. However, there is an operator $T \in \mathcal{J}$ such that $R_{S} S=I+T$. Then $\nu\left(R_{S} S\right)=\nu(I+T)=$ $\nu(I)=0$. Hence $\nu\left(R_{S}\right)=-\nu(S)$, which implies that $p_{1}=-\nu\left(R_{S}\right)=\nu(S)=p$. Finally, we get $\nu(A)=p \kappa_{A}$ for all $A \in W$, where $p$ is an integer.
Suppose now that an operator $S$ belonging to $W$ with the index equal to 1 does not exist. Let $q$ be the least positive index of linear operators belonging to the set $W$. The number $q$ is a divisor of the index of every operator from the set $W$. Indeed, let operators $A, B \in W$ have the indices $q$ and $s$, respectively, where $s=n q+r, 0<r<q$. By our assumptions, the operator $A$ has a simple regularizer $R_{A}$ to the ideal $\mathcal{J}$ and $\kappa_{R_{a}}=-\kappa_{A}=-q$. Again by our assumptions, $\left(B\left(R_{A}\right)^{n} \in W\right.$ and

$$
\kappa_{B\left(R_{A}\right)^{n}}=\kappa_{B}-n \kappa_{A}=s-n q=r<q,
$$

which is a contradiction with the definition of the number $q$. Then $r=0$ and the index of the operator $B$ is divisible by $q$. Furthermore the proof is going on the same lines as in the first part (where we have assumed that there exists an operator with the index 1), i.e.
we consider an arbitrary operator $A \in W$ with the index $n q$ and an operator $S \in W$ such that $\kappa_{S}=q$. Since the index of the operator $A\left(R_{S}\right)^{n}$ is equal zero, we find

$$
\nu(A)=n \nu(S)=\frac{n p}{q} \kappa_{S}=\frac{p}{q} \kappa_{A},
$$

where the number $p+\nu(S)$ is an integer.
Theorem 8.17. Suppose that $A \in L_{0}(X \rightarrow Y)$. Then

$$
A \in\left\{\begin{array}{l}
D^{+}(X \rightarrow Y) \\
D^{-}(X \rightarrow Y)
\end{array} \quad \text { if and only if } \quad A=S+K\right.
$$

where the operators $S, K \in L_{0}(X \rightarrow Y)$, $S$ is left (right) invertible and $K$ is finite dimensional.

Proof of the necessary condition. Suppose that $A \in D^{+}(X \rightarrow Y)$. Then $\alpha_{A}<+\infty$, $\beta_{A}=+\infty$. Decompose the space $X$ onto the direct sum $X=$ ker $A \oplus V$ and the space $Y$ onto the direct sum $Y=\mathcal{E}_{A} \oplus V_{1}$. Then $\operatorname{dim} \operatorname{ker} A=\alpha_{A} \leq \beta_{A}=\operatorname{dim} V_{1}$. This implies that there is a finite dimensional operator $K$ which is a one-to-one mapping of the subspace ker $A$ into the subspace $V_{1}$. Hence the operator $S=A-K$ defined on the space $X$ maps $X$ into $Y$ in a one-to-one way. Then the operator $S$ is invertible and its inverse $S^{-1}$ is defined on the set $\mathcal{E}_{S}=S X \subset Y$. Write $S^{(-1)}$ for an arbitrary extension of the operator $S^{-1}$ onto the whole space $Y$. Clearly, $S^{(-1)} S x=x$ for all $x \in X$. We therefore conclude that the operator $S$ is left invertible and $A=S+K$.

Suppose now that $A \in D^{-}(X \rightarrow Y)$. Then $\alpha_{A}=+\infty$ and $\beta_{A}<+\infty$. Similarly, as in the previous case, decompose spaces $X$ and $Y$ onto direct sums. Then we conclude that $\operatorname{dim} V_{1}=\beta_{A} \leq \alpha_{A}=\operatorname{dim} \operatorname{ker} A$. The operator $A$ maps in a one-to-one way the subspace $V$ onto the set $\mathcal{E}_{A}=A X$. Hence there exists a finite dimensional operator $K$ mapping a subspace of the set ker $A$ onto the whole subspace $V_{1}$ and this mapping is one-to-one. Then the operator $S=A-K$ maps a subspace $X_{1}$ of the space $X$ onto the whole space $Y$. The operator $S$ is right invertible on the subspace $X_{1}$ and $A=S+K$.

Proof of the sufficient condition. Suppose that $A=S+K$, where $K \in K(X \rightarrow Y)$ and $S$ is left (right) invertible. By Theorem 8,3 , we have $\alpha_{S}=0$ ( $\beta_{S}=0$, respectively). Hence $S \in D^{+}(X \rightarrow Y)\left(S \in D^{-}(X \rightarrow Y)\right.$, respectively). Then Theorem 8.6 implies that $A=S+K \in D^{+}(X \rightarrow Y)\left(A \in D^{-}(X \rightarrow Y)\right)$.

Theorem 8.18. Suppose that $A \in D(X \rightarrow Y) \cap L_{0}(X)$. Then $\kappa_{A}=0$ if and only if $A=S+K$, where $S$ is an invertible operator and $K$ is a finite dimensional operator.

Proof. The proof of this theorem is the same as the proof of Theorem 8.1, but in the proof of the necessary condition we are applying the equalities $\alpha_{A}=0, \beta_{A}=0$. The first part of the proof is like this for the case $\alpha_{A} \leq \beta_{A}$, the second one - like for the case $\beta_{A} \leq \alpha_{A}$. In the proof of the sufficient condition we are using the fact that $\alpha_{S}=\beta_{S}=$ ), hence $S \in D(X \rightarrow Y)$.

Corollary 8.6. Suppose that $A \in L_{0}(X \rightarrow Y)$. If
$A \in\left\{\begin{array}{l}D^{-}(X \rightarrow Y) \\ D^{+}(X \rightarrow Y)\end{array} \quad\right.$ then there is an operator $R_{A}$ such that $\left\{\begin{array}{l}A R_{A}-I \in K(X \rightarrow Y), \\ R_{A} A-I \in K(X \rightarrow Y),\end{array}\right.$
respectively.
Proof. Indeed, if $\alpha_{A}<+\infty$ then $R_{A}=S^{(-1)}$, if $\beta_{A}<+\infty$ then $R_{A}=S^{-1}$, where these operators are defined in the first and second part of the proof of Theorem 8.17, respectively.

An immediate consequence of the last corollary is
Corollary 8.7. Suppose that $A \in L_{0}(X)$. If

$$
A \in\left\{\begin{array} { l } 
{ D ^ { + } ( X \rightarrow X ) } \\
{ D ^ { - } ( X \rightarrow X ) }
\end{array} \quad \text { then A has a } \left\{\begin{array}{l}
\text { left } \\
\text { right }
\end{array} \text { regularizer to the ideal } K(X \rightarrow X)\right.\right.
$$

of all finite dimensional operators belonging to $L_{0}(X)$, respectively.
Similarly, as Theorem 8.17 implies Corollaries 8.6 and 8.7, Theorem 8.18 implies the following
Corollary 8.8. If $A \in D(X \rightarrow X) \cap L_{0}(X)$ then $A$ has a simple regularizer to the ideal $K(X \rightarrow X)$ of all finite dimensional operators belonging to $L_{0}(X)$.

Corollary 8.9. The algebra $L_{0}(X)$ is regularizable.
Let be given an algebra $\mathcal{X}(X) \subset L_{0}(X)$ of linear operators and a left (right) ideal $\mathcal{J} \subset$ $\mathcal{X}(X) *)$. Then $\mathcal{J}$ is said to be positive (negative) semi-Fredholm ideal if $\alpha_{I+T}<+\infty$ $\left(\beta_{I+T}<+\infty\right)$ for every $T \in \mathcal{J}$. The algebra $\mathcal{X}(X)$ is left (right) regularizable to a left (right) ideal $\mathcal{J} \subset \mathcal{X}(X)$ if every operator $A \in \mathcal{X}(X)$ with a finite nullity (deficiency) has a left (right) regularizer to the ideal $\mathcal{J}$.
Theorem 8.19. Suppose that an algebra $\mathcal{X}(X) \subset L_{0}(X)$ of linear operators is left (right) regularizable to a positive (negative) semi-Fredholm ideal $\mathcal{J} \subset \mathcal{X}(X)$. Then
(i) the operator $A+T_{0}$ has a finite nullity (deficiency) for every operator $A \in \mathcal{X}(X)$ with a finite nullity (deficiency) and for every $T_{0} \in \mathcal{J}$;
(ii) every operator belonging to a positive (negative) semi-Fredholm ideal $\mathcal{J}_{1} \subset \mathcal{X}(X)$ is a perturbation of the class of all linear operators with a finite nullity (deficiency) belonging to $\mathcal{X}(X)$.
Proof. (i) By our assumption, there is an operator $R_{A} \in \mathcal{X}(X)$ such that $R_{A} A=I+T$ $\left(A R_{A}=I+T\right.$, respectively), where $T \in \mathcal{J}$. Then for every $T_{0} \in \mathcal{J}$

$$
R_{A}\left(A+T_{0}\right)=R_{A} A+R_{A} T_{0}=I+T+R_{A} T_{0}=I+T_{1}, \quad \text { where } T_{1}=T+R_{A} T_{0} \in \mathcal{J}
$$

*) cf. for instance, Jacobson $J[1]$, also $\operatorname{PRR}[1]$.

$$
\left(A+T_{0}\right) R_{A}=A R_{A}+T_{0} R_{A}=I+T+T_{0} R_{a}=I+T_{2}, \quad \text { where } T_{2}=T+T_{0} R_{A} \in \mathcal{J}
$$

respectively. By the assumption about the ideal $\mathcal{J}$, it follows that the operator $I+T_{1}$ has a finite nullity (the operator $I+T_{2}$ has a finite deficiency). This, and Theorem 8.2 together imply that the operator $A+T_{0}$ has a finite nullity (deficiency).
(ii) Let $\tilde{\mathcal{J}}=\mathcal{J}+\mathcal{J}_{1}$. In a similar way, as in the proof of Theorem 8.14, we show that $\tilde{\mathcal{J}}$ is a positive (negative) semi-Fredholm ideal in $\mathcal{X}(X)$ and that the algebra $\mathcal{X}(X)$ is left (right) regularizable to the ideal $\tilde{\mathcal{J}}$. This, and Point (i) together imply that operators belonging to $\tilde{\mathcal{J}}$, in particular, operators belonging to $\mathcal{J}_{1}$, are perturbations of the class of all operators with a finite nullity (deficiency) belonging to $\mathcal{X}(X)$.

Theorem 8.20. If an algebra $\mathcal{X}(X) \subset L_{0}(X)$ is regularizable and $T=A+B$ for every $T \in \mathcal{X}(X)$, where the operators $A, B$ have finite nullities (deficiencies) then the set $\Pi$ of all perturbations of the class of all operators with a finite nullity (deficiency) is a left (right) ideal in the algebra $\mathcal{X}(X)$.

Proof. Theorem 8.5 implies that $A+B \in \Pi$ whenever $A, B \in \Pi$. Let $V \in \mathcal{X}(X)$ be a perturbation of the class of all operators with a finite $d$-characteristic and let $A \in \mathcal{X}(X)$ have a finite nullity (deficiency). Let $B \in \mathcal{X}(X)$ be an operator such that the superposition $B V(V B$, respectively) is well defined. Since the algebra $\mathcal{X}(X)$ is regularizable, we conclude that there an operator $R_{B} \in \mathcal{X}(X)$ such that

$$
B R_{B}=I+K \quad\left(R_{B} B=I+K<\text { respectively }\right) \quad \text { where } K \in K_{\mathcal{X}}(X) .
$$

Theorems 8.1 and 8.6 together imply that the operator

$$
\begin{gathered}
A+B V=\left(B R_{B}-K\right) A+B V=B\left(R_{B} A+V\right)-K A \\
\left(A+V B=A\left(R_{B} B_{K}\right)+V B=\left(A R_{B}+V\right) B_{A} K, \quad \text { respectively }\right)
\end{gathered}
$$

has a finite nullity (deficiency). Then the operator $B V(V B$, respectively) is a perturbation of the class of all operators with a finite nullity (deficiency). Our assumption that every operator belonging to $\mathcal{X}(X)$ is a sum of two operators with a finite nullity (deficiency) and the additivity of the set of perturbations together imply our conclusion.

Corollary 8.10 If every operator belonging to a regularizable algebra $\mathcal{X}(X) \subset L_{0}(X)$ of linear operators is a sum of two operators with a finite $d$-characteristic then the set of all perturbations of the class of all operators with a finite $d$-characteristic belonging to the algebra $\mathcal{X}(X)$ is a quasi-Fredholm ideal in $\mathcal{X}(X)$. By Point (iii) of Theorem 8.15, this ideal is the maximal quasi-Fredholm ideal in $\mathcal{X}(X)$.

The following theorem can be proved (cf. PRR[1], pp. 61-63):
Theorem 8.21. Every operator belonging to the algebra $L_{0}(X)$ is a sum of two isomorphisms. Even more, if the bases in spaces $X$ and $Y$ are equipotent then every operator $A \in L_{0}(X \rightarrow Y)$ is a sum of two isomorphisms of the space $X$ onto the space $Y$.

If $\mathcal{X}(X)$ is an arbitrary algebra of linear operators, then the theorem which says that every operator $A \in \mathcal{X}(X)$ is sum of two operators with a finite $d$-characteristic, is not true. This is shown by the following example.

Example 8.5. Let $X$ be the linear space of all continuous complex-valued functions defined on the whole complex plane. Let $\mathcal{X}(X)$ be the algebra of operators of multiplication by a complex polynomial $p(z)$. If a polynomial $p(z)$ is not a constant then the corresponding operator $P$ has the infinite deficiency $\beta_{P}$. Indeed, the fundamental theorem of algebra implies that there is a number $z_{0} \in \mathbb{C}$ such that $p\left(z_{0}\right)=0$. Observe that for every $x \in X$ there is a constant $c>0$ such that

$$
\left|x(z)-x\left(z_{0}\right)\right| \leq c\left|z-z_{0}\right| \quad \text { for }\left|z-z_{0}\right|<1 \quad \text { whenever } x \in \mathcal{E}_{P}=P X
$$

Write $x_{\alpha}(z)=\left|z-z_{0}\right|^{\alpha}$, where $0<\alpha<1$. Then $x_{\alpha} \notin \operatorname{lin}\left\{\mathcal{E}_{P}, x_{\beta}, \beta>\alpha\right\}$ and $\beta_{P}=+\infty$. Hence $D(X \rightarrow X)=\{a I: a \in \mathbb{C}\}$. We therefore conclude that an operator $P \in \mathcal{X}(X)$, which is not of the form $a I$, cannot be written as the sum of two operators with a finite $d$-characteristic.

Theorems 8.10, 8.11, 8.12, 8.13, 8.14, 8.15, 8.19 and 8,20 and Corollaries 8.5, 8.7, 8.8, $8.9,8.10$, where there are considered algebras $\mathcal{X}(X)$ of linear operators mapping a linear space $X$ into itself, can be generalized for the case of linear operators mapping a linear space into another. Even more, they can be generalized for the class of all linear operators mapping a linear space $X_{\alpha}$ into a linear space $X_{\beta}$ for arbitrary $\alpha, \beta \in \mathcal{A}$, where $\left\{X_{\alpha}\right\}_{\alpha \in \mathcal{A}}$ is a class of linear spaces. In order to do it, there is necessary to introduce and to examine an algebraic structure much more general than an algebra (cf. PR[5]).

## Exercises.

Exercise 8.1. Let $X$ be the space $(s)$ of all real sequences. Define the operators $S_{l}$ and $S_{r}$ of the shifts to left and to right by means of formulae

$$
S_{l} x=\left\{x_{2}, x_{3}, \ldots\right\}, \quad S_{r} x=\left\{0, x_{1}, x_{2}, \ldots\right\} \quad \text { for } x=\left\{x_{1}, x_{2}, \ldots\right\}
$$

Prove that the operators $S_{l}$ and $S_{r}$ have the index different than zero.
Exercise 8.2. In the space $C[0,1]$ consider an integral equation with a degenerate kernel:

$$
\begin{equation*}
x(t)+\lambda \int_{0}^{t} t s x(s) d s=\mu t \tag{8.17}
\end{equation*}
$$

where $\lambda, \mu$ are real parameters. Prove that
(i) Equation (8.17) has a unique solution for every $\mu \in \mathbb{R}$ whenever $\lambda \neq-3$;
(ii) if $\lambda=-3$ then solution to Equation (8.17) exist if and only if $\mu=\frac{3}{2}$;
(iii) determine these solutions.

Exercise 8.3. In the space $C\left[0, \frac{\pi}{2}\right]$ consider an integral equation with a degenerate kernel:

$$
\begin{equation*}
x(t)-\lambda \int_{0}^{\pi / 2} \sin (t+s) x(s) d s=\sin 2 t-\frac{3}{2} \tag{8.18}
\end{equation*}
$$

where $\lambda \in \mathbb{R}$ is a parameter. Prove that
(i) if $\lambda \neq \frac{2}{1 \pm \pi}$ then Equation (8.18) has a unique solution;
(ii) if $\lambda=\frac{2}{1 \pm \pi}$ then there exist at least two solutions to Equation (8.18);
(iii) determine the nullity of the integral operator appearing in Equation (8.18).

Exercise 8.4. Let $T \in L_{0}(X)$ and let $\lambda_{0}$ be an eigenvalue of $T$. A principal space $X_{\lambda_{0}}$ corresponding to the eigenvalue $\lambda_{0}$ is said to be splittable if

$$
\begin{equation*}
X=X_{\lambda_{0}} \oplus N_{\lambda_{1}}, \tag{8.19}
\end{equation*}
$$

where $N_{\lambda_{0}}$ is an invariant subspace for the operator $T$, i.e. $T N_{\lambda_{0}} \subset N_{\lambda_{0}}$ and $N_{\lambda_{0}}=$ $\left(T-\lambda_{0} I\right) N_{\lambda_{0}}$. Prove that
(i) if the subspace $X_{\lambda_{0}}$ is finite dimensional then the decomposition (8.19) is uniquely determined;
(ii) if $X_{\lambda_{0}}$ is a finite dimensional splittable principal space then the operator $A-\lambda_{0} I$ has a finite dimensional characteristic.

Exercise 8.5. Suppose that $A_{1}, \ldots, A_{n} \in L_{0}(X), A=A_{1} \ldots A_{n}$ and $\alpha_{A}=\beta_{A}=0$. Prove that $\alpha_{A_{j}}=0$ and $\beta_{A_{j}}=0$ for $j=1, \ldots, n$.

Exercise 8.6. Prove that $\lambda$ is a regular value of the operator $T^{n}$, where $T \in L_{0}(X)$, if and only if the $n$-th roots $\lambda_{1}, \ldots, \lambda_{n}$ of the number $\lambda$ are regular values of the operator $T$ (cf. Exercise 8.5).

Exercise 8.7. The spectrum ${ }^{*)}$ of an operator is said to be discrete if is either finite or a denumerable sequence $\{\lambda\}$ tending to zero . Let $T \in L_{0}(X)$. Prove that the following conditions are equivalent:
(i) The operator $T$ has a discrete spectrum.
(ii) There is a positive integer $n$ such that the operator $T^{n}$ has a discrete spectrum.
(iii) For every positive integer $n$ the operator $T^{n}$ has a discrete spectrum.

Exercise 8.8. Let $T \in L_{0}(X)$. Prove the following theorem: if there is a positive integer $N$ such that for all $n>N$ the operator $T^{n}$ has a discrete spectrum and the operator $I-T^{n}$ has a finite dimensional characteristic and the index zero, then the operator $I-T$ has a finite dimensional characteristic and the index zero (cf. Exercise 8.7).

Exercise 8.9. Define a shift operator by the formula: $(S x)(t)=x(t-h)$ for $x \in X$, where $X$ is the linear space of all functions continuous and bounded for $t \in \mathbb{R}$ and the point $h \in \mathbb{R}$ is fixed. Prove that
(i) the operator $S$ is an isomorphism;
(ii) the operator $I-S$ has not a finite dimensional characteristic.

[^4]
## Chapter 9.

## Index of conjugate operators. Generalized Fredholm alternative.

In Chapter 2 we have denoted by $X^{\prime}$ the space conjugate to a space $X$, i.e. the space of all linear functionals defined on the space $X$. A subspace $\Xi \subset X$ is said to be total if $\xi(x)=0$ for every $\xi \in \Xi$ implies $x=0$ (where $x \in X$ ).
Theorem 9.1. The space $X^{\prime}$ is total.
Proof. Let $x \neq 0$ be an arbitrary element of the space $X$. Denote by $X_{0}$ a one-dimensional subspace spanned by the element $x$, i.e. $X_{0}=\{t x: t$ is a scalar $\}$. Consider a functional $f_{0}$ defined on the subspace $X_{0}$ by means of the formula: $f_{0}(t x)=t$. Clearly, $f_{0}$ is a linear functional. Corollary 2.2 implies that the functional $f_{0}$ can be extended to a functional $f$ defined on the whole space $X$. Then $f \in X^{\prime}$ and $f(x)=1 \neq 0$. The arbitrariness of the element $x \in X$ implies that the space $X^{\prime}$ is total.
Observe that elements $x \in X$ can be treated as functionals defined on a total subspace $\Xi \subset X^{\prime}$, since a mapping

$$
F_{x}(\xi)=\xi(x) \quad \text { for every } x \in X \text { and } \xi \in \Xi
$$

Therefore, if we denote by $\Xi^{\prime}$ the space of all linear functionals defined on $\Xi$ then the whole space $X$ is mapped in a one-to-one way into the subspace $\Xi^{\prime}$. This mapping is said to be the canonical embedding and is denoted by $\kappa$. The image $\kappa X$ of the space $X$ by this mapping is a total space of functionals defined on the space $\Xi$, for the condition $\xi(x)$ for all $x \in X$ implies $\xi=0$.
In the sequel every total subspace of the space $X^{\prime}$ will be also called a conjugate space with $X$.

Let be given two linear spaces $X$ and $Y$, both over the same field $\mathbb{F}$ of scalars. Suppose that $\mathrm{H} \subset Y^{\prime}$ is a conjugate space ${ }^{*}$. Then to every operator $A \in L(X \rightarrow Y)$ there corresponds the operator $\eta A$, whose domain is the space H and the set of values is $X^{\prime}$, defined by means of the equality

$$
(\eta A) x=\eta(A x) \quad \text { for all } x \in \mathcal{D}_{A} \text { and } \eta \in \mathrm{H}
$$

(cf. Formula (2.18)).
The operator $\eta A$ is said to be a conjugate operator with $A$ and will be denoted by $A^{\prime}$. Then, by definition,

$$
A^{\prime} \eta=\eta A \quad \text { for every } \eta \in \mathrm{H}
$$

Similarly, as in Chapter 2, we prove that $I^{\prime}=I$ and if the sum $A+B$ is well defined then $(A+B)^{\prime}=A^{\prime}+B^{\prime}($ cf. Formulae (2.20), (2.21)).
*) Here and in the sequel H denotes the Greek capital letter "eta".

Let $\Xi \subset X^{\prime}$ be an arbitrary conjugate space. Consider operators $A^{\prime}$ as defined for functionals $\eta \in \mathrm{H}$ such that $A^{\prime} \eta=\eta A \in \Xi$. In this manner to every operator $A \in L(X \rightarrow Y)$ there corresponds an operator $A^{\prime} \in L(\mathrm{H} \rightarrow \Xi)$. With this general formulation it may happens that the operator $A^{\prime}$ is defined on the set $\{0\}$ only. We therefore shall consider in the sequel only operators $A \in L_{0}(X \rightarrow Y)$ such that $A^{\prime} \in L_{0}(\mathrm{H} \rightarrow \Xi)$, i.e. operators $A \in L_{0}(X \rightarrow Y)$ such that $A^{\prime} \eta \in \Xi$ for every $\eta \in \mathrm{H}$. The set of all these operators will be denoted by $L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi)$. Then, by definition,

$$
\begin{gather*}
L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi)=  \tag{9.1}\\
=\left\{A \in L_{0}(X \rightarrow Y): A^{\prime} \eta=\eta A \in \Xi \text { for every } \eta \in \mathrm{H}\right\} .
\end{gather*}
$$

Clearly, this set is a linear space. The space $L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi)$ will be denoted shortly by $L_{0}(X, \Xi)$. Clearly, the space $L_{0}(X, \Xi)$ is an algebra for $(A B)^{\prime}=B^{\prime} A^{\prime}$ for all $A, B \in$ $L_{0}(X, \Xi)$ (cf. Formula (2.22)).

Theorem 9.2. A finite dimensional operator $K$ defined by means of the equality

$$
K x=\sum_{j=1}^{n} f_{j}(x) y_{j} \quad \text { for } x \in X
$$

where $f_{1}, \ldots, f_{n} \in X^{\prime}$ and $y_{1}, \ldots, y_{n} \in Y$ are linearly independent, belongs to the space $L_{0}(X \rightarrow X, \Xi \rightarrow \Xi)$ if and only if $f_{j} \in \Xi(j=1, \ldots, n)$.
Proof. Indeed, suppose that $\xi \in \mathrm{H}$. If $f_{1}, \ldots, f_{n} \in \Xi$ then $K^{\prime} \xi=\xi K=\sum_{j=1}^{n} \xi\left(y_{j}\right) f_{j} \in \Xi$.
For an arbitrary subset $E \subset Y$ and an arbitrary conjugate space $\mathrm{H} \subset Y^{\prime}$ write

$$
\begin{equation*}
E^{\perp}=\{\eta \in \mathrm{H}: \eta(y)=0 \text { for all } y \in E\} \tag{9.2}
\end{equation*}
$$

The set $E^{\perp}$ is said to be an H -orthogonal complement of the set $E$.
Theorem 9.3. If $A \in L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi)$ then $\alpha_{A} \leq \beta_{A^{\prime}}$.
Proof. Clearly, $\alpha_{A^{\prime}}=\operatorname{dim} \mathcal{E}_{A}^{\perp}=\operatorname{dim}(A X)^{\perp}$. On the other hand, every functional $\eta \in \mathcal{E}_{A}^{\perp}$ induces a functional in the quotient space $Y / \mathcal{E}_{A}$. If $\beta_{A}=\operatorname{dim} Y / \mathcal{A}<+\infty$ then the dimension of the conjugate space $\left(Y / \mathcal{E}_{A}\right)^{\prime}$ is equal to $\beta_{A}$ (cf. Corollary 2.3). Then $\alpha_{A^{\prime}} \leq \beta_{A}$. If $\beta_{A}=+\infty$ then this inequality is always satisfied.

A subspace $E \subset Y$ is said to be H -describable if $\left(E^{\perp}\right)^{\perp}=E$, where

$$
\begin{equation*}
\left(E^{\perp}\right)^{\perp}=\left\{y \in Y: \eta(y)=0 \text { for } \eta \in E^{\perp}\right\} \tag{9.3}
\end{equation*}
$$

and $\mathrm{H} \subset Y^{\prime}$ is a conjugate space.
An operator $A \in L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi)$ is said to be H -solvable if its range $\mathcal{E}_{A}$ is H describable.

Clearly, if an operator $A$ is H-solvable then $\operatorname{dim} \mathcal{E}_{A}^{\perp}=\beta_{A}$. This, and the proof of Theorem 9.3 together imply

Theorem 9.4. If an operator $A \in L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi)$ is H -solvable then $\alpha_{A^{\prime}}=\beta_{A}$.
Corollary 9.1. If $A \in L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi)$ and $\mathcal{E}_{A}=Y$ then the operator $A^{\prime} \in L_{0}(\mathrm{H} \rightarrow$ $\Xi, X \rightarrow Y$ ) maps H into $\Xi$ in a one-to-one way.

Proof. Indeed, by our assumption, $\alpha_{A^{\prime}}=\beta_{A}=0$. Then ker $A^{\prime}=\{0\}$ and the operator $A^{\prime}$ is invertible on the space H .

Corollary 9.2. If an operator $A \in L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi)$ is an isomorphism the conjugate operator $A^{\prime}$ is also an isomorphism.

Let $E$ be a subspace of a linear space $X$. Let $\varphi_{E}$ be a mapping of the space $X$ into the quotient space $X / E$ such that to every element $x \in X$ there corresponds a coset $[x]=x+E$ induced by the element $x$, i.e. $\varphi_{E} x=x+E(x \in X)$. Clearly, the mapping $\varphi_{E}$ is a linear operator.
Corollary 9.3. Suppose that $E$ is a subspace of a linear space $X$ and that $\Xi \subset X^{\prime}$ is a conjugate space. If $H \subset(X / E)^{\prime}$ is a conjugate space satisfying the condition $\varphi_{E}^{\prime} H \subset \Xi$ then the operator $\varphi_{E}^{\prime}$ defined on the whole space $H$ maps $H$ in a one-to-one way into the space $E^{\perp}$.
Proof. By definition, $\mathcal{D}_{\varphi_{E}}=X, \mathcal{E}_{\varphi_{E}}=\varphi_{E} X=X / E$. This, and Corollary 9.1 together imply that $\mathcal{D}_{\varphi_{E}}=\mathrm{H}$ and that $\varphi_{E}^{\prime}$ is a one-to-one mapping of H into $\Xi$. Suppose that $\xi \in \varphi_{E}^{\prime} \mathrm{H}$, however, $\xi \notin E^{\perp}$. Then there is an element $x \in E$ such that $\xi(x) \neq 0$. Since $\xi=\varphi_{E}^{\prime} \eta$ for an $\eta \in \mathrm{H}$ and $\varphi_{E} x=0$ for every $x \in X$, we conclude that

$$
\xi(x)=\left(\varphi_{E}^{\prime} \eta\right) x=\eta\left(\varphi_{E} x\right)=\eta(0)=0
$$

which contradicts to our assumption that $\xi(x)=0$.
Theorem 9.5. Every operator $A \in L_{0}(X \rightarrow Y)$ is $Y^{\prime}$-solvable.
Proof. Let $y_{0} \in Y$ be an arbitrary element which does not belong to the range $\mathcal{E}_{A}$ of the operator $A$. Write

$$
Y_{0}=\operatorname{lin}\left\{y_{0}+\mathcal{E}_{A}\right\}=\operatorname{lin}\{a y+z, \text { where } z=A x, x \in X, \text { a is a scalar }\} .
$$

Define a functional $\eta_{0}$ by means of the formula: $\eta_{0}(u)=a$ for $u \in Y_{0}$. By Corollary 2.2, the functional $\eta_{0}$ can be extended to a functional $\tilde{\eta}_{0}$ defined on the whole space $Y$. Observe that, by definition, $\tilde{\eta}_{0}\left(\mathcal{E}_{A}\right)=\eta_{0}\left(\mathcal{E}_{A}\right)=0$. Hence $\tilde{\eta}_{0} \in \mathcal{E}_{A}^{\perp}$. Then for every $y_{0} \neq \in \mathcal{E}_{A}$ there is a functional $\tilde{\eta} \in \mathcal{E}_{A}^{\perp}$ such that $\eta_{0}\left(y_{0}\right)=1$. This implies that

$$
\mathcal{E}_{A}=\left\{y \in Y: \eta(y)=0 \text { for all } \eta \in \mathcal{E}_{A}^{\perp}\right\}=\left(\mathcal{E}_{A}^{\perp}\right)^{\perp}
$$

which proves that the operator $A$ is $Y^{\prime}$-solvable.
Theorems 9.5 and 9.4 together imply

Corollary 9.4. If $A \in L_{0}\left(X \rightarrow Y, Y^{\prime} \rightarrow X^{\prime}\right)$ then $\alpha_{A^{\prime}}=\beta_{A}$.
Theorem 9.4 does not hold without the assumption that the operator under question is H-solvable, even if $X=Y, \Xi=\mathrm{H}$. This is shown by the following

Example 9.1. Suppose that $X=Y=C^{\infty}[0,1]$ and that

$$
\Xi=\mathrm{H}=\left\{\xi: \xi=\xi(x)=\int_{0}^{t} x(t) \tilde{\xi}(t) d t, \text { where } \tilde{\xi} \in C^{\infty}[0,1], \tilde{\xi}^{(n)}(0)=0(n \in \mathbb{N})\right\}
$$

where by $\tilde{\xi}^{(n)}$ is denoted the $n$th derivative of the function $\tilde{\xi}$. Let

$$
(A x)(t)=y(t)=\int_{t}^{1} x(s) d s \quad \text { for } x \in C^{\infty}[0,1]
$$

Clearly, $\alpha_{A}=0, \beta_{A}>0$ (cf. Example 8.2). Let a functional $\eta \in \mathrm{H}$ be given by a function $\tilde{\eta}$. Then for every $x \in C^{\infty}[0,1]$ we have

$$
\begin{gathered}
\left(A^{\prime} \eta\right) x=\eta(A x)=\int_{0}^{1}\left[\int_{t}^{1} x(s) d s\right] \tilde{\eta}(t) d t= \\
=\left[\int_{0}^{t} x(s) d s\left(\int_{0}^{t} \tilde{\eta}(s) d s\right)\right]_{0}^{1}+\int_{0}^{1} x(t)\left[\int_{0}^{t} \tilde{\eta}(s) d s\right] d t= \\
=\int_{0}^{1} x(t)\left[\int_{0}^{t} \tilde{\eta}(s) d s\right] d t
\end{gathered}
$$

Then the conjugate operator $A^{\prime}$ maps the functional $\eta$ defined by the formula

$$
\eta(x)=\int_{0}^{t} \tilde{\eta}(t) x(t) d t
$$

into a functional $\xi$ given by the formula

$$
\xi(x)=\int_{0}^{t} \tilde{\xi}(t) x(t) d t, \quad \text { where } \quad \tilde{\xi}(t)=\int_{0}^{t} \tilde{\eta}(s) d s \quad(x \in X)
$$

The operator $A^{\prime}$ is a one-to-one mapping of the space H into itself. Hence $\beta_{A^{\prime}}=\alpha_{A^{\prime}}=0$, i.e. $\alpha_{A^{\prime}}<\beta_{A}$.

Let $A \in L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi)$. According to the admitted convention, the operator $A^{\prime}$ naps the space $H$ into the space $\Xi$. The spaces $Y$ and $X$ may be treated as spaces of functionals over H and $\Xi$, respectively. The definition of a conjugate operator immediately implies that the operator $A^{\prime \prime}=\left(A^{\prime}\right)^{\prime}$ conjugate with $A^{\prime} \in L_{0}(\mathrm{H} \rightarrow \Xi, X \rightarrow Y)$ is equal to the operator $A$. This, and the change of roles of the operators $A$ and $A^{\prime}$ in Theorem 9.3 together imply

Theorem 9.6. If $A \in L_{0}(X \rightarrow Y, H \rightarrow \Xi)$ then $\alpha_{A} \leq \beta_{A^{\prime}}$.
In order to obtain a theorem dual to Corollary 9.4, we should say what it means that the operator $A^{\prime}$ is $X$-describable. Write

$$
\mathcal{A}=\left\{x \in X: \xi(x)=0 \text { for all } \xi \in \mathcal{E}_{A^{\prime}}\right\}
$$

Then

$$
\mathcal{E}_{A^{\prime}}=\{\xi \in \Xi: \xi(x)=0 \text { for all } x \in \mathcal{A}\}
$$

But this fact that $\xi \in \mathcal{E}_{A^{\prime}}$ implies that $\xi=A^{\prime} \eta$ for an $\eta \in \mathrm{H}$. Then $\xi(x)=\eta(x)$. Since the space H is total, we conclude that $\mathcal{A}=\{x \in X: A x=0\}=$ ker $A$. This implies that $\mathcal{E}_{A^{\prime}}=\operatorname{ker} A^{\perp}$. WE therefore obtain the following
Theorem 9.7. If $A \in L_{0}(X \rightarrow Y, H \rightarrow \Xi)$ and $\mathcal{E}_{A^{\prime}}=\operatorname{ker} A^{\perp}$ then $\alpha_{A}=\beta_{A^{\prime}}$.
Theorem 9.8. If $A \in L_{0}\left(X \rightarrow Y, Y^{\prime} \rightarrow X^{\prime}\right)$ then $\alpha_{A}=\beta_{A^{\prime}}$.
Proof. Decompose spaces $X$ and $Y$ onto direct sums: $X=$ ker $A \oplus V_{1}, Y=\mathcal{E}_{A} \oplus V_{2}$. The operator $A$ is a one-to-one mapping of the subspace $V_{1}$ onto the subspace $\mathcal{E}_{A}$. This, and Corollary 9.2 together imply that the operator $A^{\prime}$ maps the space of all linear functionals defined on the subspace $\mathcal{E}_{A}$ onto the space $V_{1}^{\prime}$ of all linear functionals defined on the subspace $V_{1}$. Every linear functional defined on the subspace $V_{1}$ can be extended to the whole space $X$ in such a manner that $f(x)=0$ for $x \in \operatorname{ker} A$ (cf. Corollary 2.2). Then $\beta_{A^{\prime}}=\operatorname{dim} X / V_{1}=\operatorname{dim} \operatorname{ker} A=\alpha_{A}$.

The above considerations show us that the equalities $\beta_{A^{\prime}}=\alpha_{A}, \alpha_{A^{\prime}}=\beta_{A}$ do not hold always. Hence also the equality $\kappa_{A^{\prime}}=-\kappa_{A}$ does not hold always. We therefore shall introduce a new notion.

Let $A \in L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi)$. Write $\beta_{A}^{\mathrm{H}}=\alpha_{A^{\prime}}$. An ordered pair $\left(\alpha_{A}, \beta_{A}^{\mathrm{H}}\right)$ is said to be a $d_{\mathrm{H}^{-}}$characteristic of the operator $A$. A $d_{\mathrm{H}^{-}}$-characteristic is finite (semi-finite) if $\alpha_{A}<+\infty$ and $\beta_{A}^{\mathrm{H}}<+\infty$ (either $\alpha_{A}<+\infty$ or $\beta_{A}^{\mathrm{H}}<+\infty$, respectively). For operators having either finite or semi-finite $d_{\mathrm{H}}$-characteristic we may define H -index $\kappa_{A}^{\mathrm{H}}$ in the following way:

$$
\kappa_{A}^{\mathrm{H}}= \begin{cases}\beta_{A}^{\mathrm{H}}-\alpha_{A} & \text { if } \alpha_{A}<+\infty, \beta_{A}^{\mathrm{h}}=\alpha_{A^{\prime}}<+\infty \\ +\infty & \text { if } \alpha_{A}<+\infty, \beta_{A}^{\mathrm{H}}=+\infty \\ -\infty & \text { if } \alpha_{A}=+\infty, \beta_{A}^{\mathrm{H}}<+\infty\end{cases}
$$

Theorem 9.3 implies that $\beta_{A}^{\mathrm{H}}=\alpha_{A^{\prime}} \leq \beta_{A}$. Then

$$
\begin{equation*}
\kappa_{A}^{\mathrm{H}} \leq \kappa_{A} \quad \text { for } A \in L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi) \tag{9.4}
\end{equation*}
$$

It is easy to see that the pair $\left(\alpha_{A^{\prime}}, \alpha_{A}\right)$ is a $d_{X}$-characteristic of the operator $A^{\prime}$. Then

$$
\begin{equation*}
\kappa_{A}^{\mathrm{H}}=-\kappa_{A^{\prime}}^{X} \quad \text { for } A \in L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi) . \tag{9.5}
\end{equation*}
$$

Corollary 9.4 and Theorem 9.8 immediately imply
Corollary 9.5. If $A \in L_{0}\left(X \rightarrow Y, Y^{\prime} \rightarrow X^{\prime}\right)$ then the $d_{X}$-characteristic of the operator $A$ is equal to its $d$-characteristic, hence $\kappa_{A}^{Y^{\prime}}=\kappa_{A}$.

Example 9.1 showed that a $d_{\mathrm{H}}$-characteristic of an operator $A$ is not always equal to its $d$-characteristic, even if $X=Y, \Xi=\mathrm{H}$. This example also implies that for the H -index of a superposition of operators a formula similar to Formula (2.2) does not hold. Indeed, if the space $X$ and the operator $A$ are defined as in Example 9.1 and $B=\frac{\mathrm{d}}{\mathrm{d} t}$ then $A B=-I$. Hence $\kappa_{B A}^{\mathrm{H}}=\kappa_{B A}=0$. On the other hand, $\kappa_{B}^{\mathrm{H}}=\kappa_{B}=-1$ and $\kappa_{A}^{\mathrm{H}}=0$. Then

$$
\kappa_{B A}^{\mathrm{H}} \neq \kappa_{A}^{\mathrm{H}}+\kappa_{B}^{\mathrm{H}}=-1 .
$$

Suppose that the operator $A \in L_{0}\left(X \rightarrow Y, Y^{\prime} \rightarrow X^{\prime}\right)$ has a finite $d$-characteristic (nullity, deficiency) and the $d_{\mathrm{H}}$-characteristic of the operator $A$ is equal to its $d$-characteristic. Then $A$ is said to be a $\Phi_{\mathrm{H}^{-}}$-operator ( $\Phi_{\mathrm{H}^{-}}^{+}$operator, $\Phi_{\mathrm{H}^{-}}^{-}$-operator, respectively).

Theorem 9.9. If an operator $K \in L_{0}(X, \Xi)$ is finite dimensional then the operator $I+K$ is a $\Phi_{\Xi \text {-operator. }}$
Proof. Let $K x=\sum_{j=1}^{N} f_{j}(x) x_{j}$ for $x \in X$, where $f_{1}, \ldots, f_{n} \in X^{\prime}, x_{1}, \ldots, x_{n} \in X$ are linearly independent. We have shown (in the proof of Theorem 8.4) that $\alpha_{I+K}=\beta_{I+K}=n-k$, where $k$ is the rank of the matrix $\left[\xi_{i}\left(x_{j}\right)+\delta_{i j}\right]_{i, j=1, \ldots, n}$. Consider the conjugate operator $I+K^{\prime}$, where $\xi K^{\prime}=\sum_{j=1}^{n} \xi\left(x_{j}\right) f_{j}$. Clearly, $\alpha_{I+K^{\prime}}=\beta_{I+K^{\prime}}=n-k^{\prime}$, where $k^{\prime}$ is the rank of the matrix

$$
\left[\xi_{j}\left(x_{i}\right)+\delta_{i j}\right]_{i, j=1, \ldots, n}=\left[\xi_{i}\left(x_{j}\right)+\delta_{i j}\right]_{i, j=1, \ldots, n}^{T}
$$

Then $k^{\prime}=k$. Hence $\beta_{I+K}^{\mathrm{H}}=\alpha_{I+K^{\prime}}=n-k^{\prime}=n-k=\alpha_{I+K}=\beta_{I+K}$.
Let $X$ be a linear space and let $X_{0} \subset X$ be its subspace. Let $\Xi_{0}$ be a family (nonnecessarily linear) of linear functionals defined on the space $X$. The subspace $X_{0}$ is said to be described by the family $\Xi_{0}$ when $\xi_{0}(x)=0$ for all $\xi_{0} \in \Xi_{0}$ if and only if $x \in X_{0}$, i.e. when

$$
X_{0}=\left\{x \in X: \xi_{0}(x)=0 \quad \text { for all } \xi_{0} \in \Xi_{0}\right\} .
$$

In other words: a subspace $X_{0} \subset X$ is described by a family $\Xi_{0}$ if and only if $X_{0}$ is $\Xi_{0}$-describable and $X_{0}^{\perp}=\operatorname{lin} \Xi_{0}$.

An operator $A \in L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi)$ is H -solvable if and only if its range $\mathcal{E}_{A}$ can be described by a family $\mathrm{H}_{0} \subset \mathrm{H}$. It is easy to verify that an operator $A \in L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi)$ with a finite $d$-characteristic is a $\Phi_{\mathrm{H}}$-operator if and only if its range $\mathcal{E}_{A}$ can be described by a finite system of linear functionals. If a subspace $X_{0} \subset X$ can be described by a finite system of linear functionals $\Xi_{0} \subset \Xi$ then every subspace $X_{1} \subset X$ containing $X_{0}$, i.e. such that $X_{0} \subset X_{1} \subset X$, can be described by a finite system $\Xi_{1} \subset \Xi_{0} \subset \Xi$ of linear functionals.

An operator $T \in L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi)$ satisfies the Fredholm alternative if three following conditions hold:
(a) The homogeneous equation $(I+T) x=0$ has the finite number $k$ of linearly independent solutions.
(b) The conjugate homogeneous equation $\left(I^{\prime}+T^{\prime}\right) \xi=0$ has the finite number $k^{\prime}$ of linearly independent solutions and $k^{\prime}=k$.
(c) The equation

$$
(I+T) x=y, \quad y \in Y
$$

has a solution if and only if $\xi(y)=0$ for every solution $\xi$ of the conjugate homogeneous equation $\left(I^{\prime}+T^{\prime}\right) \xi=0$.
This alternative, i.e. Conditions (a), (b), (c), have been proved firstly for some integral equations by Swedish mathematician Ivar Fredholm in the years 1901-1904.

The Fredholm alternative here was presented in a traditional way. Now, using notions introduced in Chapter 8 and in this chapter, we can formulate it in another way. Namely,
An operator $T \in L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi)$ satisfies the Fredholm alternative if three following conditions hold:
(a') $\alpha_{I+T}<+\infty$;
(b') $\alpha_{I^{\prime}+T^{\prime}}=\alpha_{I+T}$;
(c') the space $\mathcal{E}_{I+T}=(I+T) X$ is described by the family $\mathcal{Z}=\left\{\xi_{1}, \ldots, \xi_{n}\right\}$ of linear functionals such that $\operatorname{ker}\left(I^{\prime}+T^{\prime}\right)=\operatorname{lin} \mathcal{Z}$ and $n=\alpha_{I+T}=\alpha_{I^{\prime}+T^{\prime}}$.
The above conditions immediately imply
Theorem 9.10. An operator $T \in L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi)$ satisfies the Fredholm alternative if and only if the operator $I+T$ is a $\Phi_{\mathrm{H}}$-operator and $\kappa_{I+T}^{\mathrm{H}}=0$.

An operator $T \in L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi)$ satisfies the generalized Fredholm alternative (otherwise we say: $T$ is a Noether operator) if
(i) $\alpha_{I+T}<+\infty$;
(ii) $\alpha_{I^{\prime}+T^{\prime}}<+\infty$;
(iii) the space $\mathcal{E}_{I+T}=(I+T) X$ is described by the family $\mathcal{Z}=\left\{\xi_{1}, \ldots, \xi_{n}\right\}$ of linear functionals such that ker $\left(I^{\prime}+T^{\prime}\right)=\operatorname{lin} \mathcal{Z}$ and $n^{\prime}=\alpha_{I^{\prime}+T^{\prime}}$.

In other words, in the generalized Fredholm alternative we do not assume that the nullities of the operator $I+T$ and its conjugate $I^{\prime}+T^{\prime}$ are equal.

Conditions (i), (ii), (iii) of the generalized Fredholm alternative together imply
Theorem 9.11. An operator $T \in L_{0}(X \rightarrow Y, H \rightarrow \Xi)$ satisfies the generalized Fredholm alternative if and only if the operator $I+T$ is a $\Phi_{\mathrm{H}}$-operator.

Note that, by definitions, an operator $T \in L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi)$ is a Noether operator if and only if $I+T$ is a $\Phi_{\mathrm{H}}$-operator.

Theorems 9.9 and 9.10 together imply that finite dimensional operators satisfy the Fredholm alternative. The operator $D-I$, where the operator $D$ is defined in Example 8.2, satisfies the generalized Fredholm alternative.
Corollary 9.5 implies
Corollary 9.6. If an operator $A \in L_{0}\left(X \rightarrow Y, Y^{\prime} \rightarrow X^{\prime}\right)$ has a finite d-characteristic then the operator $T=A-I$ satisfies the generalized Fredholm alternative,

Theorem 9.12. If $A \in D(X \rightarrow Y) \cap L_{0}(X \rightarrow Y)$ then for every conjugate space $\Xi \subset X^{\prime}$ there is a $\Phi_{\Xi}$-operator $B \in L_{0}(Y \rightarrow X)$ such that the operators $A B-I$ and $B A-I$ are finite dimensional in the spaces $Y$ and $X$, respectively.

Proof. By our assumption, $\alpha_{A}=\operatorname{dim}$ ker $A<+\infty$. Let $\alpha_{A}=n$. Consider a system $\left\{f_{1}, . ., f_{n}\right\} \subset \Xi$ of linear functionals whose restrictions to the subspace ker $A$ are linearly independent. Let $V=\left\{x \in X: f_{j}(x)=0\right.$ for $\left.j=1, \ldots, n\right\}$. Decompose the space $X$ onto the direct sum: $X=$ ker $A \oplus V$. The restriction of the operator $A$ to the subspace $V$ is invertible and maps $V$ into the set $\mathcal{E}_{A}$. Let $A_{1}^{-1}$ be its inverse defined on the subspace $\mathcal{E}_{A}$. Decompose the space $Y$ onto the direct sum: $Y=\mathcal{E}_{A} \oplus V_{1}$ and define an operator $B$ in the following way:

$$
B y= \begin{cases}A_{1}^{-1} & \text { for } y \in \mathcal{E}_{A} \\ 0 & \text { for } y \in V_{1}\end{cases}
$$

Since the set $\mathcal{E}_{B}=V$ can be described by a finite system of linear functionals, we conclude that $B$ is a $\Phi_{\Xi}$-operator.
The operator $P_{\mathcal{E}_{A}}=A B$ is a projector onto the set $\mathcal{E}_{\mathcal{B}}$ while the operator $P_{V}=B A$ is a projector onto the subspace $V$. Since $\alpha_{A}$ and $\beta_{A}$ are finite, these operators differ from the identity operator only by finite dimensional operators. The subspace $V$ can be described by a finite system of linear functionals belonging to the space $\Xi$. Hence $P_{V}=I-K$, where the operator $K \in L_{0}(X, \Xi)$ is finite dimensional. Similarly, $P_{\mathcal{E}_{A}}=I-K_{1}$ where the operator $K_{1}$ is finite dimensional. In particular, if $A$ is a $\Phi_{\mathrm{H}}$-operator then $K_{1} \in L_{0}(Y, \mathrm{H})$.

Theorem 9.13. If a $\Phi_{\mathrm{H}}$-operator $B \in L_{0}(X \rightarrow Y)$, a $\Phi_{\Sigma}$-operator $A \in L_{0}(Y \rightarrow Z)$ and $A^{\prime} \mathrm{H} \subset \Sigma$ then the superposition is a $\Phi_{\Sigma}$-operator and

$$
\begin{equation*}
\kappa_{A B}^{\Sigma}=\kappa_{A}^{\Sigma}+\kappa_{B}^{\mathrm{H}} . \tag{9.6}
\end{equation*}
$$

Proof. Similarly, as in the proof of Theorem 8.1, decompose the space $Y$ onto the direct sum (8.4): $Y=\mathcal{E}_{B} \oplus V_{2} \oplus V_{3}$. Since $B$ is a $\Phi_{\mathrm{H}^{-}}$operator, the space $\mathcal{E}_{B}$ can be described by a finite system of linear functionals of dimension equal to the dimension of the space $V_{2} \oplus V_{3}$. Then every space $Y_{0} \supset \mathcal{E}_{B}$ can be described by a finite system of linear functionals. In particular, the space $\mathcal{E}_{B} \oplus V_{2}$ can be described by a finite system $f_{1}, \ldots, f_{n_{3}}$ of linear functionals, where $n_{3}=\operatorname{dim} V_{3}$. The set $\mathcal{E}_{A}$ can be described by a finite system $g_{1}, \ldots, g_{\beta_{A}}$ of linear functionals,


Then the set $\mathcal{E}_{A B}$ can be described by a finite system $g_{1}, \ldots, g_{\beta_{A}}, f_{1} A, \ldots, f_{n_{3}} A$ of linear functionals. This, and Theorem 8.1 together imply that

$$
\kappa_{A B}^{\Sigma}=\kappa_{A B}=\kappa_{A}+\kappa_{B}=\kappa_{A}^{\Sigma}+\kappa_{B}^{\mathrm{H}} .
$$

Theorem 9.14. Suppose that $B \in L(X \rightarrow Y)$ and $A \in L_{0}(Y \rightarrow Z, \mathrm{H} \rightarrow \Sigma)$. If $\beta_{A B}<+\infty$ and $\beta_{A B}^{\Sigma}=\beta_{A B}$ then $\beta_{A}<+\infty$ and $\beta_{A}^{\mathrm{H}}=\beta_{A}$.
Proof. Theorem 8.2 implies that $\beta_{A}<+\infty$ for $\beta_{A B}<+\infty$. By the assumption that $\beta_{A B}^{\Sigma}=\beta_{A B}$, it follows that the set $\mathcal{E}_{A B}$ can be described by a finite system of linear functionals. Then every space containing $\mathcal{E}_{A B}$, in particular the space $\mathcal{E}_{A}=\mathcal{E}_{A B} \oplus A V_{3}$ (cf. Formula (8.4')), can be described by a finite system of linear functionals. Then $\beta_{A}^{\mathrm{H}}=\beta_{A}$.

Theorem 9.14 and Corollary 8.1 immediately imply
Corollary 9.7. If $A \in L_{0}(X \rightarrow Y), B \in L_{0}(Y \rightarrow X), A B$ is a $\Phi_{\Xi}$-operator and $B$ is a $\Phi_{\mathrm{H}}$-operator then $A$ is a $\Phi_{\Xi}$-operator.

Let $P(X, \Xi) \subset L_{0}(X)$ be an arbitrary algebra of linear operators and let $K_{P}(X, \Xi)$ be the set of all finite dimensional operators contained in $P(X, \Xi)$. A proper ideal $\mathcal{J} \subset P(X, \Xi)$ is said to be a $\Xi$-quasi-Fredholm ideal if the $I+T$ is a $\Phi_{\Xi}$-operator whenever $T \in \mathcal{J}$.

Theorem 9.9 implies
Corollary 9.8. If $P(X, \Xi) \subset L_{0}(X)$ is an arbitrary algebra of linear operators then the set $K_{P}(X, \Xi)$ of all finite dimensional operators contained in $P(X, \Xi)$ is a $\Xi$-quasi-Fredholm ideal in $P(X, \Xi)$.

Theorem 9.15. Suppose that $A \in L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi)$ and that there is an operator $R_{A} \in L_{0}(X \rightarrow Y, \mathrm{H} \rightarrow \Xi)$ such that

$$
A R_{A}-I \in \mathcal{J}_{\mathrm{H}}, \quad R_{A} A-I \in \mathcal{J}_{\Xi}
$$

where $\mathcal{J}_{\mathrm{H}}$ is a H-quasi-Fredholm ideal and $\mathcal{J}_{\Xi}$ is a $\Xi$-quasi-Fredholm ideal. Then $A$ is a $\Phi_{\Xi}$-operator.

Proof. By the assumptions, $A R_{A}$ is a $\Phi_{\mathrm{H}}$-operator and $R_{A} A$ is a $\Phi_{\Xi}$-operator. This, and Corollary 9.7 together imply that $A$ is a $\Phi-\Xi$-operator and $R_{A}$ is a $\Phi_{\mathrm{H}}$-operator.

Theorem 9.15 implies
Corollary 9.9. If an operator $A$ belonging to an algebra $P(X, \Xi) \subset L_{0}(X, \Xi)$ of linear operators has a simple regularizer to a $\Xi$-quasi-Fredholm ideal $\mathcal{J} \subset P(X, \Xi)$ then $A$ is a $\Phi_{\Xi}$-operator.

Theorem 9.16. Every quasi-Fredholm ideal $\mathcal{J}$ contained in a regularizable algebra $P(X, \Xi) \subset L_{0}(X, \Xi)$ of linear operators is a $\Xi$-quasi-Fredholm ideal.

Proof. Suppose that $T \in \mathcal{J}$. Then the operator $I+T$ has a finite $d$-characteristic. Since the algebra $P(X, \Xi)$ is regularizable, the operator $I+T$ has a simple regularizer to the ideal $K_{P}(X, \Xi)$ of all finite dimensional operators contained in $P(X, \Xi)$ which, by Corollary 9.8, is a $\Xi$-quasi-Fredholm ideal. Corollary 9.9 implies that $I+T$ is a $\Phi_{\Xi}$-operator. This, and the arbitrariness of the operator $T \in \mathcal{J}$ implies that $\mathcal{J}$ is a $\Xi$-quasi-Fredholm ideal.

Theorem 9.17. Suppose that an algebra $\mathcal{X}(X)$ of linear operators contains the ideal $K(X, \Xi)$ of all finite dimensional operators belonging to $L_{0}(X, \Xi)$ and that $I+K$ is a $\Phi_{\Xi}$-operator for every $K \in K(X, \Xi)$. Then $\mathcal{X}(X) \subset L_{0}(X, \Xi)$.
Proof. Suppose that an operator $T \in \mathcal{X}(X)$ does not preserve the conjugate space $\Xi$, i.e. there is a linear functional $\xi \in \Xi$ such that $\eta=T^{\prime} \xi \notin \Xi$. Let an operator $P \in K(X, \Xi)$ be of the form $P x=\xi(x) x_{0}$ for $x \in X$. Then $P T x=\xi(T x) x_{0}=\eta(x) x_{0}$ for $x \in X$. Choose an $x_{0}$ such that $\eta\left(x_{0}\right) \neq 0$. Let

$$
K x=\frac{\eta(x)}{\eta\left(x_{0}\right)} x_{0} \quad \text { for } \quad x \in X
$$

By this definition, $K$ is a finite dimensional operator belonging to $\mathcal{X}(X)$. But $\mathcal{E}_{I-K}=$ $\{x \in X: \eta(x)=0\}$. Indeed,

$$
\eta(x-K x)=\eta(x)-\frac{\eta(x)}{\eta\left(x_{0}\right)} \eta\left(x_{0}\right) \quad \text { for } \quad x \in X
$$

However, by definition, $\eta \notin \Xi$. This implies that the operator $I-K$ is not a $\Phi_{\Xi \text {-operator, }}$ a contradiction with our assumption. Hence every operator $T \in \mathcal{X}(X)$ preserves the conjugate space.
Suppose that we are given an algebra $\mathcal{X}(X) \subset L_{0}(X, \Xi)$ of linear operators. Denote by $P^{\prime}(X, \Xi)$ the set of all operators conjugate to operators belonging to $P(X, \Xi)$. It is easy to verify that this set is also an algebra. Let $\mathcal{J}$ be an ideal in the algebra $P(X, \Xi)$. Then the set $\mathcal{J}^{\prime}$ of all operators conjugate to operators belonging to $\mathcal{J}$ is an ideal in the algebra $P^{\prime}(X . \Xi)$. Indeed, if $A \in P(X, \Xi), T_{1}, T_{2} \in \mathcal{J}$ and $a_{1}, a_{2}$ are scalars then $A^{\prime} \in P(X, \Xi)$, $T_{1}^{\prime}, T_{2}^{\prime} \in \mathcal{J}^{\prime}$ and

$$
\begin{gathered}
a_{1} T_{1}^{\prime}+a_{2} T_{2}^{\prime}=\left(a_{1} T_{1}+a_{2} T_{2}\right)^{\prime} \in \mathcal{J}^{\prime} \\
A^{\prime} T_{1}^{\prime}=\left(T_{1} A\right)^{\prime} \in \mathcal{J}^{\prime}, \quad T_{2}^{\prime} A^{\prime}=\left(A T_{2}\right) \in \mathcal{J}^{\prime}
\end{gathered}
$$

Hence, if the operator $A$ has a left regularizer to the ideal $\mathcal{J}$, i.e. $R_{A} A=I+T$, where $T \in \mathcal{J}$, then

$$
A^{\prime} R_{A}^{\prime}=\left(R_{A} A\right)^{\prime}=(I+T)^{\prime}=I^{\prime}+T^{\prime}, \quad \text { where } \quad T^{\prime} \in \mathcal{J}^{\prime}
$$

i.e. $R_{A}^{\prime}$ is a right regularizer of the operator $A^{\prime}$ to the ideal $\mathcal{J}^{\prime}$. Similarly, If $R_{A}$ is a right regularizer of the operator $A$ to the ideal $\mathcal{J}$ then $R_{A}^{\prime}$ is a left regularizer of the operator $A^{\prime}$ to the ideal $\mathcal{J}^{\prime}$. In particular, if the operator $A$ has a simple regularizer to the ideal $\mathcal{J}$ then the operator $A^{\prime}$ has a simple regularizer to the ideal $\mathcal{J}^{\prime}$ and $R_{A^{\prime}}=R_{A}^{\prime}$.

Theorem 9.18. If an operator $A \in D(X \rightarrow Y)$ is a $\Phi_{\mathrm{H}}$-operator then every operator $K \in K(X \rightarrow Y, \mathrm{H} \rightarrow \Xi)$ is a $\Phi_{\mathrm{H}}$-perturbation of the operator $A$.

Proof. Since $K \in K(X \rightarrow Y, H \rightarrow \Xi)$, we have

$$
K x=\sum_{j=1}^{n} g_{j}(x) y_{j}, \quad \text { for } x \in X, \quad \text { where } g_{j} \in \Xi, y_{j} \in Y \quad(j=1, \ldots, n)
$$

Theorem 8.6 implies that $A+K \in D(X \rightarrow Y)$. Let $Z=\left\{x: g_{j}(A x)=0(j=1, \ldots, n)\right\}$. Clearly, $(A+K) x=A x$ for $x \in Z$. But

$$
A Z=\mathcal{E}_{A} \cap\left\{y: g_{j}(y)=0(j=1, \ldots, n)\right\} .
$$

By our assumption, $A$ is a $\Phi_{\mathrm{H}}$-operator. Then the set $\mathcal{E}_{A}$ can be described by a finite system of linear functionals. Hence the set $A Z \supset \mathcal{E}_{A}$ can be described by a finite set of linear functionals. Furthermore, since $\mathcal{E}_{A+K} \supset A Z$, we conclude that the set $\mathcal{E}_{A+K}$ can be also described by a finite set of linear functionals. This proves that $A+K$ is a $\Phi_{\mathrm{H}}$-operator. Then $K$ is a $\Phi_{\mathrm{H}}$-perturbation of the operator $A$.

Theorem 9.19. If an algebra $P(X, \Xi) \subset L_{0}(X, \Xi)$ of linear operators is regularizable to a $\Xi$-quasi-Fredholm ideal $\mathcal{J} \subset P(X, \Xi)$ then all operators belonging to the ideal $\mathcal{J}$ are perturbations of the class of all $\Phi_{\Xi}$-operators belonging to the algebra $P(X, \Xi)$.
Proof. If $A \in P(X, \Xi)$ is an arbitrary $\Phi_{\Xi}$-operator then it has a simple regularizer $R_{A}$ to the ideal $\mathcal{J}$, i.e. we have

$$
R_{A} A=I+T_{1}, \quad A R_{A}=I+T_{2}, \quad \text { where } T_{1}, T_{2} \in \mathcal{J} .
$$

Suppose that $T \in \mathcal{J}$. Then

$$
\begin{array}{ll}
R_{A}(A+T)=I+R_{A} T+T_{1}=I+T_{3}, & \text { where } T_{3} \in \mathcal{J} \\
(A+T) R_{A}=I+T R_{A}+T_{2}=I+T_{4}, & \text { where } T_{4} \in \mathcal{J}
\end{array}
$$

Since $\mathcal{J}$ is a $\Xi$-quasi-Fredholm ideal, the operators $R_{A}(A+T)$ and $(A+T) R_{A}$ are $\Phi_{\Xi^{-}}$ operators. By Theorem $9.18, A+T$ is a $\Phi_{\Xi}$-operator. The arbitrariness of the operator $A \in P(X, \Xi)$ implies that every operator $T \in \mathcal{J}$ is a perturbation of the class of all $\Phi_{\Xi}$-operators belonging to the algebra $P(X, \Xi)$.
Theorem 9.20. Suppose that all assumptions of Theorem 9.19 are satisfied. Then every operator belonging to a $\Xi$-quasi $=$ Fredholm ideal $\mathcal{J}_{1} \subset P(X, \Xi)$ is a perturbation of the class of all $\Phi_{\Xi}$-operators belonging to the algebra $P(X, \Xi)$.
Proof. Let $\tilde{\mathcal{J}}=\mathcal{J}+\mathcal{J}_{1}$. Similarly, as in the proof of Theorem 8.14, we show that $\tilde{\mathcal{J}}$ is a $\Xi$-quasi-Fredholm ideal. Theorem 9.19 implies that all operators belonging to $\tilde{\mathcal{J}}$, in particular, operators belonging to $\mathcal{J}_{1}$, are perturbations of the class of all $\Phi_{\Xi}$-operators belonging to the algebra $P(X, \Xi)$.

A $\Xi$-quasi-Fredholm ideal $\mathcal{J}$ is said to be a $\Xi$-Fredholm ideal if $\kappa_{I+T}^{\Xi}=0$ whenever $T \in \mathcal{J}$. Since for $\Phi_{\Xi}$-operators their $\Xi$-index is equal to their index, Theorems 8.14 and 9.20 together immediately imply

Corollary 9.10. If $\mathcal{J}$ and $\mathcal{J}_{1}$ are $\Xi$-Fredholm ideals in an algebra $P(X, \Xi) \subset L_{0}(X, \Xi)$ of linear operators regularizable to the ideal $\mathcal{J}$ then all operators belonging to the ideal $\tilde{\mathcal{J}}=$ $\mathcal{J}+\mathcal{J}_{1}$ are perturbations of the class of all $\Phi_{\Xi}$-operators belonging to the algebra $P(X, \Xi)$ and these perturbations preserve the $\Xi$-index, i.e.

$$
\kappa_{A+T}^{\Xi}=\kappa_{A}^{\Xi}
$$

for every $\Phi_{\Xi}$-operator $A \in P(X, \Xi)$ and for every $T \in \mathcal{J}_{1}$.
It has been shown in Example 9.1 that $d_{\Xi}$-characteristic may change together with a change of a conjugate space $\Xi$. However, two following theorems show that in some cases a change of spaces $X$ and $\Xi$ does not imply a change of the corresponding $d_{\Xi}$-characteristic. This fact plays an important role, in particular, when solving integral equations.

Theorem 9.21 (First reduction theorem). Suppose that $\Xi \subset X^{\prime}$ is a conjugate space and that an operator $A=I+T$, where $T \in L_{0}(X)$, has a finite $d_{\Xi \text {-characteristic. Let } X_{0}}$ be an arbitrary subspace of the space $X$ containing the set $T X$ and let $\Xi_{0}$ be an arbitrary subspace of the space $\Xi$ containing the set $\Xi T=T^{\prime} \Xi$ :

$$
T X \subset X_{0} \subset X, \quad \Xi T \subset \Xi_{0} \subset \Xi
$$

Then the operator $A$ restricted to the subspace $X_{0}$ has a finite $d_{\Xi_{0}}$-characteristic which is equal to a $d_{\Xi-c h a r a c t e r i s t i c ~ o f ~ t h e ~ o p e r a t o r ~} A$ on the whole space $X$.

Proof. It is an immediate consequence of the fact that all solutions of the equation ( $I+$ $T) x=0$ in the space $X$ belong to the subspace $X_{0}$, i.e. $\operatorname{ker}(I+T) \subset X_{0}$. Similarly, all solutions of the conjugate equation $\xi(I+T)=\left(I^{\prime}+T^{\prime}\right) \xi=0$ in the space $\Xi$ belong to the space $\Xi_{0}$, i.e. $\operatorname{ker}\left(I^{\prime}+T^{\prime}\right) \subset \Xi_{0}$.

Theorem 9.22 (Second reduction theorem). Let $X_{0}$ be a subspace of a linear space $X$ and let $\Xi_{0}$ be a subspace of a conjugate space $\Xi \subset X^{\prime}$. Suppose that an operator $A \in L_{0}\left(X_{0}, \Xi_{0}\right)$ has a simple regularizer $R_{A}$ such that

$$
A R_{A}=I+T_{1}, \quad R_{A} A=I+T_{2}
$$

where the operators $T_{1}, T_{2}$ can be extended to operators $\tilde{T}_{1}, \tilde{T}_{2} \in L_{0}(X, \Xi)$ such that both, $I+\tilde{T}_{1}, I+\tilde{T}_{2}$ are $\Phi_{\Xi}$-operators. Then the operator $A$ is a $\Phi_{\Xi_{0} \text {-operator. }}$
Proof. The operators $I+\tilde{T}_{1}, I+\tilde{T}_{2}$ are defined on the whole space $X$ and, by our assumption, they are $\Phi_{\Xi \text {-operators. Theorem } 9,21 \text { implies that the operators } I+T_{1}, I+T_{2}, ~(1)}$
 together imply that $A$ is a $\Phi_{\Xi_{0} \text {-operator. }}$

## Exercises.

Exercise 9.1. An operator $B$ is said to be generalized inverse for an operator $A$ (otherwise: almost inverse of $A$ ) if

$$
\begin{equation*}
A B A=A \quad \text { and } \quad B A B=B \tag{9.7}
\end{equation*}
$$

Prove that
(i) If the operator $A$ has a generalized inverse $B$ then $B$ has a generalized inverse $A$.
(ii) The operators $A$ and $B$ determined in Theorem 9.12 are generalized inverses each to another.
(iii) If $A \in D(X \rightarrow Y) \cap L_{0}(X \rightarrow Y)$ then to every conjugate space $\Xi \subset X^{\prime}$ there is a $\Phi_{\Xi}$-operator $B \in D(X \rightarrow Y) \cap L_{0}(X \rightarrow Y)$ which is a generalized inverse of $A$.
Exercise 9.2. Suppose that $T \in L_{0}(X)$ and there is a positive integer $m$ such that $I-T^{m}$


Exercise 9.3. Are theorems similar to Theorems 9.13, 9.19, 9.20 and Corollary 9.10 true for $\Phi_{\Xi}^{+}$-operators and $\Phi_{\Xi}^{-}$-operators?
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big discriminant 95
bilinear
function 89
form 89
functional 89
Borsuk, K. 107, 146

## C

Calculus 3
canonical
embedding 133
equation 96
mapping 24
quadratic form 90
Cartesian product 7
Cauchy theorem 40
Cayley-Hamilton theorem 72
center of inversion 107
characteristic determinant of
matrix 66
polynomial 66
root 66
zero 36
circle 94
circular surface 95
clockwise oriented system 60
closed interval 10
codimension 9
column of matrix 29
commutative
addition of operators 19
algebra 11
group 5
operators 20
commutator 20
complex
number 5
linear space 5
cone 95
congruency 103
conic 95
conjugate
linear operators 27
space 24,133
constant
function 15
contradictory system of equations 46
convex
combination 10
hull 10
set 10
convolution 16
coordinatewise
addition 15
multiplication 15
by scalars 15
coset 8
Cramer system 44
Cramer formulae 44
curve of 2 nd order 94
cyclic determinant 50
cylinder 95
Cylindric surface 95

## D

$d$-characteristic of operator 111
$d_{\mathrm{H}}$-characteristic 137
defect 22
deficiency 22
definite integral 116
degenerate kernel 116
determinant 37
dextrally oriented system 60
diagonal of matrix 35
dimension
of linear space 7
of kernel 22
dimensional characteristic of operator 111
difference of operators 20
direct sum 8
directional cosine 55
distribution 8
distributive 5,20
disjoint projectors 69
disc 94
discrete spectrum 132
discriminant
of quadratic form 90
of quadratic equation 90
distance 53
domain
of operator 18

## E

eigenspace 65
eigenvalue 65
eigenvector 65
ellipse 96
ellipsoid 97
elliptic
cylinder 99
paraboloid 98
entry of matrix 29
equiaxial hyprbola 96
H-describable subspace 133

H-orthogonal complement 133
H-solvable operator 133
Euclidian space 53
extended matrix 46
extension of operator 22

## F

$\Phi_{\mathrm{H}}$-operator 138
$\Phi_{\mathrm{H}^{+}}^{+ \text {-operator }} 138$
$\Phi_{\mathrm{H}}^{- \text {-operator }} 138$
field
of characteristic zero 36
of scalars 5
finite
$d_{\mathrm{H}}$-characteristic 137
deficiency
dimensional characteristic
111
operator 24
linear space 7
index of operator 111
nullity
first reduction theorem 144
formulae
Cramer formulae 44
Fredholm, I. 139
Fredholm
alternative 139
ideal 124
functional 24

## G

Gel'fand, M. 146
generalized
Fredholm alternative 139
inverse 145
generatrix 95
geometric locus 100
graph of operator 11
group 5

## H

Hermite, Ch. 66, 146
Hermite
form 90
formula for interpolation 66
matrix 88
Hermitian
form 90
matrix 88
homogeneity 54
homogeneous system of equations 45
hyperbola 96
hyperbolic cylinder 99
hyperboloid
of two sheets 98
of one sheet 98
hyperbolic paraboloid 98
hyperplane 11
hyperquadric 93

## I

ideal 11
identity 18
operator 18
image of operator 18
imaginary
cone 98
conic 95
ellipse 96
ellipsoide 98
straight line 96
surface 97
improper
hyperquadric 93
conic 96
infinite dimensional linear space 7
index
of operator
inertia 93
inner product 52
integer 5
integral 114
definite integral 116
equation with degenerate ker-
nel 116
interchange of coordinates 50
intersection of hyperquadrics 93
invariant
of group 102
subspace 33
inverse
mapping 19
operator 18
inversion 107
invertible
mapping 18
operator 19
involution 86
of order $n 86$
irreducible inversion of a group 110
isometry 102
isomorphism 19

## J

Jacobson, N. 11, 146
Jordan
matrix 72
theorem 73

## K

Kaplansky, I. 146
kernel of operator 22
Kronecker-Capella theorem 46
Kronecker symbol 25

## L

Lagrange, J. P. 3
Lagrange
identity 64
interpolation formula 68
Lang, S. 146
Laplace theorem 39
Lax, P. D. 110, 146
left
ideal 11
inverse of operator 18
of element 17
invertible
element 17
operator 19
regularizer 121
linear
combination 6
equation
functional 24
manifold 10
of codimension $n 11$
normal to hyperquadric
94
tangent to hyperquadric
94
operator 18
ring 11
space 5
spanned by a set 6
span 6
subset 6
subspace 6
linearly
dependent elements 6
independent elements 6
longitude of vector 55

M
matrix 29
maximal
ideal 11
quasi-Fredholm ideal 126
metric geometry 107
minimal polynomial of matrix 72
minor determinant 39 , 45
multiple characteristic root 66
knot 66
multiplication
by function 114
by scalars 5
of elements 5
multiplicity of eigenvalue 65

## N

$n$-dimensional
linear space 7
simplex 17
natural representation of a group
110
negative
orientation 60
semi-Fredholm ideal 129
negatively defined matrix 90
Neubauer, G. 124
neutral
element 5
operator 20
Nguyen Van Mao 82, 146
nilpotent element 35
of order $n 35$
Noether operator 139
non-singular matrix 43
norm 53
normalized polynomial 66
normed vector 55
nullity 22

0
order
of algebraic operator 66
of involution 86
of nilpotent element 35
orientation 60
orthogonal
complement 54
elements 54
hyperplanes 59
subspaces 54
orthonormal basis 55

## P

parabola 96
parabolic cylinder 99
paraboloid 97
parallel
hyperplanes 59
vectors 59
paralleleppided 62
parallelogram 62
partition of unit 68
periodic function 87
permutation 36
perpendicular vectors 55
perturbation
of operator 117
of class 117
pointwise multiplication 15
positive
integer 5
orientation 60
semi-Fredholm ideal 129
positively defined matrix 90
pre-Hilbert space 53
preserved orientation 102
primitive 114
principal
diagonal 35
space 65
product of operator by scalar 19
projection 21
projector 21
proper
ideal 11
conic 96
hyperquadric 93
Prostakov, V. V. !10, 146

Przeworska-Rolewicz, D. 3, 4, 82,

86, 87, 92, 124, 131, 146, 147

## Q

quadratic
form 89
functional 89
quadric 94
quasi-Fredholm ideal 124
quotient
algebra 12
space 9

## R

range of operator 18
rank of matrix 45
rational number 5
rectangular matrix 45
real
number 5
linear space 5
rectilinear surface 95
reducible representation of a
group 109
reduction theorems 144
reflection 86, 102
regular value of operator 65
regularizable algebra 124
to ideal 124
regularizer 121
right regularizer 121
representation of group 109
restriction of operator 22
right
ideal 11
inverse 18
invertible operator 19
Rolewicz, S. $3,82,86,87,124$, 147
rotation 87
center 105
rotary surface 95
row of matrix 29

## S

scalar 5
Schur lemma 110
Schwarz inequality 53
second
conjugate space 24
reduction theorem 144
self-adjoint operator 82
semi-finite $d_{\mathrm{H}}$-characteristic 137 dimensional characteristic
111
shift 103
operator 87
to left 131
to right 131
sign of system 36
$S$-invariant subspace 32
similarities geometry 107
similarity 105
simple regularizer 121
simplex 17
single characteristic root 68
singular matrix 43
sinistrally oriented system 60
small discriminant 95
solution to system of equations
46
space
of all linear functionals 24
spectrum 65
splittable space 132
square matrix 29 of dimension $n \quad 29$
subalgebra 11
subspace 6
sum
of elements 5
of operators 19
superposition of operators 20
surface of 2 nd order 94
Sylvester inertia law 93
symmetric
form 89
functional 89
matrix 34
symmetry 54,104
axis 105
center 105
Szmielew, W. 147

## T

tangent to hyperquadric 93
Tasche, M. 82, 147
theorem
Laplace theorem 39
Cauchy theorem 40
Cayley-Hamilton theorem 72
Jordan theorem 73
Kroecker-Capella theorem 46
Schur lemma 110
total subspace 133
translation 103
transposed matrix 30
transposition of matrix 30
triangle inequality 54
trivial
ideal 11
multiplication 16
two-sided ideal 11

## U

unit
ball 94
of algebra 11
unitary operator 82

## V

Vandermonde determinant 50
vector product 60
vulgar fractions 80

## X

E-quasi-Fredholm ideal 141

## Z <br> zero 5 <br> divisor 16, 23 <br> element 1 <br> operator 20


[^0]:    No part of this publication may be reproduced or transmitted in any form or by any means, electronic or mechanical, including photocopy, recording or any information storage and retrieval system, without permition in writing from the author.
    Making one hard copy of this publicaton or its part is allowed provided that it is for the purpose of scholarly communication or educational use and there are no commercial benefits.

[^1]:    *) cf. Exercise 3.11.

[^2]:    *) the rank of a determinant is, by definition, equal to the rank of its matrix.

[^3]:    *) An orthogonal transformation is, by definition, a linear mapping.

[^4]:    *) cf. Chapter 5 .

