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Preface

The motivation of introducing geometric process is due to many practical
problems in different fields, including science, engineering, medicine and so-
cial science. In maintenance problems, as most systems are deteriorating,
the successive operating times of a system after repair will be decreas-
ing, while the consecutive repair times after failure will be increasing. In
epidemiology study, the number of infected cases usually shows an increas-
ing trend in the early stage, and is stable in the middle stage, but has a
decreasing trend in the late stage. In economics research, the economic
development of a country or a region often shows a periodic cycle, so that
its gross national product (GNP) will be increasing in the early stage of a
cycle, and stable in the middle stage of the cycle, then decreasing in the
late stage of the cycle. Many models such as minimal repair model, non-
linear regression model, nonlinear time series model, were developed for
treating problems of the above phenomena with trend. However, it seems
that a more direct approach is to introduce a monotone process model. As
a simple monotone process, Lam (1988a, b) first introduced the geometric
process.

Definition A stochastic process {Xi, i = 1, 2, . . .} is called a geomet-
ric process if there exists a real a > 0 such that {ai−1Xi, i = 1, 2, . . .} form
a renewal process. The real number a is called the ratio of the geometric
process.

Clearly, a geometric process is stochastically decreasing, if a ≥ 1; it is
stochastically increasing, if 0 < a ≤ 1. It will become a renewal process,
if a = 1. Therefore, the geometric process is a generalization of a renewal
process.

So far, much research work has been done in developing the theory and
applications of geometric process. Many fruitful theoretical results and in-

vii
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teresting applications have attracted more and more attention. As a result,
the second edition of Encyclopedia of Statistical Science has added
“Geometric Process” (see Lam (2006) for reference) as one new item.

In this book “Geometric Process and Its Application”, we shall sum-
marize the research work on theory and applications of geometric process
developed since 1988. We expect that the publication of this book will
stimulate further research in this topic and strengthen the practical appli-
cations. We sincerely hope more new results will follow after the publication
of this book. We also hope the penetration of geometric process into dif-
ferent application fields will be accelerated after this book comes out.

Chapter 1 is a chapter of preliminaries. It contains a brief review of the
Poisson process and renewal process. Stochastic order and some classes of
lifetime distribution are then studied. In addition, a new class of lifetime
distribution, namely earlier preventive repair better (worse) than later in
expectation, is introduced. In Chapter 1, some martingale theory is re-
viewed. Furthermore, a formula for the rate of occurrence of failure is also
studied.

In Chapter 2, the definition of geometric process is introduced, followed
by the study of its probability properties.

In Chapter 3, like the renewal function in a renewal process, the ex-
pected number of events occurred by time t in a geometric process is de-
fined as the geometric function of the geometric process. As the renewal
function, the geometric function is also very important in application such
as in warranty problem and block replacement model. In Chapter 3, several
methods for the evaluation of the geometric function are suggested, these
methods are then compared with a simulation method.

In Chapter 4, the statistical inference of a geometric process is studied.
To do this, two statistics are introduced for testing if a data set agrees
with a geometric process. Afterward, some nonparametric and parametric
estimators for the parameters in a geometric process are proposed. The
asymptotic normality of these estimators are then studied.

In Chapter 5, a geometric process model is applied to analysis of data
with trend. Many real data sets are analyzed. In comparison with the
results obtained by other three models, the geometric process model is the
best model among four models. Furthermore, a threshold geometric pro-
cess model is introduced for analyzing data with multiple trends. As an
example, the threshold geometric process model is used to study the data
sets of daily infected cases in SARS.
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In Chapter 6, the application of geometric process to the maintenance
problem of a one-component system is studied. The optimal replacement
policy is determined analytically. Furthermore, the monotonicity of the
optimal replacement policy is discussed. Afterward, a monotone process
model for a multiple state system is considered, and a threshold geometric
process maintenance model is introduced for a system with multiple trends,
in particular for a system with a bathtub failure rate function. Moreover,
a shock geometric process model and a δ-shock geometric process model
are considered, both models study the effect of environment on the system.
Then as a preventive repair is very useful in increasing the availability and
reliability of a system, at the end of Chapter 6, a geometric process model
with preventive repair is considered.

In Chapter 7, the reliability analysis for a two-component series, parallel
and cold-standby systems respectively, is discussed. A geometric process
maintenance model for a two-component cold standby system is also inves-
tigated.

In Chapter 8, the applications of geometric process to other topics in
operational research is discussed. We consider here the applications in
queueing theory and warranty problem.

Thus, Chapters 2-4 concentrate on the theoretical research of the prob-
ability theory and statistical inference of geometric process. Therefore,
Chapters 2-4 form the foundation of the application of the geometric pro-
cess. Nevertheless, Chapters 5-8 demonstrate the applications of geometric
process to statistics, applied probability, operational research and manage-
ment science.

The prerequisite for reading this book is an undergraduate calculus
course plus a probability and statistics course. Only a few sections or
results which are marked with an asterisk ∗ may require more advanced
mathematics. However, the readers can skip over these parts without af-
fecting the understanding of the main contents in the manuscript.

On the one hand, this book is a reference book for the researchers who
are interested in geometric process theory or its application; on the other
hand, it is a handbook for practitioners such as maintenance managers or
reliability engineers or data analysts. Moreover, this book can be used as a
postgraduate textbook or senior undergraduate textbook for statistics, ap-
plied probability, operational research, management science and reliability
courses for one semester.

I take this opportunity to thank Professors A. C. Atkinson, M. D.
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ies, for their continuing instruction and advice. I would also like to thank
Professor Y. L. Zhang for our long-term cooperation in research, especially
in the joint research of geometric process. I am grateful to Dr. Jennifer
S. K. Chan and Dr. Yayong Tang for their assistance in preparation of the
manuscript. I should express my gratitude to all of my friends and students
for their help, concern and encouragement. I should also express my thanks
to the colleagues of World Scientific for their effort and work, so that this
book can be prosperously published.
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Chapter 1

Preliminaries

1.1 Introduction

A fundamental concept in probability theory is random experiment. An
random experiment is an experiment whose outcome cannot be determined
in advance. The set of all possible outcomes of an random experiment is
called the sample space of the experiment and is denoted by S.

An event E is a subset of sample space S. An event E is occurred if the
outcome of the random experiment is an element of E. A random variable
X is a real function defined on S.

A stochastic process {X(t), t ∈ T } is a family of random variables so
that for each t ∈ T,X(t) is a random variable, where T is called the in-
dex set. We may interpret t as time, and then X(t) is called the state of
the stochastic process at time t. If the index set T is a countable set, the
process {X(t), t ∈ T } is called a discrete time stochastic process; if T is a
continuum such, an interval for example, the process {X(t), t ∈ T } is called
a continuous time stochastic process.

Now, we introduce two concepts.

Definition 1.1.1. A stochastic process {X(t), t ∈ T } is said to have
independent increments if for all t0 < t1 < · · · < tn and ti ∈ T, i =
0, 1, . . . , n, the random variables

X(t1)−X(t0), X(t2)−X(t1), . . . , X(tn)−X(tn−1)

are independent.
According to Definition 1.1.1, a stochastic process has independent in-

crements if the changes of the process over nonoverlapping time intervals
are independent.

1
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Definition 1.1.2. A stochastic process {X(t), t ∈ T } is said to have sta-
tionary increments if for all t, t+ s ∈ T , the distribution of X(t+ s)−X(t)
is the same for all t.

Thus, a stochastic process has stationary increments if the distribution
of the change of the process between two times depends only on their time
difference.

Chapter 1 introduces some preliminaries. In Section 1.2, we shall study
the Poisson process that is a simple counting process. Section 1.3 will in-
troduce the renewal process that is a more general counting process. In
Section 1.4, we shall consider the stochastic order and discuss some classes
of lifetime distribution. A new class of lifetime distribution, namely earlier
preventive repair better (worse) than later in expectation, is introduced.
Section 1.5 briefly studies the concept of martingale, then introduces mar-
tingale convergence theorem and the Doob, Riesz and Krickeberg compo-
sition theorems. In Section 1.6, we shall study the rate of occurrence of
failures that is an important concept in reliability.

1.2 The Poisson Process

First of all, we define the counting process.

Definition 1.2.1. A stochastic process {N(t), t ≥ 0} is said to be a count-
ing process if N(t) is the total number of events occurred by time t.

Properties of the counting process.
(1) N(t) ≥ 0.
(2) N(t) is integer valued.
(3) If s < t, then N(s) ≤ N(t).
(4) For s < t,N(t)−N(s) represents the number of events occurred in (s, t].

It follows from Definition 1.1.1 that a counting process has independent
increments if the numbers of events occurred in disjoint time intervals are
independent. On the other hand, a counting process has a stationary incre-
ments if the distribution of the number of events occurred in a time interval
depends only on the length of interval.

Now, we are available to define the Poisson process.

Definition 1.2.2. A counting process {N(t), t ≥ 0} is called a Poisson
process with rate λ > 0, if
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(1) N(0) = 0.
(2) The counting process has independent increments.
(3) For all s, t ≥ 0,

P{N(t+ s)−N(s) = n} =
(λt)n

n!
e−λt n = 0, 1, . . . (1.2.1)

Note that (1.2.1) means that the number of events occurred in an time
interval of length t is a Poisson random variable with mean λt.

Definition 1.2.3 gives an alternative definition of a Poisson process.

Definition 1.2.3. A counting process {N(t), t ≥ 0} is called a Poisson
process with rate λ > 0, if
(1) N(0) = 0.
(2) The counting process has independent and stationary increments.
(3) P{N(h) = 1} = λh+ o(h).
(4) P{N(h) ≥ 2} = o(h).

Theorem 1.2.4. Definitions 1.2.2 and 1.2.3 are equivalent.
Proof.

It is trivial to show that Definition 1.2.2 implies Definition 1.2.3. To
show that Definition 1.2.3 implies Definition 1.2.2, let

pn(t) = P{N(t) = n}.
By classical probability analysis, pn(t) will satisfy the following differential
equations

p′0(t) = −λp0(t), (1.2.2)

p′n(t) = −λpn(t) + λpn−1(t), n = 1, 2, . . . (1.2.3)

with initial condition

pn(0) =
{

1 n = 0,
0 n �= 0.

(1.2.4)

In fact, for n > 0,

pn(t+ h) = P{N(t+ h) = n}
= P{N(t) = n,N(t+ h)−N(t) = 0}

+P{N(t) = n− 1, N(t+ h)−N(t) = 1}

+
n∑

k=2

P{N(t) = n− k,N(t+ h)−N(t) = k}

= pn(t)p0(h) + pn−1(t)p1(h) + o(h) (1.2.5)

= (1− λh)pn(t) + λhpn−1(t) + o(h), (1.2.6)
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where (1.2.5) is due to conditions (2) and (4), while (1.2.6) is in virtue of
conditions (3) and (4) in Definition 1.2.3 respectively, so that

p0(h) = 1− P{N(h) = 1} − P{N(h) ≥ 2} = 1− λh+ o(h).

Therefore
pn(t+ h)− pn(t)

h
= −λpn(t) + λpn−1(t) +

o(h)
h

.

Letting h → 0 yields (1.2.3). The proof of (1.2.2) is similar. Now we can
solve the differential equations with initial conditions. In fact, from (1.2.2)
and (1.2.4) it is easy to see that

p0(t) = e−λt.

Then assume that

pn−1(t) =
(λt)n−1

(n− 1)!
e−λt.

¿From (1.2.3) with the help of (1.2.4), we have

pn(t) =
(λt)n

n!
e−λt. (1.2.7)

Thus by induction, (1.2.7) holds for all integers n = 0, 1, . . . . This proves
that Definition 1.2.3 implies Definition 1.2.2. Hence, the proof of Theorem
1.2.4 is completed.

Definition 1.2.5. A continuous random variable X is said to have an
exponential distribution Exp(λ), if its density is given by

f(x) =
{
λe−λx x > 0,
0 elsewhere.

(1.2.8)

An important property of exponential distribution is the memoryless prop-
erty . To explain this, consider

P{X > s+ t | X > s} =
P{X > s+ t,X > s}

P{X > s} =
P{X > s+ t}
P{X > s}

=
e−λ(s+t)

e−λs
= e−λt = P{X > t}. (1.2.9)

This means that the conditional probability that a system survives for at
least s + t hours, given that it has survived for s hours, is the same as
the unconditional probability that it survives for at least t hours. In other
words, the system cannot remember how long it has survived. It can be
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shown that a continuous distribution is memoryless if and only if it is an
exponential distribution.

A discrete random variable X is said to have a geometric distribution
G(p) with parameter p, if the probability mass function is given by

p(x) = P{X = x} = pqx−1 x = 1, 2, . . . (1.2.10)

with q = 1 − p. Then E{X} = 1/p. An integer valued random variable X
is memoryless if

P{X > m+ n | X > n} = P{X > m} for m, n = 0, 1, . . . (1.2.11)

It can be shown that an integer valued distribution is memoryless if and
only if it is a geometric distribution.

Given a Poisson process with rate λ, let X1 be the time of the first
event. In general, for n ≥ 1, let Xn be the interarrival time between the
(n− 1)th and the nth events. Then we have the following theorem.

Theorem 1.2.6. Given a Poisson process with rate λ, the interarrival
times Xn, n = 1, 2, . . . , are independent and identically distributed (i.i.d.)
random variables each having an exponential distribution Exp(λ).
Proof.

It is clear that

P{X1 > t} = P{N(t) = 0} = e−λt.

Then X1 has an exponential distribution Exp(λ). Now consider

P{X1 > s,X2 > t} =

∞∫
0

P{X1 > s,X2 > t | X1 = x}λe−λxdx

=

∞∫
s

P{no event in(x, t+ x] | X1 = x}λe−λxdx

=

∞∫
s

P{no event in(x, t+ x]}λe−λxdx (1.2.12)

= e−λt

∞∫
s

λe−λxdx (1.2.13)

= e−λse−λt,
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where (1.2.12) is due to independent increments, and (1.2.13) is in virtue
to (1.2.1). Therefore, X1 and X2 are independent each having Exp(λ)
distribution. Then Theorem 1.2.4 follows by induction.

Now define S0 = 0 and

Sn =
n∑

i=1

Xi,

Sn is the arrival time of the nth event. Clearly, we have

N(t) ≥ n⇔ Sn ≤ t. (1.2.14)

Because Xi, i = 1, 2, . . . , n, are i.i.d. random variables each having expo-
nential distribution Exp(λ). Then (1.2.14) yields that

P{Sn ≤ t} = P{N(t) ≥ n} =
∞∑

i=n

(λt)i

i!
e−λt. (1.2.15)

Consequently, by differentiating with respect to t, Sn will have a gamma
distribution Γ(n, λ) with density function

fn(x) =

{
λn

Γ(n)x
n−1e−λx x > 0,

0 elsewhere.
(1.2.16)

Assume that N is a Poisson random variable with parameter λ, and
{Xi, i = 1, 2, . . .} are i.i.d. random variables each having a distribution
F . Assume further {Xi, i = 1, 2, . . .} are independent of N . Then random
variable

X = X1 + · · ·+XN

is called a compound Poisson random variable with Poisson parameter λ
and component distribution F .

Definition 1.2.7. Assume that {N(t), t ≥ 0} is a Poisson process, and
{Xi, i = 1, 2, . . .} are i.i.d. random variables and are independent of process
{N(t), t ≥ 0}. Let

X(t) = X1 + · · ·+XN(t).

Then stochastic process {X(t), t ≥ 0} is called a compound Poisson pro-
cess.

Clearly, if {X(t), t ≥ 0} is a compound Poisson process, then X(t) is a
compound Poisson random variable with Poisson parameter λt.
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In Definition 1.2.2 or 1.2.3, the rate λ of a Poisson process is a constant,
hence the Poisson process is called a homogeneous Poisson process. Now,
we shall consider the case that the rate is a function of time t. This is a
nonhomogeneous Poisson process.

Definition 1.2.8. A counting process {N(t), t ≥ 0} is called a nonhomo-
geneous Poisson process with intensity function λ(t), t ≥ 0, if
(1) N(0) = 0.
(2) The counting process has independent increments.
(3) P{N(t+ h)−N(t) = 1} = λ(t)h+ o(h).
(4) P{N(t+ h)−N(t) ≥ 2} = o(h).

Then we have the following theorem.

Theorem 1.2.9. Given a nonhomogeneous Poisson process {N(t), t ≥ 0}
with intensity function λ(t), t ≥ 0, then

P{N(t+ s)−N(s) = n} =
(

t+s∫
s

λ(x)dx)n

n!
exp{−

t+s∫
s

λ(x)dx}

n = 0, 1, . . . (1.2.17)

The proof is similar to that of Theorem 1.2.4, see Ross (1996) for details.
Now, let X be the lifetime until the first failure occurs. Then from

(1.2.17), we have

F̄ (t) = P{X > t} = P{N(t) = 0} = exp{−
t∫

0

λ(x)dx}, (1.2.18)

and F̄ (t) is called the survival function . Thus the distribution F and the
density f of X are respectively given by

F (x) = 1− exp{−
x∫

0

λ(u)du}, (1.2.19)

and

λ(x) =
f(x)
F̄ (x)

. (1.2.20)

In other words, the intensity function λ(t) and the distribution F are
uniquely determined each other.
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In practice, two particular nonhomogeneous Poisson processes are im-
portant.

(1) The Cox-Lewis model
The intensity function is

λ(t) = exp(α0 + α1t) −∞ < α0, α1 <∞, t > 0. (1.2.21)

(2) The Weibull process model
The intensity function is

λ(t) = αθtθ−1 α, θ > 0, t > 0. (1.2.22)

1.3 The Renewal Process

Now, let {Xn, n = 1, 2, . . .} be a sequence of nonnegative i.i.d. random
variables each having a distribution F with F (0) = P{Xn = 0} < 1.
Denote

µ = E(Xn) =

∞∫
0

xdF (x).

Obviously 0 < µ ≤ ∞. If we interpret Xn as the interarrival time between
the (n− 1)th and nth events (or renewals), then as in Poisson process, we
can define the arrival time of the nth event by

Sn =
n∑

i=1

Xi (1.3.1)

with S0 = 0. Thus, the number of events occurred by time t is then given
by

N(t) = sup{n : Sn ≤ t}. (1.3.2)

Then, {N(t), t ≥ 0} is a counting process.

Definition 1.3.1. The counting process {N(t), t ≥ 0} is called a renewal
process.

If the common distribution F is an exponential distribution, then the
renewal process becomes a Poisson process. Therefore, renewal process is
a generalization of Poisson process. Now define

M(t) = E[N(t)],
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M(t) is called the renewal function, it is the expected number of events
occurred by time t.

As in Poisson process, we have

N(t) ≥ n⇐⇒ Sn ≤ t. (1.3.3)

Then

P{N(t) = n} = P{N(t) ≥ n} − P{N(t) ≥ n+ 1}
= P{Sn ≤ t} − P{Sn+1 ≤ t} = Fn(t)− Fn+1(t),

where Fn is the distribution function of Sn. Thus we have the following
result.

Theorem 1.3.2.

M(t) =
∞∑

n=1

Fn(t). (1.3.4)

Proof.

M(t) = E[N(t)] =
∞∑

n=0

nP{N(t) = n}

=
∞∑

n=1

n{Fn(t)− Fn+1(t)} =
∞∑

n=1

Fn(t).

This completes the proof.

Theorem 1.3.3.

M(t) <∞ for all 0 ≤ t <∞. (1.3.5)

Proof.
Since P{Xn = 0} < 1, there exists an α > 0 such that p = P{Xn ≥

α} > 0. Now define

X̃n =
{

0 if Xn < α,

α if Xn ≥ α. (1.3.6)

Let

S̃n = X̃1 + · · ·+ X̃n, Ñ(t) = sup{n : S̃n ≤ t}.
It is clear that {Ñ(t), t ≥ 0} forms a renewal process whose events can
only take place at times t = kα, k = 0, 1, . . .. The number of events at
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these times t = kα are i.i.d. random variables each having a geometric
distribution G(p). Thus

E[Ñ(t)] =
[t/α]∑
k=0

E[number of events occurred at kα]

=
[t/α] + 1
P (Xn ≥ α)

<∞,

where [x] is the largest integer no more than x. As X̃n ≤ Xn, then we have
N(t) ≤ Ñ(t), and (1.3.5) follows.

Note that the above proof also shows that E[(N(t))r ] < ∞ for all t ≥
0, r ≥ 0.
By conditional on the value of X1, we have

M(t) = E[N(t)] =

∞∫
0

E[N(t) | X1 = x]dF (x). (1.3.7)

Because

N(t) | X1 = x =
{

0 x > t,

1 +N1(t− x) x ≤ t, (1.3.8)

where

N1(t) = sup{n :
n+1∑
i=2

Xi ≤ t}.

Then by substituting (1.3.8) to (1.3.7), it follows that

M(t) =

t∫
0

{1 + E[N(t− x)]}dF (x),

since N1(t) and N(t) have the same distribution. Thus we have

M(t) = F (t) +

t∫
0

M(t− x)dF (x). (1.3.9)

Equation (1.3.9) is called the renewal equation, it is an integral equation
satisfied by renewal function M(t).

Then assume that {Xn, n = 1, 2, . . .} are continuous with common den-
sity function f . Let the density of Sn be fn. Thus, Theorem 1.3.2 gives

M ′(t) =
∞∑

n=1

fn(t). (1.3.10)
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Denote the Laplace transform of M(t) by

M∗(s) =

∞∫
0

e−stM(t)dt,

and the Laplace transform of f(t) by

f∗(s) =

∞∫
0

e−stf(t)dt.

Because Sn =
n∑

i=1

Xi is the sum of X1, . . . , Xn, the density of Sn is the

n-fold convolution of f . Then the Laplace transform of fn(t) is given by

f∗
n(s) = [f∗(s)]n.

Now, let the Laplace transform of M ′(t) be M ′∗(s). By taking Laplace
transforms on both sides of (1.3.10), we have

M ′∗(s) =
∞∑

n=1

f∗
n(s) =

∞∑
n=1

[f∗(s)]n =
f∗(s)

1− f∗(s)
.

However, as

M ′∗(s) = sM∗(s)−M(0) = sM∗(s).

It follows from the above two equalities that

M∗(s) =
f∗(s)

s[1− f∗(s)]
. (1.3.11)

Thus, to determine renewal function M(t), we can either use Theorem
1.3.2, or solve renewal equation (1.3.9). Alternatively, we can determine
the Laplace transform M∗(s) by (1.3.11) and then obtain M(t) by invert-
ing.

In many practical situations, an approximate formula for M(t) is con-
venience. To derive an approximate formula, we need to introduce the
concept of lattice.

A random variable X is lattice if it only takes on integral multiples of
some d ≥ 0. In other words, X is lattice, if there exists d ≥ 0 such that

∞∑
n=−∞

P{X = nd} = 1.

The largest d having this property is called the period of X . If X is lattice
and F is the distribution of X , then we also say F is lattice.
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Theorem 1.3.4. If F is not a lattice, E[X ] = µ and V ar(X) = σ2, then

M(t) =
t

µ
+
σ2 − µ2

2µ2
+ o(1) as t→∞. (1.3.12)

Proof.
First of all, let the common density be f . Then the Laplace transform

of f is given by

f∗(s) = E[e−sX ] = E[1− sX +
1
2
(sX)2 − · · · ]

= 1− sµ+
s2

2
(σ2 + µ2) +O(s3). (1.3.13)

By substitution, (1.3.11) becomes

M∗(s) =
1− sµ+ s2(σ2 + µ2)/2 +O(s3)
s[sµ− s2(σ2 + µ2)/2 +O(s3)]

=
1
µs2

[1− sµ+ s2(σ2 + µ2)/2 +O(s3)][1 +
σ2 + µ2

2µ
s+O(s2)]

=
1
µs2

+
σ2 − µ2

2µ2s
+O(1) as s→ 0. (1.3.14)

Inverting (1.3.14) yields

M(t) =
t

µ
+
σ2 − µ2

2µ2
+ g(t) as t→∞. (1.3.15)

Let g∗(s) be the Laplace transform of g(t). Then from (1.3.14) and (1.3.15),
by using the Tauberian theorem, we have

lim
t→+∞ g(t) = lim

s→0
sg∗(s)

= lim
s→0

s[M∗(s)− 1
µs2
− σ2 − µ2

2µ2s
] = 0.

This completes the proof of Theorem 1.3.4.
Now, let N(∞) = lim

t→∞N(t), then we have

Lemma 1.3.5.

P{N(∞) =∞} = 1. (1.3.16)
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Proof.
From (1.3.3), we have

P{N(∞) <∞} = P{Xn =∞, for some n}

= P{
∞⋃

n=1

(Xn =∞)}

≤
∞∑

n=1

P{Xn =∞} = 0.

Lemma 1.3.5 means that with probability 1, N(t) tends to infinity as t
tends to infinity. The following lemma gives the limiting rate of N(t) as t
tends to infinity.

Lemma 1.3.6. With probability 1,

N(t)
t
→ 1

µ
as t→∞. (1.3.17)

Proof.
Because SN(t) ≤ t < SN(t)+1, then

SN(t)

N(t)
≤ t

N(t)
<
SN(t)+1

N(t)
.

It follows from Lemma 1.3.5 that with probability 1, N(t)→∞ as t→∞.
Then the strong law of large numbers shows that

SN(t)

N(t)
→ µ as t→∞.

On the other hand, we have

SN(t)+1

N(t)
= { SN(t)+1

N(t) + 1
}{N(t) + 1

N(t)
}

→ µ as t→∞.
As t/N(t) is between two numbers, both of them converge to µ as t→∞, by
principle of squeezing, so does t/N(t). This completes the proof of Lemma
1.3.6.

Definition 1.3.7. Given a sequence of random variables {Xn, n =
1, 2, . . .}, an integer-valued random variable N is called a stopping time
for {Xn, n = 1, 2, . . .}, if for all n = 1, 2, . . ., event {N = n} is independent
of Xn+1, Xn+2, . . ..
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Assume that N is a stopping time for stochastic process {Xn, n =
1, 2, . . .}. Then we can observe the process in sequential order and let N be
the number observed before stopping. If N = n, then we shall stop after
observing X1, . . . , Xn and before observing Xn+1, Xn+2, . . . Obviously, if N
is a stopping time for {Xn, n = 1, 2, . . .}, then for all n = 1, 2, . . . events
{N ≤ n} and {N > n} will be determined by X1, . . . , Xn only. Now, we
have the following theorem.

Theorem 1.3.8. (Wald’s Equation)
If {Xn, n = 1, 2, . . .} is a sequence of i.i.d. random variables each having a
common expectation E[X ] <∞, and if N is a stopping time for {Xn, n =
1, 2, . . .} with E[N ] <∞, then

E[
N∑

n=1

Xn] = E[N ]E[X ]. (1.3.18)

Proof.
Let the indicator of event {N ≥ n} be

In =
{

1 if N ≥ n,
0 if N < n.

(1.3.19)

Then

E[
N∑

n=1

Xn] = E[
∞∑

n=1

XnIn] =
∞∑

n=1

E[XnIn]

= E[X ]
∞∑

n=1

E[In] (1.3.20)

= E[X ]
∞∑

n=1

P{N ≥ n} = E[N ]E[X ], (1.3.21)

where (1.3.20) is because N is a stopping time, then event {N ≥ n} is
determined by X1, . . . , Xn−1 and hence independent of Xn. This completes
the proof.

Now, assume that {N(t), t ≥ 0} is a renewal process whose interarrival
times are {Xn, n = 1, 2, . . .}. Then N(t)+1 is a stopping time for {Xn, n =
1, 2, . . .}. This is because

N(t) + 1 = n ⇔ N(t) = n− 1

⇔ X1 + · · ·+Xn−1 ≤ t, X1 + · · ·+Xn > t.

Thus event {N(t) + 1 = n} is determined by X1, · · · , Xn. Consequently,
N(t) + 1 is a stopping time. Therefore Theorem 1.3.8 yields the following
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result.

Corollary 1.3.9. If µ <∞, then

E[SN(t)+1] = µ{M(t) + 1}. (1.3.22)

The following theorems are important in renewal process.

Theorem 1.3.10. (The Elementary Renewal Theorem)

M(t)
t
→ 1

µ
as t→∞, (1.3.23)

where 1/∞ = 0.
See Ross (1996) for the proof.

Theorem 1.3.11. Let µ and σ2 be the mean and variance of the common
distribution of the interarrival time in a renewal process {N(t), t ≥ 0}.
Then

P{N(t)− t/µ
σ
√
t/µ3

< y} → 1√
2π

y∫
−∞

e−x2/2dx as t→∞. (1.3.24)

Proof.
Let rt = t/µ+ yσ

√
t/µ3. Then by using (1.3.3)

P{N(t)− t/µ
σ
√
t/µ3

< y} = P{N(t) < rt}

= P{Srt > t} = P{Srt − rtµ
σ
√
rt

>
t− rtµ
σ
√
rt
}

= P{Srt − rtµ
σ
√
rt

> −y(1 +
yσ√
tµ

)−1/2}

→ 1√
2π

∞∫
−y

e−x2/2dx (1.3.25)

=
1√
2π

y∫
−∞

e−x2/2dx as t→∞,

(1.3.25) is due to the central limit theorem so that (Srt − rtµ)/σ
√
rt con-

verges to standard normal distribution N(0, 1) as t tends to infinity, and
because

−y(1 +
yσ√
tµ

)−1/2 → −y as t→∞.
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This completes the proof.
Theorem 1.3.11 states that if t is large, then N(t) will approximately

be normal with mean t/µ and variance tσ2/µ3.

Theorem 1.3.12. (Blackwell’s Theorem)
Let F be the common distribution of interarrival times in a renewal process.
(1) If F is not lattice, then for all a ≥ 0

M(t+ a)−M(t)→ a/µ as t→∞. (1.3.26)

(2) If F is lattice with period d, then

E[number of renewals at nd] → d/µ as t→∞. (1.3.27)

For the proof of Theorem 1.3.12, see e.g. Feller (1970).

Given a function h defined on [0,∞), for any a > 0, letmn(a) andmn(a)
be the supremum and infimum of h(t) on interval [(n−1)a, na] respectively.
Then h is said to be directly Riemann integrable if for any a > 0, mn(a)
and mn(a) are finite and

lim
a→0
{a

∞∑
n=1

mn(a)} = lim
a→0
{a

∞∑
n=1

mn(a)}.

A sufficient condition for a function h to be directly Riemann integrable is
that
(1) h(t) ≥ 0 for all t ≥ 0,
(2) h(t) is nonincreasing,

(3)
∞∫
0

h(t)dt <∞.

Then we have the following theorem.

Theorem 1.3.13. (The Key Renewal Theorem)
Let F be the common distribution of the interarrival times in a renewal
process. If F is not lattice, and h is directly Riemann integrable, then

lim
t→∞

t∫
0

h(t− x)dM(x) =
1
µ

∞∫
0

h(t)dt, (1.3.28)

where

M(x) =
∞∑

n=1

Fn(x) and µ =

∞∫
0

F̄ (t)dt.
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For the proof of Theorem 1.3.13, see e.g. Feller (1970).

Given a renewal process {N(t), t ≥ 0} with interarrival times {Xn, n =
1, 2, . . .}, we can define the age at t as

A(t) = t− SN(t), (1.3.29)

the residual life at t as

B(t) = SN(t)+1 − t, (1.3.30)

and the total life at t as

XN(t)+1 = SN(t)+1 − SN(t) = A(t) +B(t). (1.3.31)

Then we have the following theorem.

Theorem 1.3.14. Let F be the common distribution of the interarrival
times in a renewal process. If F is not lattice with mean µ <∞, then

(1) lim
t→∞P{A(t) ≤ x} = lim

t→∞P{B(t) ≤ x} = 1
µ

∫ x

0
F̄ (y)dy, (1.3.32)

(2) lim
t→∞P{XN(t)+1 ≤ x} = 1

µ

∫ x

0 ydF (y). (1.3.33)

See Ross (1996) for the proof of Theorem 1.3.14.

Now, consider a renewal process {N(t), t ≥ 0} with interarrival times
{Xn, n = 1, 2, . . .} having a common distribution F . Assume that each time
a renewal occurs we shall receive a reward. Let Rn be the reward earned
at the time of the nth renewal. Usually, Rn will depend on Xn, but we
assume that the pairs {(Xn, Rn), n = 1, 2, . . .} are i.i.d. random vectors.
Then {(Xn, Rn), n = 1, 2, . . .} is called a renewal reward process. Thus, the
total reward earned by time t is given by

R(t) =
N(t)∑
n=1

Rn.

Let

E[R] = E[Rn], E[X ] = E[Xn].

Afterward, we have the following theorem.

Theorem 1.3.15. Assume that E[R] < ∞ and E[X ] < ∞. Then with
probability 1,

R(t)
t
→ E[R]

E[X ]
as t→∞, (1.3.34)
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and

E[R(t)]
t

→ E[R]
E[X ]

as t→∞. (1.3.35)

See Ross (1996) for the proof of Theorem 1.3.15. This is an important
result and has a lot of applications in practice.

Remarks
If we say a cycle is completed whenever a renewal occurs, then (1.3.35)

states that the long-run average reward per unit time (or simply average
reward) is just the expected reward earned during a cycle, divided by the
expected time of a cycle.

The reward can be negative. In this case, we may define Rn as the
cost incurred at the time of the nth renewal. Then (1.3.35) states that the
long-run average cost per unit time (or simply average cost) is given by

average cost =
the expected cost incurred in a cycle

the expected time of a cycle
. (1.3.36)

Although we have assumed that the reward is earned all at once at the
end of the renewal cycle, Theorem 1.3.15 still holds when the reward is
earned gradually during the renewal cycle.

1.4 Stochastic Order and Class of Lifetime Distributions

At first, we introduce the concept of stochastic order here.

Definition 1.4.1. A random variable X is said to be stochastically larger
(less) than a random variable Y , if

P{X > t} ≥ (≤) P{Y > t} for all t. (1.4.1)

It is denoted by X ≥st (≤st)Y . Let F and G be the distributions of X and
Y respectively, then (1.4.1) is equivalent to

F̄ (t) ≥ (≤) Ḡ(t) for all t. (1.4.2)

A sequence of random variables {Xn, n = 1, 2, . . .} is stochastically increas-
ing (decreasing) if

Xn+1 ≥st (≤st)Xn, n = 1, 2, . . .
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Lemma 1.4.2. If X ≥st Y , then E[X ] ≥ E[Y ].
Proof.

Assume first that X and Y are nonnegative random variables. Then

E[X ] =

∞∫
0

P{X > t}dt ≥
∞∫
0

P{Y > t}dt = E[Y ]. (1.4.3)

In general, we have

X = X+ −X−,

where

X+ =
{
X if X ≥ 0,
0 if X < 0,

(1.4.4)

and

X− =
{

0 if X ≥ 0,
−X if X < 0.

(1.4.5)

Similarly, Y = Y + − Y −. It is easy to show that

X ≥st Y ⇒ X+ ≥st Y
+, X− ≤st Y

−. (1.4.6)

Consequently, it follows from (1.4.3) and (1.4.6) that

E[X ] = E[X+]− E[X−] ≥ E[Y +]− E[Y −] = E[Y ]. (1.4.7)

The following theorem gives a sufficient and necessary condition so that X
is stochastically larger than Y .

Theorem 1.4.3.

X ≥st Y ⇐⇒ E[f(X)] ≥ E[f(Y )]

for any nondecreasing function f. (1.4.8)

Proof.
Suppose that X ≥st Y and f is a nondecreasing function. For any t, let

f−1(t) = inf{x : f(x) > t}.
Then

P{f(X) > t} = P{X > f−1(t)} ≥ P{Y > f−1(t)} = P{f(Y ) > t}.
Consequently, F (X) ≥st f(Y ). Then, from Lemma 1.4.2, E[f(X)] ≥
E[f(Y )].
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Now assume that E[f(X)] ≥ E[f(Y )] for any nondecreasing function f .
For any t, define

ft(x) =
{

1 x > t,

0 elsewhere.

Then

E[ft(X)] = P{X > t}, E[ft(Y )] = P{Y > t}. (1.4.9)

Because E[ft(X)] ≥ E[ft(Y )], (1.4.9) implies that X ≥st Y .

Then assume that X is the lifetime of a system with distribution F .
The residual life of the system at age t given that the system has survived
up time t will be given by

Xt = X − t | X > t. (1.4.10)

A very popular class of life distribution is studied on the basis of the mono-
tonicity of Xt.

Definition 1.4.4. A life distribution F has an increasing failure rate (IFR)
if Xt is decreasing in t, i.e.

Xs ≥st Xt for s < t. (1.4.11)

Or for any x ≥ 0, we have

P (X − s > x | X > s) ≥ P (X − t > x | X > t) for s < t. (1.4.12)

It has a decreasing failure rate (DFR) if Xt is increasing in t, i.e.

Xs ≤st Xt for s < t. (1.4.13)

Or for any x ≥ 0, we have

P (X − s > x | X > s) ≤ P (X − t > x | X > t) for s < t. (1.4.14)

If F has an IFR, it is denoted by F ∈ IFR, if F has a DFR, it is denoted
by F ∈ DFR. Now define

F̄t(x) = P (X − t > x | X > t) =
F̄ (t+ x)
F̄ (t)

.

Then we have the following result.

Theorem 1.4.5. F ∈ IFR (DFR) if and only if F̄t(x) is decreasing
(increasing) in t.
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The class of IFR (DFR) distributions is closely related to the concept of
failure rate. Consider a continuous random variable X , let the distribution
and density be F and f respectively. Then the failure rate function is
defined by

λ(t) =
f(t)
F̄ (t)

. (1.4.15)

LetX be the lifetime of a system. Given that the system has survived for
time t, the conditional probability that it will not survive for an additional
time dt is given by

P{t < X < t+ dt | X > t} =
P{t < X < t+ dt,X > t}

P{X > t}

=
P{t < X < t+ dt}

P{X > t} =

t+dt∫
t

f(u)du

F̄ (t)
.=
f(t)dt
F̄ (t)

= λ(t)dt. (1.4.16)

Thus λ(t) is the probability intensity that a t-year-old system will fail in
(t, t+ dt).

Now, assume that X is the lifetime until the first failure in a nonhomo-
geneous Poisson process with intensity function λ(t). Then it follows from
(1.2.19), (1.2.20) and (1.4.15) that intensity function λ(t) is the failure rate
function of X .

In particular, if X is the lifetime before the first failure in a Poisson
process with rate λ, then lifetime X will have an exponential distribution
Exp(λ) with density function given by (1.2.8). As a result, the failure rate
is

λ(t) =
λe−λt

e−λt
= λ.

Therefore, the failure rate of an exponential distribution Exp(λ) is a con-
stant λ that is the rate of the Poisson process.

Let
d = sup{t : t ≥ 0, F̄ (t) > 0}.

It can be shown that if F ∈ IFR(DFR), then F is absolutely continuous in
(0, d), i.e. F has a probability density in (0, d). See Barlow and Proschan
(1975) or Cheng (1999) for reference. Now we have the following equality.

dF̄t(x)
dt

=
1

{F̄ (t)}2 {−f(t+ x)F̄ (t) + f(t)F̄ (t+ x)}

=
F̄ (t+ x)
F̄ (t)

{λ(t)− λ(t + x)}.
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Then we have the following theorem.

Theorem 1.4.6. A continuous life distribution F has an IFR (DFR) if
and only if its failure rate function λ(t) is increasing (decreasing).

From Theorem 1.4.6, we can see intuitively that X is IFR (DFR) means
that the older the system is, the more (less) likely to fail in a small time dt
is.

The following results are well known, see Barlow and Proschan (1975)
for reference.

Theorem 1.4.7.
(1) A gamma distribution Γ(α, β) with density function

f(x) =

{
βα

Γ(α)x
α−1e−βx x > 0,

0 elsewhere,
(1.4.17)

is IFR if α ≥ 1 and DFR if α ≤ 1.
(2) A Weibull distribution W (α, β) with density function

f(x) =
{
αβxα−1e−βxα

x > 0,
0 elsewhere,

(1.4.18)

is IFR if α ≥ 1 and DFR if α ≤ 1.
In particular, an exponential distribution Exp(λ) with density function

(1.2.8) is IFR as well as DFR.
The set of all IFR (DFR) distributions forms a class of life distribution.

Now, we consider another class of life distribution.

Definition 1.4.8. A life distribution F with finite mean µ is new better
than used in expectation (NBUE) if

F̄ (t) ≥ 1
µ

∞∫
t

F̄ (x)dx for t ≥ 0. (1.4.19)

It is new worse than used in expectation (NWUE) if

F̄ (t) ≤ 1
µ

∞∫
t

F̄ (x)dx for t ≥ 0. (1.4.20)

They are denoted respectively by F ∈ NBUE and F ∈ NWUE.
The set of all NBUE (NWUE) distributions forms a class of life distri-

butions. The following lemma gives the relationship between IFR (DFR)
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and NBUE (NWUE) classes.

Lemma 1.4.9. If a lifetime distribution F ∈ IFR (DFR), then F ∈ NBUE
(NWUE).

See Barlow and Proschan (1975) for the proof.
Let the lifetime of a system be X . Given that X > t, then Xt =

X − t is the residual life. Thus from Definition 1.4.8, we can see that a life
distribution F is NBUE (NWUE) if the expected residual life of a system
which has survived for time t is no larger (less) than the expected lifetime
of a new and identical system. In fact, if F ∈ NBUE (NWUE), then from
Definition 1.4.8, it yields that

E[Xt] =

∞∫
0

xdFt(x) =
1

F̄ (t)

∞∫
0

xdF (t + x)

=
1

F̄ (t)

∞∫
t

F̄ (x)dx ≤ (≥)µ.

Besides IFR (DFR) and NBUE (NWUE) classes, many other classes of
life distributions have been considered (see Barlow and Proschan (1975) and
Cheng (1999) for reference). However, all the classes of life distributions
studied so far are defined on the basis of the life distribution of a system
itself, i.e. the ageing effect on the system itself. In practice, for improv-
ing the system reliability and implementing the system more economically,
besides the failure repair, we may also adopt a preventive repair that is a
repair during the operating time of the system. Then, it is interesting to
study the effect of preventive repair on the distribution of the total operat-
ing time of the system. For this purpose, we shall introduce a new class of
lifetime distribution by taking into account the effect of preventive repair.

Let F (x) be the distribution of the operating time X of a system. As-
sume that a preventive repair is taken when the operating time of the
system reaches T , and the system after preventive repair is as good as new.
Let M be the number of preventive repairs before system failure. Then,
Y = M + 1 will have a geometric distribution G(p) with probability mass
function given by (1.2.10), where

p = P{X ≤ T } = F (T )

and q = P (X > t) = 1− p. Moreover,

E[M ] = E(Y )− 1 =
1
p
− 1 =

q

p
.
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Now, the total operating time with preventive repair at T is given by

XT =
M∑
i=1

T +X(M+1) = MT +X(M+1),

where X(M+1) < T is the (M + 1)th operating time of the system. Thus,
the expected total operating time with preventive repair at T is given by

E[XT ] = E{E[XT |M ]}
= E{E[MT +X(M+1)] |M)}

= E{MT +
1

F (T )

∫ T

0

tdF (t)}

=
1
p
{qT +

∫ T

0

tdF (t)}

=
1

F (T )

∫ T

0

{1− F (t)}dt. (1.4.21)

Then, Lam (2006b) introduced the following definition.

Definition 1.4.10. A life distribution F is called earlier preventive repair
better than later in expectation (ERBLE) if the expected total operating
time with preventive repair at t

µ(t) =
1

F (t)

∫ t

0

{1− F (x)}dx (1.4.22)

is nonincreasing in t, this is denoted by F ∈ ERBLE. It is called earlier
preventive repair worse than later in expectation (ERWLE) if µ(t) is non-
decreasing in t, and is denoted by F ∈ ERWLE.

The following results are also due to Lam (2006b).

Lemma 1.4.11. If a life distribution F ∈ IFR (DFR), then F ∈ ERBLE
(ERWLE).

Proof.
If F ∈ IFR, F will be absolutely continuous. Let the density function

be f , then the failure rate function is given by λ(t) = f(t)/{1−F (t)}. Thus
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it follows from (1.4.22) that

µ′(t) =
1

F (t)2
{F (t)[1− F (t)]− f(t)

∫ t

0

[1− F (x)]dx}

=
f(t)
F (t)2

{F (t)
λ(t)

−
∫ t

0

f(x)
λ(x)

dx}

≤ f(t)
λ(t)F (t)2

{F (t)−
∫ t

0

f(x)dx} = 0.

Thus, F ∈ ERBLE. For the case F ∈ DFR, the proof is similar.
Then, from Theorem 1.4.7, we have

Corollary 1.4.12.
(1) A gamma distribution Γ(α, β) with density function (1.4.17) is ERBLE
if α ≥ 1 and ERWLE if α ≤ 1.
(2) A Weibull distributionW (α, β) with density function (1.4.18) is ERBLE
if α ≥ 1 and ERWLE if α ≤ 1.

In particular, an exponential distribution Exp(λ) with density function
(1.2.8) is ERBLE as well as ERWLE.

To see the relation between the classes of ERBLE (ERWLE) and IFR
(DFR). we can consider the following two examples.

Example 1.4.13. Let

F (x) =
{

1− e−x 0 ≤ x < 1,
1− e−3x x ≥ 1.

(1.4.23)

It is easy to check that for s < 1 < t and 1 < s+ x < t+ x, then

F̄s(x) =
F̄ (s+ x)
F̄ (s)

= e−(2s+3x)

< F̄t(x) =
F̄ (t+ x)
F̄ (t)

= e−3x.

Thus F /∈ IFR. However, for 0 ≤ t < 1, µ(t) = 1, it is a constant. Moreover,
for t ≥ 1

µ(t) =
1

1− e−3t
(1− e−1 +

1
3
e−3 − 1

3
e−3t),

it is decreasing. This implies that F ∈ ERBLE.

Example 1.4.14. Let

F (x) =
{

1− e−1 0 ≤ x < 1,
1− e−x x ≥ 1.

(1.4.24)
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By a similar argument, it is also easy to show that F ∈ ERWLE, but F /∈
DFR.

From Lemma 1.4.11 and two examples above, we can conclude that the
ERBLE class (ERWLE) is greater than the IFR (DFR) class. The class of
ERBLE (ERWLE) is a new class of life distributions by taking into account
the effect of preventive repair. This new class of life distributions should
have its own theoretical interest and practical application.

1.5 ∗ Martingales

Consider a stochastic process {Zn, n = 1, 2, . . .}, let

Fn = σ{Z1, . . . , Zn}
be the σ-algebra generated by {Z1, . . . , Zn}. If we interpret Zn as the sys-
tem state at time n, then Fn will represent the history of the system up to
time n.

A stochastic process {Xn, n = 1, 2, . . .} is called a martingale with re-
spect to {Fn, n = 1, 2, . . .} if for all n

E[|Xn|] <∞, (1.5.1)

Xn ∈ Fn i.e. Xn is Fn measurable, (1.5.2)

E[Xn+1 | Fn] = Xn. (1.5.3)

If {Xn, n = 1, 2, . . .} is a martingale, then taking expectation on both sides
of (1.5.3) yields

E[Xn+1] = E[Xn],

and hence

E[Xn] = E[X1] for all n. (1.5.4)

A stochastic process {Xn, n = 1, 2, . . .} is called a supermartingale (sub-
martingale) with respect to {Fn, n = 1, 2, . . .} if for all n, conditions (1.5.1),
(1.5.2) and

E[Xn+1 | Fn] ≤ (≥)Xn, (1.5.5)

hold. If {Xn, n = 1, 2, . . .} is a supermartingale (submartingale), then
taking expectation of (1.5.5) yields

E[Xn+1] ≤ (≥)E[Xn],
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and hence

E[Xn] ≤ (≥)E[X1] for all n. (1.5.6)

Theorem 1.5.1. (Martingale Convergence Theorem)
Assume that {Xn, n = 1, 2, . . .} is a supermartingale (submartingale) with

sup
1≤n<∞

E[|Xn|] <∞.

Then with probability 1, random variable

X = lim
n→∞Xn

exists and E[|X |] <∞. See e. g. Stout (1974) for the proof of Theorem
1.5.1.

Theorem 1.5.2. (The Doob Decomposition)
Assume that {Xn, n = 1, 2, . . .} is a submartingale with respect to {Fn, n =
1, 2, . . .}. Then {Xn, n = 1, 2, . . .} has a decomposition such that

Xn = Mn −An, (1.5.7)

where Mn, n = 1, 2, . . . is a martingale, {An, n = 1, 2, . . .} is an decreasing
sequence of random variables such that An+1 ≤ An with probability 1,
A1 = 0 and An ∈ Fn−1. Moreover, such a decomposition is unique.
Proof.

Let M1 = X1 and A1 = 0. Then define Mn, An for n ≥ 2 as follows.

Mn = Mn−1 + (Xn − E[Xn | Fn−1]), (1.5.8)

An = An−1 + (Xn−1 − E[Xn | Fn−1]). (1.5.9)

¿From (1.5.8) and (1.5.9), we have

Mn − An =
n∑

i=2

(Xi −Xi−1) +X1 −A1 = Xn,

and (1.5.7) follows. It is then easy to check Mn, n = 1, 2, . . . and {An, n =
1, 2, . . .} satisfy the requirements. To show such a decomposition is unique,
suppose Xn = M

′
n −A

′
n is another decomposition. Then

Mn −M ′
n = An −A′

n.

Thus M1 = M
′
1, since A1 = A

′
1 = 0. Moreover, because M2 − M

′
2 =

A2 −A′
2 ∈ F1, therefore,

M2 −M ′
2 = E[M2 −M ′

2 | F1] = M1 −M ′
1 = 0.
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Then by induction, we can show that Mn = M
′
n and hence An = A

′
n for all

n. This completes the proof of Theorem 1.5.2.

Theorem 1.5.3. (The Riesz Decomposition)
Assume that {Xn, n = 1, 2, . . .} is a submartingale with respect to {Fn, n =
1, 2, . . .}. Then the following two conditions are equivalent.

(1) lim
n→∞E[Xn] <∞, (1.5.10)

(2) {Xn, n = 1, 2, . . .} has a decomposition such that

Xn = Yn + Zn, (1.5.11)

where {Yn, n = 1, 2, . . .} is a martingale and {Zn, n = 1, 2, . . .} is a non-
positive submartingale with lim

n→∞E[Zn] = 0. Moreover, such a decompo-

sition is unique. If in addition, {Xn, n = 1, 2, . . .} are nonnegative, then
{Yn, n = 1, 2, . . .} are also nonnegative.
Proof.

(1)⇒ (2) By Theorem 1.5.2, {Xn, n = 1, 2, . . .} has a Doob decompo-
sition Xn = Mn −An, then

E[Xn] = E[Mn]− E[An] = E[M1]− E[An].

As An is nonpositive, then E[|An|] = E[Xn] − E[M1] < ∞, and A∞ =
lim

n→∞An is integrable. Define

Yn = Mn − E[A∞ | Fn], (1.5.12)

Zn = E[A∞ | Fn]−An. (1.5.13)

Now {Yn, n = 1, 2, . . .} is a martingale, since {E[A∞ | Fn], n = 1, 2, . . .}
is a martingale. As An, n = 1, 2, . . . , is decreasing and An ∈ Fn−1, then
{Zn, n = 1, 2, . . .} is nonpositive submartingale since

E[Zn | Fn−1] = E[E(A∞ | Fn)−An | Fn−1]

= E[A∞ | Fn−1]−An

≥ E[A∞ | Fn−1]−An−1 = Zn−1.

On the other hand, by monotone convergence theorem, (1.5.13) gives

lim
n→∞E[Zn] = lim

n→∞E[E(A∞ | Fn)−An]

= E[A∞]− E[A∞] = 0.

To show that such a composition is unique, suppose Xn = Y
′
n + Z

′
n is

another decomposition. Now let

Wn = Yn − Y ′
n = Z

′
n − Zn.
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Then {Wn, n = 1, 2, . . .} is a martingale and

E[|Wn|] ≤ E[|Z ′
n|] + E[|Zn|]

= −E[Z
′
n]− E[Zn]→ 0 as n→ 0.

This implies that {Wn, n = 1, 2, . . .} is uniformly integrable and W∞ =
lim

n→∞Wn = 0. Consequently,

Yn − Y ′
n = Wn = lim

k→∞
E[Wn+k | Fn] = E[W∞ | Fn] = 0.

Thus such a decomposition is unique. Now if in addition, {Xn, n = 1, 2, . . .}
are nonnegative, then (1.5.12) yields

Yn = Mn − E[A∞ | Fn]

= lim
k→∞

E[Mn+k | Fn]− lim
k→∞

E[An+k | Fn]

= lim
k→∞

E[Mn+k −An+k | Fn] = lim
k→∞

E[Xn+k | Fn] ≥ 0.

Thus, {Yn, n = 1, 2, . . .} are also nonegative.
(2)⇒ (1) Now

E[Xn] = E[Yn] + E[Zn] = E[Y1] + E[Zn] ≤ E[Y1] <∞.
This completes the proof of Theorem 1.5.3.

Theorem 1.5.4. (The Krickeberg Decomposition)
Assume that {Xn, n = 1, 2, . . .} is a submartingale with respect to {Fn, n =
1, 2, . . .}. Then the following two conditions are equivalent.

(1) sup
n
E[X+

n ] <∞. (1.5.14)

(2) {Xn, n = 1, 2, . . .} has a decomposition such that

Xn = Ln −Mn, (1.5.15)

where {Ln, n = 1, 2, . . .} is a nonpositive submartingale and {Mn, n =
1, 2, . . .} is a nonpositive martingale. Moreover, such a decomposition has
the maximality such that for any other decomposition Xn = L

′
n − M

′
n,

where L
′
n,M

′
n are nonpositive submartingale and nonpositive martingale

respectively, then

Ln ≥ L′
n, Mn ≥M ′

n.

Proof.
(1) ⇒ (2) Because {Xn, n = 1, 2, . . .} is a submartingale, then
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{X+
n , n = 1, 2, . . .} is a nonnegative submartingale and {E[X+

n ], n =
1, 2, . . .} is nondecreasing. As a result,

lim
n→∞E[X+

n ] = sup
n
E[X+

n ] <∞. (1.5.16)

By Theorem 1.5.3, {X+
n , n = 1, 2, . . .} has a Riesz decomposition

X+
n = Yn + Zn,

where {Yn, n = 1, 2, . . .} is a nonnegative martingale and {Zn, n = 1, 2, . . .}
is nonpositive submartingale. Now for n = 1, 2, . . ., let Mn = −Yn and
define

Ln = Xn +Mn ≤ X+
n +Mn = X+

n − Yn = Zn ≤ 0.

Then {Mn, n = 1, 2, . . .} is a nonpositive martingale and {Ln, n = 1, 2, . . .}
is a nonpositive submartingale. To show the maximality, suppose that
Xn = L

′
n −M

′
n is another decomposition, then

M
′
n = L

′
n −Xn ≤ 0 ∧ (−Xn) = −X+

n = −Yn − Zn = Mn − Zn.

Therefore

M
′
n = E[M

′
n+k | Fn]

≤ E[−X+
n+k | Fn] = E[Mn+k − Zn+k | Fn]

= Mn − E[Zn+k | Fn]. (1.5.17)

Because {Zn, n = 1, 2, . . .} is nonpositive and

lim
n→∞E[Zn] = 0,

then {Zn, n = 1, 2, . . .} is uniformly integrable and Z∞ = lim
n→∞Zn = 0.

Thus, lim
k→∞

E[Zn+k | Fn] = 0. Consequently, letting k→∞, (1.5.17) yields

M
′
n ≤Mn,

hence

L
′
n − Ln = M

′
n −Mn ≤ 0.

(2)⇒ (1) Since Mn = Ln −Xn, we have Mn ≤ −X+
n . Then

E[X+
n ] ≤ −E[Mn] = −E[M0] <∞.

This completes the proof of Theorem 1.5.4.
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1.6 ∗ The Rate of Occurrence of Failures

Given a repairable system, let Nf (t) be the number of failures of the system
that have occurred by time t. Then the expected number of failures by time
t is Mf (t) = E[Nf (t)]. Its derivative mf(t) is called the rate of occurrence
of failures (ROCOF) at time t. Obviously, if mf (t) is increasing, the system
is deteriorating, if mf (t) is decreasing, the system is improving. Therefore,
the ROCOF is an important index in reliability theory.

Lam (1995, 1997) introduced a simple formula for the determination of
the ROCOF mf (t) for a Markov chain with infinite state space. Suppose
the state of a system at time t is X(t). Assume that {X(t), t ≥ 0} is a
continuous time homogeneous Markov chain with a finite or infinite state
space S = {0, 1, 2, . . .}. Let the infinitesimal matrix of the process be
A = (qij). Thus

pij(∆t) = P (X(t+ ∆t) = j | X(t) = i)

=
{
qij∆t+ o(∆t) j �= i,

1− qi∆t+ o(∆t) j = i,
(1.6.1)

where qi = −qii ≥ 0 and qij ≥ 0 for j �= i.
Assume that the system has two kinds of state: up state and down

state say. Denote the set of up states by W and set of down states by F .
Then obviously S = W ∪F . At the beginning, suppose the system is in an
up state. Let the number of transitions of the Markov chain by time t be
N(t) and the number of failures by time t be Nf (t) respectively. Denote
N(t, t+ ∆t] = N(t + ∆t)−N(t) and Nf (t, t + ∆t] = Nf(t + ∆t) −Nf(t).
Then clearly

Nf(t, t+ ∆t] ≤ N(t, t+ ∆t]. (1.6.2)

Moreover, let pi(t) = P (X(t) = i). Now, we make the following two as-
sumptions.

Assumption 1. The Markov chain {X(t), t ≥ 0} is conservative, i.e.

qi =
∑
j �=i

qij .

Assumption 2.

q = sup
i
qi <∞.

Note that if the Markov chain has a finite state space S, Assumptions 1 and
2 will automatically hold. Thus Assumptions 1 and 2 are actually made for
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the Markov chain with an infinite state space S.

It is well known that for a Markov chain {X(t), t ≥ 0}, the sojourn time
at state i has an exponential distribution Exp(qi). Therefore, Assumption 2
means that the expected sojourn time will have a positive lower bound, i.e.

1
q

= inf
i

1
qi
> 0.

To derive the formula for the determination of the ROCOF mf (t) for the
Markov chain {X(t), t ≥ 0}, we start with time T0 = 0, for n > 1, let Tn

be the nth transition time of the process {X(t), t ≥ 0}. If X(Tn) = i, then
Tn+1 − Tn is the sojourn time of the process in state i. Now we can prove
the following lemmas.

Lemma 1.6.1. For all integer n, we have

1. P (Tn − T0 ≤ ∆t | X(Tn) = j,X(T0) = i) ≤ (q∆t)n, (1.6.3)

2. P (Tn − T0 ≤ ∆t | X(T0) = i) ≤ (q∆t)n. (1.6.4)

Proof.
For n = 1, it is well known that the sojourn time in state i has ex-

ponential distribution Exp(qi) with density function f(x) = qiexp(−qix)
for x > 0 and 0 otherwise, and T1 is independent of the state X(T1) = j.
Therefore

P (T1 − T0 ≤ ∆t | X(T1) = j,X(T0) = i)

= P (T1 − T0 ≤ ∆t | X(T0) = i) = 1− exp(−qi∆t)
≤ qi∆t ≤ q∆t, (1.6.5)

where (1.6.5) is due to the inequality 1 − exp(−x) ≤ x for x ≥ 0 and
Assumption 2. Thus, (1.6.3) and (1.6.4) are true for n = 1. Now, assume
that (1.6.3) and (1.6.4) hold for n. For n+ 1,

P (Tn+1 − T0 ≤ ∆t | X(Tn+1) = j,X(T0) = i)

≤
∑

k

P (Tn+1 − Tn ≤ ∆t, Tn − T0 ≤ ∆t,X(Tn) = k

| X(Tn+1) = j,X(T0) = i)

=
∑

k

P (Tn+1 − Tn ≤ ∆t

| Tn − T0 ≤ ∆t,X(Tn) = k,X(Tn+1) = j,X(T0) = i)

×P (Tn − T0 ≤ ∆t | X(Tn) = k,X(Tn+1) = j,X(T0) = i)

×P (X(Tn) = k | X(Tn+1) = j,X(T0) = i). (1.6.6)
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Then

P (Tn+1 − T0 ≤ ∆t | X(Tn+1) = j,X(T0) = i)

≤
∑

k

P (Tn+1 − Tn ≤ ∆t | X(Tn+1) = j,X(Tn) = k)

×P (Tn − T0 ≤ ∆t | X(Tn) = k,X(T0) = i)

×P (X(Tn) = k | X(Tn+1) = j,X(T0) = i) (1.6.7)

≤ (q∆t)n+1
∑

k

P (X(Tn) = k | X(Tn+1) = j,X(T0) = i) (1.6.8)

= (q∆t)n+1,

where (1.6.7) is because of the Markov property and (1.6.8) is due to the
homogeneity. Consequently by induction, (1.6.3) holds for all integers. A
similar argument shows that (1.6.4) is also true for all integers.

Lemma 1.6.2.

P (T1 − T0 ≤ ∆t, T2 − T0 ≥ ∆t,X(T1) = j | X(T0) = i) = qij∆t+ o(∆t).

(1.6.9)

Proof.

P (T1 − T0 ≤ ∆t, T2 − T0 ≥ ∆t,X(T1) = j | X(T0) = i)

=
∫ ∞

0

P (T1 − T0 ≤ ∆t, T2 − T0 > ∆t,X(T1) = j | T1 − T0 = x,X(T0) = i)

×qiexp(−qix)dx

=
∫ ∆t

0

P (T2 − T1 > ∆t− x | X(T1) = j, T1 − T0 = x,X(T0) = i)

×P (X(T1) = j | T1 − T0 = x,X(T0) = i)qiexp(−qix)dx

=
∫ ∆t

0

P (T2 − T1 > ∆t− x | X(T1) = j)[(qij/qi) + o(1)]qiexp(−qix)dx

=
∫ ∆t

0

exp[−qj(∆t− x)][(qij/qi) + o(1)]qiexp(−qix)dx
= qij∆t+ o(∆t).

Lemma 1.6.3.

P (Nf(t, t+ ∆t] = 1) =
∑

i∈W,j∈F

pi(t)qij∆t+ o(∆t).

Proof.
Because of (1.6.2), we have

P (Nf (t, t+ ∆t] = 1)
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=
∑
i∈W

P (Nf (t, t+ ∆t] = 1 | X(t) = i)P (X(t) = i)

+
∑
i∈F

P (Nf(t, t+ ∆t] = 1 | X(t) = i)P (X(t) = i)

=
∑
i∈W

{P (Nf(t, t+ ∆t] = 1, N(t, t+ ∆t] = 1 | X(t) = i)P (X(t) = i)

+P (Nf (t, t+ ∆t] = 1, N(t, t+ ∆t] ≥ 2 | X(t) = i)P (X(t) = i)}
+

∑
i∈F

P (Nf(t, t+ ∆t] = 1, N(t, t+ ∆t] ≥ 2 | X(t) = i)P (X(t) = i)

=
∑
i∈W

P (Nf (t, t+ ∆t] = 1, N(t, t+ ∆t] = 1 | X(t) = i)P (X(t) = i)

+
∑

i

P (Nf(t, t+ ∆t] = 1, N(t, t+ ∆t] ≥ 2 | X(t) = i)P (X(t) = i)

= I1 + I2. (1.6.10)

On the one hand, it follows from Lemma 1.6.2 that

I1 =
∑

i∈W,j∈F

P (T1 − T0 ≤ ∆t, T2 − T0 ≥ ∆t,X(T1) = j | X(T0) = i)pi(t)

=
∑

i∈W,j∈F

pi(t)qij∆t+ o(∆t). (1.6.11)

On the other hand, Lemma 1.6.1 gives

I2 ≤
∑

i

P (N(t, t+ ∆t] ≥ 2 | X(T0) = i)pi(t)

=
∑

i

P (T2 − T0 ≤ ∆t | X(T0) = i)pi(t)

≤ (q∆t)2
∑

i

pi(t) = (q∆t)2. (1.6.12)

The combination of (1.6.11) and (1.6.12) yields Lemma 1.6.3.

Lemma 1.6.4.

∞∑
k=2

kP (Nf (t, t+ ∆t] = k) = o(∆t).

Proof.
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∞∑
k=2

kP (Nf (t, t+ ∆t] = k)

=
∞∑

k=2

∑
i

kP (Nf (t, t+ ∆t] = k | X(t) = i)P (X(t) = i)

≤
∞∑

k=2

∑
i

kP (N(t, t+ ∆t] ≥ k | X(t) = i)P (X(t) = i)

=
∞∑

k=2

∑
i

kP (Tk − T0 ≤ ∆t | X(T0) = i)P (X(t) = i)

≤
∞∑

k=2

k(q∆t)k = o(∆t), (1.6.13)

where (1.6.13) follows from Lemma 1.6.1.
Now, since

Mf(t+ ∆t)−Mf (t) = E[Nf (t, t+ ∆T )]

= P (Nf (t, t+ ∆t] = 1) +
∞∑

k=2

kP (Nf (t, t+ ∆t] = k)

=
∑

i∈W,j∈F

pi(t)qij∆t+ o(∆t),

by Lemmas 1.6.3 and 1.6.4. Thus we have proven the following theorem.

Theorem 1.6.5. Assume that a Markov chain is conservative, i.e.

qi =
∑
j �=i

qij

and

q = sup
i
qi <∞,

then the ROCOF at time t is given by

mf (t) =
∑

i∈W,j∈F

pi(t)qij . (1.6.14)

In particular, if the state space S of a Markov chain is finite, Assumptions
1 and 2 are clearly true, then Theorem 1.6.5 holds. This special case was
considered by Shi (1985).
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1.7 Notes and References

For reading this monograph, we assume that the readers should have
learned Calculus and an undergraduate course in Probability and Statis-
tics. Of course, some other preliminaries are needed. Chapter 1 contains
almost all additional knowledge needed in this monograph. Sections 1.2 to
1.4 are mainly based on Ross (1996), Barlow and Proschan (1975), Ascher
and Feingold (1984). However, in Section 1.4, the class of life distributions
ERBLE (ERWLE) that takes into account the effect of preventive repair is
new, it was introduced by Lam (2007a). We expect that ERBLE (ERWLE)
will have important theoretical interest and wide practical application. In
Section 1.5, we introduce martingales and the martingale convergence the-
orem. Moreover, the Doob, Riesz and Krickberg decomposition theorems
are also studied. For reference of these three decomposition theorems, see
Dellacherie and Meyer (1982) or He et al. (1995). As in many reference
books, they just highlight on the supermartingale case. Here we state
the martingale convergence theorem for both the supermartingale and sub-
martingale cases. Then we state these three decomposition theorems for
submartingale case and give detailed proof for convenience of application
in geometric process. In Section 1.6, we study the rate of occurrence of
failures (ROCOF). If the expected sojourn time in a state of a conserva-
tive continuous time Markov chain has a positive lower bound, Lam (1995,
1997) gave a formula for the evaluation of ROCOF. In the case that a pro-
cess is not a Markov chain but can be reduced to a Markov process after
introducing some supplementary variables, Lam (1995, 1997) also gave a
formula for the determination of the ROCOF. Section 1.6 is based on Lam
(1997) that was published in Journal of Applied Probability by Applied
Probability Trust.
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Chapter 2

Geometric Process

2.1 Introduction

In Chapter 1, we mention that for the purpose of modelling a deteriorating
or improving system, a direct approach is to introduce a monotone process.
On the other hand, in analysis of data from a series of events with trend,
a natural approach is also to apply a monotone process. In this chapter,
as a simple monotone process, geometric process is introduced. Then, we
shall study the probability properties of geometric process. Furthermore, a
threshold geometric process is also proposed.

The structure of Chapter 2 is as follows. In Section 2.2, the definition of
geometric process is introduced, some properties of the geometric process
are discussed. In Section 2.3, as in renewal process, the age, residual life and
total life of a geometric process are considered. Then, some limit theorems
in geometric process are studied in Section 2.4. In Section 2.5, a special
geometric process with exponential distribution is considered.

2.2 Geometric Process

As a simple monotone process, Lam (1988a, b) introduced the geometric
process.

Definition 2.2.1. A sequence of nonnegative random variables {Xn, n =
1, 2, . . .} is said to be a geometric process (GP), if they are independent
and the distribution function of Xn is given by F (an−1x) for n = 1, 2, . . .,
where a > 0 is called the ratio of the GP.

To make sense, in practice we should assume F (0) = P (X1 = 0) < 1.

37
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If {Xn, n = 1, 2, . . .} is a GP and the density function of X1 is f , then
from Definition 2.2.1, the probability density function of Xn will be given
by an−1f(an−1x). Note that throughout this book, we shall use GP as an
abbreviation of geometric process.

Definition 2.2.2. A stochastic process {Xn, n = 1, 2, . . .} is said to be a
GP, if there exists a real a > 0 such that {an−1Xn, n = 1, 2, . . .} forms a
renewal process. The positive number a is called the ratio of the GP.

Clearly, Definitions 2.2.1 and 2.2.2 are equivalent. Furthermore, a GP
is stochastically increasing if the ratio 0 < a ≤ 1; it is stochastically de-
creasing if the ratio a ≥ 1. A GP will become a renewal process if the ratio
a = 1. Therefore, GP is a simple monotone process and is a generalization
of the renewal process.

Assume that {Xn, n = 1, 2, . . .} is a GP with ratio a. Let the distri-
bution function and density function of X1 be F and f respectively, and
denote E(X1) = λ and Var(X1) = σ2. Then

E[Xn] =
λ

an−1
, (2.2.1)

and

Var(Xn) =
σ2

a2(n−1)
. (2.2.2)

Thus, a, λ and σ2 are three important parameters of a GP. Note that if
F (0) < 1, then λ > 0. Now define S0 = 0 and

Sn =
n∑

i=1

Xi.

Then let Fn = σ(X1, X2, · · · , Xn) be the σ-algebra generated by {Xi, i =
1, · · · , n}. Note that {Sn, n = 1, 2, · · · } is a sequence of nonnegative in-
creasing random variables with

E[Sn+1 | Fn] = Sn + E[Xn+1] ≥ Sn.

If ratio a ≤ 1, then it is straightforward that

Sn
a.s.−→ ∞ as n→∞. (2.2.3)

However, if ratio a > 1, then we have

sup
n≥0

E[|Sn|] = lim
n→∞E[Sn] = λ lim

n→∞
1− a−n

1− a−1
=

aλ

a− 1
<∞. (2.2.4)
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This implies that {Sn, n = 1, 2, · · · } is a nonnegative submartingale with
respect to {Fn, n = 1, 2, · · · }. Furthermore, we have the following result.

Theorem 2.2.3. If a > 1, there exists a random variable S such that

Sn
a.s.−→ S as n→∞, (2.2.5)

Sn
m.s.−→ S as n→∞, (2.2.6)

and

E[S] = aλ/(a− 1), (2.2.7)

V ar[S] =
a2σ2

a2 − 1
. (2.2.8)

Proof.
Because {Sn, n = 1, 2, · · · } is a nonnegative submartingale with respect

to {Fn, n = 1, 2, · · · }, then from Theorem 1.5.1, there exists a nonnegative
random variable S such that

Sn
a.s.−→ S as n→∞.

Thus (2.2.5) follows. Afterward, we can write S =
∞∑

i=1

Xi. It follows from

(2.2.2) that

E[(Sn − S)2] = E[(
∞∑

i=n+1

Xi)2]

= Var[
∞∑

i=n+1

Xi] + {E[
∞∑

i=n+1

Xi]}2

=
1

a2(n−1)

{
σ2

a2 − 1
+

λ2

(a− 1)2

}
−→ 0, n→∞.

Then (2.2.6) follows. Thus, by using monotone convergence theorem,
(2.2.5) yields that

E[Sn] −→ E[S] as n→∞,
and (2.2.7) holds. On the other hand, we have

E[S2
n] = V ar[Sn] + {E[Sn]}2 =

a2σ2(1 − a−2n)
a2 − 1

+
a2λ2(1− a−n)2

(a− 1)2
.

By using monotone convergence theorem again, we obtain

E[S2] =
a2σ2

a2 − 1
+

a2λ2

(a− 1)2
.



June 26, 2007 12:31 World Scientific Book - 9in x 6in GeometricProcessAppl

40 Geometric Process and Its Applications

Then (2.2.8) follows from V ar[S] = E[S2] − {E[S]}2. This completes the
proof of Theorem 2.2.3.

Therefore, according to Theorem 2.2.3, Sn converges to S not only al-
most surely but also in mean squares. Furthermore, Theorem 2.2.3 implies
that if a > 1, then for any integer n, because event {S < ∞} implies that
{Sn <∞}. Therefore

P (Sn <∞) = 1. (2.2.9)

Now, by applying Theorems 1.5.2 to the nonnegative submartingale
{Sn, n = 1, 2, . . .}, we have the following theorem.

Theorem 2.2.4. (The Doob Decomposition for GP)
If a > 1, the process {Sn, n = 1, 2, . . .} has a unique Doob decomposition
such that

Sn = Mn −An, (2.2.10)

where {Mn, n = 1, 2, . . .} is a martingale, {An, n = 1, 2, . . .} is decreasing
with A1 = 0 and An ∈ Fn−1.
Note that if a > 1, then {Sn, n = 1, 2, . . .} is a nonnegative submartingale
and

lim
t→∞E[Sn] = sup

n
E[S+

n ] = sup
n
E[Sn] =

aλ

a− 1
<∞.

Then Theorems 1.5.3 and 1.5.4 yield respectively the following two results.

Theorem 2.2.5. (The Riesz Decomposition for GP)
If a > 1, the process {Sn, n = 1, 2, . . .} has a unique Riesz decomposition
such that

Sn = Yn + Zn, (2.2.11)

where {Yn, n = 1, 2, . . .} is a nonnegative martingale and {Zn, n = 1, 2, . . .}
is a nonpositive submartingale with lim

n→∞E[Zn] = 0.

Theorem 2.2.6. (The Krickeberg Decomposition for GP)
If a > 1, the process {Sn, n = 1, 2, . . .} has a Krickeberg decomposition so
that

Sn = Ln −Mn, (2.2.12)

where {Ln, n = 1, 2, . . .} is a nonpositive submartingale and {Mn, n =
1, 2,∞} is a nonpositive martingale. Moreover, such a decomposition has
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the maximality such that for any other decomposition Xn = L
′
n − M

′
n,

where L
′
n,M

′
n are nonpositive submartingale and nonpositive martingale

respectively, then

Ln ≥ L′
n, Mn ≥M ′

n.

In reliability engineering, the failure rate or hazard rate of a system
expresses the propensity of the system to fail in a small time interval after
t, given that it has survived for time t. In practice, many systems demon-
strate that their failure rate has the shape of a bathtub curve. As the early
failures of a system are due to quality-related defects, the failure rate is
decreasing at the early stage or the infant mortality phase. During the
middle stage or the useful life phase of the system, the failure rate may be
approximately constant because failures are caused by external shocks that
occur at random. In the late stage or the wearout phase of the system,
the late-life failures are due to wearout and the failure rate is increasing.
Therefore, in practice, many systems are improving in the early stage, then
will be steady in the middle stage, and will be deteriorating in the late
stage. In data analysis, many data sets show the existence of multiple
trends. Consequently, we need to introduce a threshold GP for modelling
a system with bathtub shape failure rate or analysing data with multiple
trends.

Definition 2.2.7. A stochastic process {Zn, n = 1, 2, . . .} is said to be a
threshold geometric process (threshold GP) , if there exists real numbers
{ai > 0, i = 1, 2, . . . , k} and integers {1 = M1 < M2 < . . . < Mk < Mk+1 =
∞} such that for each i = 1, . . . , k,

{an−Mi

i Zn, Mi ≤ n < Mi+1}
forms a renewal process. The real numbers {ai, i = 1, 2, . . . , k} are called
the ratios and {M1,M2, . . . ,Mk} are called the thresholds and k is called the
number of thresholds of the threshold GP. Moreover, {Zn, Mi ≤ n < Mi+1}
is called the ith piece of the threshold GP.

Note that in Definition 2.2.7, it is not necessary that the renewal pro-
cesses for different i are the same. Let the common mean and variance of
{an−Mi

i Zn, Mi ≤ n < Mi+1} be λi and σ2
i respectively, then

E[Zn] =
λi

an−Mi

i

(2.2.13)

and

Var(Zn) =
σ2

i

a
2(n−Mi)
i

Mi ≤ n < Mi+1, i = 1, . . . , k. (2.2.14)
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Therefore number of thresholds k, threshold Mi, ratio ai, mean λi and
variance σ2

i for i = 1, . . . , k are important parameters for a threshold GP.
Clearly, if k = 1, the threshold GP reduces to a GP defined by Definition
2.2.1 or 2.2.2.

2.3 Age, Residual Life and Total Life

Given a GP {Xn, n = 1, 2, . . .}, as in renewal process, we can define the age
at t as

A(t) = t− SN(t), (2.3.1)

the residual life at t as

B(t) = SN(t)+1 − t, (2.3.2)

and the total life at t as

XN(t)+1 = SN(t)+1 − SN(t) = A(t) +B(t). (2.3.3)

Let Fn be the distribution of Sn. Then we have the following result.

Theorem 2.3.1.

(1) P (A(t) > x) =

 F̄ (t) +
∞∑

n=1

t−x∫
0

F̄ (an(t− u))dFn(u) 0 < x < t,

0 x ≥ t.

(2) P (B(t) > x) =

 F̄ (t+ x) +
∞∑

n=1

t∫
0

F̄ (an(x + t− y))dFn(y) x > 0,

1 x ≤ 0.

(3) P (XN(t)+1 > x) =

 F̄ (t ∨ x) +
∞∑

n=1

t∫
0

F̄ (an(x ∨ (t− y)))dFn(y) x > 0,

1 x ≤ 0.

(4) P (SN(t) ≤ x) =

 F̄ (t) +
∞∑

n=1

x∫
0

F̄ (an(t− y))dFn(y) 0 < x ≤ t,
1 x > t,

where F is the distribution of X1 and F̄ (x) = 1 − F (x), while Fn is the
distribution of Sn and F̄n(x) = 1− Fn(x).
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Proof.
For x ≥ t, part (1) is trivial. Now, assume that 0 < x < t,

P (A(t) > x) = P (SN(t) < t− x)

=
∞∑

n=0

P (SN(t) < t− x, N(t) = n)

=
∞∑

n=0

P (Sn < t− x, Sn+1 > t)

= F̄ (t) +
∞∑

n=1

t−x∫
0

P (Sn+1 > t | Sn = y)dFn(y)

= F̄ (t) +
∞∑

n=1

t−x∫
0

P (Xn+1 > t− y)dFn(y)

= F̄ (t) +
∞∑

n=1

t−x∫
0

F̄ (an(t− y))dFn(y).

Thus, part (1) follows. The proof of part (2) is similar to part (1). To prove
part (3), we note that

P (XN(t)+1 > x) =
∞∑

n=0

P (XN(t)+1 > x,N(t) = n)

=
∞∑

n=0

t∫
0

P (Xn+1 > x, Sn ≤ t < Sn+1 | Sn = y)dFn(y)

=
∞∑

n=0

t∫
0

P (Xn+1 > max(x, t− y))dFn(y) (2.3.4)

= F̄ (t ∨ x) +
∞∑

n=1

t∫
0

F̄ (an(x ∨ (t− y)))dFn(y).

Then part (3) follows. Moreover, the proof of part (4) is similar to part
(1). This completes the proof of Theorem 2.3.1.

Furthermore, we can also obtain an upper and lower bounds for
P (XN(t)+1 > x).
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Theorem 2.3.2.
∞∑

n=0

F̄ (anx)Fn(t)P (N(t) = n) ≤ P (XN(t)+1 > x)

≤
∞∑

n=0

F̄ (anx)Fn(t) t > 0, x > 0,

where F is the distribution of X1 and F̄ (x) = 1 − F (x), while Fn is the
distribution of Sn and F̄n(x) = 1− Fn(x).
Proof.

It follows from (2.3.4) that

P (XN(t)+1 > x) =
∞∑

n=0

t∫
0

P (Xn+1 > max(x, t− y))dFn(y)

≤
∞∑

n=0

t∫
0

P (Xn+1 > x)dFn(y)

=
∞∑

n=0

F̄ (anx)Fn(t). (2.3.5)

On the other hand,

P (XN(t)+1 > x) =
∞∑

n=0

P (XN(t)+1 > x | N(t) = n)P (N(t) = n)

=
∞∑

n=0

P (Xn+1 > x | Sn ≤ t < Sn+1)P (N(t) = n)

=
∞∑

n=0

t∫
0

P (Xn+1 > x | Sn ≤ t < Sn+1, Sn = y)dFn(y)P (N(t) = n)

=
∞∑

n=0

t∫
0

P (Xn+1 > x | Xn+1 > t− y)dFn(y)P (N(t) = n)

≥
∞∑

n=0

P (Xn+1 > x)

t∫
0

dFn(y)P (N(t) = n) (2.3.6)

=
∞∑

n=0

F̄ (anx)Fn(t)P (N(t) = n), (2.3.7)
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where (2.3.6) is due to

P (Xn+1 > x | Xn+1 > t− y) =

{
1 y < t− x,

P (Xn+1>x)
P (Xn+1>t−y) y ≥ t− x,

≥ P (Xn+1 > x).

Integrating (2.3.5) and (2.3.7) from 0 to ∞ with respect to x gives the fol-
lowing corollary.

Corollary 2.3.3.

λ

∞∑
n=0

a−nFn(t)P (N(t) = n) ≤ E[XN(t)+1] ≤ λ
∞∑

n=0

a−nFn(t) t > 0.

2.4 Limit Theorems for Geometric Process

It is well known that Wald’s equation plays an important role in renewal
process. The following theorem is a generalization of the Wald’s equation
to a GP, it is called as Wald’s equation for GP.

Theorem 2.4.1. (Wald’s Equation for GP)
Suppose that {Xn, n = 1, 2, . . .} forms a GP with ratio a, and E[X1] = λ <

∞, then for t > 0, we have

E[SN(t)+1] = λE[
N(t)+1∑

n=1

a−n+1]. (2.4.1)

If a �= 1, then

E[SN(t)+1] =
λ

1− a{E[a−N(t)]− a}. (2.4.2)

Proof.
Let IA be the indicator function of event A. Then Xn and I{Sn−1≤t} =

I{N(t)+1≥n} are independent. Consequently, for t > 0, we have
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E[SN(t)+1] = E[
N(t)+1∑

n=1

Xn] =
∞∑

n=1

E[XnI{N(t)+1≥n}]

=
∞∑

n=1

E[Xn]P (N(t) + 1 ≥ n) = λ

∞∑
n=1

a−n+1P (N(t) + 1 ≥ n)

= λ

∞∑
j=1

(
j∑

n=1

a−n+1)P (N(t) + 1 = j)

= λE[
N(t)+1∑

n=1

a−n+1]. (2.4.3)

Then (2.4.1) holds. Moreover, if a �= 1, then (2.4.2) follows from (2.4.3)
directly. This completes the proof of Theorem 2.4.1.

Corollary 2.4.2.

E[a−N(t)]


> a+ (1−a)t

λ 0 < a < 1,
= 1 a = 1,
< a+ (1−a)t

λ a > 1, t ≤ aλ
a−1 .

Proof.
For a = 1, the result is trivial. Now, assume that a �= 1, then for all

t > 0, Theorem 2.4.1 yields

t < E[SN(t)+1] =
λ

1− a (E[a−N(t)]− a).

Consequently, Corollary 2.4.2 follows.
Moreover, from (2.4.1), we have the following inequality.

Corollary 2.4.3

E[SN(t)+1]


> λ{E[N(t)] + 1} 0 < a < 1,
= λ{E[N(t)] + 1} a = 1,
< λ{E[N(t)] + 1} a > 1.

Note that if a = 1, the GP reduces to a renewal process, while Corollary
2.4.3 gives E[SN(t)+1] = λ{E[N(t)] + 1}. This is Wald’s equation for the
renewal process.

The following theorem follows Theorem 2.4.1 directly.
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Theorem 2.4.4. If a stochastic process {Xn, n = 1, 2, . . .} is a GP with
ratio a > 1, then we have

(1) lim
t→∞

1
tE[a−N(t)] = 0;

(2) lim
t→∞

1
tE[

N(t)∑
n=1

a−n+1] = 0;

(3) lim
t→∞

1
tE[SN(t)+1] = 0. (2.4.4)

We can see (2.4.4) from different way. Because from (2.2.5), we have

P (N(∞) ≥ n) = P (Sn <∞) = 1 for all n.

Thus

P (N(∞) =∞) = 1.

Therefore, lim
t→∞E[SN(t)+1] = E[S], and (2.4.4) follows.

However, the limit properties for the case of 0 < a ≤ 1 is completely
different. For example, if a = 1, the GP reduces to a renewal process. The
elementary renewal theorem in renewal process yields that

lim
t→∞

E[SN(t)+1]
t

= lim
t→∞

λ{E[N(t)] + 1}
t

= 1.

Then from Theorem 2.4.1 and (2.3.2), we have

Theorem 2.4.5. Assume that {Xn, n = 1, 2, . . .} is a GP with ratio a = 1,
then we have

(1) lim
t→∞

1
tE[a−N(t)] = 0;

(2) lim
t→∞

1
tE[

N(t)∑
n=1

a−n+1] = 1
λ ;

(3) lim
t→∞

1
tE[SN(t)+1] = 1,

(4) lim
t→∞

1
tB(t) = 0.

Now, we shall introduce the following lemma for NBUE (NWUE) class of
the life distribution.

Lemma 2.4.6. The NBUE (NWUE) class is close under convolution op-
eration.
Proof.

To prove Lemma 2.4.6, assume that two nonnegative random variables
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X and Y are independent having distributions F and G respectively. As-
sume further thatX ∈NBUE and Y ∈NBUE. Let E[X ] = µ and E[Y ] = ν.
Denote the distribution of Z = X + Y by H . Then

H̄(x+ y) = P (Z > x+ y)

= P (X > x, Y > y,X + Y > x+ y)

+P (X > x, Y ≤ y,X + Y > x+ y) + P (X ≤ x,X + Y > x+ y)

= F̄ (x)Ḡ(y) +

y∫
0

F̄ (x + y − u)dG(u) +

x∫
0

Ḡ(x+ y − u)dF (u). (2.4.5)

Integrating (2.4.5) from 0 to ∞ with respect to y gives
∞∫

x

H̄(u)du =

∞∫
0

H̄(x+ y)dy

= F̄ (x)

∞∫
0

Ḡ(y)dy +

∞∫
0

y∫
0

F̄ (x+ y − u)dG(u)dy

+

∞∫
0

x∫
0

Ḡ(x+ y − u)dF (u)dy

= νF̄ (x) +

∞∫
0

∞∫
x

F̄ (v)dvdG(u) +

x∫
0

∞∫
x−u

Ḡ(v)dvdF (u)

≤ νF̄ (x) + µF̄ (x) + ν

x∫
0

Ḡ(x− u)dF (u) (2.4.6)

= µF̄ (x) + νH̄(x) (2.4.7)

≤ (µ+ ν)H̄(x), x ≥ 0, (2.4.8)

where (2.4.6) is because X and Y ∈ NBUE, while (2.4.7) and (2.4.8) are
due to the fact

H̄(x) = F̄ (x) +

x∫
0

Ḡ(x− u)dF (u) ≥ F̄ (x).

Therefore, Z = X + Y ∈ NBUE. For the case of NWUE, the proof is simi-
lar. This completes the proof of Lemma 2.4.6.
Now, we are able to show that for a GP {Xn, n = 1, 2, · · · }, if X1 ∈ NBUE
(NWUE), then for any integer n, Xn ∈ NBUE (NWUE) and Sn ∈ NBUE
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(NWUE). This is the following lemma.

Lemma 2.4.7. Given a GP {Xn, n = 1, 2, · · · } with ratio a, if X1 ∈NBUE
(NWUE), then Xn and Sn ∈NBUE (NWUE) for n = 1, 2, · · ·
Proof.

Let the distribution function of X1 be F (x) and E[X1] = λ. Moreover,
let the distribution function of Xn be Fn(x) and E[Xn] = λn = λ/an−1.
Then

1
λn

∞∫
t

F̄n(x)dx =
an−1

λ

∞∫
t

F̄ (an−1x)dx

=
1
λ

∞∫
an−1t

F̄ (x)dx ≤ F̄ (an−1t) = F̄n(t),

since F is NBUE. Now, because {Xi, i = 1, 2, . . .} are all NBUE, then by

Lemma 2.4.6, Sn =
n∑

i=1

Xi is also NBUE. For the case of NWUE, the proof

is similar.
Afterward, we are available to study the limit theorem for 0 < a ≤ 1.

Theorem 2.4.8. If {Xn, n = 1, 2, · · · } is a GP with ratio 0 < a ≤ 1 and
X1 ∈ NBUE, then

(1) 1 ≤ lim
t→∞

E[SN(t)+1]

t ≤ lim
t→∞

E[SN(t)+1]

t ≤ 1
a .

(2) 0 ≤ lim
t→∞

E[B(t)]
t ≤ lim

t→∞
E[B(t)]

t ≤ 1−a
a ;

(3) 1−a
λ ≤ lim

t→∞
1
tE[a−N(t)] ≤ lim

t→∞
1
tE[a−N(t)] ≤ 1−a

aλ ;

(4) (0 ∨ 2a−1
aλ ) ≤ lim

t→∞
1
tE[

N(t)∑
n=1

a−n+1] ≤ lim
t→∞

1
tE[

N(t)∑
n=1

a−n+1] ≤ 1
λ .

Proof.
Consider B(t), the residual life at time t for the GP, then

E[B(t)] = E[SN(t)+1 − t] = E{E[SN(t)+1 − t|N(t)]}
≤ E{E[XN(t)+1|N(t)]} = λE[a−N(t)]. (2.4.9)

Therefore

t ≤ E[SN(t)+1] ≤ t+ λE[a−N(t)]. (2.4.10)
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The combination of (2.4.2) and (2.4.10) gives

t ≤ λ

1− a (E[a−N(t)]− a) ≤ t+ λE[a−N(t)]. (2.4.11)

Inequality (2.4.11) implies that
(1 − a)t

λ
+ a ≤ E[a−N(t)] ≤ (1 − a)t

aλ
+ 1. (2.4.12)

Then part (3) follows. Now based on (2.4.9) and (2.4.12), part (2) is trivial.
Moreover, part (1) follows from (2.4.10) and (2.4.12).

On the other hand, because SN(t) ≤ t, then

E[
N(t)∑
n=1

a−n+1] ≤ t

λ
. (2.4.13)

Furthermore, Theorem 2.4.1 yields

t ≤ E[SN(t)+1] = λE[
N(t)∑
n=1

a−n+1] + λE[a−N(t)]. (2.4.14)

Consequently, it follows from (2.4.12)-(2.4.14) that

t

λ
≥ E[

N(t)∑
n=1

a−n+1] ≥ t

λ
− E[a−N(t)] ≥ t

λ
− (1− a)t

aλ
− 1. (2.4.15)

Hence part (4) follows. Note that if 0 < a < 1/2, the left hand side of part
(3) should be replaced by 0. This completes the proof of Theorem 2.4.8.

2.5 A Geometric Process with Exponential Distribution

Now, we study the properties of a GP in which X1 has an exponential dis-
tribution Exp(1/λ) with density function.

f(x) =
{

1
λexp(− x

λ) x > 0,
0 x ≤ 0.

(2.5.1)

Then, we have

Theorem 2.5.1. Given a GP {Xn, n = 1, 2, . . .} with ratio a, assume
that X1 has an exponential distribution Exp(1/λ). Then for 0 < a ≤ 1 or
a > 1, t < aλ

a−1 , we have

1. E[a−N(t)] = 1 +
(1− a)t
aλ

, (2.5.2)

2. E[SN(t)+n+1] =
aλ

a− 1
+

1
an+1

(t− aλ

a− 1
). (2.5.3)
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Proof.
Let pi(t) = P (N(t) = i). Then by a classical probability analysis, we

have

p′0(t) = − 1
λ
p0(t), (2.5.4)

p′i(t) = −a
i

λ
pi(t) +

ai−1

λ
pi−1(t) i = 1, 2, . . . . (2.5.5)

Equations (2.5.4) and (2.5.5) are in fact the Kolmogorov forward equations.
As an example, we shall derive equation (2.5.5) here.

pi(t+ ∆t) = P (no event occurs in (t, t+ ∆t]|N(t) = i)P (N(t) = i)

+P (one event occurs in (t, t+ ∆t]|N(t) = i− 1)P (N(t) = i− 1)

+P (two or more event occur in (t, t+ ∆t], N(t, t+ ∆t] = i)

= (1− ai

λ
∆t)pi(t) +

ai−1

λ
∆tpi−1(t) + o(∆t) i = 1, 2, . . .

Then (2.5.5) follows by letting ∆t→ 0. Thus

E[a−N(t)] =
∞∑

i=0

E[a−N(t) | N(t) = i]P (N(t) = i) =
∞∑

i=0

a−ipi(t).

Consequently

dE[a−N(t)]
dt

=
∞∑

i=0

a−ip′i(t)

= − 1
λ
p0(t) +

∞∑
i=1

a−i{−a
i

λ
pi(t) +

ai−1

λ
pi−1(t)}

= − 1
λ

∞∑
i=0

pi(t) +
1
aλ

∞∑
i=1

pi−1(t)

=
1− a
aλ

.

Then (2.5.2) follows. Now, by conditional on the numbers of events occurred
by time t, it follows that
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E[SN(t)+n+1] =
∞∑

k=0

E[SN(t)+n+1 | N(t) = k]P (N(t) = k)

=
∞∑

k=0

E[
k+n+1∑

i=1

Xi]P (N(t) = k)

=
aλ

a− 1

[
1−

∞∑
k=0

1
ak+n+1

P (N(t) = k)

]

=
aλ

a− 1

[
1− 1

an+1
E{a−N(t)}

]
=

aλ

a− 1
+

1
an+1

(t− aλ

a− 1
), a ≤ 1 or a > 1, t <

aλ

a− 1
.

Therefore (2.5.3) follows. This completes the proof of Theorem 2.5.1.
In particular, we have the following corollary.

Corollary 2.5.2.

1. E[SN(t)] = t, (2.5.6)

2. E[SN(t)+1] = λ+
t

a
. (2.5.7)

By recalling that the age A(t), residual life B(t) and total life XN(t)+1

at t defined in Section 2.3, Corollary 2.5.3 is a direct conclusion from Corol-
lary 2.5.2.

Corollary 2.5.3.

1. E[A(t)] = 0, (2.5.8)

2. E[B(t)] = λ+ (
1
a
− 1)t, (2.5.9)

3. E[XN(t)+1] = λ+ (
1
a
− 1)t. (2.5.10)

Now suppose 0 < a < 1, we can use Theorem 2.4.8 since exponential
distribution is NBUE, while for a = 1, Theorem 2.4.5 is applicable. How-
ever, the following theorem due to Lam et al. (2003) is a better result.

Theorem 2.5.4. Assume that {Xn, n = 1, 2, · · · } is a GP with ratio
0 < a ≤ 1, and X1 has an exponential distribution Exp(1/λ). Then
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(1) lim
t→∞

1
tE[SN(t)+1] = 1

a ;

(2) lim
t→∞

E[B(t)]
t = 1−a

a ;

(3) lim
t→∞

1
tE[a−N(t)] = 1−a

aλ ;

(4) lim
t→∞

1
tE[

N(t)∑
n=1

a−n+1] = 1
λ .

In comparison Theorem 2.4.8 with Theorem 2.5.4, we can see that for
the exponential distribution case, the limits always exist and equal the
upper bounds in the inequalities of Theorem 2.4.8 respectively.

2.6 Notes and References

In this chapter, we introduce the GP and study its probability properties.
As GP is a generalization of renewal process, most results in this chapter
generalize the corresponding results in renewal process. Lam (1988a, b)
first introduced the definition of GP and discussed its simple properties that
form the basis of Section 2.2. However, Theorem 2.2.3 is based on Lam et al.
(2003), while Theorems 2.2.4-2.2.6 are direct applications of the Doob, Riesz
and Krickeberg decompositions to the process {Sn, n = 1, 2, . . .}. On the
other hand, Sections 2.3 and 2.4 are based on Lam et al. (2003), in which
part 2 of Theorem 2.3.1 is originally due to Zhang (1991). In Section 2.5,
we study a particular GP with exponential distribution, in which Theorem
2.5.1 and Corollaries 2.5.2 and 2.5.3 are new, but Theorem 2.5.4 is from
Lam et al. (2003).
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Chapter 3

Geometric Function

3.1 Introduction

Given a GP {Xn, n = 1, 2, . . .} with ratio a, let

Sn =
n∑

i=1

Xi.

Then we can define a counting process

N(t) = sup{n | Sn ≤ t}, t ≥ 0. (3.1.1)

Now let

M(t, a) = E[N(t)]. (3.1.2)

Function M(t, a) is called the geometric function of GP {Xn, n = 1, 2, . . .}.
In practice, if Xn is the interarrival time between the (n − 1)th event

and the nth event, then M(t, a) will be the expected number of events oc-
curred by time t. If Xn is the operating time after the (n − 1)th repair,
then M(t, a) will be the expected number of failures by time t. Obviously,
if the ratio a = 1, the GP reduces to a renewal process, and the geometric
function M(t, 1) becomes the renewal function M(t) of the renewal process.
Therefore, geometric function M(t, a) is a natural generalization of the re-
newal function. As the renewal function plays an important role in renewal
process, the geometric function will also play an important role in GP.

In this chapter, we shall study the properties of the geometric function.
In Section 3.2, an integral equation called geometric equation for M(t, a)
will be derived. The existence of M(t, a) for a GP is studied in Section
3.3. In Section 3.4, the Laplace transform of M(t, a) is determined. Then
in Section 3.5, an analytic solution of the geometric equation is studied. A
numerical solution to the geometric equation is introduced in Section 3.6.

55
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An approximate solution to the geometric equation is derived in Section
3.7. Then, the solutions obtained by above three methods are compared
with the solution by a simulation method in Section 3.8. Finally, as a par-
ticular case, the geometric function of a GP with exponential distribution
is considered in Section 3.9.

3.2 Geometric Equation

Now, we shall derive an integral equation for the geometric functionM(t, a).
First of all, it follows from (3.1.1) that

N(t) ≥ n⇐⇒ Sn ≤ t. (3.2.1)

Let Fn(x) be the distribution function of Sn with

F0(t) =
{

1 t ≥ 0,
0 elsewhere.

The following theorem is a generalization of Theorem 1.3.2. The proof
is exactly the same.

Theorem 3.2.1.

M(t, a) =
∞∑

n=1

Fn(t). (3.2.2)

Furthermore, Let F be the distribution of X1, then similar to (1.3.9), we
have the following integral equation for M(t, a).

M(t, a) = F (t) +

t∫
0

M(a(t− u), a)dF (u), (3.2.3)

To prove (3.2.3), we shall first derive a result by induction.

Fn(t) =

t∫
0

Fn−1(a(t− u))dF (u). (3.2.4)

In fact, for n = 1, (3.2.4) is trivial. Assume that (3.2.4) holds for n. For
n + 1, because Sn+1 is the sum of two independent random variables Sn

and Xn+1, we have

Sn+1 = Sn +Xn+1.
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Then

Fn+1(t) =

t∫
0

Fn(t− u)dF (anu)

=

t∫
0


t−u∫
0

Fn−1(a(t− u− v))dF (v)

 dF (anu) (3.2.5)

=

t∫
0


t−v∫
0

Fn−1(a(t− v − u))dF (anu)

 dF (v)

=

t∫
0


a(t−v)∫

0

Fn−1(a(t− v)− y)dF (an−1y)

 dF (v)

=

t∫
0

Fn(a(t− v))dF (v), (3.2.6)

where (3.2.5) is due to the induction assumption, while (3.2.6) is because
Sn is the sum of Sn−1 and Xn. Therefore (3.2.4) holds for any integer n.
As a result, (3.2.3) follows by substituting (3.2.4) into (3.2.2).

As equation (3.2.3) is an integral equation satisfied by the geometric
function M(t, a), (3.2.3) is called the geometric equation. If the density of
X1 is f , then (3.2.3) becomes

M(t, a) = F (t) +

t∫
0

M(a(t− u), a)f(u)du. (3.2.7)

3.3 Existence of Geometric Function

To start with, we shall study the existence of the geometric function of a
GP.

Theorem 3.3.1. If {Xn, n = 1, 2, . . .} is a GP with ratio 0 < a ≤ 1, then
for all t ≥ 0, N(t) is finite with probability 1, and the geometric function
M(t, a) is also finite.
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Proof.
Given a GP {Xn, n = 1, 2, . . .} with ratio a, define a renewal process

{X̃n = an−1Xn, n = 1, 2, . . .}. Now let

S̃n = X̃1 + X̃2 + · · ·+ X̃n,

and

Ñ(t) = sup{n | S̃n ≤ t}.
From Theorem 1.3.3, it is clear that for all t ≥ 0, Ñ(t) <∞ with probability
1 and E[Ñ(t)] <∞. However,

S̃n ≤ Sn,

then N(t) ≤ Ñ(t). This implies that

P (N(t) <∞) ≥ P (Ñ(t) <∞) = 1,

and

M(t, a) = E[N(t)] ≤ E[Ñ(t)] <∞.
Then Theorem 3.3.1 follows.

Consequently, for a GP with ratio 0 < a ≤ 1, a finite geometric function
always exists. However, for a > 1, Theorem 2.2.3 gives

Sn
a.s.−→ S as n→∞

with

E(S) =
aλ

a− 1
<∞.

Therefore, P ( lim
n→∞Sn =∞) = 0. This implies that for a > 1,

P (N(∞) =∞) = 1, (3.3.1)

where N(∞) = lim
t→∞N(t). Note that from Lemma 1.3.5, (3.3.1) also holds

for a = 1. Therefore, using the monotone convergence theorem yields that
for a > 1,

lim
t→∞M(t, a) =∞.

Moreover, Lam (1988b) gave the following example showing that if a > 1,
then M(t, a) is not finite for all t > 0. Let {Xn, n = 1, 2, . . .} be a GP with
a > 1. Assume that X1 is a degenerate random variable with distribution
given by

F (x) =
{

1 x ≥ θ,
0 elsewhere.

(3.3.2)
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Let the distribution function of Sn be Fn. Then define

Mn(t, a) =
n∑

i=1

Fi(t).

By induction, it is easy to verify that

Mn(t, a) =


0 t < θ,

k θ
k∑

i=1

1
ai−1 ≤ t < θ

k+1∑
i=1

1
ai−1 , k = 1, 2, . . . , n− 1,

n t ≥ θ
n∑

i=1

1
ai−1 .

Letting n→∞, then we have

M(t, a) =


0 t < θ,

k θ
k∑

i=1

1
ai−1 ≤ t < θ

k+1∑
i=1

1
ai−1 , k = 1, 2, . . .

∞ t ≥ aθ
a−1 .

(3.3.3)

Thus M(t, a) = ∞ for t ≥ aθ
a−1 . Actually, for a > 1, a more meticulous

result for the geometric function M(t, a) is given by the following theorem.

Theorem 3.3.2. Given a GP {Xn, n = 1, 2, . . .} with ratio a > 1, let the
distribution of X1 be F and assume that

θ = inf{x | F (x) > F (0)}, (3.3.4)

then

M(t, a) =∞ for t >
aθ

a− 1
. (3.3.5)

Proof.
According to Theorem 2.2.3, we have

lim
n→∞Sn = S

and

s0 = E[S] = aλ/(a− 1). (3.3.6)

Then, there exists δ > 0 such that P{S ≤ E[S]} > δ. If otherwise, P{S ≤
E[S]} = 0. Then

E[S] = E{S | S ≤ E[S]}P{S ≤ E[s]}+ E{S | S > E[S]}P{S > E[s]}
> E[S].
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This is impossible. Now, because Sn, n = 0, 1, . . . , is nondecreasing in n, it
follows from (3.2.1) that for any integer n, we have

P{N(aλ/(a− 1)) ≥ n} = P{Sn ≤ aλ/(a− 1)}
≥ P{S ≤ E(S)} > δ.

This implies that for t ≥ s0 = E(S) = aλ/(a− 1),

M(t, a) = E{N(t)} ≥ E{N(aλ/(a− 1))}
≥ nP{N(λa/(a− 1)) ≥ n} > nδ.

Letting n→∞ yields that

M(t, a) =∞ for t ≥ s0 = aλ/(a− 1). (3.3.7)

Thus if θ ≥ λ, then (3.3.5) follows from (3.3.7) directly. Otherwise, if θ < λ,
let

s1 = s0/a+ θ.

Then (3.3.6) yields

s1 =
λ

a− 1
+ θ <

λ

a− 1
+ λ = E(S) = s0.

Therefore, for s1 ≤ t < s0, we can write

t =
λ

a− 1
+ s =

s0
a

+ s

such that θ ≤ s < λ and s < t. Now (3.2.3) with the help of (3.3.7) gives

M(t, a) = F (t) +

t∫
0

M(a(t− u), a)dF (u)

≥ F (t) +

s∫
0

M(a(t− u), a)dF (u)

= F (t) +

s∫
0

M(s0 + as− au, a)dF (u)

= ∞ for s1 ≤ t < s0. (3.3.8)

The combination of (3.3.7) and (3.3.8) shows that

M(t, a) =∞ for t ≥ s1. (3.3.9)
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Then by induction, it is straightforward to prove that M(t, a) = ∞ for
t ≥ sn, where

sn =
sn−1

a
+ θ =

s0
an

+
n−1∑
i=0

θ

ai

→ aθ

a− 1
as n→∞.

This completes the proof of Theorem 3.3.2.
Applying Theorem 3.3.2 to Lam’s example, we can see that M(t, a) =

∞, for t > aθ/(a − 1), this result agrees with (3.3.3). On the other hand,
if the distribution of X1 is increasing at 0, then (3.3.4) implies that θ = 0.
Therefore, Theorem 3.3.2 concludes that M(t, a) = ∞ for t > 0. Then we
have the following corollary.

Corollary 3.3.3. Given a GP {Xn, n = 1, 2, . . .} with ratio a > 1, if the
distribution function of X1 is increasing at 0, then

M(t, a) =∞ for t > 0.

In other words, a finite geometric function does not exist for t > 0. As a
result, we can concentrate the study of geometric function on the case of
0 < a ≤ 1.

3.4 General Solution to Geometric Equation

To solve geometric equation (3.2.3) for the geometric function M(t, a), we
can start with M0(t, a) = F (t). Then by iteration, it follows that

Mn(t, a) = F (t) +

t∫
0

Mn−1(a(t− u), a)dF (u). (3.4.1)

By induction, we can see that Mn(t, a) is nondecreasing in n for all t > 0.
Consequently, the limit function

M(t, a) = lim
n→∞Mn(t, a)

exists. Then by using monotone convergence theorem, limit function
M(t, a) will be a solution to geometric equation (3.2.3). Moreover, if F (x)
is continuous, then the solution M(t, a) is unique in any interval [0, d] sub-
ject to F (d) < 1. To prove this result, assume that 0 < a ≤ 1. Then let
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C[0, d] be the Banach space of all continuous functions on [0, d]. Define a
linear operator L on C[0, d] such that for G ∈ C[0, d], H = L(G) with

L : H(t) = F (t) +

t∫
0

G(a(t− u))dF (u), for 0 ≤ t ≤ d. (3.4.2)

It is easy to check that L is a contraction operator. In fact, for G1, G2 ∈
C[0, d], let H1 = L(G1) and H2 = L(G2), then

‖H1 −H2‖ ≤ F (d)‖G1 −G2‖. (3.4.3)

Then L is a contraction operator, since F (d) < 1. Therefore, by the fixed
point theorem, there exists a unique fixed point in C[0, d]. As d is any
positive number satisfying F (d) < 1, the solution to (3.2.3) is also unique.

On the other hand, given a GP {Xn, n = 1, 2, . . .} with ratio a, let the
density function of X1 be f(x) and denote the Laplace transform of f(x)
by

f∗(s) =

∞∫
0

e−stf(x)dx,

and the Laplace transform of M(t, a) by

M∗(s, a) =

∞∫
0

e−stM(t, a)dt.

Then taking the Laplace transform on the both sides of (3.2.3) gives

M∗(s, a) =
f∗(s)
s

+
1
a
M∗(

s

a
, a)f∗(s). (3.4.4)

Now if 0 < a ≤ 1, Theorem 3.3.1 implies that the geometric function
M(t, a) is always finite, and (3.4.4) can be solved iteratively for M∗(s, a).
To do this, starting with

M∗
0 (s, a) =

f∗(s)
s

,

then by iteration, we have

M∗
n(s, a) =

f∗(s)
s

+
1
a
M∗

n−1(
s

a
, a)f∗(s).

By induction, it is easy to show that

M∗
n(s, a) =

1
s

n∑
i=0

{
i∏

j=0

f∗(
s

aj
)}. (3.4.5)
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Let n → ∞, by using ratio test, it is trivial that the series on the right
hand side of (3.4.5) is convergent, since 0 < a ≤ 1. Thus, the solution to
(3.4.4) is given by

M∗(s, a) =
1
s

∞∑
i=0


i∏

j=0

f∗(
s

aj
)

 . (3.4.6)

Consequently, if 0 < a ≤ 1, the geometric function M(t, a) could be deter-
mined by inversion of M∗(s, a).

However, if a > 1, series (3.4.6) is divergent. In fact, rewrite M∗(s, a) =
∞∑

i=0

ai(s) with

ai(s) =
1
s

i∏
j=0

f∗(
s

aj
).

Then the Raabe test gives

lim
i→∞

i

{
ai(s)
ai+1(s)

− 1
}

= lim
i→∞

i{1− f∗( s
ai+1 )}

f∗( s
ai+1 )

= 0, (3.4.7)

where (3.4.7) is due to (1.3.13). As a result, series (3.4.6) is divergent for
a > 1, there is no solution to (3.4.4). This result agrees with the conclusion
of Theorem 3.3.2.

In this section, two general methods for the solution of geometric equa-
tion are suggested. In practice, the implementation of (3.4.1) is a tedious
job, the inversion of (3.4.6) is even an extravagant hope. Therefore, in Sec-
tions 3.5-3.7, we shall introduce some powerful methods for the solution of
geometric equation.

3.5 ∗ Analytic Solution to Geometric Equation

At first, consider a subset of L2[0, T ], the space of all square integrable
functions on [0, T ]. Assume that F (T ) < 1 and the density of X1 is f .
Then let

W [0, T ] =
{
u | u is continuous on [0, T ], u(0) = 0, u, u′ ∈ L2[0, T ]

}
.

The inner product is defined for u, v ∈W [0, T ] is defined by

(u, v)W =
∫ T

0

(u(x)v(x) + u′(x)v′(x))dx. (3.5.1)
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Then the norm of u ∈W [0, T ] is given by

‖u‖W =
√

(u, u)W .

Clearly, W [0, T ] is a separable Hilbert space. Moreover, W [0, T ] ⊂ C[0, T ],
the space of all continuous functions on [0, T ]. Note that in this section, we
shall use (·, ·)W and (·, ·)L to denote the inner products in spaces W [0, T ]
and L2[0, T ], and use ‖ · ‖W , ‖ · ‖L and ‖ · ‖C to denote the norms in spaces
W [0, T ], L2[0, T ] and C[0, T ], respectively. Then, let

R(x, y) =
ch(x+ y − T ) + ch(|x− y| − T )

2sh(T )
, (3.5.2)

where

ch(z) =
ez + e−z

2
and sh(z) =

ez − e−z

2
.

It is easy to check that for any function u ∈W [0, T ], we have

(u(y), R(x, y))W = u(x). (3.5.3)

Thus R(x, y) is a reproducing kernel function (see e.g. Aronszajn (1950)).
Because R(x, y) is symmetric, (3.5.3) is equivalent to

(u(y), R(y, x))W = u(x). (3.5.4)

Now, define an operator A on W [0, T ]:

Ah(x) : h(x) �→ h(x) −
∫ x

0

h(a(x− y))f(y)dy. (3.5.5)

Thus, equation (3.2.7) is equivalent to

Ah = F. (3.5.6)

Now, let

G(x) =
∫ x

0

h(a(x− y))f(y)dy. (3.5.7)

Then, we have the following lemmas.

Lemma 3.5.1. Assume that 0 < a ≤ 1, f ∈ L2[0, T ] and h ∈ W [0, T ].
Then, we have

‖G‖2L ≤
T

a
‖f‖2L‖h‖2L (3.5.8)

and

‖G′‖2L ≤ aT ‖f‖2L‖h′‖2L. (3.5.9)
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Proof.
By using the Cauchy-Schwarz inequality, we have

‖G‖2L =
∫ T

0

{
∫ x

0

h(a(x − y))f(y)dy}2dx

≤
∫ T

0

{
∫ x

0

h2(a(x− y))dy
∫ x

0

f2(y)dy}dx

=
∫ T

0

{1
a

∫ ax

0

h2(z)dz
∫ x

0

f2(y)dy}dx

≤ T

a
‖f‖2L‖h‖2L,

since 0 < a ≤ 1. Furthermore, because h(0) = 0, then

G′(x) = a

∫ x

0

h′(a(x− y))f(y)dy.

Thus, we have

‖G′‖2L =
∫ T

0

[a
∫ x

0

h′(a(x− y))f(y)dy]2dx

≤
∫ T

0

{a2

∫ x

0

h′2(a(x− y))dy
∫ x

0

f2(y)dy}dx

=
∫ T

0

{a
∫ ax

0

h′2(z)dz
∫ x

0

f2(y)dy}dx

≤ aT ‖f‖2L‖h′‖2L.

This completes the proof of Lemma 3.5.1.

Lemma 3.5.2. Assume that 0 < a ≤ 1, f ∈ L2[0, T ] and h ∈ W [0, T ].
Then Ah ∈W [0, T ].
Proof.

For any h ∈ W [0, T ], in order to prove Ah ∈ W [0, T ], we need to show
that Ah(x) is a continuous function on [0, T ], Ah(0) = 0, Ah(x) ∈ L2[0, T ]
and (Ah(x))′ ∈ L2[0, T ]. The first two conditions are trivial. To show the
third one, Ah(x) ∈ L2[0, T ], we note that h ∈ W [0, T ] is continuous, then
there exists M > 0 such that for all x ∈ [0, T ], |h(x)| ≤ M . Consequently,
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we have

‖Ah‖2L = (Ah,Ah)L

= (h(x)−
∫ x

0

h(a(x− y))f(y)dy, h(x) −
∫ x

0

h(a(x− y))f(y)dy)L

= ‖h‖2L − 2(h(x),
∫ x

0

h(a(x− y))f(y)dy)L

+
∥∥∥∥∫ x

0

h(a(x− y))f(y)dy
∥∥∥∥2

L

. (3.5.10)

It is easy to see that three terms in right hand side of (3.5.10) are all
dominated byM2T . As an example, from the definition of the inner product
in L2[0, T ], the second term becomes∣∣∣∣(h(x),

∫ x

0

h(a(x− y))f(y)dy)L

∣∣∣∣
=

∣∣∣∣∣
∫ T

0

h(x)
∫ x

0

h(a(x− y))f(y)dydx

∣∣∣∣∣
≤ M2

∫ T

0

(
∫ x

0

f(y)dy)dx

≤ M2T.

Thus, (3.5.10) yields

‖Ah‖2L ≤ ‖h‖2L + 2
∣∣∣∣(h(x),

∫ x

0

h(a(x− y))f(y)dy)L

∣∣∣∣
+

∥∥∥∥∫ x

0

h(a(x− y))f(y)dy)
∥∥∥∥2

L

≤ M2T + 2M2T +M2T = 4M2T.

Consequently, Ah(x) ∈ L2[0, T ]. Afterward, we shall show that (Ah(x))′ ∈
L2[0, T ].

‖(Ah(x))′‖2L = (h′(x) −G′(x), h′(x) −G′(x))L

= ‖h′‖2L − 2(h′(x), G′(x))L + ‖G′‖2L. (3.5.11)

Once again, by using the Cauchy-Schwarz inequality and (3.5.9), we have

|(h′(x), G′(x))L| = |
∫ T

0

h′(x) ·G′(x)dx|
≤ ‖h′‖L‖G′‖L
≤ (aT )1/2‖f‖L‖h′‖2L.
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Thus, (3.5.11) with the help of (3.5.9) yields

‖(Ah′(x))‖2L ≤ {1 + 2(aT )1/2‖f‖L + aT ‖f‖2L}‖h′‖2L. (3.5.12)

This implies that (Ah(x))′ ∈ L2[0, T ], and Lemma 3.5.2 follows.

Lemma 3.5.3. Assume that 0 < a ≤ 1 and f ∈ L2[0, T ]. Then A is a
bounded linear operator from W [0, T ] to W [0, T ].
Proof.

It follows from Lemma 3.5.2 that A is an operator from W [0, T ] to
W [0, T ]. Furthermore, A is obviously a linear operator. Now we shall show
that A is a bounded operator. To this end, we note that

‖Ah‖2W = (h(x) −G(x), h(x) −G(x))W

= ‖h‖2W − 2(h(x), G(x))W + ‖G‖2W
≤ ‖h‖2W + 2‖h‖W‖G‖W + ‖G‖2W . (3.5.13)

Because G ∈W [0, T ], hence (3.5.1) and Lemma 3.5.1 imply that

‖G‖2W = ‖G‖2L + ‖G′‖2L
≤ T

a
‖f‖2L‖h‖2L + aT ‖f‖2L‖h′‖2L

≤ T

a
‖f‖2L‖h‖2W .

Therefore, (3.5.13) gives

‖Ah‖2W ≤ ‖h‖2W + 2{T
a
}1/2‖f‖L‖h‖2W +

T

a
‖f‖2L‖h‖2W

= {1 + (
T

a
)1/2‖f‖L}2‖h‖2W .

Consequently

‖Ah‖W ≤ {1 + (
T

a
)1/2‖f‖L}‖h‖W .

Thus, A is a bounded linear operator from W [0, T ] to W [0, T ] with norm

‖A‖W ≤ 1 + (
T

a
)1/2‖f‖L. (3.5.14)

Note that as W [0, T ] is a Hilbert space, the conjugate space of W [0, T ],
i.e. the space of all bounded linear operator on W [0, T ], is itself in sense of
isomorphism. Therefore the same W-norm could be used here.

Now, we can derive an analytic solution to equation (3.5.6). To do this,
noting that W [0, T ] is a separable Hilbert space and F �= 0, there exists a
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complete orthonormal basis {αn}∞n=0 in W [0, T ] with α0 = F/‖F‖W .
Then let A∗ be the conjugate operator of A. Denote

Vn = span{A∗α1, A
∗α2, . . . , A

∗αn},
and

V =
∞⋃

n=1

Vn,

where
∞⋃

n=1
Vn is the closure of

∞⋃
n=1

Vn. Moreover, let P be the projection

operator from A∗W [0, T ] onto V . Denote h0 = A∗α0, then we have the
following result.

Theorem 3.5.4. The solution to equation (3.2.7) can be expressed by

h =
‖F‖W (h0 − Ph0)
(h0, h0 − Ph0)W

∈ A∗W [0, T ], (3.5.15)

where A∗W [0, T ] is the closure of A∗W [0, T ].
Proof.

At first, we shall prove that equation (3.5.6) is equivalent to the following
equations {

(h,A∗α0)W = ‖F‖W ,

(h,A∗αn)W = 0 n = 1, 2, . . . .
(3.5.16)

To show that (3.5.6)⇒ (3.5.16), since Ah = F and {αn}∞n=0 is a complete
orthonormal basis of W [0, T ], we have

(h,A∗α0)W = (Ah, α0)W = (F, α0)W

= (‖F‖W · α0, α0)W = ‖F‖W (α0, α0)W = ‖F‖W .

Moreover,

(h,A∗αn)W = (Ah, αn)W = (F, αn)W

= (‖F‖W · α0, αn)W = ‖F‖W (α0, αn)W = 0.

To show that (3.5.16) ⇒ (3.5.6), by the Bessel equality and (3.5.16), we
have

Ah =
∞∑

n=0

(Ah, αn)Wαn =
∞∑

n=0

(h,A∗αn)Wαn

= (h,A∗α0)Wα0 = ‖F‖W · α0 = F.
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Second, we shall prove that if equation (3.5.6) has a solution h, then
h0 = A∗α0 �∈ V . Otherwise, if h0 ∈ V , then there exists {vn, n = 1, 2, . . .}
such that vn ∈ Vn and

vn =
n∑

i=1

aniA
∗αi → h0 as n→∞,

where ani, i = 1, . . . , n are some constants. Thus (3.5.16) gives

(h, vn)W = (h,
n∑

i=1

aniA
∗αi)W =

n∑
i=1

ani(h,A∗αi)W = 0.

Therefore

(h, h0)W = lim
n→∞(h, vn)W = 0.

That is, (h,A∗α0)W = 0, which contradicts the first equation in (3.5.16)
since h is the solution of (3.5.6) and ‖F‖W �= 0. Consequently, h0 �∈ V and
hence h0 − Ph0 �= 0.

Now let

h =
‖F‖W (h0 − Ph0)
(h0, h0 − Ph0)W

.

It is easy to see that h satisfies (3.5.16). In fact,

(h,A∗α0)W = (h, h0)W = (
‖F‖W (h0 − Ph0)
(h0, h0 − Ph0)W

, h0)W

=
‖F‖W

(h0, h0 − Ph0)W
(h0 − Ph0, h0)W = ‖F‖W ,

(h,A∗αn)W = (
‖F‖W (h0 − Ph0)
(h0, h0 − Ph0)W

, A∗αn)W

=
‖F‖W

(h0, h0 − Ph0)W
(h0 − Ph0, A

∗αn)W = 0,

since P is the projection operator from A∗W [0, T ] onto V , and h0−Ph0 ⊥
V . Therefore, (3.5.15) is an analytic solution to equation (3.5.6) or (3.2.7).
This completes the proof of Theorem 3.5.4.

In application of Theorem 3.5.4, a complete orthonormal basis in
W [0, T ] is needed. To do so, let D = {Ti, i = 1, 2, . . .} be a dense sub-
set in [0, T ]. Let {ϕi(x) = R(x, Ti), i = 1, 2, . . .} be a family of univariate
functions obtained from the reproducing kernel function R(x, y) by substi-
tuting y = Ti. Then {ϕi(x), i = 1, 2, . . .} are linear independent in W [0, T ].
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To prove this, assume that there are some constants {ci, i = 1, . . . , n} such
that

n∑
i=1

ciϕi(x) = 0.

Thus for any u ∈ W [0, T ], we have (u,
n∑

i=1

ciϕi)W = 0. In particular,

consider a sequence of functions uj ∈ W [0, T ], j = 1, 2, . . . such that
uj(Ti) = δij , where δij is the Kronecker delta defined by

δij =
{

1 if i = j,

0 if i �= j.

It follows from (3.5.4) that

uj(Ti) = (uj(x), R(x, Ti))W = (uj(x), ϕi(x))W .

Then for any j ≤ n, we have

cj =
n∑

i=1

ciuj(Ti) =
n∑

i=1

ci(uj(x), ϕi(x))W = (uj(x),
n∑

i=1

ciϕi(x))W = 0,

and so {ϕi(x), i = 1, 2, . . .} are linear independent. Because D is dense in
[0, T ], then {ϕi(x), i = 1, 2, . . .} form a basis of W [0, T ].

Furthermore, define

ψi(x) = A∗ϕi(x). (3.5.17)

Then {ψi(x), i = 1, 2, · · · } are linear independent in space A∗W [0, T ]. To
show this, assume that there are some constants {di, i = 1, . . . , n} such that

n∑
i=1

diψi(x) = 0.

Then for any u ∈ W [0, T ], we have

0 = (u(x),
n∑

i=1

diψi(x))W = (u(x),
n∑

i=1

diA
∗ϕi(x))W

=
n∑

i=1

di(u(x), A∗ϕi(x))W

=
n∑

i=1

di(Au(x), ϕi(x))W

=
n∑

i=1

diAu(Ti). (3.5.18)
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Because {Ti, i = 1, · · · , n} is a subset of D. We can arrange them in order
so that 0 < T1 < · · · < Tn. Then for each j = 1, . . . , n, define a function
uj , i = 1, . . . , n, on [0, T ] such that

uj(x) =


1 + x−Tj

a(Tj−Tj−1) Tj − a(Tj − Tj−1) < x ≤ Tj,

1 + Tj−x
a(Tj−Tj−1) Tj < x ≤ Tj + a(Tj − Tj−1),

0 elsewhere.

(3.5.19)

By substituting u = un into (3.5.18), it is easy to see that Aun(Ti) = 0 for
i < n. In fact,

Aun(Ti) = un(Ti)−
∫ Ti

0

un(a(Ti − y))f(y)dy

= un(Ti)− 1
a

∫ aTi

0

un(z)f(Ti − z

a
)dz = 0,

since 0 < a ≤ 1 and aTi ≤ aTn−1 ≤ Tn−a(Tn−Tn−1). On the other hand,

Aun(Tn) = un(Tn)−
∫ Tn

0

un(a(Tn − y))f(y)dy

= 1− 1
a

∫ aTn

0

un(z)f(Tn − z

a
)dz.

Now we shall prove that Aun(Tn) �= 0. In fact, if aTn ≤ Tn−a(Tn−Tn−1),
then from (3.5.19) we have

Aun(Tn) = 1− 1
a

∫ aTn

0

un(z)f(Tn − z

a
)dy = 1.

If aTn > Tn − a(Tn − Tn−1), again from (3.5.19)

Aun(Tn) = 1− 1
a

∫ aTn

0

un(z)f(Tn − z

a
)dy

= 1− 1
a

∫ aTn

Tn−a(Tn−Tn−1)

un(z)f(Tn − z

a
)dy

≥ 1−
∫ 2a−1

a Tn−Tn−1

0

f(x)dx ≥ 1− F (
(2a− 1)T

a
) ≥ 1− F (T ) > 0,

since

0 <
2a− 1
a

Tn − Tn−1 <
2a− 1
a

T ≤ T,
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due to F (T ) < 1. Thus Aun(Tn) �= 0. Then applying (3.5.18) to un gives

0 =
n∑

i=1

diAun(Ti) = dnAun(Tn).

This implies that dn = 0. Then we can substitute u = un−1 into (3.5.18)
to obtain dn−1 = 0. In general, it follows by induction that di = 0 for
i = 1, . . . , n. Thus {ψi(x), i = 1, 2, · · · } are linear independent.

Thereafter, by the Schmidt method, a complete orthonormal basis
{ψ̃i(x), i = 1, 2, . . .} of A∗W [0, T ] can be constructed on the basis of
{ψi(x), i = 1, 2, . . .}, such that

ψ̃i(x) =
i∑

k=1

βkiA
∗ϕk(x) i = 1, 2, . . . . (3.5.20)

Now, let

Yn = span{ψ̃1, ψ̃2, . . . , ψ̃n},
then

A∗W [0, T ] =
∞⋃

n=1

Yn.

Now, let Pn be the projection operator from A∗W [0, T ] to Yn.

Theorem 3.5.5. If {Ti, i = 1, 2, . . .} is a dense subset in [0, T ], then a
series representation of the solution to equation (3.2.7) is given by

h(x) =
∞∑

i=1

[
i∑

k=1

βkiF (Tk)

]
ψ̃i(x). (3.5.21)

Proof.
Let

Pnh =
n∑

i=1

(h, ψ̃i)W ψ̃i,

then

‖Pnh− h‖W → 0 as n→∞. (3.5.22)

To prove (3.5.22), note that h ∈ A∗W [0, T ] =
∞⋃

n=1
Yn, there exists gm ∈ Ym

such that

‖gm − h‖W → 0 as m→∞.
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In virtue of the fact ‖Pn‖W ≤ 1, we have for n ≥ m

‖Pnh− h‖W = ‖Pnh− gm + gm − h‖W
≤ ‖Pnh− gm‖W + ‖gm − h‖W
= ‖Pn(h− gm)‖W + ‖gm − h‖W
≤ ‖Pn‖W ‖h− gm‖W + ‖gm − h‖W
= (‖Pn‖W + 1)‖gm − h‖W
≤ 2‖gm − h‖W → 0, as n→∞.

Thus (3.5.22) follows. Then by the embedding theorem (see, e.g., Gilbarg
and Trudinger (1977)), ‖h‖C ≤ C‖h‖W for some constant C > 0. There-
fore, we have Pnh→ h uniformly. Furthermore, by using the Bessel equality
and the reproducing property of R(x, y), it follows that

h(x) =
∞∑

i=1

(h, ψ̃i)W ψ̃i(x) =
∞∑

i=1

(h,
i∑

k=1

βkiA
∗ϕk)W ψ̃i(x)

=
∞∑

i=1

i∑
k=1

βki(Ah,ϕk)W ψ̃i(x) =
∞∑

i=1

i∑
k=1

βki(F (x), R(Tk, x))W ψ̃i(x)

=
∞∑

i=1

i∑
k=1

βkiF (Tk)ψ̃i(x).

This completes the proof of Theorem 3.5.5.

Now, consider a truncated series of (3.5.22)

hn(x) = (Pnh)(x) =
n∑

i=1

[
i∑

k=1

βkiF (Tk)]ψ̃i(x), n = 1, 2, . . . (3.5.23)

Clearly, {hn(x), n = 1, 2, . . .} is a sequence of approximate solutions to
equation (3.2.7). The error of the approximate solution hn(x) is given by

En(x) = h(x)− hn(x).

Then, we have the following result.

Theorem 3.5.6.

‖En+1‖W ≤ ‖En‖W , n = 1, 2, . . . (3.5.24)
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Proof.
By the definition of En(x), we have

En+1(x) = h(x)− hn+1(x) = h(x) − hn(x)−
n+1∑
k=1

βk,n+1F (Tk)ψ̃n+1(x)

= En(x)−
n+1∑
k=1

βk,n+1F (Tk)ψ̃n+1(x).

Consequently,

‖En+1‖2W = (En+1(x), En+1(x))W

= (En(x) −
n+1∑
j=1

βj,n+1F (Tj)ψ̃n+1(x), En(x)−
n+1∑
k=1

βk,n+1F (Tk)ψ̃n+1(x))W

= ‖En‖2W − 2
n+1∑
k=1

βk,n+1F (Tk)(En(x), ψ̃n+1(x))W

+{
n+1∑
j=1

βj,n+1F (Tj)}{
n+1∑
k=1

βk,n+1F (Tk)}(ψ̃n+1(x), ψ̃n+1(x))W . (3.5.25)

Because of the orthogonality of sequence {ψ̃i(x)}, we have
(hn(x), ψ̃n+1(x))W = 0. Then from (3.5.4), we have

(En(x), ψ̃n+1(x))W = (h(x)− hn(x), ψ̃n+1(x))W

= (h(x), ψ̃n+1(x))W = (h(x),
n+1∑
j=1

βj,n+1A
∗ϕj(x))W

=
n+1∑
j=1

βj,n+1(h(x), A∗ϕj(x))W =
n+1∑
j=1

βj,n+1(Ah(x), ϕj(x))W

=
n+1∑
j=1

βj,n+1(F (x), R(x, Tj))W =
n+1∑
j=1

βj,n+1F (Tj).

Moreover, the orthonormality of sequence {ψ̃i(x)} gives

(ψ̃n+1(x), ψ̃n+1(x))W = 1.

As a result, (3.5.25) becomes

‖En+1‖2W

= ‖En‖2W − 2{
n+1∑
j=1

βj,n+1F (Tj)}{
n+1∑
k=1

βk,n+1F (Tk)}+ {
n+1∑
k=1

βk,n+1F (Tk)}2
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= ‖En‖2W − {
n+1∑
k=1

βk,n+1F (Tk)}2 ≤ ‖En‖2W .

Thus Theorem 3.5.6 follows.
The following theorem gives an upper bound for error En(x).

Theorem 3.5.7.

|En(x)| ≤ ‖h‖W [R(x, x) −
n∑

i=1

ψ̃2
i (x)]1/2. (3.5.26)

Proof.
By using reproducing property (3.5.3) or (3.5.4), we have

|En(x)|2 = |h(x) − hn(x)|2 = |h(x)−
n∑

i=1

[
i∑

k=1

βkiF (Tk)

]
ψ̃i(x)|2

= |(h(y), R(x, y))W −
n∑

i=1

[
i∑

k=1

βki(F (y), R(y, Tk))W

]
ψ̃i(x)|2

= |(h(y), R(x, y))W −
n∑

i=1

i∑
k=1

βki(Ah(y), ϕk(y))W ψ̃i(x)|2

= |(h(y), R(x, y))W −
n∑

i=1

i∑
k=1

βki(h(y), A∗ϕk(y))W ψ̃i(x)|2

= |(h(y), R(x, y))W − (h(y),
n∑

i=1

i∑
k=1

βkiA
∗ϕk(y)ψ̃i(x))W |2

= |(h(y), R(x, y))W − (h(y),
n∑

i=1

ψ̃i(y)ψ̃i(x))W |2 (3.5.27)

= |(h(y), R(x, y)−
n∑

i=1

ψ̃i(y)ψ̃i(x))W |2

≤ ‖h‖2W‖R(x, y)−
n∑

i=1

ψ̃i(y)ψ̃i(x)‖2W

= ‖h‖2W‖R(x, y)−
n∑

i=1

(ψ̃i(t), R(x, t))W ψ̃i(y)‖2W

= ‖h‖2W (R(x, y)−
n∑

i=1

(ψ̃i(t), R(x, t))W ψ̃i(y),
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R(x, y)−
n∑

j=1

(ψ̃j(t), R(x, t))W ψ̃j(y))W

≤ ‖h‖2W
{
‖R(x, y)‖2W − 2

n∑
i=1

(ψ̃i(t), R(x, t))W (R(x, y), ψ̃i(y))W

+
n∑

i=1

n∑
j=1

(ψ̃i(t), R(x, t))W (ψ̃j(t), R(x, t))W (ψ̃i(y), ψ̃j(y))W


= ‖h‖2W

{
‖R(x, y)‖2W −

n∑
i=1

(ψ̃i(t), R(x, t))2W

}
, (3.5.28)

where (3.5.27) is due to (3.5.20) and (3.5.28) is from the reproducing prop-
erty. Now, because

‖R(x, y)‖2W = (R(x, y), R(x, y))W = R(x, x).

we have

|En(x)|2 ≤ ‖h‖2W
{
R(x, x) −

n∑
i=1

ψ̃2
i (x)

}
. (3.5.29)

Hence Theorem 3.5.7 follows.

In practice, the determination of normalization coefficients {βki, k ≤ i}
is not easy. A computational method is suggested as follows: first express
the ψ̃’s in terms of ψ’s; then rewrite the approximate solution as

hn(x) =
n∑

i=1

ciψi(x). (3.5.30)

To determine the coefficients {ci, i = 1, . . . , n}, we can apply operator A to
both sides of (3.5.30) and let x = Tj, j = 1, . . . , n. It follows that

(Ahn)(Tj) =
n∑

i=1

ci(Aψi)(Tj) j = 1, . . . , n. (3.5.31)

Since the projection operator Pn is a self-conjugate operator, Pn = P ∗
n ,

and A∗ϕj(x) = ψj(x) ∈ Yn, Pnψj(x) = ψj(x), j = 1, 2, . . . , n. By
using the property of conjugate operator, the left hand side of (3.5.31)
becomes
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(Ahn)(Tj) = (APnh)(Tj) = ((APnh)(y), R(y, Tj))W = ((APnh)(y), ϕj(y))W

= ((Pnh)(y), A∗ϕj(y))W = ((Pnh)(y), ψj(y))W

= (h(y), Pnψj(y))W = (h(y), ψj(y))W = (h(y), A∗ϕj(y))W

= (Ah(y), ϕj(y))W = (F (y), R(Tj , y))W = F (Tj).

The right hand side of (3.5.31) gives

n∑
i=1

ci(Aψi(y), ϕj(y)) =
n∑

i=1

ci(ψi(y), A∗ϕj(y))W =
n∑

i=1

ci(ψi(y), ψj(y))W .

Consequently, equation (3.5.31) becomes

n∑
i=1

(ψi, ψj)W ci = F (Tj), j = 1, · · · , n. (3.5.32)

As the coefficient matrix of linear equations (3.5.32) is symmetric and posi-
tive definite, (3.5.32) will have a unique solution ci, i = 1, . . . , n. Therefore,
(3.5.30) could be applied for finding an approximate solution to (3.2.7).

In order to find the inner product of ψi and ψj , we need to consider
the representation of operator A and its conjugate operator A∗. To derive
a representation of operator A, by the reproducing property and the lin-
earity of the inner product, for any continuous function g(s), the following
equation holds

g(s)u(s) = (u(t), g(s)R(s, t))W .

Furthermore, for any u ∈W [0, T ], we have

Au(s) = A(u(t), R(s, t))W

= (u(t), R(s, t))W −
∫ s

0

(u(t), R(a(s− y), t))W f(y)dy

= (u(t), R(s, t))W − (u(t),
∫ s

0

R(a(s− y), t)f(y)dy)W

= (u(t), R(s, t)−
∫ s

0

R(a(s− y), t)f(y)dy)W . (3.5.33)
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Therefore, for any u, v ∈W [0, T ], (3.5.1) gives

(u,A∗v)W = (Au, v)W =
∫ T

0

[(Au(x))v(x) + (Au(x))′v′(x)]dx

=
∫ T

0

{(u(t), R(x, t)−
∫ x

0

R(a(x − y), t)f(y)dy)W · v(x)

+(u(t), R(x, t)−
∫ x

0

R(a(x− y), t)f(y)dy)′W · v′(x)}dx

=
∫ T

0

{(u(t), v(x)[R(x, t) −
∫ x

0

R(a(x− y), t)f(y)dy])W

+(u(t), v′(x)
∂[R(x, t) − ∫ x

0
R(a(x− y), t)f(y)dy]
∂x

)W }dx

=
∫ T

0

{(u(t), v(x)[R(x, t) −
∫ x

0

R(a(x− y), t)f(y)dy]

+v′(x)
∂[R(x, t) − ∫ x

0 R(a(x− y), t)f(y)dy]
∂x

)W }dx .
Consequently, we have

(u,A∗v)W = (u(t),
∫ T

0

{v(x)[R(x, t) −
∫ x

0

R(a(x− y), t)f(y)dy]

+v′(x)
∂[R(x, t) − ∫ x

0
R(a(x− y), t)f(y)dy]
∂x

}dx)W

= (u(t), (v(x), R(x, t) −
∫ x

0

R(a(x− y), t)f(y)dy)W )W .

Then, we have

A∗v(t) = (v(x), R(x, t) −
∫ x

0

R(a(x− y), t)f(y)dy)W . (3.5.34)

Thus from (3.5.17) and using the reproducing property, a representation of
ψi(t) is given by

ψi(t) = (ϕi(x), R(x, t) −
∫ x

0

R(a(x − y), t)f(y)dy)W

= (R(x, Ti), R(x, t) −
∫ x

0

R(a(x− y), t)f(y)dy)W

= R(Ti, t)−
∫ Ti

0

R(a(Ti − y), t)f(y)dy (3.5.35)

= ϕi(t)−
∫ Ti

0

R(a(Ti − y), t)f(y)dy. (3.5.36)
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Moreover, we have

(ψi, ψj)W = (ϕi(t)−
∫ Ti

0

R(a(Ti − y), t)f(y)dy, ψj(t))W

= (ϕi(t), ψj(t))W − (
∫ Ti

0

R(a(Ti − y), t)f(y)dy, ψj(t))W

= (R(t, Ti), ψj(t))W −
∫ Ti

0

(R(a(Ti − y), t), ψj(t))W f(y)dy,

= ψj(Ti)−
∫ Ti

0

ψj(a(Ti − y))f(y)dy, (3.5.37)

or by the symmetry of the inner product

(ψi, ψj)W = ψi(Tj)−
∫ Tj

0

ψi(a(Tj − y))f(y)dy. (3.5.38)

With the help of (3.5.32) and (3.5.37) or (3.5.38), we can easily find an
approximate solution hn(x) by (3.5.30).

3.6 Numerical Solution to Geometric Equation

In this section, for 0 < a ≤ 1, a numerical solution to equation (3.2.7) for
the geometric function is studied by using a trapezoidal integration rule.
First of all, we introduce the following lemma that is useful for estimation
of the error in the numerical method.

Lemma 3.6.1. Given a nonnegative sequence {yn, n = 0, . . . , N}. Assume
that

(1) y0 = 0,

(2) yn ≤ A+Bh
n−1∑
j=0

yj , 1 ≤ n ≤ N,

where h = 1/N , A and B are two positive constants independent of h.
Then

max
0≤i≤N

yi ≤ AeB. (3.6.1)

Proof.
First of all, we prove an inequality

yn ≤ A(1 +Bh)n−1. (3.6.2)
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In fact, by condition (2), (3.6.2) is trivial for n = 1. Now, assume that
(3.6.2) holds for j = 1, . . . , n− 1. Then

yn ≤ A+Bh

n−1∑
j=1

yj

≤ A+Bh

n−1∑
j=1

A(1 +Bh)j−1

= A(1 +Bh)n−1.

By induction, (3.6.2) holds for any integer n. Because h = 1/N we have

yn ≤ A(1 +
B

N
)n−1

≤ A(1 +
B

N
)N ≤ AeB.

Now rewrite M(t, a) as Λ(t) for convenience. Then, by taking a trans-
formation

s = a(t− y),
equation (3.2.7) will become

Λ(t) = F (t) +
1
a

∫ at

0

Λ(s)f(t− s

a
)ds. (3.6.3)

Without loss of generality, suppose that t ∈ [0, T ] and f(0) = 0 for simplic-
ity. Then, partition interval [0, T ] by points Ti = ih, i = 0, 1, . . . , N with
step width h = T/N . Afterward, let

Λ(Ti) = F (Ti) +
1
a

∫ aTi

0

Λ(s)f(Ti − s

a
)ds

= F (Ti) +
1
a

∫ T[ai]

0

Λ(s)f(Ti − s

a
)ds+

1
a

∫ aTi

T[ai]

Λ(s)f(Ti − s

a
)ds

= F (Ti) + I1 + I2, (3.6.4)

where [x] denotes the integer part of a real number x with

I1 =
1
a

∫ T[ai]

0

Λ(s)f(Ti − s

a
)ds (3.6.5)

and

I2 =
1
a

∫ aTi

T[ai]

Λ(s)f(Ti − s

a
)ds. (3.6.6)
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Now write

g(s) =
1
a
Λ(s)f(Ti − s

a
).

Then a trapezoidal integration rule with partition points {Ti, i =
0, 1, . . . , [ai]} on interval (T0, T[ai]) = (0, T[ai]) can be applied to I1. Thus

T1(g) =
h

2
g(T0) + h

[ai]−1∑
k=1

g(Tk) +
h

2
g(T[ai]).

Because Λ(T0) = Λ(0) = 0, it follows that

I1 =
∫ T[ai]

0

g(s)ds = T1(g) + E1(g)

=
h

2a
Λ(T0)f(Ti − T0

a
) +

h

a

[ai]−1∑
k=1

Λ(Tk)f(Ti − Tk

a
)

+
h

2a
Λ(T[ai])f(Ti −

T[ai]

a
) + E1(g)

=
h

a

[ai]−1∑
k=1

Λ(Tk)f(Ti − Tk

a
) +

h

2a
Λ(T[ai])f(Ti −

T[ai]

a
)

+E1(g), (3.6.7)

where E1(g) = I1 − T1(g) is the error of T1(g). It is well known that if
g ∈ C2[0, T ], the space of all functions with continuous second derivative
on [0, T ], then the error of using a trapezoidal integration rule is of order
2, i.e.

E1(g) = O(h2). (3.6.8)

Similarly, a trapezoidal integration rule with 2 partition points T[ai], aTi on
interval [T[ai], aTi] is applied to I2. Then

T2(g) =
aTi − T[ai]

2a

{
Λ(T[ai])f(Ti −

T[ai]

a
) + Λ(aTi)f(Ti − aTi

a
)
}

=
aTi − T[ai]

2a
Λ(T[ai])f(Ti −

T[ai]

a
),

since f(0) = 0. Therefore I2 becomes

I2 =
∫ aTi

T[ai]

g(s)ds = T2(g) + E2(g)

=
aTi − T[ai]

2a
Λ(T[ai])f(Ti −

T[ai]

a
) + E2(g), (3.6.9)



June 26, 2007 12:31 World Scientific Book - 9in x 6in GeometricProcessAppl

82 Geometric Process and Its Applications

where E2(g) = I2 − T2(g) is the error of T2(g). Similar to (3.6.8), we have

E2(g) = O((aTi − T[ai])2) = O((aih− [ai]h)2) = O(h2), (3.6.10)

since | ai− [ai] |≤ 1.

By using (3.6.7) and (3.6.9), (3.6.4) becomes

Λ(0) = 0, (3.6.11)

and

Λ(Ti) = F (Ti) +
h

a

[ai]−1∑
k=1

Λ(Tk)f(Ti − Tk

a
)

+
h

2a
Λ(T[ai])f(Ti −

T[ai]

a
) +

aTi − T[ai]

2a
Λ(T[ai])f(Ti −

T[ai]

a
)

+(E1(g) + E2(g)) i = 1, . . . , N. (3.6.12)

To obtain a numerical solution, in view of the fact Λ(0) = 0, we can
start with

Λ0 = 0. (3.6.13)

In general, an approximate solution Λi of Λ(Ti) could be obtained from
(3.6.12) by neglecting the sum of errors (E1(g)+E2(g)). In other words, an
approximate solution Λi can be determined recursively from the following
equation

Λi = F (Ti) +
h

a

[ai]−1∑
k=1

Λkf(Ti − tk
a

) +
h

2a
Λ[ai]f(Ti −

T[ai]

a
)

+
aTi − T[ai]

2a
Λ[ai]f(Ti −

T[ai]

a
) i = 1, . . . , N. (3.6.14)

Denote the error of Λi by ei = Λ(Ti)− Λi. Then

e0 = 0. (3.6.15)

In general, by subtracting (3.6.14) from (3.6.12), we have

ei =
h

a

[ai]−1∑
k=1

ekf(Ti − Tk

a
) +

{
h

2a
+
aTi − T[ai]

2a

}
e[ai]f(Ti −

T[ai]

a
)

+(E1(g) + E2(g)) i = 1, . . . , N. (3.6.16)

Then, write

A = max
1≤i≤N

|(E1(g) + E2(g))|,
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and

Bik =


1
af(Ti − Tk

a ) for 1 ≤ k ≤ [ai]− 1,
( 1
2a + aTi−T[ai]

2ah )f(Ti − T[ai]

a ) for k = [ai],
0 for [ai] < k ≤ i.

Moreover, let

B = max
1≤k≤i≤N

{Bik} <∞.

Then an upper bound for the error ei can be derived from (3.6.16). In fact,
we have

|ei|

≤ h

[ai]−1∑
k=1

|ek|1
a
f(Ti − Tk

a
) + h

(
1
2a

+
aTi − T[ai]

2ah

)
|e[ai]|f(Ti −

T[ai]

a
) +A

≤ A+Bh

i−1∑
k=1

|ek|, i = 1, . . . , N, (3.6.17)

with

|e0| = 0.

Now Lemma 3.6.1 implies that

max
1≤i≤N

|ei| ≤ AeB. (3.6.18)

Note that by (3.6.8) and (3.6.10), A = O(h2). As a result, (3.6.18) yields
that

max
1≤i≤N

|ei| ≤ ch2 (3.6.19)

for some constant c which is independent of h. In conclusion, the error of
Λi is of order h2.

3.7 Approximate Solution to Geometric Equation

Given a GP {Xn, n = 1, 2, . . .} with ratio a, let the density function of
X1 be f(x) with E(X1) = λ, Var(X1) = σ2 and µk = E(Xk

1 ), k = 1, 2, . . ..
Another possible approach to determination of geometric functionM(t, a) is
to find its Laplace transformM∗(s, a) and then obtain M(t, a) by inversion.
If a = 1, the GP reduces to a renewal process. Then the geometric function
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M(t, 1) becomes the renewal function of the renewal process. It follows
from (1.3.11) that

M∗(s, 1) =
f∗(s)

s(1− f∗(s))
, (3.7.1)

whereM∗(s, 1) is the Laplace transform of M(t, 1), and f∗(s) is the Laplace
transform of f(x). In general, the inversion of (3.7.1) is not easy except
for some special cases. Of course, if a �= 1, the problem will be more
troublesome, since one can see from (3.4.4) or (3.4.6) that there even exists
no simple expression of M∗(s, a). Alternatively, one may try to find an
approximate expression for M(t, a). In practice, an approximate formula
of M(t, a) might be good enough for application. For example, if a = 1,
according to Theorem 1.3.4, the renewal function M(t, 1) is given by

M(t, 1) =
t

λ
+
σ2 − λ2

2λ2
+ o(1). (3.7.2)

To derive an approximate expression for M(t, a), we can expand M∗(s, a)
as a Taylor series with respect to a at a = 1 in the following way.

M∗(s, a) = M∗(s, 1) +
∂M∗(s, a)

∂a
|a=1(a− 1)

+
1
2
∂2M∗(s, a)

∂a2
|a=1(a− 1)2 + o{(a− 1)2}. (3.7.3)

To do this, first of all, (3.7.1) yields that

∂M∗(s, 1)
∂s

=
sf∗′(s)− f∗(s)(1 − f∗(s))

s2(1− f∗(s))2
, (3.7.4)

and

∂2M∗(s, 1)
∂s2

=
1

s3[1− f∗(s)]3

×{
2f∗(s)[1 − f∗(s)]2 + [s2f∗′′(s)− 2sf∗′(s)][1 − f∗(s)] + 2s2[f∗′(s)]2

}
.

(3.7.5)

By substituting u = s/a and differentiating both sides of (3.4.4) with re-
spect to a, it follows that

∂M∗(s, a)
∂a

= f∗(s)
{
− 1
a2
M∗(u, a)− s

a3

∂M∗(u, a)
∂u

+
1
a

∂M∗(u, a)
∂a

}
. (3.7.6)
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By letting a = 1, (3.7.6) with the help of (3.7.1) and (3.7.4) gives

∂M∗(s, a)
∂a

|a=1 = − f∗(s)
1− f∗(s)

{
M∗(s, 1) + s

∂M∗(s, 1)
∂s

}
= − f

∗(s)f∗′(s)
[1− f∗(s)]3

. (3.7.7)

Thus from (3.7.7), we have

∂2M∗(s, a)
∂a∂s

|a=1 = − 1
[1− f∗(s)]4

×{
f∗(s)f∗′′(s)[1− f∗(s)] + [f∗′(s)]2 + 2f∗(s)[f∗′(s)]2

}
. (3.7.8)

Again by differentiating the both sides of (3.7.6) with respect to a, we have

∂2M∗(s, a)
∂a2

= f∗(s)
{

2
a3
M∗(u, a) +

4s
a4

∂M∗(u, a)
∂u

− 2
a2

∂M∗(u, a)
∂a

+
s2

a5

∂2M∗(u, a)
∂u2

− 2s
a3

∂2M∗(u, a)
∂a∂u

+
1
a

∂2M∗(u, a)
∂a2

}
. (3.7.9)

Now, substituting a = 1 into (3.7.9) yields that

∂2M∗(s, a)
∂a2

|a=1

=
f∗(s)

1− f∗(s)

{
2M∗(s, 1)− 2

∂M∗(s, a)
∂a

|a=1 + 4s
∂M∗(s, 1)

∂s

−2s
∂2M∗(s, a)
∂a∂s

|a=1 + s2
∂2M∗(s, 1)

∂s2

}
=

f∗(s)
[1− f∗(s)]5

{
[sf∗′′(s) + 2f∗′(s)][1 − f∗(s)]2

+2{s[f∗(s)f∗′′(s) + (f∗′(s))2] + f∗(s)f∗′(s)}[1− f∗(s)]

+2s(f∗′(s))2(1 + 2f∗(s))
}
. (3.7.10)

On the other hand, we have the following approximate expansions

(1) f∗(s) = 1− λs+
1
2
(λ2 + σ2)s2 − 1

6
µ3s

3 +
1
24
µ4s

4 + o(s4), (3.7.11)

(2) f∗′(s) = −λ+ (λ2 + σ2)s− 1
2
µ3s

2 +
1
6
µ4s

3 + o(s3), (3.7.12)

(3) f∗′′(s) = (λ2 + σ2)− µ3s+
1
2
µ4s

2 + o(s2). (3.7.13)



June 26, 2007 12:31 World Scientific Book - 9in x 6in GeometricProcessAppl

86 Geometric Process and Its Applications

By substitution of (3.7.11)-(3.7.13) into (3.7.1), (3.7.7) and (3.7.10) re-
spectively, we have

M∗(s, 1) =
1
λs2

+
σ2 − λ2

2λ2s
+O(1), (3.7.14)

∂M∗(s, a)
∂a

|a=1 =
1

λ2s3
+
σ2 − λ2

2λ3s2
+O(1), (3.7.15)

and
∂2M∗(s, a)

∂a2
|a=1

=
4

λ3s4
+

3(σ2 − λ2)
λ4s3

+
1

6λ5s2
[9(σ2 + λ2)2 − 12λ2σ2 − 4λµ3]

+
1

12λ6s
[(9λ2 + 15σ2)(λ2 + σ2)2 − 4λµ3(3λ2 + 4σ2) + 3λ2µ4]

+O(1). (3.7.16)

Therefore, it follows from (3.7.3) that

M∗(s, a)

=
1
λs2

+
σ2 − λ2

2λ2s
+ { 1

λ2s3
+
σ2 − λ2

2λ3s2
}(a− 1)

+
{

2
λ3s4

+
3(σ2 − λ2)

2λ4s3
+

1
12λ5s2

[9(σ2 + λ2)2 − 12λ2σ2 − 4λµ3]

+
1

24λ6s
[(9λ2 + 15σ2)(λ2 + σ2)2 − 4λµ3(3λ2 + 4σ2) + 3λ2µ4]

}
(a− 1)2

+O(1). (3.7.17)

Consequently, by taking an inversion of (3.7.17), we can obtain an ap-
proximate expression for M(t, a) with the help of the Tauberian theorem
below

lim
t→+∞M(t, a) = lim

s→0
sM∗(s, a).

Theorem 3.7.1. For 0 < a ≤ 1, we have

M(t, a)

=
t

λ
+
σ2 − λ2

2λ2
+

{
t2

2λ2
+

(σ2 − λ2)t
2λ3

}
(a− 1)

+
{
t3

3λ3
+

3(σ2 − λ2)t2

4λ4
+

t

12λ5
[9(λ2 + σ2)2 − 12λ2σ2 − 4λµ3]

+
1

24λ6
[(9λ2 + 15σ2)(λ2 + σ2)2 − 4λµ3(3λ2 + 4σ2) + 3λ2µ4]

}
(a− 1)2

+o(1). (3.7.18)
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Clearly, if a = 1, (3.7.18) reduces to (3.7.2). In other words, Theorem
3.7.1 is a generalization of Theorem 1.3.4.

Now we consider some special distributions that are very popular in life
testing and reliability.

(1) Exponential distribution
Suppose that X1 has an exponential distribution Exp(1/λ) with density

function

f(x) =
{

1
λexp(− x

λ ) x > 0,
0 x ≤ 0.

Then

E[X1] = λ, Var[X1] = λ2

and

µk = E[Xk
1 ] = λkΓ(k + 1), k = 1, 2, . . .

Consequently, from Theorem 3.7.1 we have

Corollary 3.7.2. If 0 < a ≤ 1 and X1 has an exponential distribution
Exp(1/λ), then

M(t, a) =
t

λ
+

t2

2λ2
(a− 1) +

t3

3λ3
(a− 1)2 + o(1). (3.7.19)

(2) Gamma distribution
Suppose thatX1 has a gamma distribution Γ(α, β) with density function

f(x) =

{
βα

Γ(α)x
α−1exp(−βx) x > 0,

0 x ≤ 0.

Then

E[X1] =
α

β
, Var[X1] =

α

β2

and

µk = E[Xk
1 ] =

Γ(k + α)
βkΓ(α)

, k = 1, 2, . . .

Consequently, from Theorem 3.7.1 we have the following result.
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Corollary 3.7.3. If 0 < a ≤ 1 and X1 has a gamma distribution Γ(α, β),
then

M(t, a) =
βt

α
+

1− α
2α

+
β

2α2
[βt2 + (1− α)t](a − 1)

+
1

24α3

{
8β3t3 + 18(1− α)β2t2 + 2(1− α)(1 − 5α)βt

+(1− α2)
}

(a− 1)2 + o(1). (3.7.20)

(3) Weibull distribution
Suppose that X1 has a Weibull distribution W (α, β) with density func-

tion

f(x) =
{
αβxα−1exp(−βxα) x > 0,
0 x ≤ 0.

Then

E[X1] =
Γ(1 + 1

α )
β1/α

, Var[X1] =
Γ(1 + 2

α )− [Γ(1 + 1
α )]2

β2/α

and

µk = E[Xk
1 ] =

Γ(1 + k
α )

βk/α
, k = 1, 2, . . .

Consequently, from Theorem 3.7.1 we have the following result.

Corollary 3.7.4. If 0 < a ≤ 1 andX1 has a Weibull distributionW (α, β),
then

M(t, a) =
β1/αt

Γ(1 + 1
α )

+
Γ(1 + 2

α )
2[Γ(1 + 1

α )]2
− 1

+
1

2[Γ(1 + 1
α )]2

{
β2/αt2 +

{Γ(1 + 2
α )− 2[Γ(1 + 1

α )]2}β1/αt

Γ(1 + 1
α )

}
(a− 1)

+
1

24[Γ(1 + 1
α )]3

{
8β3/αt3 +

18{Γ(1 + 2
α )− 2[Γ(1 + 1

α )]2}β2/αt2

Γ(1 + 1
α )

+
2β1/αt

[Γ(1 + 1
α )]2
{9[Γ(1 +

2
α

)]2 − 12[Γ(1 +
1
α

)]2[Γ(1 +
2
α

)− (Γ(1 +
1
α

))2]

−4Γ(1 +
1
α

)Γ(1 +
3
α

)}+
[Γ(1 + 2

α )]2

[Γ(1 + 1
α )]3
{[15Γ(1 +

2
α

)− 6(Γ(1 +
1
α

))2]

−4Γ(1 +
1
α

)Γ(1 +
3
α

)[4Γ(1 +
2
α

)− (Γ(1 +
1
α

))2]

+3(Γ(1 +
1
α

))2Γ(1 +
4
α

)}
}

(a− 1)2 + o(1). (3.7.21)
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(4) Lognormal distribution
Suppose that X1 has a lognormal distribution LN(µ, τ2) with density

function

f(x) =

{
1√

2πτx
exp[− 1

2τ2 (
nx− µ)2] x > 0,
0 elsewhere.

Then

λ = E[X1] = exp(µ+
1
2
τ2), σ2 = Var[X1] = λ2[exp(τ2)− 1].

and

µk = E[Xk
1 ] = λkexp{1

2
k(k − 1)τ2}, k = 1, 2, . . .

Consequently, from Theorem 3.7.1 we have the following result.

Corollary 3.7.5. If 0 < a ≤ 1 and X1 has a lognormal distribution
LN(µ, τ2), let δ = exp(τ2), then

M(t, a) =
t

λ
+
δ − 2

2
+

{
t2

2λ2
+

(δ − 2)t
2λ

}
(a− 1)

+
{
t3

3λ3
+

3(δ − 2)t2

4λ2
− t

12λ
(4δ3 − 9δ2 + 12δ − 12)

+
1
24

(3δ6 − 16δ4 + 19δ3 − 6δ2)
}

(a− 1)2 + o(1). (3.7.22)

3.8 Comparison with Simulation Solution to Geometric
Equation

We have studied the analytic, numerical and approximate methods for the
solution of equation (3.2.7). In practice, a simulation method is also ap-
plicable. To demonstrate and compare these four methods, we shall con-
sider four numerical examples each with exponential distribution, gamma
distribution, Weibull distribution and lognormal distribution respectively.
For each example, the solutions obtained by these four methods will be
compared.

To do this, assume that {Xi, i = 1, 2, . . .} is a GP with ratio 0 < a ≤ 1,
and the distribution and density of X1 are F and f respectively.
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At first, from (3.5.30), we shall evaluate an analytic solution on [0, T ]
where T is determined by the distribution or the requirement in practical
problem. The procedure for the analytic solution is as follows.

Step A1: Partition interval [0, T ] into N subintervals with equal length
h = T/N . Then evaluate respectively the values F (Ti) and f(Ti) of F and
f at nodes Ti = ih, i = 0, . . . , N .

Step A2: Evaluate the values R(Ti, Tj), R(aTi, Tj), R(Ti, aTj) and
R(aTi, aTj) of reproducing kernel function respectively.

Step A3: Calculate the values of ψi(Tj) for j = 0, . . . , N . To do so,
from (3.5.35), the trapezoidal integration rule yields,

ψ0(Tj) = R(0, Tj),

and for i ≥ 1,

ψi(Tj) = R(Ti, Tj)−
∫ Ti

0

R(a(Ti − y), Tj)f(y)dy
.= R(Ti, Tj)

−h
2

(
R(aTi, Tj)f(0) + 2

i−1∑
k=1

R(a(Ti − Tk), Tj)f(Tk) +R(0, Tj)f(Ti)

)
.

Then calculate the values of ψi(aTj) for j = 1, 2, . . . , N in a similar way.
In fact, (3.5.35) gives

ψ0(aTj) = R(0, aTj),

and for i ≥ 1,

ψi(aTj) = R(Ti, aTj)−
∫ Ti

0

R(a(Ti − y), aTj)f(y)dy

.= R(Ti, aTj)− h

2
(R(aTi, aTj)f(0)

+2
i−1∑
k=1

R(a(Ti − Tk), aTj)f(Tk) +R(0, aTj)f(Ti)

)
.

Step A4: Determine the values of inner products A(i, j) = (ψi, ψj)W .
To do this, from (3.5.37), for i ≥ 1, using trapezoidal integration gives

A(i, j) .= ψj(Ti)

−h
2

(
ψj(aTi)f(0) + 2

i−1∑
k=1

ψj(a(Ti − Tk))f(Tk) + ψj(0)f(Ti)

)
.
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Step A5: Solve linear equations (3.5.32) that are now given by
N∑

i=1

A(i, j)ci = F (Tj), j = 1, . . . , N, (3.8.1)

for ci, i = 1, . . . , N .
Step A6: Determine the values of an approximate analytic solution

ΛN (t). From (3.5.30), it is given by

ΛN(Tj) =
N∑

i=1

ciψi(Tj) (3.8.2)

with ΛN (0) = 0.

Second, we shall evaluate an numerical solution from (3.6.14) on [0, T ].
The procedure for the numerical solution is much simpler.

Step N1: Partition interval [0, T ] into N subintervals with equal length
h = T/N . Then calculate the values F (Tj) and f(Tj) of F and f at nodes
Tj = jh, j = 1, . . . , N .

Step N2: Let Λ0 = 0 and evaluate Λj , j = 1, . . . , N from (3.6.14) re-
cursively. The values of Λj , j = 0, 1, . . . , N, form a numerical solution to
(3.2.7).

Third, according to (3.7.18) or (3.7.19)-(3.7.22), an approximate solu-
tion could be obtained.

Finally, we could obtain a simulation solution in the following way.

Step S1: For each k = 1, . . . , n, generate a sequence of i.i.d. random
numbers Y (k)

1 , Y
(k)
2 , . . . , each having distribution F , using a subroutine of

a software, MATLAB say.
Step S2: By taking transformation X

(k)
i = Y

(k)
i /ai−1, {X(k)

i , i =
1, 2, . . .} form a realization of the GP with ratio a.

Step S3: Calculate the partial sums S(k)
i =

i∑
j=1

X
(k)
j , i = 1, 2, . . ..

Step S4: Count N (k)(Tj), the number of events occurred by time
Tj = jh with h = T/N , for j = 1, . . . , N.

Step S5: After n, 2000 for example, times simulation, take

Λ̄(Tj) =
1
n

n∑
k=1

N (k)(Tj)
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as a simulation solution of Λ̄(t) at Tj , j = 1, . . . , N .

After evaluation, the analytic solution, numerical solution, approximate
solution and simulation solution are plotted together in the same figure for
comparison. For the analytic solution, we shall use a dash line in the figure;
for the numerical solution, we shall apply a solid line; for the approximate
solution, we shall use a dash-dotted line; while for the simulation solution,
we shall apply a dotted line. For easy comparison, in the same figure, we
shall also plot the 95% and 105% of the values of simulation solution as the
lower and upper bounds of the geometric function Λ(Tj) by using dotted
lines.

Because real data analysis that will be conducted in Chapter 4 shows
that the ratio a of the fitted GP model will satisfy the condition

0.95 ≤ a ≤ 1.05,

the ratios in all four examples are taken as a = 0.95.

Example 3.8.1. The Exponential Distribution
In this example, assume that X1 has an exponential distribution Exp(2)

with density function

f(x) =
{

2e−2x x > 0,
0 x ≤ 0.

(3.8.3)

The distribution function is F (x) = 1 − e−2x for x > 0 and 0 otherwise.
The ratio is a = 0.95. The value of T is taken to be 10E(X1) = 5. We first
divide interval [0, T ] = [0, 5] into N = 1000 = 200T subintervals with equal
length 0.005.

Afterward, we can follow Steps A1-A6 to obtain an analytic solution
ΛN (Tj), j = 1, . . . , N . Then, Steps N1 and N2 are used to obtain a numer-
ical solution Λi, i = 1, . . . , N . Thereafter, from (3.7.19), an approximate
solution is given by

Λ̃(t) = 2t− 0.1t2 +
0.02
3
t3. (3.8.4)

Finally, the subroutine exprnd in MATLAB is applied to generate a
sequence of i.i.d. random numbers each having exponential distribution
Exp(2). For this purpose, Steps S1-S5 are applied to evaluate a simulation
solution Λ̄(Tj). Then, the 95% and 105% of the values of simulation solution
are taken as the lower and upper bounds of the solution Λ(Tj).

The analytic, numerical, approximate and simulation solutions with the
lower and upper bounds of the solution are plotted together in Figure 3.8.1.
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Figure 3.8.1. Exponential distribution Exp(2)

Figure 3.8.1 shows that the results obtained by four methods are very close.
The values of ΛN (Tj),Λj , Λ̃(Tj) and Λ̄(Tj) all lie inside the lower and upper
bounds of the solution. The relative errors of four methods are all smaller
than 5%.

Example 3.8.2. The Gamma Distribution
In this example, assume that X1 has a gamma distribution Γ(2, 1) with

density function

f(x) =
{
xe−x x > 0,
0 x ≤ 0.

(3.8.5)

The distribution function is F (x) = 1−(1+x)e−x for x > 0 and 0 otherwise.
The ratio a is still 0.95. Now choose T = 10E(X1) = 20. Then interval
[0, T ] = [0, 20] is divided into N = 100T = 2000 subintervals with equal
length 0.01.

An analytic solution and a numerical solution can be obtained according
to Steps A1-A6 and Steps N1-N2 respectively. On the other hand, from
(3.7.20), an approximate solution is given by

Λ̃(t) =
1

192
{0.02t3 − 1.245t2 + 97.245t− 48.0075}. (3.8.6)
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Then, the subroutine gamrnd of the MATLAB is applied to generate a
sequence of i.i.d. random numbers each having gamma distribution Γ(2, 1).
Afterward, a simulation solution will be obtained by following Steps S1-
S5. Again, the 95% and 105% of the values of the simulation solution are
taken as the lower and upper bounds of the solution Λ(Tj). The numerical
results obtained by four methods are plotted together in Figure 3.8.2 for
comparison.
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Figure 3.8.2. Gamma distribution Γ(2, 1)

Figure 3.8.2 shows that the results obtained by the analytic, numerical and
simulation methods are all very close. The values of ΛN (Tj) and Λj and
Λ̄(Tj) all lie inside the lower and upper bounds of the solution. The relative
errors of these three methods are all smaller than 5%. However, it is not
the case for the values of approximate solution Λ̃(Tj). We can see that
the approximate solution still lies inside the lower and upper bounds in
an intermediate interval [1,14]. However, the deviation of the approximate
solution in two end intervals [0,1] and [14, 20] is larger and the error is more
than 5% but still less than 10%.
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Example 3.8.3. The Weibull Distribution
In this example, assume that X1 has a Weibull distribution W (2, 1) with

density function

f(x) =
{

2xexp(−x2) x > 0,
0 x ≤ 0.

(3.8.7)

Now, the distribution function is F (x) = 1−e−x2
for x > 0, and 0 otherwise.

The ratio is still a = 0.95. We choose T = 10 > 10E(X1) = 5
√
π. Then,

interval [0, T ] = [0, 10] is partitioned into N = 100T = 1000 subintervals
with equal length 0.01.

According to (3.7.21), an approximate solution is given by

Λ̃(t) =
2t√
π

+
2− π
π
− 0.1

π
{t2 +

(2− π)t√
π
}

+
0.0025
3π3/2

{
8t3 +

18(2− π)√
π

t2 +
8t
π

(
3π2

4
− 9π

2
+ 9)

+
8

π3/2
(
3π2

8
− 6π + 15)

}
. (3.8.8)
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Figure 3.8.3. Weibull distribution W (1, 2)

Again, the analytic, numerical and approximate solutions are compared
with a simulation solution by plotting them together in Figure 3.8.3. Note
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that the subroutine weibrnd in MATLAB is now used for obtaining a se-
quence of i.i.d. random numbers from W (2, 1) distribution. Moreover, the
95% and 105% of the values of the simulation solution are taken as the
lower and upper bounds of the solution Λ(Tj).

We can see from Figure 3.8.3 that the differences among the values ob-
tained by analytic, numerical and simulation methods are all very small.
The values ΛN (Tj), Λj and Λ̄(Tj) all lie inside the lower and upper bounds
of the solution. This means that the relative errors of these three methods
are all smaller than 5% . However for the values of approximate solution
Λ̃(Tj), although in an intermediate interval [0.5, 6.5], the values Λ̃(Tj) still
lie inside the lower and upper bounds, the deviation of the approximate
solution from the simulation solution in two end intervals [0, 0.5] and [6.5,
10], is larger and the error is more than 5% but still less than 10%.

Example 3.8.4. The Lognormal Distribution
In this example, assume that X1 has a lognormal distribution LN(0, 1)

with density function

f(x) =

{
1√
2πx

exp{− 1
2 (
nx)2} x > 0,

0 x ≤ 0.
(3.8.9)

Now F (x) = Φ(
nx) for x > 0, and 0 otherwise, where Φ(x) is the standard
normal distribution function. The ratio is still a = 0.95. We take T =
18 > 10E(X1) = 10e1/2. Then, interval [0, T ] = [0, 18] is divided into
N = 100T = 1800 subintervals with equal length 0.01.

Now, we can also evaluate the analytic and numerical solution following
Steps A1-A6 and Steps N1-N2 respectively. Afterward, from (3.7.22), an
approximate solution can be obtained by

Λ̃(t) =
t

e1/2
+
e− 2

2
− 0.05{ t

2

2e
+

(e− 2)t
2e1/2

}

+0.0025
{

t3

3e3/2
+

3(e− 2)t2

4e
− t

12e1/2
(4e3 − 9e2 + 12e− 12)

+
1
24

(3e6 − 16e4 + 19e3 − 6e2)
}
. (3.8.10)

Finally, a simulation solution is obtained following Steps S1-S5 as we did
in previous examples, except the subroutine logrnd in MATLAB now is
applied for generating a sequence of i.i.d. random numbers from LN(0, 1)
distribution. Moreover, the 95% and 105% of the values of the simulation
solution are taken as the lower and upper bounds of the solution. Similarly,
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the results obtained by four methods are plotted together in Figure 3.8.4
for comparison.
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Figure 3.8.4. Lognormal distribution LN(0, 1)

Again, we can see from Figure 3.8.4 that the differences among the results
obtained by analytic, numerical and simulation methods are also very small.
The values ΛN(Tj), Λi and Λ̄(t) all lie inside the lower and upper bounds
of the solution. The relative errors of these three methods are all smaller
than 5% . However, for the values of approximate solution Λ̃(Tj), although
in an intermediate interval [7, 16], the approximate solution still lies inside
the lower and upper bounds, its deviation from the simulation solution in
two end intervals [0, 7] and [16, 18] is larger so that the error is more than
5% but still less than 10%.

From the study of four numerical examples, we can make the following
comments.
(1) The analytic, numerical and simulation methods are all powerful in the
determination of the geometric function M(t, a).
(2) The error of the approximate solution is less than 10% on a reasonably
large interval, larger than [0, 10E(X1)] say. In an intermediate interval,
the error is even less than 5%. For the exponential distribution case, the
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approximate solution is accurate on [0, 10E(X1)]. Overall, the approximate
solutions given by (3.7.19)-(3.7.22) are good approximate solutions.
(3) In theoretical research, an approximate solution for M(t, a) is useful.
Formula (3.7.18) or (3.7.19)-(3.7.22) could be an appropriate choice. For
exponential distribution, (3.7.19) is an accurate approximation. However,
for the other three distributions, formulas (3.7.20)-(3.7.22) are accurate in
an intermediate interval. Therefore, in using an approximate solution of
(3.7.18), it is suggested to compare the values between the approximate
solution and a simulation solution to determine an appropriate interval so
that the approximate solution can be applied more accurately.

3.9 Exponential Distribution Case

As a particular case, suppose that 0 < a ≤ 1 and X1 has an exponential
distribution Exp(1/λ) with density function

f(x) =
{

1
λe

−x/λ x > 0,
0 x ≤ 0.

If in addition a = 1, then {N(t), t ≥ 0} is a Poisson process with rate 1/λ.
It is well known that

M(t, 1) = E[N(t)] =
t

λ
. (3.9.1)

In general, Braun et al. (2005) derived an upper and lower bounds for the
geometric function M(t, a).

Theorem 3.9.1. If 0 < a ≤ 1, and X1 has an exponential distribution
Exp(1/λ), then

a

1− a
n
{

(1− a)t
aλ

+ 1
}
≤M(t, a) ≤ 1

1− a
n
{

(1− a)t
λ

+ 1
}
.(3.9.2)

Proof.
Let pi(t) = P (N(t) = i). Then from (2.5.4) and (2.5.5), it is straight-

forward to derive the following equations:

d

dt
M(t, a) =

1
λ
E[aN(t)], (3.9.3)

d

dt
E[aN(t)] = −1− a

λ
E[a2N(t)]. (3.9.4)
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Because function x2 is convex, then by using Jensen’s inequality, (3.9.4)
yields

d

dt
E[aN(t)] ≤ −1− a

λ
{E[aN(t)]}2. (3.9.5)

Note that N(0) = 0, then from (3.9.5) we have

E[aN(t)] ≤ 1
(1−a)t

λ + 1
. (3.9.6)

Thus (3.9.3) and (3.9.6) yield that
d

dt
M(t, a) ≤ 1

(1 − a)t+ λ
. (3.9.7)

Then by noting that M(0, a) = 0, the right hand side of the inequality
(3.9.2) follows. To show the left hand side of (3.9.2), we note that 1/x is a
convex function for x > 0, then Jensen’s inequality implies that

E[aN(t)] ≥ 1
E[a−N(t)]

. (3.9.8)

Therefore, the combination of (2.5.2), (3.9.3) and (3.9.8) yields that
d

dt
M(t, a) ≥ 1

(1−a)t
a + λ

. (3.9.9)

As a result, the left hand side of (3.9.2) follows. This completes the proof
of Theorem 3.9.1.

In particular, if a = 1, the GP reduces to a Poisson process, then (3.9.2)
reduces to the following equality

M(t, 1) =
t

λ
. (3.9.10)

This agrees with the well known result (3.9.1). Thus, Theorem 3.9.1 is a
generalization of the well known result in Poisson process.

Furthermore, by expanding the logarithm function as the Taylor series
at a = 1, we have the following result.

Corollary 3.9.2. If 0 < a ≤ 1, and X1 has an exponential distribution
Exp(1/λ), then

t

λ
+

t2

2aλ2
(a− 1) +

t3

3a2λ3
(a− 1)2 + o{(a− 1)2}

≤ M(t, a) ≤ t

λ
+

t2

2λ2
(a− 1) +

t3

3λ3
(a− 1)2 + o{(a− 1)2}. (3.9.11)

In comparison with Corollary 3.7.2 and Corollary 3.9.2, we can see that
in the exponential distribution case, the approximate solution to the geo-



June 26, 2007 12:31 World Scientific Book - 9in x 6in GeometricProcessAppl

100 Geometric Process and Its Applications

metric function M(t, a) is in fact its upper bound. This is the reason why
the approximate solution for exponential distribution case is as accurate as
the other three solutions we discussed in Section 3.8.

3.10 Notes and References

The geometric function was first introduced by Lam (1988a, b). Sections
3.2 - 3.4 are based on Lam (1988b). However, Theorem 3.3.2 is new. It
is due to Lam (2005b) that is a generalization and improvement of a re-
sult in Braun et al. (2005). By using a reproducing kernel technique, in
Section 3.5, a series expansion of the geometric function is obtained. That
is based on Lam and Tang’s paper (2007). Section 3.6 is based on Tang
and Lam (2007) in which a numerical solution to the geometric function
is studied by using a trapezoidal integration rule, see Stoer and Bulirsch
(1980) for the reference. The results in Section 3.7 are originally due to
Lam (2005b). By expanding the Laplace transform of M(t, a) in the Taylor
series, an approximate expression of M(t, a) is obtained. Theorem 3.7.1
gives a simple approximate formula for M(t, a), it is a new result. The
material in Section 3.8 is also new in which the analytic solution, numer-
ical solution and approximate solution of M(t, a) are compared with the
simulation solution through four numerical examples each with exponen-
tial distribution, gamma distribution, Weibull distribution and lognormal
distribution respectively. Section 3.9 studies an exponential distribution
case. That is a particular and important case. Theorem 3.9.1 is due to
Braun et al. (2005) that gives a lower bound and an upper bound of the
geometric function for the exponential distribution case.
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Chapter 4

Statistical Inference of Geometric
Process

4.1 Introduction

Suppose we want to apply a model for analysis of data, three questions will
arise. First, how can we justify if the data agree with the model? Or how
do we test whether the data are consistent with the model? Second, if the
data agree with the model, how do we estimate the parameter in the model?
Third, after fitting the model to the data, how well is the fitting? What
is the distribution or the limiting distribution of the parameter estimator?
In using a GP model for analysing a data set {Xi, i = 1, 2, . . . , n}, we are
also faced with these three questions. In this chapter, we shall answer these
questions through a nonparametric as well as a parametric approach.

Given a stochastic process {Xi, i = 1, 2, . . .}, in Section 4.2 we shall
introduce some statistics for testing if {Xi, i = 1, 2, . . .} is a GP. In Sec-
tion 4.3, under the assumption that a data set comes from a GP, a least
squares estimator is suggested for the ratio a of the GP. Moreover, the
moment estimators are introduced for the mean λ and variance σ2 of X1.
Then Section 4.4 studies the asymptotic distributions of the above esti-
mators. The methods used in Sections 4.2 to 4.4 are nonparametric. In
Section 4.5, we study the parametric inference problem of the GP by mak-
ing an additional assumption that X1 follows a lognormal distribution.

4.2 Hypothesis Testing for Geometric Process

To answer the first question, suppose we are given a stochastic process
{Xi, i = 1, 2, . . .}, we need to test if {Xi, i = 1, 2, . . .} agrees with a GP. For

101
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this purpose, we can form the following two sequences of random variables.

Ui = X2i/X2i−1, i = 1, 2, . . . , (4.2.1)

and

U
′
i = X2i+1/X2i, i = 1, 2, . . . . (4.2.2)

Moreover, for a fixed integer m, we can also form two more sequences of
random variables.

Vi = XiX2m+1−i, i = 1, 2, . . . ,m, (4.2.3)

and

V
′
i = Xi+1X2m+2−i, i = 1, 2, . . . ,m. (4.2.4)

The following two theorems are due to Lam (1992b). They are essential for
testing whether the stochastic process {Xi, i = 1, 2, . . .} is a GP.

Theorem 4.2.1. If {Xi, i = 1, 2, . . .} is a GP, then {Ui, i = 1, 2, . . .} and
{U ′

i , i = 1, 2, . . .} are respectively two sequences of i.i.d. random variables.
Proof.

Assume that {Xi, i = 1, 2, . . .} is a GP. Clearly, {Ui, i = 1, 2, . . .} are
independent. Now, we shall show that the distributions of Ui, i = 1, 2, . . .
are identical. To do this, let the probability density function of Xi be fi.
Then it follows from Definition 2.2.1 that

fi(x) = ai−1f(ai−1x)

where a is the ratio of GP {Xi, i = 1, 2, . . .} and f is the density function
of X1. Then the density function gi of Ui is given by

gi(u) =

∞∫
0

tf2i(ut)f2i−1(t)dt

=

∞∫
0

a4i−3tf(a2i−1ut)f(a2i−2t)dt

=

∞∫
0

ayf(auy)f(y)dy,

that does not depend on i. This implies that {Ui, i = 1, 2, . . .} is a sequence
of i.i.d. random variables. A similar argument shows that {U ′

i , i = 1, 2, . . .}
is also a sequence of i.i.d. random variables. This completes the proof of
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Theorem 4.2.1.

Theorem 4.2.2. If {Xi, i = 1, 2, . . .} is a GP, then for any fixed integer
m, {Vi, i = 1, 2, . . . ,m} and {V ′

i , i = 1, 2, . . . ,m} are respectively two se-
quences of i.i.d. random variables.
Proof.

Assume that {Xi, i = 1, 2, . . .} is a GP. Then, {Vi, i = 1, 2, . . . ,m} are
clearly independent. To show that the distributions of Vi, i = 1, 2, . . . ,m
are identical, let the density function of Xi be fi. Then the density function
hi of Vi is given by

hi(v) =

∞∫
0

1
t
fi(

v

t
)f2m+1−i(t)dt

=

∞∫
0

a2m−1 1
t
f(ai−1 v

t
)f(a2m−it)dt

=

∞∫
0

a2m−1 1
y
f(

v

ay
)f(a2my)dy.

Again, it does not depend on i. This implies that {Vi, i = 1, 2, . . . ,m} is
a sequence of i.i.d. random variables. By a similar argument, {V ′

i , i =
1, 2, . . . ,m} is also a sequence of i.i.d. random variables. This completes
the proof of Theorem 4.2.2.

In practice, in order to apply Theorems 4.2.1 and 4.2.2 to a data set
{Xi, i = 1, 2, . . . , n}, we should use all the information involved in the data
set. For this purpose, the following auxiliary sequences are constructed.
(1) If n = 2m is even, form

{Ui, i = 1, 2, . . . ,m} and {Vi, i = 1, 2, . . . ,m}. (4.2.5)

(2) If n = 2m+ 1 is odd, form

{U ′
i , i = 1, 2, . . . ,m} and {Vi, i = 1, 2, . . . ,m}; (4.2.6)

or

{Ui, i = 1, 2, . . . ,m} and {V ′
i , i = 1, 2, . . . ,m}. (4.2.7)

Then according to the parity of n, we can test whether the data set
{Xi, i = 1, 2, . . . , n} comes from a GP by testing whether the random vari-
ables in sequences (4.2.5), (4.2.6) or (4.2.7) are respectively i.i.d. or not. To
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do this, let IA be the indicator of an event A. For testing whether random
variables {Wi, i = 1, 2, . . . , n} are i.i.d. or not, the following tests can be
applied.

(1) The turning point test.
Define

TW =
m−1∑
i=2

I[(Wi−Wi−1)(Wi+1−Wi)<0].

If {Wi, i = 1, 2, . . . , n} are i.i.d., then asymptotically

T (W ) =
[
TW − 2(m− 2)

3

]
/
[16m− 29

90

]1/2

∼ N(0, 1). (4.2.8)

(2) The difference-sign test.
Let

DW =
m∑

i=2

I[Wi>Wi−1].

If {Wi, i = 1, 2, . . . , n} are i.i.d., then asymptotically

D(W ) =
[
DW − m− 1

2

]
/
[m+ 1

12

]1/2

∼ N(0, 1). (4.2.9)

See Ascher and Feingold (1984) for some other testing statistics.

4.3 Estimation of Parameters in Geometric Process

To answer the second question, assume that a data set {Xi, i = 1, 2, . . . , n}
follows a GP. Let

Yi = ai−1Xi, i = 1, 2, . . . , n. (4.3.1)

Then {Yi, i = 1, 2, . . . , n} is a sequence of i.i.d. random variables, so is
{
nYi, i = 1, 2, . . . , n}. Thus, we can denote its common mean and variance
by µ = E[
nYi] and τ2 = Var[
nYi] respectively. Taking logarithm on the
both sides of (4.3.1) gives


nYi = (i− 1)
na+ 
nXi, i = 1, 2, . . . , n. (4.3.2)

On the other hand, we can rewrite


nYi = µ+ ei, i = 1, 2, . . . , n, (4.3.3)
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where e
′
s are i.i.d. random variables each having mean 0 and variance τ2.

Then, (4.3.2) becomes


nXi = µ− (i− 1)
na+ ei, i = 1, 2, . . . , n. (4.3.4)

Consequently, (4.3.4) is a simple regression equation. By using linear regres-
sion technique, Lam (1992b) obtained the following least squares estimators
of µ, β = 
na and τ2.

µ̂ =
2

n(n+ 1)

n∑
i=1

(2n− 3i+ 2)
nXi, (4.3.5)

β̂ =
6

(n− 1)n(n+ 1)

n∑
i=1

(n− 2i+ 1)
nXi (4.3.6)

and

τ̂2 =
1

n− 2

{
n∑

i=1

(
nXi)2 − 1
n

(
n∑

i=1


nXi)2 − β̂

2

n∑
i=1

(n− 2i+ 1)
nXi

}
.

(4.3.7)

As a result, an estimator of a is given by

â = exp(β̂). (4.3.8)

For convenience, write Ŷi = âi−1Xi,
¯̂
Y =

∑n
i=1 Ŷi/n and X̄ =∑n

i=1Xi/n. Then the moment estimators for λ and σ2 are given respec-
tively by

λ̂ =

{
¯̂
Y, a �= 1,
X̄, a = 1,

(4.3.9)

and

σ̂2 =


1

n−1

n∑
i=1

(Ŷi − ¯̂
Y )2 a �= 1,

1
n−1

n∑
i=1

(Xi − X̄)2 a = 1.
(4.3.10)

Clearly, estimators â, λ̂ and σ̂2 are nonparametric estimators. Moreover,
the estimator â of a can be obtained by minimizing the sum squares of errors

Q =
n∑

i=1

[
nXi − µ+ (i− 1)
na]2. (4.3.11)
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Another nonparametric estimators for a and λ can be obtained by mini-
mizing directly the sum square of errors

QD =
n∑

i=1

[Xi − a−(i−1)λ]2. (4.3.12)

Then we can derive the following two equations

(
n∑

i=1

Xi

ai−1
)(

n∑
i=1

i− 1
a2i−1

)

= (
n∑

i=1

(i− 1)Xi

ai
)(

n∑
i=1

1
a2(i−1)

), (4.3.13)

and

λ =

n∑
i=1

a−(i−1)Xi

n∑
i=1

a−2(i−1)

. (4.3.14)

Let the solution to equations (4.3.13) and (4.3.14) be âD and λ̂D. Then
they are another least squares estimators of a and λ.

4.4 Asymptotic Distributions of the Estimators

In this section, we shall answer the third question by studying the limit
distributions of the estimators â, λ̂ and σ̂2. The following four theorems
are due to Lam et al. (2004).

Theorem 4.4.1. If E[(
nY )2] <∞, then

n3/2(β̂ − β) L−→ N(0, 12τ2). (4.4.1)

Proof.
First of all, because β = 
na,

∑n
i=1(n− 2i+ 1) = 0 and

n∑
i=1

(n− 2i+ 1)i = −(n− 1)n(n+ 1)/6,
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then it follows from (4.3.6) that

β̂ − β =
6

(n− 1)n(n+ 1)

n∑
i=1

(n− 2i+ 1)
nXi − 
na

=
6

(n− 1)n(n+ 1)

{
n∑

i=1

(n− 2i+ 1)
nXi +
n∑

i=1

(n− 2i+ 1)(i− 1)
na

}

=
6

(n− 1)n(n+ 1)

n∑
i=1

(n− 2i+ 1)
nYi

=
6

(n− 1)n(n+ 1)

n∑
i=1

(n− 2i+ 1)(
nYi − µ).

Then, we have

[(n− 1)n(n+ 1)]1/2(β̂ − β) =
1

[(n− 1)n(n+ 1)]1/2

n∑
i=1

βni, (4.4.2)

where

βni = 6(n− 2i+ 1)(
nYi − µ) i = 1, 2, . . . , n

are independent. Let

Bn =
n∑

i=1

Var[βni] = 36τ2
n∑

i=1

(n− 2i+ 1)2

= 12τ2(n− 1)n(n+ 1). (4.4.3)

Now, denote the distribution of βni by Gni and the common distribution
of 
nYi − µ by G. Then we check the Lindeberg condition

Ln =
1
Bn

n∑
i=1

∫
|z|≥εB

1/2
n

z2dGni(z)

=
1
Bn

n∑
i=1

∫
6|(n−2i+1)w|≥εB

1/2
n

36(n− 2i+ 1)2w2dG(w) (4.4.4)

≤ 36n(n− 1)2

Bn

∫
|w|≥εB

1/2
n /[6(n−1)]

w2dG(w)

→ 0 as n→∞, (4.4.5)

where (4.4.5) is due to (4.4.3) and the condition E(
nY )2 < ∞. Thus, by
the Lindeberg-Feller theorem,

[(n− 1)n(n+ 1)]1/2(β̂ − β) L−→ N(0, 12τ2),
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and (4.4.1) follows.
Now from Theorem 4.4.1, using the Cramér δ theorem (see, e.g. Arnold

(1990)) yields straightforwardly the following result.

Theorem 4.4.2. If E[(
nY )2] <∞, then

n3/2(â− a) L−→ N(0, 12a2τ2). (4.4.6)

As a result, on the basis of Theorem 4.4.1 or 4.4.2, one can test whether
a = 1 or not. This is equivalent to test

H0 : β = 0 against H1 : β �= 0.

In fact, from (4.4.1), the following testing statistic could be applied

R = n3/2β̂/(
√

12τ̂), (4.4.7)

where τ̂ is computed from (4.3.7). Under H0, R ∼ N(0, 1) approximately.
Note that the problem of testing whether a = 1 is equivalent to the prob-
lem of testing whether the data set agrees with a renewal process or an
homogeneous Poisson process. Therefore an alternative way is to apply the
Laplace test, it is based on the statistic

L =
[12(n− 1)]1/2

Tn
(
∑n−1

i=1 Ti

n− 1
− Tn

2
), (4.4.8)

where Ti =
∑i

j=1Xj with T0 = 0, and Ti is the occurrence time of the ith
event. Under H0, L ∼ N(0, 1) approximately (see Cox and Lewis (1966)
for reference).

The following two theorems study the limit distributions of estimators
λ̂ and σ̂2 respectively.

Theorem 4.4.3.
(1) If a �= 1, E[Y 2] <∞ and E[(
nY )2] <∞, then

√
n(λ̂− λ) L−→ N(0, σ2 + 3λ2τ2). (4.4.9)

(2) If a = 1 and E[X2] <∞, then
√
n(λ̂ − λ) L−→ N(0, σ2). (4.4.10)

Proof.
To prove (4.4.9), at first, it follows from (4.3.9) that

λ̂− λ =
1
n

n∑
i=1

(Ŷi − Yi) +
1
n

n∑
i=1

(Yi − λ). (4.4.11)
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Then Theorem 4.4.1 yields that

β̂ − β = Op(n−3/2).

Moreover, because

E[
1

n(n− 1)

n∑
i=1

(i− 1)Yi] =
λ

2

and

Var[
1

n(n− 1)

n∑
i=1

(i− 1)Yi] =
2n− 1

6n(n− 1)
σ2,

we have

1
n(n− 1)

n∑
i=1

(i− 1)Yi =
λ

2
+Op(n−1/2).

On the other hand, in virtue of

Ŷi = Yi + {(â/a)i−1 − 1}Yi

= Yi + {exp[(i− 1)(β̂ − β)]− 1}Yi

= Yi + (i− 1)(β̂ − β)Yi +Op(n−1), (4.4.12)

hence

1
n

n∑
i=1

(Ŷi − Yi) =
1
n

(β̂ − β)
n∑

i=1

(i− 1)Yi +Op(n−1)

=
λ

2
(n− 1)(β̂ − β) +Op(n−1). (4.4.13)

Then with the help of (4.4.2), (4.4.11) becomes

√
n(λ̂− λ) =

λ

2
n1/2(n− 1)(β̂ − β) + n−1/2

∞∑
i=1

(Yi − λ) +Op(n−1/2)

= n−1/2
n∑

i=1

λni +Op(n−1/2), (4.4.14)

where

λni = Yi − λ+ 3λ(1− 2i
n+ 1

)(
nYi − µ), i = 1, 2, . . . , n

are independent. Now, let

Bn =
n∑

i=1

Var[λni] = nσ2 +
3n(n− 1)
n+ 1

λ2τ2.
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Denote respectively the distribution of λni by Hni and the common distri-
bution of Yi by F . Then, we check the Lindeberg condition

Ln =
1
Bn

n∑
i=1

∫
|z|≥εB

1/2
n

z2dHni(z)

=
1
Bn

n∑
i=1

∫
Dni

{
y − λ+ 3λ(1− 2i

n+ 1
)(
ny − µ)

}2

dF (y)

≤ n

Bn

∫
Dn

{| y − λ | +3λ | 
ny − µ |}2dF (y)→ 0 as n→∞,
(4.4.15)

where

Dni = {y : | y − λ+ 3λ(1 − 2i
n+ 1

)(
ny − µ) |≥ εB1/2
n },

Dn = {y : | y − λ | +3λ | 
ny − µ |≥ εB1/2
n }

and (4.4.15) holds since

E[(| Y − λ | +3λ | 
nY − µ |)2] <∞.
Then by using the Lindeberg-Feller theorem and Slutsky theorem, (4.4.9)
follows directly from (4.4.15).

On the other hand, if a = 1, then from (4.3.9), (4.4.10) is trivial. This
completes the proof of Theorem 4.4.3.

Theorem 4.4.4.
(1) If a �= 1, E[Y 4] <∞ and E[(
nY )2] <∞, then

√
n(σ̂2 − σ2) L−→ N(0, ω2 + 12σ4τ2), (4.4.16)

where ω2 = Var(Y − λ)2.
(2) If a = 1 and E[X4] <∞ then

√
n(σ̂2 − σ2) L−→ N(0, ω2), (4.4.17)

where ω2 = Var(X − λ)2.
Proof.

To prove (4.4.16), first of all, we shall show that for a �= 1

σ̂2 =
1
n

n∑
i=1

(Yi − λ)2 + nσ2
(
β̂ − β

)
+Op

(
n−1

)
. (4.4.18)

It follows from (4.4.12) that

¯̂
Y =

1
n

n∑
i=1

Ŷi = Ȳ +
1
n

(β̂ − β)
n∑

i=1

(i− 1)Yi +Op(n−1). (4.4.19)
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Subtracting (4.4.19) from (4.4.12) yields

Ŷi − ¯̂
Y = Yi − Ȳ + (β̂ − β)[(i− 1)Yi − 1

n

n∑
j=1

(i− 1)Yj ] +Op(n−1).

In view of Theorem 4.4.1, we have

β̂ − β = Op(n−3/2),

then

σ̂2 =
1

n− 1

n∑
i=1

(Ŷi − ¯̂
Y )2

=
1

n− 1


n∑

i=1

(Yi − Ȳ )2 + 2(β̂ − β)
n∑

i=1

[(i− 1)Yi − 1
n

n∑
j=1

(j − 1)Yj ](Yi − Ȳ )

+(β̂ − β)2
n∑

i=1

[(i− 1)Yi − 1
n

n∑
j=1

(j − 1)Yj ]2

 +Op(n−1)

=
1

n− 1

n∑
i=1

(Yi − Ȳ )2 +
2

n− 1
(β̂ − β)[

n∑
i=1

(i− 1)Y 2
i − Ȳ

n∑
j=1

(j − 1)Yj ]

+Op(n−1). (4.4.20)

As a result, by estimating the orders in probability in (4.4.20), we have

σ̂2 =
1

n− 1

{
n∑

i=1

(Yi − λ)2 − n(Ȳ − λ)2
}

+n(β̂ − β)

{
2

n(n− 1)

n∑
i=1

(i− 1)[Y 2
i − E(Y 2)]

+E(Y 2)− 2
n(n− 1)

Ȳ

n∑
j=1

(j − 1)(Yj − λ)− λ(Ȳ − λ)− λ2

 +Op(n−1)

=
1
n

n∑
i=1

(Yi − λ)2 + n(β̂ − β)[E(Y 2)− λ2] +Op(n−1). (4.4.21)

Consequently, (4.4.18) follows. Now we are able to prove (4.4.16). In fact,
it follows from (4.4.18) and (4.4.2) that

√
n(σ̂2 − σ2) =

1√
n

n∑
i=1

σni +Op(n−1/2), (4.4.22)
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where

σni = (Yi − λ)2 − σ2 +
6σ2(n− 2i+ 1)

n
(
nYi − µ), i = 1, 2, . . . , n.

Obviously, σni are i.i.d. random variables for i = 1, 2, . . . , n with E(σni) =
0. Then by a simple algebra, we have

Bn =
n∑

i=1

Var(σni) = nω2 +
12(n− 1)(n+ 1)

n
σ4τ2

subject to E[Y 4] < ∞ and E[(
nY )2] < ∞. Now, by a similar argument
as we did in (4.4.15), it is straightforward to show that the Lindeberg
condition holds. In fact, let the distribution of σni be Ini and the common
distribution of Yi be F respectively. Denote

Eni = {y : | (y − λ)2 − σ2 + 6σ2(1− 2i− 1
n

)(
ny − µ) |≥ εB1/2
n }

and
En = {y : (y − λ)2 + σ2 + 6σ2 | 
ny − µ |≥ εB1/2

n },
then

Ln =
1
Bn

n∑
i=1

∫
|z|≥εB

1/2
n

z2dIni(z)

=
1
Bn

n∑
i=1

∫
Eni

{
(y − λ)2 − σ2 + 6σ2(1 − 2i− 1

n
)(
ny − µ)

}2

dF (y)

≤ n

Bn

∫
En

[(y − λ)2 + σ2 + 6σ2 | 
ny − µ |]2dF (y)→ 0

as n→∞, (4.4.23)
where (4.4.23) holds, since

E[((Y − λ)2 + σ2 + 6σ2 | 
nY − µ |)2] <∞.
Consequently, it follows from the Lindeberg-Feller theorem that

1

B
1/2
n

n∑
i=1

σni
L−→ N (0, 1) , (4.4.24)

Hence (4.4.16) follows from (4.4.24) by using the Slutsky theorem.
For a = 1, by central limit theorem, (4.4.17) is a well known result.

This completes the proof of Theorem 4.4.4.

As a result, by using Theorems 4.4.1-4.4.4, the p-values of the estimates
or an approximate confidence interval for parameters a, λ and σ2 can be
determined. In practice, the unknown parameter values can be replaced by
their estimates. For example, from (4.4.6) an approximate 95% confidence
interval for a is given by

(â− 1.96
√

12âτ̂n−3/2, â+ 1.96
√

12âτ̂n−3/2). (4.4.25)
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4.5 Parametric Inference for Geometric Process

In this chapter, so far we have just applied a nonparametric approach to
the statistical inference problem of a GP. In this section, we shall study
the same problem by using a parametric approach. By making an addi-
tional condition that X1 follows a specific life distribution, the maximum
likelihood estimators (MLE) of a, λ and σ2 of the GP and their asymptotic
distributions will be studied. The results are then compared with that ob-
tained by the nonparametric approach.

Now assume that {Xi, i = 1, 2, · · · } form a GP with ratio a and X1 fol-
lows a lognormal distribution LN(µ, τ2) with probability density function

f(x) =

{
1√

2πτx
exp{− 1

2τ2 (
nx− µ)2} x > 0,
0 elsewhere.

(4.5.1)

Let Yi = ai−1Xi, it is easy to show that E[
nYi] = E[
nX1] = µ and
Var[
nYi] = Var[
nX1] = τ2. On the other hand, we have

λ = E[X1] = exp(µ+
1
2
τ2) (4.5.2)

and
σ2 = Var[X1] = λ2[exp(τ2)− 1]. (4.5.3)

Now, it follows from (4.5.1) that the likelihood function is given by
L(a, µ, τ2)

= (2π)−n/2τ−n(
n∏

i=1

Xi)−1exp

{
− 1

2τ2

n∑
i=1

[
n(ai−1Xi)− µ]2
}
.

(4.5.4)
Therefore, the log-likelihood function is


nL(a, µ, τ2)

= −n
2

n(2π)− n

2

n(τ2)− 
n

{
n∏

i=1

Xi

}

− 1
2τ2

n∑
i=1

[
n(ai−1Xi)− µ]2. (4.5.5)

Now, let the maximum likelihood estimators (MLE) of a, µ and τ2 be,
respectively, âL, µ̂L and τ̂2

L. Then from (4.5.5), âL, µ̂L and τ̂2
L will be the

solution of the following equations:
n∑

i=1

(n− 2i+ 1)
n(ai−1Xi) = 0, (4.5.6)
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µ =
1
n

n∑
i=1


n(ai−1Xi) (4.5.7)

and

τ2 =
1
n

n∑
i=1

[
n(ai−1Xi)− µ]2. (4.5.8)

Consequently, (4.5.6) yields


nâL = −
∑n

i=1(n− 2i+ 1)
nXi∑n
i=1(i− 1)(n− 2i+ 1)

=
6

(n− 1)n(n+ 1)

n∑
i=1

(n− 2i+ 1)
nXi. (4.5.9)

Substitution of (4.5.9) into (4.5.7) yields that

µ̂L =
1
n

n∑
i=1

[(i− 1)
nâL + 
nXi]

=
1
n

{
3

n+ 1

n∑
i=1

(n− 2i+ 1)
nXi +
n∑

i=1


nXi

}

=
2

n(n+ 1)

n∑
i=1

(2n− 3i+ 2)
nXi. (4.5.10)

Furthermore, it follows from (4.5.7)-(4.5.9) that

τ̂2
L =

1
n

n∑
i=1

(i− 1)
nâL + 
nXi − 1
n

n∑
j=1

[(j − 1)
nâL + 
nXj]


2

=
1
n

n∑
i=1


nXi − 1
n

n∑
j=1


nXj − n− 2i+ 1
2


nâL


2

=
1
n


n∑

i=1

(
nXi − 1
n

n∑
j=1


nXj)2

−
nâL

n∑
i=1

(n− 2i+ 1)(
nXi − 1
n

n∑
j=1


nXj)

+
1
4
(
nâL)2

n∑
i=1

(n− 2i+ 1)2
}

=
1
n


n∑

i=1

(
nXi)2 − 1
n

(
n∑

i=1


nXi

)2

− 1
2

nâL

n∑
i=1

(n− 2i+ 1)
nXi

 .

(4.5.11)
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Therefore, in comparison with the least squares estimators of a, µ and τ2

given by (4.3.8), (4.3.5) and (4.3.7), we have the following theorem.

Theorem 4.5.1.
(1) âL = â;
(2) µ̂L = µ̂;
(3) τ̂2

L = n−2
n τ̂2.

Then by using the invariance property of the MLE, it follows from (4.5.2)
and (4.5.3) that the MLE of λ and σ2 are given respectively by

λ̂L = exp(µ̂L +
1
2
τ̂2
L) (4.5.12)

and

σ̂2
L = λ̂2

L[exp(τ̂2
L)− 1]. (4.5.13)

If a = 1, we can replace a by 1 in (4.5.7) and (4.5.8). Accordingly, the MLE
of µ and τ2 are given by

µ̂L =
1
n

n∑
i=1


nXi (4.5.14)

and

τ̂2
L =

1
n

n∑
i=1

[
nXi − µ̂L]2

=
1
n


n∑

i=1

(
nXi)2 − 1
n

(
n∑

i=1


nXi

)2
 . (4.5.15)

Note that under lognormal distribution assumption, we can see from The-
orem 4.5.1 that the MLE of µ, β and τ2 are essentially the least squares
estimators. Then, from linear regression theory, we have the following re-
sult.

Lemma 4.5.2.
(1) (

µ̂

β̂

)
∼ N

(
µ

β

)
,

2τ2

n(n+ 1)

2n− 1 3

3
6

n− 1

 (4.5.16)

(2)

(n− 2)τ̂2

τ2
∼ χ2(n− 2), (4.5.17)
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(3) (
µ̂

β̂

)
is independent of τ̂2. (4.5.18)

For the proof of Lemma 4.5.2, see for instance Seber (1977).

Lemma 4.5.3.

√
n

(
µ̂L − µ
τ̂2
L − τ2

)
L−→ N

((
0
0

)
,

(
4τ2 0
0 2τ4

))
. (4.5.19)

Proof.
It follows from (4.5.16) that

√
n(µ̂− µ) ∼ N(0,

2(2n− 1)τ2

n+ 1
).

Then by applying the Slutsky theorem and Theorem 4.5.1, we have
√
n(µ̂L − µ) L−→ N(0, 4τ2).

On the other hand, From (4.5.17) and Theorem 4.5.1, we have

nτ̂2
L

τ2
=

(n− 2)τ̂2

τ2
∼ χ2(n− 2).

This means that nτ̂2
L/τ

2 is the sum of (n − 2) i.i.d random variables each
having a chi-square distribution χ2(1). Therefore, the central limit theorem
gives

nτ̂2
L/τ

2 − (n− 2)√
2(n− 2)

=
√
n− 2(nτ̂2

L/(n− 2)− τ2)√
2τ2

L−→ N(0, 1).

Consequently,
√
n(τ̂2

L − τ2) L−→ N(0, 2τ4).

Finally, we note that from (4.5.18), µ̂L and τ̂2
L are independent. This com-

pletes the proof of Lemma 4.5.3.
Furthermore, we have the following theorem.

Theorem 4.5.4.
(1) n3/2(âL − a) L−→ N(0, 12a2τ2),
(2) n1/2(λ̂L − λ) L−→ N(0, λ2τ2(4 + 1

2τ
2)),

(3) n1/2(σ̂2
L − σ2) L−→ N(0, 16σ4τ2 + 2τ4(λ2 + 2σ2)2).
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Proof.
Because âL = â, part (1) of Theorem 4.5.4 follows directly from Theo-

rem 4.4.2. To prove part (2), first of all, define

g(µ, τ2) = exp(µ+
1
2
τ2),

then by using Lemma 4.5.3 and the Cramér δ theorem, (4.5.2) yields that

n1/2(λ̂L − λ) L−→ N(0, σ2
λ), (4.5.20)

where

σ2
λ =

(
∂g/∂µ ∂g/∂τ2

)( 4τ2 0
0 2τ4

)(
∂g/∂µ

∂g/∂τ2

)
=

(
λ λ/2

)( 4τ2 0
0 2τ4

)(
λ

λ/2

)
= λ2τ2

(
4 +

1
2
τ2

)
(4.5.21)

(see Lehmann (1983) for reference). This completes the proof of part (2).
By using (4.5.3), the proof of part (3) is similar.

Now, we shall compare the estimators of λ and σ2 obtained by the max-
imum likelihood method and nonparametric method. To do this, assume
that a �= 1, then from Theorems 4.4.3 and 4.5.4, the asymptotic relative
efficiency of λ̂ to λ̂L (see Lehmann (1983) for reference) is given by

e(λ̂, λ̂L) =
asy. Var[λ̂L]

asy. Var[λ̂]
=
λ2τ2(4 + 1

2τ
2)

σ2 + 3λ2τ2

=
τ2(4 + 1

2τ
2)

exp(τ2)− 1 + 3τ2
< 1, (4.5.22)

(4.5.22) is due to (4.5.3) and the following inequality

ex > 1 + x+
1
2
x2 for x > 0.

To study the asymptotic relative efficiency of σ̂2 to σ̂2
L, we need the

following lemma that can be proved by induction.

Lemma 4.5.5.

h(n) = 6n − 4× 3n − 2n(2n2 + 1) + 8(n2 + 1) > 0 for n = 0, 1, . . .

Now, because X1 ∼ LN(µ, τ2), the rth moment of X1 is then given by

E(Xr
1 ) = exp(rµ +

1
2
r2τ2). (4.5.23)
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Thus (4.5.3) gives

ω2 = Var(X1 − λ)2 = E[{(X1 − λ)2 − σ2}2]
= λ4{exp(6τ2)− 4exp(3τ2)− exp(2τ2) + 8exp(τ2)− 4}.

Furthermore, we have

ω2 + 12σ4τ2 − {16σ4τ2 + 2τ4(λ2 + 2σ2)2}
= λ4{exp(6τ2)− 4exp(3τ2)− exp(2τ2) + 8exp(τ2)− 4

−4τ2[exp(τ2)− 1]2 − 2τ4[2exp(τ2)− 1]2}

= λ4
∞∑

n=3

h(n)τ2n/n! > 0, (4.5.24)

where (4.5.24) is derived by the Taylor expansion. Therefore the asymptotic
relative efficiency of σ̂2 to σ̂2

L is given by

e(σ̂2, σ̂2
L) =

asy. Var[σ̂2
L]

asy. Var[σ̂2]
=

16σ4τ2 + 2τ4(λ2 + 2σ2)2

ω2 + 12σ4τ2

< 1. (4.5.25)

In conclusion, the combination of (4.5.22) and (4.5.25) yields the fol-
lowing result.

Theorem 4.5.6.
(1) e(λ̂, λ̂L) < 1;
(2) e(σ̂2, σ̂2

L) < 1.
Therefore asymptotically, for a �= 1, λ̂L is more efficient than λ̂ and

hence better than λ̂. Similarly, σ̂2
L is more efficient than σ̂2 and hence bet-

ter than σ̂2.

4.6 Notes and References

In this chapter, we study the problems for the statistical inference of a GP,
including the hypothesis testing and estimation of parameters a, λ and σ2 in
the GP. Sections 4.2 and 4.3 are based on Lam (1992b), but the estimators
âD and λ̂D were studied by Chan et al. (2006). Section 4.4 is due to Lam
et al. (2004). The results in Sections 4.2-4.4 are nonparametric. However,
a parametric approach can be applied. Section 4.5 is due to Lam and Chan
(1998), it studies the parametric estimation of the three parameters a, λ
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and σ2 of a GP under an additional assumption that X1 has a lognormal
distribution. Lam and Chan (1998) also did some simulation study for
justification of the parametric method. Thereafter, Chan et al. (2004)
also considered the statistical inference problem for a GP with a gamma
distribution by assuming that X1 has a Γ(α, β) distribution with density
function (1.4.17). The MLE for parameters a, α and β are then derived.
Consequently, the MLE for λ and σ2 are obtained accordingly. See Chan et
al. (2004) for more details. Refer to Leung (2005) for some related work.
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Chapter 5

Application of Geometric Process to
Data Analysis

5.1 Introduction

In Chapter 4, we consider the problem of testing if a data set, from a
sequence of events with trend for example, comes from a GP. Then we
study the problem of estimation of the three important parameters a, λ
and σ2 in the GP. In this chapter, we shall apply the theory developed in
Chapter 4 to analysis of data. To do this, in Section 5.2, the methodology
of using a GP model for data analysis is discussed. First of all, we shall
test if a data set {Xi, i = 1, 2, . . . , n} is consistent with a GP, i.e. if a data
set can be modelled by a GP. Then three parameters a, λ and σ2 of the GP
are estimated. Consequently, the fitted values of the data set can be simply
evaluated by

X̂i = λ̂/ân−1 i = 1, 2, . . . , n, (5.1.1)

where â and λ̂ are the estimates of a and λ respectively. Then, Section
5.3 briefly studies the methodology of data analysis by using two nonho-
mogeneous Poisson process models including the Cox-Lewis model and the
Weibull process (WP) model. Afterward in Section 5.4, 10 real data sets
are fitted by the GP model, the renewal process (RP) or the homogeneous
Poisson process (HPP) model, the Cox-Lewis model and the WP model.
The numerical results obtained by the four models are compared. The re-
sults show that on average the GP model is the best model among these
four models. Thereafter in Section 5.5, a threshold GP model is introduced
to analyse the data with multiple trends. As an example, four real SARS
data sets are then studied.

121
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5.2 Data Analysis by Geometric Process Model

Now, we shall introduce the methodology for applying a GP model to data
analysis. To do this, we assume that a data set {Xi, i = 1, 2, . . . , n} is
given. We may interpret the data set as a sequence of the interarrival times
from a series of events. Then the arrival time Ti, i = 1, 2, . . . , n, of the ith

event is determined by

Ti =
i∑

j=1

Xj

with T0 = 0. Moreover, the fitted value of Xj is denoted by X̂j , j =
1, 2, . . . , n. Then the fitted value of Ti will be given by

T̂i =
i∑

j=1

X̂i

with T̂0 = 0.
To test if a data set fits a GP model, we can form two sequences of

random variables and test whether the random variables in these sequences
are i.i.d according to Theorems 4.2.1 and 4.2.2. If the size n is even, two
sequences in (4.2.5) are constructed, and if the size n is odd, two sequences
in (4.2.6) or (4.2.7) are formed. Let T (U) and T (V ) (or T (U

′
) and T (V

′
))

be the values calculated from (4.2.8) by replacing Wi with Ui and Vi (or U ′
i

and V ′
i ) respectively. Similarly, let D(U) and D(V ) (or D(U ′) and D(V ′))

be the values evaluated from (4.2.9) by replacing Wi with Ui and Vi (or U ′
i

and V ′
i ) respectively. Then we can compute the following p-values:

PU
T =

{
P (| Z |≥ T (U)) if Wi is replaced by Ui,
P (| Z |≥ T (U ′)) if Wi is replaced by U ′

i ,

PU
D =

{
P (| Z |≥ D(U)) if Wi is replaced by Ui,
P (| Z |≥ D(U ′)) if Wi is replaced by U ′

i .

If a p-value is small, less than 0.05 say, we shall reject the null hypothesis
that the data set fits a GP. Similary, we can also evaluate the p-values

PV
T =

{
P (| Z |≥ T (V )) if Wi is replaced by Vi,
P (| Z |≥ T (V ′)) if Wi is replaced by V ′

i ,

PV
D =

{
P (| Z |≥ D(V )) if Wi is replaced by Vi,
P (| Z |≥ D(V ′)) if Wi is replaced by V ′

i .
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To test whether the data set agrees with a RP (or HPP), we first calcu-
late the values of R and L from (4.4.7) and (4.4.8). Then we can evaluate
PR = P (| Z |≥ R) and PL = P (| Z |≥ L). If a p-value is small, less than
0.05 say, we shall reject the null hypothesis that the data set fits a RP (or
HPP).

If a data set comes from a GP, the parameters a, λ and σ2 will be es-
timated respectively by (4.3.8)-(4.3.10). As a result, the fitted value of Xi

can be simply evaluated by (5.1.1).

5.3 Data Analysis by Poisson Process Models

Suppose that we want to analyse a data set {Xi, i = 1, 2, . . . , n} where Xi

is the interarrival time between the (i − 1)th and ith events by using a
Poisson process model. If a renewal process (RP) model with mean λ or
a homogeneous Poisson process (HPP) model with rate λ is applied, the
estimate of λ will be given by

λ̂ = X̄ =
1
n

n∑
i=1

Xi. (5.3.1)

Then for all i = 1, . . . , n, the fitted value of Xi is simply given by

X̂i = λ̂ = X̄. (5.3.2)

Now suppose a nonhomogeneous Poisson process model with intensity func-
tion λ(t) is applied. We shall discuss two popular models here, namely the
Cox-Lewis model and the Weibull process model.

(1) The Cox-Lewis model

By (1.2.21), the intensity function is

λ(x) = exp(α0 + α1x), −∞ < α0, α1 <∞, x > 0. (5.3.3)

Clearly, if α1 > 0, the Cox-Lewis model is applicable to the case with
decreasing successive interarrival times. If α1 < 0, it can be applied to the
case with increasing successive interarrival times. If α1 = 0, the Cox-Lewis
model becomes a HPP model. Therefore, we can assume that α1 �= 0. Now
denote w = exp(α0)/α1. The conditional density of Ti given T1, . . . , Ti−1
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is given by

f [t | T1, . . . , Ti−1] = λ(t) exp{−
∫ t

Ti−1

λ(x)dx}

= exp(α0 + α1t) exp{−w(eα1t − eα1Ti−1)}, t > Ti−1.

Then, it is straightforward to show that

E[Ti | T1, . . . , Ti−1]

=
∫ ∞

Ti−1

t exp(α0 + α1t) exp{−w(eα1t − eα1Ti−1)}dt (5.3.4)

= exp(α0 + weα1Ti−1)
∫ ∞

Ti−1

t exp(α1t− weα1t)dt. (5.3.5)

It is easy to show that the MLE α̂0 and α̂1 of α0 and α1 are the solution
to the following equations.

exp(α0) =
nα1

exp(α1Tn)− 1
, (5.3.6)

n∑
i=1

Ti +
n

α1
− nTn exp(α1Tn)

exp(α1Tn)− 1
= 0. (5.3.7)

Thus, ŵ = exp(α̂0)/α̂1. Moreover, starting with T̂0 = 0, the fitted value of
Ti using (5.3.5) will be given iteratively by

T̂i = exp(α̂0 + ŵeα̂1T̂i−1)
∫ ∞

T̂i−1

t exp(α̂1t− ŵeα̂1t)dt.

Consequently, the fitted value of Xi is given by

X̂i = T̂i − T̂i−1. (5.3.8)

(2) The Weibull process model

Now, suppose that a data set {Xi, i = 1, 2, . . . , n} follows a Weibull
process (WP) model. From (1.2.22), the intensity function is

λ(x) = αθxθ−1, α, θ > 0, x > 0. (5.3.9)

Obviously, if θ > 1, the WP model is applicable to the case that the suc-
cessive interarrival times are decreasing, and if 0 < θ < 1, it is suitable to
the case that the successive interarrival times are increasing. If θ = 1, the
WP model reduces to a HPP model. Therefore, we can assume that θ �= 1.
The conditional density of Ti given T1, . . . , Ti−1 is given by

f [t | T1, . . . , Ti−1] = λ(t) exp{−
∫ t

Ti−1

λ(x)dx}

= αθtθ−1 exp{−α(tθ − T θ
i−1)}, t > Ti−1.
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Then, it is straightforward to show that

E[Ti | T1, . . . , Ti−1] =
exp(ui−1)
α1/θ

∫ ∞

ui−1

t1/θe−tdt, (5.3.10)

where ui−1 = αT θ
i−1 with u0 = 0. Moreover, the MLE α̂ and θ̂ of α and θ

are given respectively by

α̂ =
n

T θ̂
n

, (5.3.11)

and

θ̂ =
n[

n∑
i=1


n(Tn/Ti)
] . (5.3.12)

Based on (5.3.11) and (5.3.12), we can fit Ti by (5.3.10) iteratively as in
the Cox-Lewis model. The fitted value is given by

T̂i =
exp(ûi−1)

α̂1/θ̂

∫ ∞

ûi−1

t1/θ̂e−tdt, (5.3.13)

where ûi−1 = α̂T̂ θ̂
i−1 with û0 = 0. Again, the fitted value of Xi can be

evaluated by (5.3.8).

5.4 Real Data Analysis and Comparison

In this section, ten real data sets will be analyzed by the GP model, the RP
or HPP model, the Cox-Lewis model and the WP model. We shall test if a
data set can be modelled by a GP model and if the ratio of the GP equals
1. Then for each data set, the parameters in four models are estimated
respectively. Afterward, the data are fitted by these four models.

To compare the fitted results obtained by different models, we define
the mean squared error (MSE) by

MSE =
1
n

n∑
i=1

(Xi − X̂i)2,

and the maximum percentage error (MPE) by

MPE = max
1≤i≤n

{| Ti − T̂i | /Ti}.

These two quantities are used as the criteria for measuring the goodness-of-
fit of a model and for the comparison of different models. Roughly speaking,
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the MSE measures the overall fitting while the MPE concerns more on an
individual fitting of a data set. Then the values of MSE and MPE are
evaluated for model comparison.

In the 10 examples below, if the RP (HPP) model is rejected at 0.05
level of significance, the values PR and/or PL are marked by ‘∗’. If a = 1,
i.e. the RP (HPP) model is not rejected, we can fitted two GP models, one
is the GP model with ratio â, and the other one is the RP (HPP) model,
then choose a better model with a smaller MSE or MPE as the modified
GP model (MGP). If a �= 1, i.e. the RP (HPP) is rejected, the GP model
is also the modified GP model. Accordingly, the values of MSE or MPE
corresponding to the modified GP model will also be marked by ‘∗’.

Example 5.4.1. The coal-mining disaster data.
This data set was originally studied by Maguire, Pearson and Wynn

(1952), and was corrected and extended by Jarrett (1979). Also see An-
drews and Herzberg (1985) for its source. The data set contains one zero
because there were two accidents on the same day. This zero is replaced by
0.5 since two accidents occuring on the same day are usually not at exactly
the same time. Hence the interarrival time could be approximated by 0.5
day. Then the size of the adjusted data is 190.

(1) Testing if the data agree with a GP.
H0: it is a GP H0: it is a RP (or HPP)

P U
T P U

D P V
T P V

D PR PL

0.46108 0.47950 0.14045 0.47950 ∗8.76585 × 10−7 ∗1.84297 × 10−7

The p-values PU
T , P

U
D , P

V
T and PV

D are all insignificant and hence we
conclude that the data set could be modelled by a GP model. Moreover
the p-values PR and PL reveal a strong evidence that the data follow a
GP with a �= 1.

(2) Estimation and comparison.
GP RP (HPP) Cox-Lewis WP

MSE ∗8.17888 × 104 9.77941 × 104 7.88506 × 104 8.77217 × 104

MPE ∗0.50313 2.45817 0.51646 0.86325

a 0.99091 a 1 α0 −4.52029 α 0.15404

Est. λ 78.00898 λ 213.41842 α1 −4.96387 × 10−5 θ 0.67082

σ2 8700.84032 σ2 98311.51844
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Figure 5.4.1. Observed and fitted Xi in Example 5.4.1.
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Figure 5.4.2. Observed and fitted Ti in Example 5.4.1.

Example 5.4.2. The aircraft 3 data.
Thirteen data sets of the time intervals between successive failures of air

conditioning equipment in 13 Boeing 720 aircraft were studied by Proschan
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(1963). Later on, the Cox-Lewis model was applied to the analysis of these
data sets (see Cox and Lewis (1966)). Totally, there are 13 data sets and
we shall analyze the largest three of them, namely the data sets of aircraft
3, 6 and 7. The aircraft 3 data set is of size 29 which has the second largest
size among the 13 data sets.

(1) Testing if the data agree with a GP.
H0: it is a GP H0: it is a RP (or HPP)

P U
T P U

D P V
T P V

D PR PL

0.49691 0.65472 0.17423 0.65472 ∗0.04935 0.13877

The results show that a GP model is appropriate for the aircraft 3 data.
Moreover, since PR = 0.04935, the hypothesis of a RP (or HPP) is
rejected at 0.05 significance level.

(2) Estimation and comparison.
GP RP (HPP) Cox-Lewis WP

MSE ∗4.26817 × 103 4.84059 × 103 4.27368 × 103 4.64721 × 103

MPE ∗0.45221 0.67034 0.33067 0.36280

a 0.96528 a 1 α0 −4.07980 α 2.59523 × 10−2

Est. λ 49.30115 λ 83.51724 α1 −3.03625 × 10−4 θ 0.90073

σ2 1630.72965 σ2 5013.47291
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Inter-arrival time for the Aircraft 3 data

Figure 5.4.3. Observed and fitted Xi in Example 5.4.2.
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Figure 5.4.4. Observed and fitted Ti in Example 5.4.2.

Example 5.4.3. The aircraft 6 data.
The aircraft 6 data set is of size 30 which has the largest size among the

13 data sets.

(1) Testing if the data agree with a GP.
H0: it is a GP H0: it is a RP (or HPP)

P U
T P U

D P V
T P V

D PR PL

0.66327 0.38648 0.82766 1.00000 0.07306 ∗0.02735

The results show that the data set can be modelled by a GP but not a
RP (or HPP) at 0.05 significance level.

(2) Estimation and comparison.
GP RP (HPP) Cox-Lewis WP

MSE ∗4.38519 × 103 4.99517 × 103 4.45453 × 103 4.88807 × 103

MPE ∗3.90365 1.59130 4.84261 6.33027

a 1.05009 a 1 α0 −5.01813 α 3.79604 × 10−4

Est. λ 112.78403 λ 59.60000 α1 9.17952 × 10−4 θ 1.50592

σ2 14966.79465 σ2 5167.42069
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Figure 5.4.5. Observed and fitted Xi in Example 5.4.3.
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Figure 5.4.6. Observed and fitted Ti in Example 5.4.3.
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Example 5.4.4. The aircraft 7 data.
The aircraft 7 data set has 27 interarrival times and has the third largest

size among the 13 data sets.

(1) Testing if the data agree with a GP.
H0: it is a GP H0: it is a RP (or HPP)

P U
T P U

D P V
T P V

D PR PL

0.63641 0.35454 0.23729 1.00000 0.44498 0.58593

Results show that a GP model is a reasonable model. Moreover, since
PR = 0.44498 and PL = 0.58593, a RP (or HPP) model is also accept-
able.

(2) Estimation and comparison.
GP RP (HPP) Cox-Lewis WP

MSE ∗3.90667 × 103 3.90897 × 103 3.87200 × 103 3.89746 × 103

MPE ∗0.42138 0.88503 0.78491 0.84606

a 0.97639 a 1 α0 −4.27505 α 1.42946 × 10−2

Est. λ 56.12595 λ 76.81481 α1 −6.47003 × 10−5 θ 0.98775

σ2 2080.77753 σ2 4059.31054
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Figure 5.4.7. Observed and fitted Xi in Example 5.4.4.
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Figure 5.4.8. Observed and fitted Ti in Example 5.4.4.

Example 5.4.5. The computer data.
The computer data recorded the failure times of an electronic computer

in unspecified units. The size of data set is 257 (see Cox and Lewis (1966)
for reference).

(1) Testing if the data agree with a GP.
H0: it is a GP H0: it is a RP (or HPP)

P U
T P U

D P V
T P V

D PR PL

0.83278 0.64731 0.67283 0.16991 0.62773 0.40020

¿From the results, the data set could be modelled by either a GP model
or a RP (or HPP) model.

(2) Estimation and comparison.
GP RP (HPP) Cox WP

MSE ∗2.63970 × 105 2.64204 × 105 2.73778 × 105 2.64607 × 105

MPE 1.02546 ∗0.95401 1.14872 0.76350

a 1.00031 a 1 α0 −5.99797 α 4.34914 × 10−3

Est. λ 377.24250 λ 362.85992 α1 2.19202 × 10−6 θ 0.96013

σ2 284228.18562 σ2 265235.87093
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Figure 5.4.9. Observed and fitted Xi in Example 5.4.5.
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Figure 5.4.10. Observed and fitted Ti in Example 5.4.5.

Example 5.4.6. The patient data.
The patient data set recorded the arrival time of the patients at an

intensive care unit of a hospital. The data set contains some zeros because
2 patients arrived in one unit time interval (5 minutes). As in Example
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5.4.1, these zeros are replaced by 0.5. Moreover the arrival time of the
247th patient is earlier than that of the 246th patient. This is clearly a
wrong record. Hence the data set is adjusted by deleting the arrival times
of the 247th and all later patients. After adjustment, the adjusted data
set will have 245 interarrival times coming from 246 patients (see Cox and
Lewis (1966) for reference).

(1) Testing if the data agree with a GP.
H0: it is a GP H0: it is a RP (or HPP)

P U
T P U

D P V
T P V

D PR PL

0.66525 0.08581 0.82872 0.43488 0.22009 ∗0.00961

From the results, a GP model is appropriate, but a RP (or HPP) model
is rejected at 0.01 significance level.

(2) Estimation and comparison.
GP RP (HPP) Cox WP

MSE ∗1.17648 × 103 1.21071 × 103 1.17018 × 103 1.18411 × 103

MPE ∗6.59249 5.33424 7.55167 12.21500

a 1.00158 a 1 α0 −3.94854 α 5.68196 × 10−3

Est. λ 45.55491 λ 38.00751 α1 6.24328 × 10−5 θ 1.16764

σ2 1671.27418 σ2 1215.37058
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Figure 5.4.11. Observed and fitted Xi in Example 5.4.6.
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Figure 5.4.12. Observed and fitted Ti in Example 5.4.6.

Example 5.4.7. The No.3 data.
The No.3 data set contains the arrival times to unscheduled mainte-

nance actions for the U.S.S Halfbeak No.3 main propulsion diesel engine.
The No.3 data were studied by Ascher and Feingold (1969 and 1984). Since
we are interested only in the arrival times of failures which cause the un-
scheduled maintenance actions, the arrival times to scheduled engine over-
hauls are then discarded. As a result, the adjusted data set contains 71
interarrival times.

(1) Testing if the data agree with a GP.
H0: it is a GP H0: it is a RP (or HPP)

P U
T P U

D P V
T P V

D PR PL

0.41029 0.56370 0.68056 1.00000 ∗3.74283 × 10−5 ∗9.8658 × 10−14

The results show a strong evidence that the data set could be modelled
by a GP with a �= 1.

(2) Estimation and comparison.
GP RP (HPP) Cox-Lewis WP

MSE ∗1.96179 × 105 3.32153 × 105 2.19096 × 105 3.76349 × 105

MPE ∗0.40626 0.78942 1.06518 2.50796

a 1.04165 a 1 α0 −8.33532 α 4.8626 × 10−11

Est. λ 1.07621 × 103 λ 3.59408 × 102 α1 1.49352 × 10−4 θ 2.76034

σ2 2.11031 × 106 σ2 3.36898 × 105
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Figure 5.4.13. Observed and fitted Xi in Example 5.4.7.
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Figure 5.4.14. Observed and fitted Ti in Example 5.4.7.

Example 5.4.8. The No.4 data.
The No.4 data set contains the arrival times to unscheduled mainte-

nance actions for the U.S.S. Grampus No.4 main propulsion diesel engine.
The data set was studied by Lee (1980a and b). The largest interarrival
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time of 6930 is extremely outlying because “the person who recorded failures
went on leave and nobody took his place until his return” (see Ascher and
Feingold (1984)). Thus the datum 6930 and its successor 575 are scrapped.
Moreover, as in Example 5.4.7, the arrival times of the scheduled engine
overhauls are also discarded. Consequently, the adjusted data set contains
56 interarrival times with a zero interarrival time replaced by 0.5 as before.

(1) Testing if the data agree with a GP.
H0: it is a GP H0: it is a RP (or HPP)

P U
T P U

D P V
T P V

D PR PL

0.75734 0.33459 0.08925 0.74773 0.12270 0.31765

¿From the results, although a GP model is still applicable, a RP or an
HPP model is also acceptable.

(2) Estimation and comparison.
GP RP (HPP) Cox-Lewis WP

MSE 6.99051 × 104 ∗6.86290 × 104 6.76273 × 104 6.57068 × 104

MPE ∗0.48788 0.68707 0.58417 0.39750

a 1.01809 a 1 α0 −5.89286 α 4.56957 × 10−4

Est. λ 440.42242 λ 269.11607 α1 3.77321 × 10−5 θ 1.21785

σ2 202345.83807 σ2 69876.84537
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Figure 5.4.15. Observed and fitted Xi in Example 5.4.8.
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Figure 5.4.16. Observed and fitted Ti in Example 5.4.8.

Example 5.4.9. The car data.
This data set was collected and studied by Lewis (1986). The original

data are the times that 41 successive vehicles travelling northwards along
the M1 motorway in England passed a fixed point near Junction 13 in
Bedfordshire on Saturday, 23rd March 1985. The adjusted data set contains
40 successive interarrival times of vehicles (also see Hand et al. (1994) for
reference).

(1) Testing if the data agree with a GP.
H0: it is a GP H0: it is a RP (or HPP)

P U
T P U

D P V
T P V

D PR PL

0.57812 0.25684 1.00000 0.70546 0.25581 0.23638

As in previous examples, the result show that a GP model is appropri-
ate, a RP (or HPP) model is also acceptable.

(2) Estimation and comparison.
GP RP (HPP) Cox-Lewis WP

MSE ∗58.51012 60.41000 59.11375 59.94275

MPE 0.85048 ∗0.41818 1.02818 1.03741

a 1.01594 a 1 α0 −2.47994 α 3.90616 × 10−2

Est. λ 10.42037 λ 7.80000 α1 2.56010 × 10−3 θ 1.20695

σ2 102.45368 σ2 61.95897
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Figure 5.4.17. Observed and fitted Xi in Example 5.4.9.
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Figure 5.4.18. Observed and fitted Ti in Example 5.4.9.

Example 5.4.10. The software system failures data.
This data set originated from Musa (1979) (see also Musa et al. (1987)

and Hand et al. (1994) for its source). It contains 136 failure times (in
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CPU seconds, measured in terms of execution time) of a real-time com-
mand and control software system. Musa et al. (1987) suggested fitting a
nonhomogeneous Poisson process model to this data set. There are three
cases that the consecutive failure times are identical. As in Example 5.4.1,
their interarrival times were adjusted from 0 to 0.5. The adjusted data set
consists of 135 interarrival times of system failures.

(1) Testing if the data agree with a GP.
H0: it is a GP H0: it is a RP (or HPP)

P U
T P U

D P V
T P V

D PR PL

0.37449 0.93216 0.07570 0.67038 ∗8.75589 × 10−7 ∗0.00000

¿From the results, it is clear that the data could be modeled by a GP
with a �= 1.

(2) Estimation and comparison.
GP RP (HPP) Cox-Lewis WP

MSE ∗7.50100 × 105 1.06327 × 106 8.18677 × 105 8.14735 × 105

MPE ∗29.84097 216.36152 67.69000 1.32667

a 0.97687 a 1 α0 −5.32116 α 0.56839

Est. λ 92.52291 λ 652.08456 α1 −3.42038 × 10−5 θ 0.48079

σ2 10190.64326 σ2 1071149.05020
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Figure 5.4.19. Observed and fitted Xi in Example 5.4.10.
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Figure 5.4.20. Observed and fitted Ti in Example 5.4.10.

From the analysis of 10 real data sets, the average values of MSE and
MPE (AMSE and AMPE) for four models are summarized below. For
further comparison, the values of AMSE and AMPE for the modified GP
model (MGP) are also presented.

GP RP (HPP) Cox-Lewis WP MGP

AMSE 137570 184110 146280 162320 137450

AMPE 4.4502 23.0150 8.5597 2.6598 4.3999

On the other hand, we may compare the average ranks of MSE and
MPE (ARMSE and ARMPE) for the 10 real data sets.

GP RP (HPP) Cox-Lewis WP MGP

ARMSE 1.7 3.6 1.9 2.8 1.6

ARMPE 1.9 2.7 2.5 2.7 1.7

Therefore, by comparison, the GP model has the smallest average MSE
and the second smallest average MPE among these four models. The per-
formance of GP model is even better when we compare the rank of these
four models, the GP model has the smallest average ranks of MSE and
MPE. The visual impression shown by the figures agrees with the results
from these two summary tables.
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Furthermore, from above two tables, the modified GP model is clearly
better than the GP model. In fact, the average MSE and MPE for the
modified GP model are respectively 1.3745× 105 and 4.3999, and the av-
erage ranks of MSE and MPE are respectively 1.6 and 1.7. Therefore, it
is suggested to fit a modified GP model to a data set. Note that under
different criteria, the modified GP model may be different. For instance, in
Example 5.4.5, the RP (or HPP) model is not rejected. Then according to
MSE, the GP model is taken as the modified GP model, however, according
to MPE, the RP model will be taken as the modified GP model.

Moreover, the range of â in the 10 data sets is from 0.96528 to 1.05009.
Recall that by Theorem 4.4.2 the asymptotic variance of â is of order
O(n−3), hence â is a very accurate estimate of a, the error is of order
Op(n−3/2). As a result, the true ratio a in these 10 data sets should be
close to 1. In general, this conclusion retains the true, since in most practi-
cal situations, the trend is usually small. Thus, in the study of a GP model,
one can focus his attention on a GP with ratio a close to 1, from 0.95 to
1.05 for example.

We have already seen that on average the GP model is the best model
among four models. Moreover, the GP model has some other advantages.
From the analysis of 10 real data sets, all of them can be fitted by a GP.
The reason is probably due to the fact that the GP model is essentially a
nonparametric model. Therefore, the GP model can be widely applied to
analysis of data from a series of events, with trend or without trend. On
the other hand, the estimation of the parameters a, λ and σ2 for a fitted GP
model is simple. Furthermore, based on Theorems 4.4.1-4.4.4, we can easily
study the statistical inference problem for the GP model. In conclusion,
the GP model is a simple and good model for analysis of data from a series
of events with trend.

5.5 Analysis of Data by a Threshold Geometric Process
Model

In analysis of data from a sequence of events, most data are not stationary
but involve trend(s). In many cases, there exists just a single monotone
trend, then a GP model may be applied. The ratio a of the GP measures
the direction and strength of such a trend. This is what we have done in
Sections 5.2 and 5.4.
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In practice, many real data exhibit multiple trends. For example, in
reliability engineering, many systems demonstrate that their failure rate
has the shape of a bathtub curve. At the early stage of a system, as the
failures of the system are due to quality-related defects, the failure rate is
decreasing. During the middle stage of the system, the failure rate may be
approximately constant because the failures are caused by external shocks
that occur at random. In the late stage of the system, the failures are due
to wearing and the failure rate is increasing. Consequently, these systems
should be improving in the early stage, then become steady in the middle
stage, and will be deteriorating in the late stage. In epidemiology study,
the number of daily-infected cases during the outbreak of an epidemic dis-
ease often experiences a growing stage, followed by a stabilized stage and
then a declining stage. The economic development of a country or a region
often shows a periodic cycle, so that the gross domestic product (GDP) is
increasing in the early stage of a cycle, then the GDP will be stabilized dur-
ing the middle stage of the cycle, and it will be decreasing in the late stage
of the cycle. All of these data exhibit multiple trends. As a GP model is
appropriate for the data with a single trend, a threshold GP model should
be applicable to data with multiple trends. Thus, a threshold GP model
with ratio a1 < 1 at the early stage, a2 = 1 at the middle stage and a3 > 1
at the late stage is a reasonable model for the successive operating times
of a system with a bathtub shape failure rate, the number of daily-infected
cases of an epidemic disease, and the GDP of a country or a region in a
cycle, etc.

To demonstrate the threshold GP model, we apply the model to the
study of the Severe Acute Respiratory Syndrome (SARS). The outbreak of
SARS was in 2003. Many extensive researches have been done on this topic,
many models were suggested for modelling the SARS data. Most of them
are deterministic, for reference see Tuen et al. (2003), Hsieh et al. (2003)
and Choi and Pak (2004). Recently, Chan et al. (2006) suggested a thresh-
old GP model to analyse the SARS data. The SARS data include the daily
infected cases, the daily death cases, the daily recover cases and the daily
cases in treatment for four regions, namely Hong Kong, Singapore, Ontario
and Taiwan. Here we focus only on modelling the number of daily infected
cases in the four regions during their outbreak periods. These data sets
contain some negative number of daily infected cases, possibly due to the
adjustments made when some originally confirmed cases were later tested
to be non-SARS cases. Therefore, these data sets are amended accordingly.
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The complete data sets for all the four regions used in our analysis are
attached in Appendix for reference.

A summary of the information is given in Table 5.5.1.

Table 5.5.1. Basic information of SARS data for the four regions

Regions Hong Kong Singapore Ontario Taiwan

Start date 12/3/03 13/3/03 18/3/03 1/3/03
End date 11/6/03 19/5/03 17/7/03 15/6/03
n 92 68 122 107
Sn 1,755 206 247 674
Sn/n 19.08 3.03 2.02 6.30

where start date is the reported start date, n is the number of data, Sn is
the total number of cases, and Sn/n is the average number of cases.

The key problem in using a threshold GP model to fit a data set {Xj , j =
1, . . . , n} is to detect its thresholds or the turning points, {Mi, i = 1, . . . , k},
each is the time for the change of the direction or strength of trends. When-
ever the thresholds or the turning points are detected, for the ith piece of
the threshold GP, we can estimate its ratio ai, λi and σ2

i using the method
for a GP developed in Chapter 4.

There are many methodologies for locating the turning point(s),
{Mi, i = 1, . . . , k}, a more convenient method is to plot the data set
{Xj, j = 1, . . . , n} first. Then we can easily find some possible sets of
turning points visually. For each possible set of turning points, {Mi, i =
1, . . . , k}, we can fit a threshold GP, and evaluate the fitted values

X̂j =
λ̂i

âj−Mi

i

, Mi ≤ j < Mi+1, i = 1, . . . , k, (5.5.1)

where M1 = 1 and Mk+1 = n+ 1.
Then define the adjusted mean squared error (ADMSE) as

ADMSE =
1
n

k∑
i=1

Mi+1−1∑
j=Mi

(Xj − X̂j)2 + c(2k), (5.5.2)

which is the sum of the mean squared error and a penalty term that is
proportional to the number of thresholds k in the threshold GP model.
The best threshold GP model will be chosen for minimizing the ADMSE.
In practice, an appropriate value of c should be determined in advance. To
do this, we may take

c =
1
2

nX̄, (5.5.3)
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where Sn =
∑n

j=1Xj and X̄ = Sn/n is the average number of infection
cases per day. Then (5.5.3) means that the higher the value of X̄ is, the
heavier the penalty will be. Thus, large value c will give high penalty
resulting in less number of thresholds and parameters in the model. This is
an empirical choice. Intuitively, as Xi, i = 1, . . . , n, are nonnegative, then
large value of X̄ may contain more fluctuations or involve more trends, in
which many trends, especially small trends, are due to noise. To reduce
the ‘noisy’ trends, a mild penalty proportional to 
nX̄ seems plausible. We
can explain this point by an example, suppose a threshold GP model is
fitted to the SARS data in Singapore, and c is taken to be 0, 1

2
nX̄ and 1
respectively, the number of pieces k will be 3, 2 and 1 accordingly. Visually,
from Figure 5.5.3, it seems that k = 2 is more appropriate. In other words,
c = 1

2
nX̄ seems a reasonable choice.
Then, a threshold GP model is fitted to each SARS data set of the

four regions using the nonparametric method developed in Chapter 4. The
results are summarized in Table 5.5.2 below.

Table 5.5.2. Fitting a threshold GP models to SARS data

Region k Mi ADMSE ai λi

Hong Kong 2 1 118.98 0.9540 14.8544
34 1.0718 41.2221

Singapore 2 1 6.338 0.9970 4.5012
33 1.1306 6.4291

Ontario 4 1 9.110 0.9765 2.5011
36 1.0513 0.6565
73 1.1663 14.2766
98 0.9999 0.0870

Taiwan 3 1 21..816 0.9681 0.3412
46 0.9670 7.8138
83 1.1197 8.5228

For each region, the observed and fitted values Xi and Si are plotted
against i, so that we can see the trends, locate the turning points visually,
then determine the growing, stabilizing and declining stages roughly. Note
that the differences between observed and fitted Si do not necessarily reveal
goodness of fit of the models as measured by ADMSE. It seems that the
differences between observed and fitted Xi are quite marked at the early
stage whereas they are less marked at the late stage.
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(1) Hong Kong data set
Hong Kong was seriously attacked by SARS in terms of both the num-

ber of deaths and economic losses. Among the four infected regions, Hong
Kong data set shows a clear growing and declining stages and has the high-
est number of total infections. Infection controls were enforced on March
29. The turning point T lies on April 13 of 2003.

(2) Singapore data set
Singapore data set has the lowest number of infections among the four

affected regions. Like Hong Kong, Singapore data set also shows a clear
growing and declining stages. Singapore invoked the infection controls on
March 24. The turning point lies on April 14 of 2003.

(3) Ontario data set
Ontario data set shows clearly two phases of outbreak. Since the num-

bers of daily infection were mostly zero in between the two phases, the
ratio between these two phases is set to 1. Three turning points on April
22, May 29 and June 23 of 2003 were identified. They marked clearly the
rises and falls in each phase. On March 26, Canada declared a public health
emergency and implemented infection measures.

(4) Taiwan data set
The trends for the number of daily infection in Taiwan are similar to

those in Hong Kong and Singapore but with a delay in the outbreak on
April 20. Two turning points, namely April 15 and May 22, were detected
which marked a low-rate, a growing and then a declining stages. On March
20 of 2003, Taiwan started to implement infection controls, such as the
surveillance and home quarantine system.

The daily infection data for the four regions all show trends of increas-
ing, stabilizing and then decreasing with different region-specific patterns.
Different regions have different risks of transmission: among households,
hospital care workers, inpatients and community, etc. Different regions
also have different checks including the precautionary measures: contact
tracing, quarantine, thermal screen to outgoing and incoming passengers,
stopping of hospital visitations and closing of school, etc., and the pub-
lic health measures: wearing masks, frequent hand washing, avoidance of
crowded places and hospitals, prompt reporting of symptoms and disin-
fection of living quarters, etc. On April 2, World Health Organization
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(WHO) recommended that persons traveling to Hong Kong and Guang-
dong Province, China, would consider postponing all but essential travel.
On April 23, WHO extended its SARS-related travel advice to Toronto
and further to Taiwan on May 8, apart from Beijing, Shanxi Province,
Guangdong Province and Hong Kong. The travel advices and precaution
measures initiated by WHO helped to contain global transmissions. In the
above figures, we can see the trends of outbreak in each region and evaluate
it in terms of the implementation of infection controls, allowing for latency
and incubation periods.

Hong Kong data
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Figure 5.5.1. Hong Kong daily SARS data
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Hong Kong data
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Figure 5.5.2. Hong Kong cumulative SARS data
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Figure 5.5.3. Singapore daily SARS data
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Singapore data
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Figure 5.5.4. Singapore cumulative SARS data

Ontario data
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Figure 5.5.5. Ontario daily SARS data
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Ontario data
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Figure 5.5.6. Ontario cumulative SARS data

Taiwan data
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Figure 5.5.7. Taiwan daily SARS data
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Taiwan data
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Figure 5.5.8. Taiwan cumulative SARS data

One of important objective of fitting a model is to predict the future
number of infected cases. Figure 5.5.9 shows the practical significance of
the GP model in prediction of the Hong Kong daily SARS data. By using
the data from March 12 to April 30, a threshold GP model is refitted to
the Hong Kong SARS data. Note that the turning point M2 remains un-
changed. Then the predicted number of daily infected cases after April 30
could be evaluated from (5.5.1). The results are presented in Fig. 5.5.9.
One of the important factor is to predict the release date of infection con-
trols, especially the release date of travel advice. On May 20, the Depart-
ment of health predicted that the travel advice would be removed before
late June. One of the requirement was the 3-day average of infected cases
to be less than 5. From the predicted model, the 3-day average predicted
infected cases will cut line X = 5 on May 19, that is very close to the
observed date of May 17. By considering other criteria, such as less than
60 hospitalized cases and zero exported, the travel advice in Hong Kong
was removed on May 23, 2003.
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Hong Kong data with prediction
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Figure 5.5.9. Hong Kong SARS data with prediction

5.6 Notes and References

In this chapter, we study the application of GP to analysis of data with
trend. In Section 5.2, the methodology of using a GP model to analyze data
with a single trend is considered. In Section 5.3, Poisson process models
including the Cox-Lewis model and the Weibull process model, are briefly
introduced. In Section 5.4, ten real data sets are fitted by four different
models, including the Cox-Lewis model, the Weibull process model, RP
(HPP) model and the GP model. Then the numerical results are compared
by using two criteria, MSE and MPE. We can see that on average, the
GP model is the best model among these four models. Besides, the GP
model is simple that is an additional advantage. Sections 5.2-5.4 are due
to Lam et al. (2004). The tables and figures in Section 5.4 except the
last table, especially Figures 5.4.1-5.4.20, are reproduced from Lam et al.
(2004) published by Springer-verlag. We greatly appreciate for the kind
permission of Springer Science and Business Media for reusing the material
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in Lam et al. (2004) in this book.
Moreover, in epidemiology study, the daily infected cases often exhibit

multiple trends. Therefore, a threshold GP model should be applicable.
Section 5.5 is based on Chan et al. (2006) that applied a threshold GP
model to analysis of SARS data. We are grateful to John Wiley & Sons
Limited for permission to reproducing the tables and figures from Chan et
al. (2006) for Section 5.5 of this book. Note that the figures in Section 5.5
are different from that in Chan et al. (2006), since another nonparametric
estimates âD and λ̂D studied in Section 4.3 are also considered there. On
the other hand, a threshold GP model is also useful in reliability study or
lifetime data analysis as many systems have a bathtub shape failure rate,
see Section 6.8 for a threshold GP maintenance model.
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Chapter 6

Geometric Process Maintenance
Model

6.1 Introduction

Lam (1988a, b) first introduced a GP model for the maintenance problem
of a deteriorating system. Since then, a lot of research work on different GP
maintenance models has been done. In this chapter, we shall study some
GP maintenance models for a one-component system. In Section 5.2, a GP
model is introduced, it is the basic model for the maintenance problem of a
one-component two-state system which is either deteriorating or improving.
In Section 5.3, an optimal maintenance policy is determined analytically
for a deteriorating system as well as an improving system. In Section 5.4,
the monotonicity of the optimal maintenance policy in a parameter for a
deteriorating system is discussed. Then, a monotone process model for
a one-component multistate system is introduced in Section 5.5, we show
that the monotone process model is equivalent to a GP model for a one-
component two-state system.

However, the above GP maintenance models just pay attention on a
system that fails due to its internal cause, such as the ageing effect and
accumulated wearing, but not on a system that fails due to an external
cause, e.g. some shocks from the environment. In Section 6.6, a shock
GP maintenance model for a system is introduced. Then in Section 6.7, a
δ-shock GP maintenance model is studied.

In practice, many systems exhibit a bathtub shape failure rate. As a
result, the successive operating times will have multiple trends such that
they are increasing during the early stage, and stationary in the middle
stage, then decreasing in the late stage. To study the maintenance problem
of such a system, a threshold GP maintenance model for a system with
multiple trends is considered in Section 6.8. Furthermore, it is a general

155



June 26, 2007 12:31 World Scientific Book - 9in x 6in GeometricProcessAppl

156 Geometric Process and Its Applications

knowledge that a preventive repair will usually improve the reliability or
availability of a system. Based on this understanding, Section 6.9 studies
a GP maintenance model with preventive repair.

6.2 A Geometric Process Maintenance Model

Now, we shall introduce a GP maintenance model that is based on Lam
(2003). It is a general model, as it is not only for a deteriorating system
but also for an improving system. The model is defined by making the
following assumptions.

Assumption 1. At the beginning, a new system is installed. Whenever
the system fails, it will be repaired. A replacement policy N is applied
by which the system is replaced by a new and identical one at the time
following the Nth failure.
Assumption 2. Let X1 be the system operating time after the in-
stallation or a replacement. In general, for n > 1, let Xn be the system
operating time after the (n−1)th repair, then {Xn, n = 1, 2, . . .} form a GP
with E(X1) = λ > 0 and ratio a . Moreover, let Yn be the system repair
time after the nth failure, then {Yn, n = 1, 2, . . .} constitute a GP with
E(Y1) = µ ≥ 0 and ratio b. Let the replacement time be Z with E(Z) = τ .
Assumption 3. The operating reward rate is r, the repair cost rate is
c. The replacement cost comprises two parts: one part is the basic replace-
ment cost R, and the other part is proportional to the replacement time Z
at rate cp.

Besides, an additional assumption is made from one of the following two
assumptions.
Assumption 4. a ≥ 1 and 0 < b ≤ 1.
Assumption 4’. 0 < a ≤ 1 and b ≥ 1 except the case a = b = 1.

Then under Assumptions 1-4, the GP maintenance model is a model for
a deteriorating system. However, under Assumptions 1-3 and 4’, the GP
maintenance model is a model for an improving system.

Remarks
At first, we shall explain the motivation of introducing the GP model.

In practice, many systems are deteriorating because of the ageing effect and
accumulated wearing, so that the successive operating times after repair are
decreasing, while the consecutive repair times after failure are increasing.
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This is not only based on our general knowledge but also on the results
in real data analysis in Chapter 5. Therefore, for a deteriorating system,
the successive operating times can be modelled by a decreasing GP while
the consecutive repair times can be modelled by an increasing GP approxi-
mately. In this case, we should make Assumptions 1-4, that is a GP model
for a deteriorating system.

On the other hand, in real life, there are some improving systems. For
example, the successive operating times of a system after repair might be
prolonged since the system operator can accumulate the working experi-
ence or some failed parts of the system are replaced by more advanced
parts during a repair, while the consecutive repair times after failure might
be shorten because the repair facility becomes more and more familiar with
the system and in many cases, a repair just becomes a replacement of some
parts. For an improving system, the successive operating times of the sys-
tem can be modelled by an increasing GP, while the consecutive repair
times of the system can be modelled by a decreasing GP approximately. In
this case, we should make Assumptions 1-3 and 4’, that is a GP model for
an improving system.

Secondly, we shall expound the reasons of using replacement policy N .
In fact, use of policy N has a long history, see Morimura (1970) and Park
(1979) for reference. Nevertheless, in the literature of the maintenance
problem, there are two kinds of replacement policy. One is policy T by
which the system is replaced at a stopping time T , the other one is policy
N by which the system is replaced at the time following the Nth failure. It
is interesting to compare these two policies. For the long-run average cost
per unit time case, Stadje and Zuckerman (1990) and Lam (1991b) showed
that under some mild conditions, the optimal replacement policy N∗ is at
least as good as the optimal replacement policy T ∗. Furthermore, Lam
(1991c, 1992b) proved that for the expected total discounted cost case, the
same conclusion holds. In addition, the implementation of a policy N is
more convenient than that of a policy T , this is an extra merit of using
policy N . Therefore, policy N is applied in our model.

As one part of the replacement cost, the basic replacement cost R in-
cludes the production cost of a new and identical system, the administrative
cost and the transportation cost. They are clearly independent of the re-
placement time Z. Besides cost R, the other part of replacement cost such
as the labour wages and power expenses will be proportional to the replace-
ment time Z.
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Now, we say that a cycle is completed if a replacement is completed.
Thus a cycle is actually a time interval between the installation of a system
and the first replacement or a time interval between two consecutive re-
placements. Then, the successive cycles together with the costs incurred in
each cycle will constitute a renewal reward process. By applying Theorem
1.3.15, the long-run average cost per unit time (or simply the average cost)
is given by

Expected cost incurred in a cycle
Expected length of a cycle

. (6.2.1)

Consequently, under Assumptions 1-3 and using policy N , the average
cost is given by

C(N) =
E(c

N−1∑
k=1

Yk − r
N∑

k=1

Xk +R + cpZ)

E(
N∑

k=1

Xk +
N−1∑
k=1

Yk + Z)

=
cµ

N−1∑
k=1

1
bk−1 − rλ

N∑
k=1

1
ak−1 +R+ cpτ

λ
N∑

k=1

1
ak−1 + µ

N−1∑
k=1

1
bk−1 + τ

(6.2.2)

= A(N)− r,
where

A(N) =
(c+ r)µ

N−1∑
k=1

1
bk−1 +R+ cpτ + rτ

λ
N∑

k=1

1
ak−1 + µ

N−1∑
k=1

1
bk−1 + τ

. (6.2.3)

Now, our objective is to determine an optimal replacement policy N∗

for minimizing C(N) or A(N). To do this, we may evaluate the difference
of A(N + 1) and A(N) first.

A(N + 1)−A(N)

=
(c+ r)µ{λ(

N∑
k=1

ak −
N−1∑
k=1

bk) + τaN} − (R + cpτ + rτ)(λbN−1 + µaN )

aNbN−1[λ
N∑

k=1

1
ak−1 + µ

N−1∑
k=1

1
bk−1 + τ ][λ

N+1∑
k=1

1
ak−1 + µ

N∑
k=1

1
bk−1 + τ ]

.

Because the denominator of A(N + 1)−A(N) is always positive, it is clear
that the sign of A(N + 1)−A(N) is the same as the sign of its numerator.
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Then, we can define an auxiliary function

g(N) = g(N, a, b, λ, µ, τ, r, c, R, cp)

=
(c+ r)µ{λ(

N∑
k=1

ak −
N−1∑
k=1

bk) + τaN}
(R + cpτ + rτ)(λbN−1 + µaN )

. (6.2.4)

As a result, we have the following lemma.

Lemma 6.2.1.

A(N + 1)
>

<
A(N)⇐⇒ g(N)

>

<
1.

Lemma 6.2.1 shows that the monotonicity of A(N) can be determined by
the value of g(N).

Note that all the results above are developed under Assumptions 1-3
only. Therefore, all results including Lemma 6.2.1 hold for the models of a
deteriorating system and of an improving system.

Zhang (1994) considered a GP maintenance model in which a bivariate
policy (T,N) is applied. A bivariate policy (T,N) is a replacement policy
such that the system will be replaced at working age T or following the
time of the Nth failure, whichever occurs first.

Now, by using policy (T,N), under Assumptions 1-3 and assume that
{Xn, n = 1, 2, . . .} and {Yn, n = 1, 2, . . .} are two independent stochastic
processes, we can evaluate the average cost in a similar way. To do this, let

Un =
n∑

i=1

Xi, Vn =
n∑

i=1

Yi,

with U0 = 0, V0 = 0. Again, we say that a cycle is completed if a replacement
is completed. Let W be the length of a cycle, then

W =
N−1∑
i=0

(T + Vi)I{Ui<T≤Ui+1} + (UN + VN−1)I{UN <T} + Z, (6.2.5)

where IA is the indicator function such that

IA =
{

1 if event A occurs,
0 if event A does not occur.

(6.2.6)
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Assume that the operating time and repair time are continuous. Then we
have

E(W ) = E{
N−1∑
i=0

(T + Vi)I{Ui<T≤Ui+1} + (UN + VN−1)I{UN <T} + Z}

= E{TI{T≤UN}}+
N−1∑
i=1

E(Vi)E(I{Ui<T≤Ui+1})

+E{(UN + VN−1)I{UN <T}}+ τ

= E{TI{T≤UN}}+
N−1∑
i=1

(
i∑

j=1

µ

bj−1
){Fi(T )− Fi+1(T )}

+E{E(UN + VN−1)I{UN <T}|UN )}+ τ

= T F̄N (T ) +
N−1∑
j=1

(
N−1∑
i=j

µ

bj−1
){Fi(T )− Fi+1(T )}

+E{E[(UN + VN−1)I{UN <T}|UN ]}+ τ

= T F̄N (T ) +
N−1∑
j=1

µ

bj−1
{Fj(T )− FN (T )}

+
∫ T

0

E(UN + VN−1|UN = u)dFN (u) + τ

= T F̄N (T ) +
N−1∑
j=1

µ

bj−1
Fj(T )−

N−1∑
j=1

µ

bj−1
FN (T )

+
∫ T

0

udFN (u) + E(VN−1)
∫ T

0

dFN (t) + τ

=
∫ T

0

F̄N (u)du+
N−1∑
j=1

µ

bj−1
Fj(T ) + τ, (6.2.7)

since E(Vi) =
i−1∑
j=1

µ
bj−1 and {Xn, n = 1, 2, . . . } and {Yn, n = 1, 2, . . .} are

independent. On the other hand, the expected cost incurred in a cycle is
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given by

cE(
N−1∑
i=1

ViI{Ui<T≤Ui+1} + VN−1I{UN <T})

− rE(TI{T≤UN} + UNI{UN <T}) +R+ cpE(Z)

= c

N−1∑
j=1

µ

bj−1
Fj(T )− r

∫ T

0

F̄N (u)du +R+ cpτ. (6.2.8)

Thus by using (6.2.1), the average cost under policy (T,N) will be given
by

C(T,N) =
cµ

N−1∑
j=1

1
bj−1Fj(T )− r ∫ T

0
F̄N (u)du +R+ cpτ

∫ T

0 F̄N (u)du+ µ
N−1∑
j=1

1
bj−1Fj(T ) + τ

. (6.2.9)

Obviously, policy N is a bivariate policy (∞, N) and policy T is a bivariate
policy (T,∞). This implies that an optimal policy of (T,N) is at least as
good as an optimal policy N∗ and an optimal policy T ∗.

6.3 Optimal Replacement Policy

In this section, we shall determine an optimal replacement policy N∗ for
minimizing C(N) or A(N) for a deteriorating system and an improving
system respectively. For this purpose, at first let h(N) = λbN−1 + µaN .
Then it follows from (6.2.4) that

g(N + 1)− g(N)

=
(c+ r)µ

(R + cpτ + rτ)h(N)h(N + 1)
{λ2bN−1(1− b)

N∑
k=1

ak + λ2bN−1(aN+1 − b)

+λµaN (a− bN ) + λµaN (a− 1)
N−1∑
k=1

bk + λτaN bN−1(a− b)}. (6.3.1)

Then, two different models are considered here.

Model 1. The model under Assumptions 1-4
Model 1 is the model for a deteriorating system. Now, from (6.3.1) and

Assumption 4 the following lemma is straightforward.
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Lemma 6.3.1. Function g(N) is nondecreasing in N .
Consequently, Lemma 6.2.1 together with Lemma 6.3.1 gives an ana-

lytic expression for an optimal policy N∗.

Theorem 6.3.2. An optimal replacement policy N∗
d for the deteriorating

system is determined by

N∗
d = min{N | g(N) = g(N, a, b, λ, µ, τ, r, c, R, cp) ≥ 1}. (6.3.2)

The optimal replacement policy N∗
d is unique if and only if g(N∗

d ) > 1.

We can apply Theorem 6.3.2 to determine an optimal policy for the
deteriorating system. Besides, we can also determine an optimal policy
numerically.

A numerical example
Now, we study a numerical example with the following parameter values:

a = 1.05, b = 0.95, R = 3000, λ = 40, µ = 15, c = 10, r = 50, cp = 10 and
τ = 10.

The numerical results are presented in Table 6.3.1 and Figure 6.3.1
respectively.

Table 6.3.1. Results obtained from formulas (6.2.2) and (6.2.4)

N C(N) g(N) N C(N) g(N) N C(N) g(N)

1 22.0000 0.2354 11 -22.6116 1.5565 21 -17.6895 4.6345
2 -6.3510 0.2710 12 -22.3166 1.8050 22 -17.0663 4.9794
3 -14.8933 0.3268 13 -21.9524 2.0716 23 -16.4336 5.3236
4 -18.7671 0.4035 14 -21.5328 2.3545 24 -15.7935 5.6655
5 -20.8101 0.5020 15 -21.0682 2.6520 25 -15.1481 6.0037
6 -21.9437 0.6227 16 -20.5666 2.9622 26 -14.4991 6.3368
7 -22.5571 0.7657 17 -20.0344 3.2832 27 -13.8480 6.6638
8 -22.8432 0.9311 18 -19.4766 3.6129 28 -13.1966 6.9838
9 -22.9089 1.1185 19 -18.8976 3.9494 29 -12.5460 7.2958

10 -22.8181 1.3272 20 -18.3008 4.2905 30 -11.8978 7.5994

Model 2. The model under Assumptions 1-3 and 4’
Model 2 is the model for an improving system. Now, because of As-

sumption 4’, instead of Lemma 6.3.1, we have the following lemma.
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Figure 6.3.1. The plots of g(N) and C(N) against N

Lemma 6.3.3. Function g(N) is decreasing in N .
Consequently, based on Lemmas 6.2.1 and 6.3.3, we have the following

result.

Theorem 6.3.4. Under Assumptions 1-3 and 4’, policy N∗
i = ∞ is the

unique optimal policy for the improving system.
Proof.

Because g(N) is decreasing in N , there exists an integer Ni such that

Ni = min{N | g(N) ≤ 1}. (6.3.3)

In other words, we have

g(N) > 1⇐⇒ N < Ni,

and

g(N) ≤ 1⇐⇒ N ≥ Ni.

Therefore, Lemma 6.2.1 implies that C(N) and A(N) are both unimodal
of N and take their maxima at Ni. Because of (6.2.2) and Assumption 4’,
it is easy to check that the minimum of C(N) will be given by

minC(N) = min{C(1), C(∞)}
= min{R+ cpτ − rλ

λ+ τ
,−r} = −r. (6.3.4)

Thus, N∗
i =∞ is the unique optimal replacement policy for the improving

system. This completes the proof of Theorem 6.3.4.
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Intuitively, it is a general knowledge that the older the improving system
is, the better the system is. This means that we shall repair the system
when it fails without replacement. Theorem 6.3.4 agrees with this general
knowledge.

6.4 Monotonicity of the Optimal Policy for a Deteriorating
System

For an improving system, Theorem 6.3.4 shows that policy N∗
i = ∞ is al-

ways the optimal policy. Therefore, we need only to study the monotonicity
of an optimal policyN∗

d for a deteriorating system. Thus, in this section, for
a deteriorating system, the optimal policy N∗

d will be denote by N∗ for sim-
plicity. Because the auxiliary function g is a function ofN, a, b, λ, µ, τ, r, c, R
and cp, then the optimal policy N∗ will be a function of a, b, λ, µ, τ, r, c, R
and cp and can be denoted by

N∗ = N∗(a, b, λ, µ, τ, r, c, R, cp).

To study the monotonicity of the optimal policy N∗ in one parameter,
while the others keep unchanged, we need the following lemma which can
be derived from Theorem 6.3.2 directly.

Lemma 6.4.1. Auxiliary function g and optimal policy N∗ possess an
opposite monotonicity property in each parameter of a, b, λ, µ, τ, r, c, R and
cp.

From (6.2.4), it is clear that function g is decreasing in b, R and cp but
increasing in µ and c. Therefore, from Lemma 6.4.1 the following theorem
is straightforward.

Theorem 6.4.2.

(1) N∗(a, b, λ, µ, τ, r, c, R, cp) ≤ N∗(a, b′, λ, µ, τ, r, c, R, cp), ∀ b < b′.

(2) N∗(a, b, λ, µ, τ, r, c, R, cp) ≥ N∗(a, b, λ, µ′, τ, r, c, R, cp), ∀ µ < µ′.

(3) N∗(a, b, λ, µ, τ, r, c, R, cp) ≥ N∗(a, b, λ, µ, τ, r, c′, R, cp), ∀ c < c′.

(4) N∗(a, b, λ, µ, τ, r, c, R, cp) ≤ N∗(a, b, λ, µ, τ, r, c, R′, cp), ∀ R < R′.

(5) N∗(a, b, λ, µ, τ, r, c, R, cp) ≤ N∗(a, b, λ, µ, τ, r, c, R, c
′
p), ∀ cp < c

′
p.

We can easily see that the results are all consistent with our practical ex-
perience. For example, as the replacement cost R increases while the other
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parameters keep unchanged, one would delay the replacement for saving
expenses. Similarly, as the repair cost rate c raises with the others fixed,
one would prefer to replace the system earlier for reducing expenditure. In
other words, optimal policy N∗ is increasing in R but decreasing in c.

To study the monotonicity property of N∗ with respect to the other
parameters, we can see from (6.2.4) that

∂g

∂r

>

<
0⇐⇒ R+ (cp − c)τ >

<
0. (6.4.1)

Consequently, using (6.4.1) with the help of Lemma 6.4.1, we have the
following theorem.

Theorem 6.4.3.
(1) If R + (cp − c)τ > 0, then

N∗(a, b, λ, µ, τ, r, c, R, cp) ≥ N∗(a, b, λ, µ, τ, r′, c, R, cp), ∀ r < r′.

(2) If R + (cp − c)τ = 0, then

N∗(a, b, λ, µ, τ, r, c, R, cp) = N∗(a, b, λ, µ, τ, r′, c, R, cp), ∀ r < r′.

(3) If R + (cp − c)τ < 0, then

N∗(a, b, λ, µ, τ, r, c, R, cp) ≤ N∗(a, b, λ, µ, τ, r′, c, R, cp), ∀ r < r′.

Furthermore, differentiating (6.2.4) with respect to λ yields

∂g

∂λ
=

(c+ r)µaN

{
µ(

N∑
k=1

ak −
N−1∑
k=1

bk)− τbN−1

}
(R+ cpτ + rτ)(λbN−1 + µaN )2

. (6.4.2)

Obviously, the sign of ∂g
∂λ is determined by the sign of

α(N) = µ(
N∑

k=1

ak −
N−1∑
k=1

bk)− τbN−1,

since the other factors in (6.4.2) are all positive. However, a direct checking
shows that α(N) is increasing in N . As a result, there exists an integer Nλ

such that

Nλ = min{N | α(N) = µ(
N∑

k=1

ak −
N−1∑
k=1

bk)− τbN−1 ≥ 0}. (6.4.3)

Note that Nλ does not depend on λ. Therefore,

∂g

∂λ
< 0⇐⇒ N < Nλ
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and
∂g

∂λ
≥ 0⇐⇒ N ≥ Nλ.

In other words, function g is decreasing in λ when N < Nλ and increasing
otherwise. Thus, the following theorem follows from Lemma 6.4.1 directly.

Theorem 6.4.4.
(1) If N∗(a, b, λ, µ, τ, r, c, R, cp) < Nλ, then

N∗(a, b, λ, µ, τ, r, c, R, cp) ≤ N∗(a, b, λ′, µ, τ, r, c, R, cp), ∀ λ < λ′.

(2) If N∗(a, b, λ, µ, τ, r, c, R, cp) ≥ Nλ, then

N∗(a, b, λ, µ, τ, r, c, R, cp) ≥ N∗(a, b, λ′, µ, τ, r, c, R, cp), ∀ λ < λ′.

Furthermore, by differentiating (6.2.4) with respect to τ , we have

∂g

∂τ
=

(c+ r)µ{RaN − (cp + r)λ(
N∑

k=1

ak −
N−1∑
k=1

bk)}
[R + (cp + r)τ ]2(λbN−1 + µaN)

. (6.4.4)

Similar to the case of ∂g
∂λ , the sign of ∂g

∂τ is determined by the sign of

β(N) = RaN − (cp + r)λ{
N∑

k=1

ak −
N−1∑
k=1

bk}. (6.4.5)

Then we have the following result.

Lemma 6.4.5.
(1) If (cp + r)λ ≤ R(1− a−1), then β(N) > 0, ∀ N .
(2) If R(1−a−1) < (cp+r)λ ≤ R, then there exists Nτ which is independent
of τ , such that β(N) ≥ 0, if N < Nτ and β(N) < 0, otherwise.
(3) If (cp + r)λ > R, then β(N) < 0, ∀ N .
Proof.
(1) If (cp + r)λ ≤ R(1− a−1), then

β(N + 1)− β(N) = {[R− (cp + r)λ]a −R}aN + (cp + r)λbN > 0.

(6.4.6)

Inequality (6.4.6) implies that β(N) is increasing in N with

β(1) = [R− (cp + r)λ]a > 0.

Hence β(N) > 0, ∀ N . Therefore, part (1) follows.
(2) If R(1− a−1) < (cp + r)λ ≤ R, then

[R − (cp + r)λ]a −R < 0 but R− (cp + r)λ ≥ 0.
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Because a ≥ 1 and 0 < b ≤ 1, we can write a = αb with α ≥ 1.
Firstly, assume α > 1, then

β(N + 1)− β(N) = {[(R− (cp + r)λ)a −R]αN + (cp + r)λ}bN .
Because factor {[R − (cp + r)λ]a − R}αN + (cp + r)λ is decreasing in N ,
there exists an integer N0 such that

β(N + 1)− β(N) > 0⇐⇒ N < N0,

and

β(N + 1)− β(N) ≤ 0⇐⇒ N ≥ N0.

In other words, β(N) is increasing if N < N0 and decreasing otherwise.
Note that,

β(1) = [R− (cp + r)λ]a ≥ 0.

Therefore, there exists an integer Nτ > N0 such that

Nτ = min{N | β(N) < 0}. (6.4.7)

Clearly Nτ does not depend on τ . Therefore, β(N) ≥ 0 for N < Nτ and
β(N) < 0, for N ≥ Nτ .

Secondly, assume that α = 1. In this case, a = b = 1. Then from
(6.4.5), β(N) ≡ R − (cp + r)λ ≥ 0 is a constant, and (6.4.7) is still true
with Nτ =∞. Thus, part (2) follows.
(3) If (cp + r)λ > R, then

β(N + 1)− β(N) = RaN+1 −RaN − (cp + r)λ(aN+1 − bN )

≤ [R− (cp + r)λ]aN (a− 1) ≤ 0.

Therefore, β(N) is decreasing with β(1) = [R− (cp + r)λ]a < 0. Then part
(3) follows.

Recalling that the monotonicity of function g in τ is determined by the
sign of β(N), Lemmas 6.4.1 and 6.4.5 together give the following result.

Theorem 6.4.6.
(1) If (cp + r)λ ≤ R(1− a−1), then

N∗(a, b, λ, µ, τ, r, c, R, cp) ≥ N∗(a, b, λ, µ, τ ′, r, c, R, cp), ∀ τ < τ ′.

(2) If R(1 − a−1) < (cp + r)λ ≤ R and N∗(a, b, λ, µ, τ, r, c, R, cp) < Nτ ,

then

N∗(a, b, λ, µ, τ, r, c, R, cp) ≥ N∗(a, b, λ, µ, τ ′, r, c, R, cp), ∀ τ < τ ′;
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if R(1−a−1) < (cp + r)λ ≤ R and N∗(a, b, λ, µ, τ, r, c, R, cp) ≥ Nτ , then

N∗(a, b, λ, µ, τ, r, c, R, cp) ≤ N∗(a, b, λ, µ, τ ′, r, c, R, cp), ∀ τ < τ ′,

where Nτ is determined by (6.4.7) and is independent of τ .
(3) If (cp + r)λ > R, then

N∗(a, b, λ, µ, τ, r, c, R, cp) ≤ N∗(a, b, λ, µ, τ ′, r, c, R, cp), ∀ τ < τ ′.

Finally, we need to study the monotonicity of optimal policy N∗ in
parameter a. It is easy to see that ∂g

∂a is negative for large value of a. Con-
sequently, optimal policy N∗ should be increasing in parameter a for large
value of a. However, in general the monotonicity of N∗ in parameter a is
still unknown. This is an open problem leaving for further research.

6.5 A Monotone Process Model for a Multistate System

In most existing models of maintenance problems, including the GP model,
we only consider a two-state system with up and down states say. However,
in many practical cases, a system may have more than 2 states. For exam-
ple, an electronic component such as a diode or a transistor, may fail due
to a short circuit or an open circuit. In engineering, a failure of machine
may be classified by its seriousness, a slight failure or a serious failure. In
man-machine system, a failure may be classified by its cause, a man-made
mistake or a machine trouble. In this cases, a system will have two dif-
ferent failure states and one working state. On the other hand, a system
may also have more than one working state, for example, a car may be
driving in one out of five speeds. Lam et al. (2002) considered the case
that a system has several failure states but one working state. The same
problem was also studied by Zhang et al. (2002). Thereafter, Lam and
Tse (2003) investigated the case that a system has several working states
but one failure state. They introduced a monotone process model for these
multistate deteriorating systems.

Recently, Lam (2005a) introduced a more general monotone process
model for a multistate one-component system which has k working states
and 
 failure states, k+ 
 states in total. Furthermore, the system could be
either a deteriorating or an improving system. To introduce the monotone
model for the multistate system, we shall first define the system state S(t)
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at time t by

S(t) =


i if the system is in the ith working state at time t,

i = 1, . . . , k,
k + i if the system is in the ith failure state at time t,

i = 1, . . . , 
.

(6.5.1)

Therefore, the state space is Ω = {1, . . . , k, k + 1, . . . , k + 
}. The set of
working states is W = {1, . . . , k}, and the set of failure states is F =
{k + 1, . . . , k + 
}. Initially, assume that a new system in working state 1
is installed. Whenever the system fails, it will be repaired. Let tn be the
completion time of the nth repair, n = 0, 1, . . . with t0 = 0, and let sn be
the time of the nth failure, n = 1, 2, . . .. Then clearly we have

t0 < s1 < t1 < . . . < sn < tn < sn+1 < . . .

Furthermore, assume that the transition probability from working state i
for i = 1, . . . , k to failure state k + j for j = 1, . . . , 
 is given by

P (S(sn+1) = k + j | S(tn) = i) = qj

with
∑	

j=1 qj = 1. Moreover, the transition probability from failure state
k + i for i = 1, . . . , 
 to working state j for j = 1, . . . , k is given by

P (S(tn) = j | S(sn) = k + i) = pj

with
∑k

j=1 pj = 1.

Now let X1 be the operating time of a system after installation. In
general, let Xn, n = 2, 3, . . ., be the operating time of the system after the
(n − 1)th repair and let Yn, n = 1, 2, . . ., be the repair time after the nth
failure. Assume that there exists a life distribution U(t) and ai > 0, i =
1, . . . , k, such that

P (X1 ≤ t) = U (t) ,

and

P (X2 ≤ t | S(t1) = i) = U(ait), i = 1, . . . , k.

In general,

P (Xn ≤ t | S(t1) = i1, . . . , S(tn−1) = in−1)

= U(ai1 . . . ain−1t), ij = 1, . . . , k, j = 1, . . . , n− 1. (6.5.2)

Similarly, assume that there exists a life distribution V (t) and bi > 0, i =
1, . . . , 
, such that

P (Y1 ≤ t | S(s1) = k + i) = V (bit),
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and in general,

P (Yn ≤ t | S(s1) = k + i1, . . . , S(sn) = k + in)

= V (bi1 . . . bint), ij = 1, . . . , 
, j = 1, . . . , n. (6.5.3)

We now make some additional assumptions on the model.

Assumption 1. A replacement policy N is applied by which the system
is replaced by a new and identical one following the Nth failure.
Assumption 2. If a system in working state i is operating, the reward
rate is ri, i = 1, . . . , k. If the system in failure state k + i is under repair,
the repair cost rate is ci, i = 1, . . . , 
. The replacement cost comprises two
parts, one part is the basic replacement cost R, the other part is propor-
tional to the replacement time Z at rate cp. In other words, the replacement
cost is given by R+ cpZ.
Assumption 3.

1. 1 = a1 ≤ a2 ≤ . . . ≤ ak, (6.5.4)

2. 1 = b1 ≥ b2 ≥ . . . ≥ b	 > 0. (6.5.5)

Under additional Assumptions 1-3, we shall argue that the model is a
maintenance model for a multistate deteriorating system. For an multistate
improving system, Assumption 3 will be replaced by the following assump-
tion.
Assumption 3’.

1. 1 = a1 ≥ a2 ≥ . . . ≥ ak > 0, (6.5.6)

2. 1 = b1 ≤ b2 ≤ . . . ≤ b	. (6.5.7)

Note that not all equalities in (6.5.6) and (6.5.7) hold simultaneously.

Remarks
Since the system has k different working states, the system in different

working states should have different reward rates. Similarly, the system in
different failure states should have different repair cost rates. The replace-
ment cost includes the cost of system that is a constant, it also includes the
cost for dismantling the used system and installation cost of a new system,
they are proportional to the replacement time.

Under Assumption 3, given two working states 0 ≤ i1 < i2 ≤ k, we have

(X2 | S(t1) = i1) ≥s.t. (X2 | S(t1) = i2). (6.5.8)

Therefore, working state i1 is better than working state i2 in the sense that
the system in state i1 has a stochastically larger operating time than it has
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in state i2. Consequently, the k working states are arranged in a decreasing
order, such that state 1 is the best working state, . . ., and state k is the
worst working state. On the other hand, for two failure states k + i1 and
k + i2 such that k + 1 ≤ k + i1 < k + i2 ≤ k + 
,

(Y1 | S(s1) = k + i1) ≤s.t. (Y1 | S(s1) = k + i2). (6.5.9)

Therefore failure state k+ i1 is better than failure state k+ i2 in the sense
that the system in state k + i1 has a stochastically less repair time than it
has in state k + i2. Thus, 
 failure states are also arranged in a decreasing
order, such that state k + 1 is the best failure state, . . ., and state k + 
 is
the worst failure state.

Under Assumption 3’, given two working states 0 ≤ i1 < i2 ≤ k, a
similar argument shows that working state i1 is worse than working state
i2 since the system in state i1 has a stochastically less operating time than
it has in state i2. This means that k working states are arranged in an
increasing order, such that state 1 is the worst working state, . . ., and
state k is the best working state. On the other hand, 
 failure states are
also arranged in an increasing order, such that state k + 1 is the worst
failure state, . . ., and state k + 
 is the best failure state. Note that if all
equalities in (6.5.6) and (6.5.7) hold, this will be a special case of (6.5.4)
and (6.5.5). In this case Assumption 3 will hold, and it should be excluded
from Assumption 3’.

In particular, if p1 = q1 = 0, a2 = . . . = ak = a and b2 = . . . = b	 = b,
then the system reduces to a two-state system. In fact, (6.5.2) and (6.5.3)
now become

P (Xn ≤ t) = U(an−1t),

and

P (Yn ≤ t) = V (bnt).

Thus, {Xn, n = 1, 2, . . .} will form a GP with ratio a and X1 ∼ U , while
{Yn, n = 1, 2, . . .} will constitute a GP with ratio b and Y1 ∼ G where
G(t) = V (bt). As a result, our model reduces to the GP model for a one-
component two-state system considered in Section 6.2. If in addition, a ≥ 1
and 0 < b ≤ 1, our model becomes a one-component two-state deteriorat-
ing system, if 0 < a ≤ 1 and b ≥ 1, our model becomes a one-component
two-state improving system.
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Now, we shall determine the distributions of Xn and Yn respectively.

P (X2 ≤ t) =
k∑

i=1

P (X2 ≤ t | S (t1) = i)P (S (t1) = i)

=
k∑

i=1

piU (ait) .

In general,

P (Xn ≤ t)

=
k∑

i1=1

· · ·
k∑

in−1=1

P (Xn ≤ t | S (t1) = i1, . . . , S (tn−1) = in−1)

×P (S (t1) = i1, . . . , S (tn−1) = in−1)

=
k∑

i1=1

· · ·
k∑

in−1=1

pi1 . . . pin−1U
(
ai1 . . . ain−1t

)
(6.5.10)

=
∑

∑
k
i=1 ji=n−1

(n− 1)!
j1! . . . jk!

pj1
1 . . . pjk

k U
(
aj1
1 . . . ajk

k t
)
. (6.5.11)

By a similar way, we have

P (Yn ≤ t)

=
	∑

i1=1

· · ·
	∑

in=1

P (Yn ≤ t | S (s1) = k + i1, . . . , S (sn) = k + in)

×P (S (s1) = k + i1, . . . , S (sn) = k + in)

=
	∑

i1=1

· · ·
	∑

in=1

qi1 . . . qinV (bi1 . . . bint) (6.5.12)

=
∑

∑
�
i=1 ji=n

n!
j1! . . . j	!

qj1
1 . . . qj�

	 V
(
bj11 . . . bj�

	 t
)
. (6.5.13)

Now, we shall derive the long-run average cost per unit time (or sim-
ply the average cost) under Assumptions 1 and 2 only. To do this, let∫∞
0 tdU (t) = λ and

∫∞
0 tdV (t) = µ. Thus from (6.5.11) we have



June 26, 2007 12:31 World Scientific Book - 9in x 6in GeometricProcessAppl

Geometric Process Maintenance Model 173

E[Xn] (6.5.14)

=
∑

∑
k
i=1 ji=n−1

(n− 1)!
j1! . . . jk!

pj1
1 . . . pjk

k

∫ ∞

0

tdU
(
aj1
1 . . . ajk

k t
)

=
∑

∑
k
i=1 ji=n−1

(n− 1)!
j1! . . . jk!

(
p1

a1

)j1

. . .

(
pk

ak

)jk

λ

= λ

(
p1

a1
+ . . .+

pk

ak

)n−1

=
λ

an−1
, (6.5.15)

where a = (
∑k

i=1
pi

ai
)−1. Similarly, from (6.5.13), we have

E[Yn] = µ

(
q1
b1

+ . . .+
q	
b	

)n

=
µ

bn
, (6.5.16)

where b = (
∑	

i=1
qi

bi
)−1.

Then, we shall calculate the expect reward earned after the (n − 1)th
repair. For this purpose, define Rn, the reward rate after the (n − 1)th
repair, as

Rn = ri if S(tn−1) = i, i = 1, . . . , k.

Because S(t0) = 1, then R1 = r1, the expected reward after installation or
a replacement is given by

E[R1X1] = E[r1X1] = r1λ. (6.5.17)

In general, for n ≥ 2, the expected reward after the (n−1)th repair is given
by

E[RnXn]

=
k∑

i1=1

· · ·
k∑

in−1=1

E(RnXn | S(t1) = i1, . . . , S(tn−1) = in−1)

×P (S(t1) = i1, . . . , S(tn−1) = in−1)

=
k∑

i1=1

· · ·
k∑

in−1=1

pi1 . . . pin−1

∫ ∞

0

rin−1tdU(ai1 . . . ain−1t)

=

 k∑
i1=1

· · ·
k∑

in−2=1

pi1 . . . pin−2

ai1 . . . ain−2

 k∑
in−1=1

rin−1pin−1

ain−1

λ

= rλ

(
p1

a1
+ . . .+

pk

ak

)n−2

=
rλ

an−2
, (6.5.18)
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where

r =
k∑

i=1

ripi

ai
. (6.5.19)

Thereafter, we shall evaluate the expected repair cost incurred after the
nth failure. To this end, define Cn, the repair cost rate after the nth failure,
as

Cn = ci if S(sn) = k + i, i = 1, . . . , 
.

By an argument similar to the calculation of E(RnXn), the expected repair
cost after the nth failure is given by

E[CnYn]

= cµ

(
q1
b1

+ . . .+
qk
bk

)n−1

=
cµ

bn−1
, (6.5.20)

where

c =
	∑

i=1

ciqi
bi
. (6.5.21)

Now suppose that a replacement policy N is adopted. We say a cycle is
completed if a replacement is completed. Thus, a cycle is actually the time
interval between the installation of the system and the first replacement
or two successive replacements. Then the successive cycles and the costs
incurred in each cycle form a renewal reward process. Let τ = E[Z] be
the expected replacement time. Then, by applying Theorem 1.3.15, the
average cost is given by

C (N)

=
E[

∑N−1
n=1 CnYn −

∑N
n=1RnXn +R+ cpZ]

E[
∑N

n=1Xn +
∑N−1

n=1 Yn + Z]

=
cµ

∑N−1
n=1

1
bn−1 −

[
r1λ+ rλ

∑N
n=2

1
an−2

]
+R+ cpτ

λ
∑N

n=1
1

an−1 + µ
∑N−1

n=1
1
bn + τ

=
bc(µ

b )
∑N−1

n=1
1

bn−1 − arλ
∑N

n=1
1

an−1 +R′ + cpτ

λ
∑N

n=1
1

an−1 + (µ
b )

∑N−1
n=1

1
bn−1 + τ

, (6.5.22)

where

R′ = R − (r1 − ar)λ. (6.5.23)

Clearly, a and b are two important constants in (6.5.22). To explain the
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meaning of a and b, we introduce the harmonic mean of a random variable
here.

Definition 6.5.1. Given a random variable X with E [1/X ] �= 0, mH =
1/E[1/X ] is the harmonic mean of X .

The harmonic mean has some nice properties.

(1) If X is a discrete random variable having a uniform distribution, such
that X = xi with probability 1/n, i = 1, . . . , n, then the harmonic
mean mH = n/ [

∑n
i=1(1/xi)] of X is the harmonic mean of numbers

x1, . . . , xn.
(2) If 0 < α ≤ X ≤ β, then α ≤ mH ≤ β.
(3) If X is nonnegative with E[X ] > 0, then mH ≤ E[X ]. This is because

h (x) = 1/x is a convex function, from which the result follows the
Jensen inequality. In fact,

E[
1
X

] ≥ 1
E[X ]

.

Thus, in our model, from (6.5.15) and (6.5.16), a is the harmonic mean
of a random variable X with P (X = ai) = pi, i = 1, . . . , k, and b is the
harmonic mean of a random variable Y with P (Y = bi) = qi, i = 1, . . . , 
.
For this reason, we can call respectively a and b the harmonic means of
a1, . . . , ak and b1, . . . , b	.

Then, our problem is to determine an optimal replacement policy for
minimizing the average cost C(N). To this end, we first observe from
(6.5.22) that

C(N) = A(N)− ar,
where

A(N) =
(bc+ ar)(µ

b )
∑N−1

n=1
1

bn−1 +R′ + cpτ + arτ

λ
∑N

n=1
1

an−1 + (µ
b )

∑N−1
n=1

1
bn−1 + τ

. (6.5.24)

Obviously, minimizing C(N) is equivalent to minimizing A(N). Therefore,
to determine an optimal policy for the multistate system, a similar approach
as applied to a two-state system in Section 6.2 could be used. To do this,
consider

A(N + 1)−A(N)
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=
1

aNbNB(N)B(N + 1)
{(bc+ ar)µ{λ[

N∑
n=1

an −
N−1∑
n=1

bn] + τaN}

−(R′ + cpτ + arτ)(λbN + µaN)}, (6.5.25)

where

B(N) = λ

N∑
n=1

1
an−1

+
µ

b

N−1∑
n=1

1
bn−1

+ τ.

For R′ + cpτ + arτ �= 0, define an auxiliary function

g(N) =
(bc+ ar)µ{λ(

∑N
n=1 a

n −∑N−1
n=1 b

n) + τaN}
(R′ + cpτ + arτ)(λbN + µaN )

. (6.5.26)

For R′ + cpτ + arτ = 0, another auxiliary function is defined

g0(N) = (bc+ ar)µ{λ(
N∑

n=1

an −
N−1∑
n=1

bn) + τaN}. (6.5.27)

Consequently, we have the following lemma.

Lemma 6.5.2.

(1) If R′ + cpτ + arτ > 0, then

A(N + 1)
>

<
A(N)⇐⇒ g(N)

>

<
1.

(2) If R′ + cpτ + arτ < 0, then

A(N + 1)
>

<
A(N)⇐⇒ g(N)

<

>
1.

(3) If R′ + cpτ + arτ = 0, then

A(N + 1)
>

<
A(N)⇐⇒ g0(N)

>

<
0.

Lemma 6.5.2 shows that the monotonicity of A(N) can be determined by
the value of g(N) or g0(N).

For R′ + cpτ + arτ �= 0, let h(N) = λbN + µaN , then from (6.5.26) we
have

g(N + 1)− g(N)

=
(bc+ ar)µ

(R′ + cpτ + arτ)h(N)h(N + 1)
{λ2bN (1− b)

N∑
n=1

an + λ2bN (aN+1 − b)

+λµaN (a− bN) + λµaN (a− 1)
N−1∑
n=1

bn + λτaN bN (a− b)}. (6.5.28)
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For R′ + cpτ + arτ = 0, it follows from (6.5.27) that

g0(N + 1)− g0(N)

= (bc+ ar)µ{λ(aN+1 − bN ) + τ(aN+1 − aN)}. (6.5.29)

Note that the results above are all derived under Assumptions 1 and
2 only. Therefore, all the results including Lemma 6.5.2 hold without As-
sumption 3 or 3’.

Now, we shall show that under Assumptions 1-3, the model is a main-
tenance model for a multistate deteriorating system; while under Assump-
tions 1, 2 and 3’, it is a maintenance model for a multistate improving
system.

Model 1. The model under Assumptions 1-3

Theorem 6.5.3. Under Assumption 3, for n = 1, 2, . . ., we have

Xn ≥s.t. Xn+1,

Yn ≤s.t. Yn+1.

Proof.
For any t > 0, it follows from (6.5.10) that

P (Xn+1 ≤ t)

=
k∑

i1=1

· · ·
k∑

in=1

pi1 . . . pinU (ai1 . . . aint)

=
k∑

i1=1

· · ·
k∑

in−1=1

pi1 . . . pin−1

[
k∑

in=1

pinU
(
ai1 . . . ain−1aint

)]

≥
k∑

i1=1

· · ·
k∑

in−1=1

pi1 . . . pin−1

[
k∑

in=1

pinU
(
ai1 . . . ain−1t

)]

=
k∑

i1=1

· · ·
k∑

in−1=1

pi1 . . . pin−1U
(
ai1 . . . ain−1t

)
= P (Xn ≤ t) .

Thus Xn ≥s.t. Xn+1. By a similar argument, from (6.5.12) we can prove
that Yn ≤s.t. Yn+1. This completes the proof of Theorem 6.5.3.

Because {Xn, n = 1, 2, . . .} is stochastically decreasing and {Yn, n =
1, 2, . . .} is stochastically increasing, then Theorem 6.5.3 shows that Model
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1 is a monotone process model for a multistate deteriorating system.
Now we shall argue that Model 1 is equivalent to a one-component two-

state GP model for a deteriorating system. In fact, under Assumption 3,
we have

1 = a1 ≤ a ≤ ak and bk ≤ b ≤ b1 = 1. (6.5.30)

Then consider a GP maintenance model for a one-component two-state
system, up and down states for example. Suppose the successive oper-
ating times after repair {X ′

n, n = 1, 2, . . .} form a GP with ratio a ≥ 1
and E[X

′
1] = λ. Suppose further the consecutive repair times after failure

{Y ′
n, n = 1, 2, . . .} constitute a GP with ratio 0 < b ≤ 1 and E[Y

′
1 ] = µ/b.

The replacement time is still Z with E[Z] = τ . The reward rate is ar, the
repair cost rate is bc. The basic replacement cost is R′ while the part of
replacement cost proportional to Z is still at rate cp. Then under policy
N , following the argument in Section 6.2, we can see from (6.2.2) that the
average cost for the two-state system is exactly the same as that given by
(6.5.22). As a result, the multistate system and the two-state system should
have the same optimal policy, since they have the same average cost. In
other words, our model for the multistate deteriorating system is equivalent
to a GP model for the two-state deteriorating system in the sense that they
will have the same average cost and the same optimal replacement policy.
In conclusion, we have proved the following theorem.

Theorem 6.5.4. The monotone process model for a k+ 
 multistate dete-
riorating system is equivalent to a GP model for a two-state deteriorating
system in the sense that they will have the same average cost and the same
optimal replacement policy. The successive operating times in the two-state
system {X ′

n, n = 1, 2, . . .} form a GP with ratio a ≥ 1, the harmonic mean
of a1, . . . , ak, and E[X

′
1] = λ; while its consecutive repair times after failure

{Y ′
n, n = 1, 2, . . .} constitute a GP with ratio 0 < b ≤ 1, the harmonic mean

of b1, . . . , b	, and E[Y
′
1 ] = µ/b. The reward rate of the two-state system

is ar with r given by (6.5.19) , the repair cost rate is bc with c given by
(6.5.21), the basic replacement cost is R′ given by (6.5.23), but the part of
replacement cost proportional to Z is still at rate cp.

Then we shall determine an optimal policy for the multistate deteriorat-
ing system. To do this, from (6.5.28) and (6.5.29) with the help of (6.5.30),
the following lemma is straightforward.
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Lemma 6.5.5.

(1) If R′ + cpτ + arτ > 0, then g(N) is nondecreasing in N .
(2) If R′ + cpτ + arτ < 0, then g(N) is nonincreasing in N .
(3) Function g0(N) is nondecreasing in N .

The combination of Lemmas 6.5.2 and 6.5.5 yields the following theorem.

Theorem 6.5.6.

(1) For R′ + cpτ + arτ > 0, an optimal replacement policy N∗
d for the

multistate deteriorating system is given by

N∗
d = min{N | g(N) ≥ 1}. (6.5.31)

The optimal policy N∗
d is unique if and only if g(N∗

d ) > 1.
(2) For R′ + cpτ + arτ < 0, an optimal replacement policy N∗

d for the
multistate deteriorating system is given by

N∗
d = min{N | g(N) ≤ 1}. (6.5.32)

The optimal policy N∗
d is unique if and only if g(N∗

d ) < 1.
(3) For R′ + cpτ + arτ = 0, an optimal replacement policy N∗

d for the
multistate deteriorating system is given by

N∗
d = min{N | g0(N) ≥ 0}. (6.5.33)

The optimal replacement policy N∗
d is unique if and only if g0(N∗

d ) > 0.

In application of Theorem 6.5.6, we should determine the value of R′ +
cpτ + arτ first. As an example, suppose that R′ + cpτ + arτ > 0, then we
can determine N∗

d from (6.5.31). Thus

g(N) < 1⇐⇒ N < N∗
d ,

and
g(N) ≥ 1⇐⇒ N ≥ N∗

d .

Therefore, N∗
d is the minimum integer satisfying g(N) ≥ 1. By Lemma

6.5.2, we have

A(N) > A(N∗
d ) if N < N∗

d ,

and
A(N) ≥ A(N∗

d ) if N ≥ N∗
d

In other words, policy N∗
d is indeed an optimal replacement policy. Obvi-

ously, it is unique if g(N∗
d ) > 1.
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Model 2. The model under Assumptions 1, 2 and 3’

Now, instead of Theorem 6.5.3, we have the following theorem.

Theorem 6.5.7. Under Assumption 3’, for n = 1, 2, . . ., we have

Xn ≤s.t. Xn+1,

and

Yn ≥s.t. Yn+1.

The proof is similar to that of Theorem 6.5.3.
Consequently, Theorem 6.5.7 demonstrates that Model 2 is a monotone

process model for a multistate improving system.
Now under Assumption 3’, we have

ak ≤ a ≤ a1 = 1 and 1 = b1 ≤ b ≤ b	. (6.5.34)

Also, not all equalities in (6.5.34) hold simultaneously.
As in Model 1, we can consider a GP model for a one-component two-

state improving system. Then, we have the following theorem which is
analogous to Theorem 6.5.4.

Theorem 6.5.8. The monotone process model for a multistate improving
system is equivalent to a GP model for a two-state improving system in the
sense that they have the same average cost and the same optimal replace-
ment policy. The successive operating times after repair {X ′

n, n = 1, 2, . . .}
of the two-state system will form a GP with ratio 0 < a ≤ 1, the harmonic
mean of a1, . . . , ak, and E[X ′

1] = λ; while its consecutive repair times af-
ter failure {Y ′

n, n = 1, 2, . . .} will constitute a GP with ratio b ≥ 1, the
harmonic mean of b1, . . . , b	, and E[Y

′
1 ] = µ/b. The reward rate of the two-

state system is ar with r given by (6.5.19), the repair cost rate is bc with
c given by (6.5.21), and the basic replacement cost R′ is given by (6.5.23),
but the part of replacement cost proportional to Z is still at rate cp.

Note that, for an improving system, the average cost due to adoption
of a replacement policy N is also given by (6.5.22). Moreover, we can also
determine an optimal replacement policy for the improving system on the
basis of Lemma 6.5.2. To do so, recall that not all equalities in (6.5.34) will
hold together. Then from (6.5.28), (6.5.29) and (6.5.34), g(N) and g0(N)
are clearly strictly monotone. By analogy with Lemma 6.5.5, we have the
following lemma.
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Lemma 6.5.9.

(1) If R′ + cpτ + arτ > 0, then g(N) is decreasing in N .
(2) If R′ + cpτ + arτ < 0, then g(N) is increasing in N .
(3) Function g0(N) is decreasing in N .

The following theorem gives the optimal replacement policy for the multi-
state improving system.

Theorem 6.5.10.

(1) For R′ + cpτ + arτ > 0, the unique optimal replacement policy for the
multistate improving system is N∗

i =∞ with

C(N∗
i ) = C(∞) = −ar. (6.5.35)

(2) For R′ + cpτ + arτ < 0, the unique optimal replacement policy for the
multistate improving system N∗

i = 1 with

C(N∗
i ) = C(1) =

R+ cpτ − r1λ
λ+ τ

. (6.5.36)

(3) For R′ + cpτ + arτ = 0, the optimal replacement policy N∗
i for the

multistate improving system is either 1 or ∞, and

C(N∗
i ) = C(1) = C(∞)

=
R+ cpτ − r1λ

λ+ τ
= −ar. (6.5.37)

Proof.
1. For R′ + cpτ + arτ > 0, g(N) is decreasing. Then there exists an

N+ = min{N | g(N) ≤ 1}. (6.5.38)

By Lemma 6.5.2, it is easy to see that C(N) and A(N) are both unimodal
and take their maxima at N+. This implies that the minimum of C(N)
must be given by min{C(1), C(∞)}. Because R′ + cpτ + arτ > 0, it follows
from (6.5.22) and (6.5.23) that

C(1) =
R+ cpτ − r1λ

λ+ τ
> C(∞) = −ar.

Consequently,

minC(N) = min{C(1), C(∞)}
= C(∞) = −ar. (6.5.39)

Therefore, N∗
i =∞ is the optimal replacement policy. The optimal policy

is also unique because from Lemma 6.5.9, g(N) is strictly decreasing.
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2. For R′ + cpτ + arτ < 0, the proof is similar.
3. For R′ + cpτ + arτ = 0, because g0(N) is decreasing, there exists an

N0 = min{N | g0(N) ≤ 0}. (6.5.40)

A similar argument shows that C(N) and A(N) will both attain their max-
ima at N0. This implies that the minimum of C(N) must be given by
min{C(1), C(∞)}. However, because R′ + cpτ + arτ = 0, then

C(1) =
R+ cpτ − r1λ

λ+ τ
= C(∞) = −ar.

Thus, the optimal replacement policy N∗
i is either 1 or ∞.

This completes the proof.
In practice, for most improving systems,

R′ + cpτ + arτ = R− (r1 − ar)λ+ cpτ + arλ > 0, (6.5.41)

since R is usually large in comparison with other parameters. On the other
hand, as k working states of the system are arranged in an increasing order,
and state 1 is the worst working state. The worse the working state is, the
lower the reward rate will be. It is natural and reasonable to assume that

r1 ≤ ri, i = 1, 2, . . . , k, (6.5.42)

holds. Thus

r =
k∑

i=1

ripi

ai
≥ r1

a
,

and (6.5.41) holds. Thus the unique optimal policy is N∗
i =∞.

Consequently, for most multistate improving systems, we should repair
the system when it fails but never replace it.

6.6 A Geometric Process Shock Model

So far, we have just studied the GP models for a system that is deteri-
orating due to an internal cause such as the ageing effect or accumulated
wearing. However, an external cause such as some random shocks produced
by an environment factor may be another reason for deterioration of a sys-
tem. For example, a precision instrument or meter installed in a power
workshop might be affected by the random shocks due to the operation of
other instruments in the environment. As a result, the operating time of
the instrument or meter might be shorter. Therefore, a maintenance model
with random shock is an important model in reliability. In this section, we
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shall study a GP shock model by making the following assumptions.

Assumption 1. A new system is installed at the beginning. Whenever
the system fails, it will be repaired. A replacement policy N is adopted by
which the system will be replaced by a new and identical one at the time
following the Nth failure.
Assumption 2. Given that there is no random shock, let Xn be the op-
erating time of system after the (n − 1)th repair, then {Xn, n = 1, 2, . . .}
will form a GP with ratio a and E[X1] = λ (> 0). Let Yn be the repair
time of the system after the nth failure. Then, no matter whether there is
a random shock or not, {Yn, n = 1, 2, . . .} will constitute a GP with ratio
b and E[Y1] = µ (≥ 0). The replacement time is a random variable Z with
E(Z) = τ.

Assumption 3. Let the number of random shocks by time t produced
by the random environment be N(t). Assume that {N(t), t ≥ 0} forms a
counting process having stationary and independent increment. Whenever
a shock arrives, the system operating time will be reduced. Let Wn be the
reduction in the system operating time following the nth random shock.
Then {Wn, n = 1, 2, . . .} are i.i.d. random variables. The successive reduc-
tions in the system operating time are additive.

If a system has failed, it will be closed in the sense that any shock ar-
riving after failure gives no effect on the failed system.
Assumption 4. The processes {Xn, n = 1, 2, . . .}, {N(t), t ≥ 0} and
{Wn, n = 1, 2, . . .} are independent.
Assumption 5. The reward rate of the system is r, the repair cost rate of
the system is c. The replacement cost comprises two parts, one part is the
basic replacement cost R, the other part is proportional to the replacement
time Z at rate cp, and E(Z) = τ .
Assumption 6. a ≥ 1 and 0 < b ≤ 1.

Under Assumption 6, the model is a deteriorating system. For an im-
proving system, we shall make another assumption.
Assumption 6’. 0 < a ≤ 1 and b ≥ 1 except the case a = b = 1.

Now, we shall first study the model under the Assumptions 1-5. To do
so, denote the completion time of the (n − 1)th repair by tn−1. Then the
number of shocks in (tn−1, tn−1 + t] produced by the environment is given
by

N(tn−1, tn−1 + t] = N(tn−1 + t)−N(tn−1), (6.6.1)
where N(tn−1) and N(tn−1 + t) are respectively the number of random
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shocks produced in (0, tn−1] and (0, tn−1+t]. Therefore, the total reduction
in the operating time in (tn−1, tn−1 + t] is given by

∆X(tn−1,tn−1+t] =
N(tn−1+t)∑

i=N(tn−1)+1

Wi

=
N(tn−1,tn−1+t]∑

i=1

Wi, (6.6.2)

equality (6.6.2) means that the random variables in both sides have the
same distribution. Consequently, under random environment, the residual
time at tn−1 + t is given by

Sn(t) = Xn − t−∆X(tn−1,tn−1+t], (6.6.3)

subject to Sn(t) ≥ 0. Therefore, the real system operating time after the
(n− 1)th repair is given by

X ′
n = inf

t≥0
{t | Sn(t) ≤ 0}. (6.6.4)

The following lemma is useful for later study, the proof is trivial.

Lemma 6.6.1.

P (Xn − t−∆X(tn−1,tn−1+t] > 0, ∀t ∈ [0, t′])

= P (Xn − t′ −∆X(tn−1,tn−1+t′] > 0). (6.6.5)

Remarks
Assumption 2 just shows that the system is deteriorating so that the

consecutive repair times constitute an increasing GP, and if there is no ran-
dom shock, the successive operating times form a decreasing GP.

Assumption 3 means that the effect of the random environment on the
system is through a sequence of random shocks which will shorten the op-
erating time. In practice, many examples show that the effect of a random
shock is an additive reduction rather than a percentage reduction in residual
operating time. In other words, {Wn, n = 1, 2, . . .} will act in an additive
way rather than in a multiplicative way. For example, it is well known that
second hand smoking is very serious, as its effect is accumulated by an ad-
ditive reduction in his lifetime. Similarly, a car suffered by traffic accidents
will reduce its operating time, the reduction is also additive.

Equation (6.6.3) shows that whenever the total reduction
∆X(tn−1,tn−1+t] in system operating time in (tn−1, tn−1 + t] is greater than
the residual operating time Xn − t, the system will fail. In other words,
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the chance that a shock produces an immediate failure depends on the dis-
tributions of Xn − t and ∆X(tn−1,tn−1+t]. To see the reasonableness of this
point, consider the following examples.

In a traffic accident, as all the passengers in the bus are suffered by the
same shock, so that the reductions in their lifetimes are more or less the
same, but the effect on different passengers might be quite different. An
older passenger is more fragile because he has a residual lifetime less than
a younger passenger has. Thus the older passenger can be injured more
seriously than a younger passenger. The older passenger may even die,
but the younger passenger may only suffer a slight wound. This situation
also happens in engineering. Suppose many machines are installed in a
workshop, all of them are suffered the same shock produced by a random
environment, but the effects might be different, an old machine could be
destroyed whereas a new machine might be slightly damaged. This means
that the effect of a random shock depends on the residual lifetime of a
system, if the reduction in the lifetime is greater than the residual time,
the system will fail. Therefore result (6.6.3) is realistic. These two examples
also show that {Wn, n = 1, 2, . . .} will act additively. In fact, if {Wn, n =
1, 2, . . .} act in a multiplicative way, the system could not fail after suffering
a random walk.

Now, we say a cycle is completed if a replacement is completed. Then
the successive cycles together with the costs incurred in each cycle form
a renewal reward process. Therefore, the average cost per unit time (or
simply the average cost) is also given by (1.3.36).

To begin, we shall study the distribution of X ′
n. For this purpose,

suppose N(tn−1, tn−1 + t′], the number of random shocks occurred in
(tn−1, tn−1 + t′], is k. Then for t′ > 0, by using Lemma 6.6.1, we have
the following result.

P (X ′
n > t′ | N(tn−1, tn−1 + t′] = k)

= P (inf
t≥0
{t | Sn(t) ≤ 0} > t′ | N(tn−1, tn−1 + t′] = k)

= P (Sn(t) = Xn − t−∆X(tn−1,tn−1+t] > 0, ∀t ∈ [0, t′]

| N(tn−1, tn−1 + t′] = k)

= P (Xn − t′ −∆X(tn−1,tn−1+t′] > 0 | N(tn−1, tn−1 + t′] = k)

= P (Xn −∆X(tn−1,tn−1+t′] > t′ | N(tn−1, tn−1 + t′] = k)

= P (Xn −
k∑

i=1

Wi > t′).
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Thus

P (X ′
n > t′ | N(tn−1, tn−1 + t′] = k)

=
∫
D

∫
fn(x)hk(w)dxdw, (6.6.6)

where

D = {(x,w) | x > 0, w > 0, x− w > t′},

fn is the density function of Xn and hk is the density function of
k∑

i=1

Wi.

Let the common density of Wi be h, and the common distribution of Wi be
H . Then, hk is the k-fold convolution of h with itself. Now, (6.6.6) yields
that

P (X ′
n > t′ | N(tn−1, tn−1 + t′] = k)

=
∫ ∞

0

[
∫ ∞

t′+w

fn(x)dx]hk(w)dw

=
∫ ∞

0

[1− Fn(t′ + w)]dHk(w)

= 1−
∫ ∞

0

Fn(t′ + w)dHk(w), (6.6.7)

where Fn is the distribution function ofXn, Hk is the distribution of
k∑

i=1

Wi,

it is the k-fold convolution of H with itself. Then

P (X ′
n > t′)

=
∞∑

k=0

P (X ′
n > t′ | N(tn−1, tn−1 + t′] = k)P (N(tn−1, tn−1 + t′] = k)

=
∞∑

k=0

[1 −
∫ ∞

0

Fn(t′ + w)dHk(w)]P (N(tn−1, tn−1 + t′] = k)

= 1−
∞∑

k=0

∫ ∞

0

Fn(t′ + w)dHk(w)P (N(t′) = k), (6.6.8)

where (6.6.8) is due to the fact that {N(t), t ≥ 0} has stationary in-
crements. Therefore, by noting that Fn(x) = F (an−1x), the distribution
function In of X ′

n is given by

In(x) = P (X ′
n ≤ x)

=
∞∑

k=0

∫ ∞

0

F (an−1(x+ w))dHk(w)P (N(x) = k). (6.6.9)
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Consequently, by applying the replacement policy N , it follows from
(1.3.36) that the average cost is given by

C(N) =
E[c

N−1∑
n=1

Yn − r
N∑

n=1
X ′

n +R+ cpZ]

E[
N∑

n=1
X ′

n +
N−1∑
n=1

Yn + Z]

=
cµ

N−1∑
n=1

1
bn−1 − r

N∑
n=1

λ′n +R+ cpτ

N∑
n=1

λ′n + µ
N−1∑
n=1

1
bn−1 + τ

(6.6.10)

= A(N)− r (6.6.11)

where

λ′n = E[X ′
n] =

∫ ∞

0

xdIn(x) (6.6.12)

is the expected real operating time after the (n− 1)th repair, and

A(N) =
(c+ r)µ

N−1∑
n=1

1
bn−1 +R+ cpτ + rτ

N∑
n=1

λ′n + µ
N−1∑
n=1

1
bn−1 + τ

. (6.6.13)

Now let

h(n) =
N∑

n=1

λ′n + µ

N−1∑
n=1

1
bn−1

+ τ.

Then it is easy to justify that

A(N + 1)−A(N)

=
1

bN−1h(N + 1)h(N)
{(c+ r)µ(

N∑
n=1

λ′n − λ′N+1

N−1∑
n=1

bn + τ)

−(R+ cpτ + rτ)(λ′N+1b
N−1 + µ)}. (6.6.14)

Then, we introduce an auxiliary function g(N).

g(N) =
(c+ r)µ(

N∑
n=1

λ′n − λ′N+1

N−1∑
n=1

bn + τ)

(R + cpτ + rτ)(λ′N+1b
N−1 + µ)

. (6.6.15)
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Moreover, it is straightforward that

g(N + 1)− g(N) =
(c+ r)µ(λ′N+1 − bλ′N+2)

(R + cpτ + rτ)bN (λ′N+1 + µ
bN−1 )(λ′N+2 + µ

bN )

×{
N+1∑
n=1

λ′n + µ
N∑

n=1

1
bn−1

+ τ}. (6.6.16)

Now, our objective is to determine an optimal replacement policy N∗

for minimizing C(N) or A(N). To start with, from (6.6.14) and (6.6.15),
we have the following lemma.

Lemma 6.6.2.

A(N + 1)
>

<
A(N) ⇐⇒ g(N)

>

<
1.

Now, we shall consider two cases respectively.

Model 1. The model under Assumptions 1-6

This is a GP shock model for a deteriorating system. Now, as {Xn, n =
1, 2, · · · } form an decreasing GP, and Fn is the distribution of Xn, then
from (6.6.9) for all real t′, we have

P (X ′
n > t′) ≥ P (X ′

n+1 > t′).

Thus we have the following lemma.

Lemma 6.6.3. λ′n is nonincreasing in n.
Furthermore, it follows from (6.6.16) that

Lemma 6.6.4. g(N) is nondecreasing in N .
The combination of Lemmas 6.6.2-6.6.4 yields Theorem 6.6.5.

Theorem 6.6.5. An optimal replacement policy N∗
d is determined by

N∗
d = min{N | g(N) ≥ 1}. (6.6.17)

The optimal replacement policy N∗ is unique, if and only if g(N∗) > 1.
In particular, it follows from Theorem 6.6.5 that

Corollary 6.6.6.
(1) If

g(1) =
(c+ r)µ(λ′1 + τ)

(R+ cpτ + rτ)(λ′2 + µ)
≥ 1,
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then N∗ = 1. The optimal replacement policy N∗ = 1 is unique, if and
only if g(1) > 1.
(2) If a > 1, 0 < b < 1 and

g(∞) =
(c+ r)µ(

∞∑
n=1

λ′n + τ)

(R + cpτ + rτ)µ
≤ 1,

then N∗ =∞. The optimal replacement policy N∗ =∞ is unique.
Proof.

The result of part (1) is trivial. To prove part (2), note that if a > 1,
as E[Xn] = λ

an−1 then

∞∑
n=1

λ

an−1
<∞.

Hence by noting that λ′n ≤ λ
an−1 , we have

∞∑
n=1

λ′n <∞.

Thus part (2) follows.
In other words, if g(1) ≥ 1, the optimal policy is to replace the system

whenever it fails; if g(∞) ≤ 1, the optimal policy is to repair the system
when it fails but never replace it.

Model 2. The model under Assumptions 1-5 and 6’

This is a GP shock model for an improving system. Now, instead of
Lemmas 6.6.3 and 6.6.4, from (6.6.9) and (6.6.16), we have

Lemma 6.6.7. λ′n is nondecreasing in n.

Lemma 6.6.8. g(N) is nonincreasing in N .
Consequently, we have

Theorem 6.6.9. Under Assumptions 1-5 and 6’, an optimal policy N∗
i is

determined by

N∗
i =


1 A(1) < A(∞),
1 or ∞ A(1) = A(∞),
∞ A(1) > A(∞).

(6.6.18)
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Proof.
Because g(N) is nonincreasing in N , there exists an integer Ni such that

Ni = min{N | g(N) ≤ 1}. (6.6.19)

Therefore, Lemma 6.6.2 implies that C(N) and A(N) are both unimodal
functions of N and take their maxima at Ni. Therefore, (6.6.18) follows.

Corollary 6.6.10. If either b > 1 or b = 1 and

R+ cpτ > (c+ r)λ′1 + cτ, (6.6.20)

then policy N∗
i =∞ is the unique optimal policy.

Proof.
If b > 1, then (6.6.13) yields that A(∞) = 0, since

∑∞
n=1 λ

′
n is divergent.

Now (6.6.18) implies that N∗
i =∞ is the unique optimal policy.

If b = 1, then (6.6.13) and (6.6.20) give

A(∞) ≤ c+ r <
R+ cpτ + rτ

λ′1 + τ
= A(1).

This also implies that N∗
i =∞ is the unique optimal policy.

In practice, b > 1 holds in most cases, if it is not the case, R might be
very large in comparison with other costs so that (6.6.20) will hold. There-
fore, for an improving system, N∗

i =∞ will usually be the optimal policy.

Now consider a special case that {N(t), t ≥ 0} is a Poisson process with
rate γ. Then,

P (N(t) = k) =
(γt)k

k!
e−γt, k = 0, 1, . . . (6.6.21)

Let the successive reduction in the system operating time caused by ran-
dom shocks are W1,W2, . . . ,Wk, . . . They are i.i.d. each having a gamma
distribution Γ(α, β) with density function h given by

h(w) =

{
βα

Γ(α)w
α−1e−βw w > 0,

0 elsewhere.
(6.6.22)

Therefore
k∑

i=1

Wi is a gamma random variable with distribution Γ(kα, β).

Furthermore, assume that X1 has an exponential distribution Exp(1/λ)
with density function f given by

f(x) =
{

1
λ exp(− x

λ ) x > 0,
0 elsewhere.

(6.6.23)
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Then the distribution function Fn of Xn is given by

Fn(x) = F (an−1x) =
{

1− exp(−an−1x/λ) x > 0,
0 elsewhere.

(6.6.24)

Because {N(t), t ≥ 0} is a Poisson process, and {Wi, i = 1, 2, . . .} are
i.i.d. random variables, then

∆X(0, t] =
N(t)∑
i=1

Wi (6.6.25)

forms a compound Poisson process. It follows from (6.6.9) that

In(x) = P (X ′
n ≤ x)

=
∞∑

k=0

∫ ∞

0

[1− exp(−a
n−1(x + w)

λ
)]
βkα

Γ(kα)
wkα−1e−βwdw

(γx)k

k!
e−γx

= 1−
∞∑

k=0

exp[−(γ +
an−1

λ
)x]

(γx)kβkα

k!Γ(kα)

∫ ∞

0

wkα−1 exp[−(β +
an−1

λ
)w]dw

= 1−
∞∑

k=0

exp[−(γ +
an−1

λ
)x]

1
k!

[
γxβα

(β + an−1/λ)α
]k

= 1− exp{−[γ(1− (
β

β + an−1/λ
)α) +

an−1

λ
]x}.

Thus

E[X ′
n] = λ′n =

∫ ∞

0

xdIn(x)

=
(
γ[1− (

β

β + an−1/λ
)α] +

an−1

λ

)−1

. (6.6.26)

Clearly, if γ = 0, the system suffers no random shock, and the model
reduces to the GP maintenance model introduced in Section 6.2; if α = 1,
then W1,W2, . . . ,Wk, . . . are i.i.d random variables each having an Exp(β)
distribution. Then (6.6.26) becomes

E(X ′
n) = λ′n =

λ

an−1[1 + γ
β+an−1/λ ]

. (6.6.27)

Now, we can substitute formula (6.6.26) or (6.6.27) into (6.6.15) for an ex-
plicit expression of g(N). Then an optimal replacement policy N∗ can be
determined by using Theorem 6.6.5 or 6.6.9 accordingly.

As an explanation, a numerical example is studied here to explain how
to determine an optimal replacement policy N∗. Let c = 5, r = 25, R =
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3600, cp = 15, λ = 50, µ = 10, τ = 40, a = 1.01, b = 0.97, α = 2, β = 4 and
γ = 5. Using (6.6.26), we have

λ′n =
40000 + 400an−1 + a2n−2

an−1(2800 + 13an−1 + 0.02a2n−2)
Then, we can substitute λ′n and parameter values into (6.6.10) and (6.6.15)
respectively for C(N) and g(N). The results are tabulated in Table 6.6.1
and plotted in Figure 6.6.1. Clearly, C(34) = −3.3612 is the minimum of
the average cost. On the other hand, g(34) = 1.0333 > 1, and

34 = min{N | g(N) ≥ 1}.
Thus, the unique optimal policy is N∗ = 34, we should replace the system
following the time of the 34th failure.

Table 6.6.1 Results obtained from (6.6.10) and (6.6.15)

N C(N) g(N) N C(N) g(N) N C(N) g(N) N C(N) g(N)

1 70.6548 0.1295 11 3.3214 0.2399 21 -2.1982 0.4997 31 -3.3233 0.8939
2 44.9898 0.1339 12 2.2911 0.2592 22 -2.4156 0.5335 32 -3.3461 0.9394
3 31.4157 0.1398 13 1.4264 0.2800 23 -2.6020 0.5687 33 -3.3585 0.9859
4 23.0475 0.1471 14 0.6948 0.3023 24 -2.7612 0.6052 34 -3.3612 1.0333
5 17.3942 0.1559 15 0.0720 0.3261 25 -2.8961 0.6429 35 -3.3551 1.0816
6 13.3355 0.1661 16 -0.4610 0.3514 26 -3.0095 0.6819 36 -3.3410 1.1306
7 10.2932 0.1779 17 -0.9187 0.3782 27 -3.1036 0.7221 37 -3.3195 1.1805
8 7.9386 0.1911 18 -1.3127 0.4064 28 -3.1804 0.7634 38 -3.2913 1.2310
9 6.0710 0.2058 19 -1.6525 0.4361 29 -3.2417 0.8058 39 -3.2568 1.2823
10 4.5610 0.2221 20 -1.9456 0.4672 30 -3.2888 0.8493 40 -3.2167 1.3342
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Figure 6.6.1. The plots of g(N) and C(N) against N
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6.7 A Geometric Process δ-Shock Model

In Section 6.6, we study a GP shock model for a system under a random
environment. Whenever a shock arrives, the system operating time will
be reduced, the successive reductions in operation time are i.i.d. random
variables and are additive. A shock is a deadly shock if the system will fail
after suffering the shock. Then a deadly shock is a shock when it arrives the
accumulated reduction in operating time will exceed the residual operating
time. A δ-shock is different from the above shock. If the interarrival time
of two successive shocks is smaller than a specified threshold δ, then the
system will fail, and the latter shock is a deadly δ-shock. Now we shall
introduce a GP δ-shock model for a repairable system by making the fol-
lowing assumptions.

Assumption 1. At the beginning, a new system is installed. Whenever
the system fails, it will be repaired. A replacement policy N is adopted by
which the system will be replaced by a new and identical one at the time
following the Nth failure.
Assumption 2. The system is subject to a sequence of shocks. The shocks
will arrive according to a Poisson process with rate θ. If the system has
been repaired for n times, n = 0, 1, . . ., the threshold of deadly shock will
be αnδ where α is the rate and δ is the threshold of deadly shock for a
new system. This means that whenever the time to the first shock is less
than δ or the interarrival time of two successive shocks after the nth repair
is less than αnδ, the system will fail. During the repair time, the system
is closed, so that any shock arriving when the system is under repair is
ineffective. The successive repair times of the system after failures form a
GP with ratio b. The mean repair time after the first failure is µ ≥ 0. The
replacement time is a random variable Z with E(Z) = τ.

Assumption 3. The repair cost rate is c, the reward rate when the system
is operating is r. The replacement cost comprises two parts, one part is the
basic replacement cost R, the other part is proportional to the replacement
time Z at rate cp.
Assumption 4. The Poisson process and the GP are independent.
Assumption 5. α ≥ 1 and 0 < b ≤ 1.

Then under Assumptions 1-5, the GP δ-shock model is a maintenance
model for a deteriorating system. For an improving system, Assumption 5
will be replaced by Assumption 5’.



June 26, 2007 12:31 World Scientific Book - 9in x 6in GeometricProcessAppl

194 Geometric Process and Its Applications

Assumption 5’. 0 < α ≤ 1 and b ≥ 1 except the case α = b = 1.
Then under Assumptions 1-4 and 5’, the GP δ-shock model is a main-

tenance model for an improving system.

Remarks
In this model, we assume there is one repair facility. Therefore, the

repair facility will repair the system immediately when it fails until the
system is recovered from failure. Therefore, the repair facility will be free
if the system is operating.

In many cases, the interarrival times of shocks are i.i.d. random vari-
ables. Then a Poisson process will be an adequate approximation of the
real arrival process of the shocks. On the other hand, Assumption 4 is
natural, as the Poisson process is due to an external cause, the effect of
random environment, while the GP is determined by the system itself.

In practice, most systems are deteriorating. For a deteriorating sys-
tem, it will be more fragile and easier to break down after repair. As a
result, the threshold of a deadly shock of the system will be increasing in
n, the number of repairs taken. In other words, if the number of repairs
n increases, the threshold of a deadly shock will increase accordingly. As
an approximation, we may assume that the threshold value increases in n

geometrically at rate α ≥ 1. Furthermore, for a deteriorating system, the
consecutive repair times of the system will be longer and longer. In con-
clusion, Assumptions 2 and 5 just indicate that the system is deteriorating
from different phases. Therefore, under Assumptions 1-5, the GP δ-shock
model is a maintenance model for a deteriorating system.

However, in real life, there do have some improving systems. For an im-
proving system, the older the system is, the more solid the system will be.
Thus, the threshold of a deadly shock could be decreasing geometrically,
while the successive repair times of the system will constitute a decreasing
GP. Consequently, under Assumptions 1-4 and 5’, the GP δ-shock model is
a maintenance model for an improving system.

Now, we shall say that a cycle is completed if a replacement is com-
pleted. Thus a cycle is actually a time interval between the installation of
a system and the first replacement or an interarrival time interval between
two consecutive replacements. Then, the successive cycles together with the
costs incurred in each cycle will constitute a renewal reward process. The
average cost per unit time (or simply the average cost) is again given by
(1.3.36). Let Xn be the operating time of a system following the (n− 1)th
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repair in a cycle, and let Yn be the repair time after the nth failure of the
system in the cycle. Thus under replacement policy N , from (1.3.36) the
average cost C(N) is given by

C(N) =
E(c

N−1∑
n=1

Yn − r
N∑

n=1
Xn +R+ cpZ)

E(
N∑

n=1
Xn +

N−1∑
n=1

Yn + Z)

=
cµ

N−1∑
n=1

1
bn−1 − r

N∑
n=1

λn +R+ cpτ

N∑
n=1

λn + µ
N−1∑
n=1

1
bn−1 + τ

(6.7.1)

= A(N)− r, (6.7.2)

where λn = E(Xn) is the expected operating time following the (n − 1)th
repair, and

A(N) =
(c+ r)µ

N−1∑
n=1

1
bn−1 +R+ (cp + r)τ

N∑
n=1

λn + µ
N−1∑
n=1

1
bn−1 + τ

. (6.7.3)

Now, we need to evaluate the values of λn, n = 1, 2, . . .. To do this, let
Un1 be the arrival time of the first shock following the (n − 1)th repair.
In general, let Unk be the interarrival time between the (k − 1)th and kth
shocks following the (n− 1)th repair. Let Mn, n = 1, 2, . . . , be the number
of shocks following the (n−1)th repair until the first deadly shock occurred.
Then,

Mn = min{m | Un1 ≥ αn−1δ, . . . , Un m−1 ≥ αn−1δ, Unm < αn−1δ}.
(6.7.4)

Let Un be a random variable with exponential distribution Exp(θ) with
mean 1/θ. Then, Mn will have a geometric distribution G(pn) with

pn = P (Un < αn−1δ) =
∫ αn−1δ

0

θe−θxdx

= 1− exp(−θαn−1δ) (6.7.5)

and qn = 1− pn. Thus

Xn =
Mn∑
i=1

Uni. (6.7.6)
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Now, suppose that Mn = m, then

Xn = Xnm + Unm (6.7.7)

with

Xnm =
m−1∑
i=1

Uni

and

Un1 ≥ αn−1δ, . . . , Un m−1 ≥ αn−1δ, but Unm < αn−1δ. (6.7.8)

Consequently,

Xnm =
m−1∑
i=1

(Uni − αn−1δ) + (m− 1)αn−1δ.

Because exponential distribution is memoryless, Uni − αn−1δ, i =
1, 2, . . . ,m − 1, are i.i.d. random variables, each has the same exponen-
tial distribution Exp(θ) as Un has. This implies that Xnm− (m− 1)αn−1δ

will have a gamma distribution Γ(m− 1, θ). Thus, the density gnm of Xnm

is given by

gnm(x) =

{
θm−1

(m−2)! (x−K)m−2e−θ(x−K) x > K,

0 elsewhere,
(6.7.9)

where K = (m− 1)αn−1δ. As a result

E(Xnm) =
m− 1
θ

+ (m− 1)αn−1δ. (6.7.10)

On the other hand, because Unm < αn−1δ, we have

E(Unm) = E(Un | Un < αn−1δ)

=
∫ αn−1δ

0

uθe−θu/[1− exp(−θαn−1δ)]du

=
1
θ
− αn−1δ exp(−θαn−1δ)

1− exp(−θαn−1δ)
. (6.7.11)
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Then (6.7.7) with the help of (6.7.10) and (6.7.11) yields

λn = E(Xn)

=
∞∑

m=1

E(Xn | Mn = m)P (Mn = m)

=
∞∑

m=1

E(Xnm + Unm)qm−1
n pn

=
∞∑

m=1

{m− 1
θ

+ (m− 1)αn−1δ +
1
θ
− αn−1δ exp(−θαn−1δ)

1− exp(−θαn−1δ)
}qm−1

n pn

=
1− pn

pn
(
1
θ

+ αn−1δ) +
1
θ
− αn−1δ exp(−θαn−1δ)

1− exp(−θαn−1δ)

=
1

θ[1 − exp(−θαn−1δ)]
. (6.7.12)

Consequently, from (6.7.1), the average cost is given by

C(N) =
cµ

N−1∑
n=1

1
bn−1 − r

N∑
n=1

1
θ[1−exp(−θαn−1δ)] +R+ cpτ

N∑
n=1

1
θ[1−exp(−θαn−1δ)] + µ

N−1∑
n=1

1
bn−1 + τ

(6.7.13)

= A(N)− r, (6.7.14)

where A(N) from (6.7.3) is given by

A(N) =
(c+ r)µ

N−1∑
n=1

1
bn−1 +R+ (cp + r)τ

N∑
n=1

1
θ[1−exp(−θαn−1δ)] + µ

N−1∑
n=1

1
bn−1 + τ

. (6.7.15)

Our objective is to find an optimal policy for minimizing C(N) or A(N).
For this purpose, first of all, we consider the difference of A(N + 1) and
A(N),

A(N + 1)−A(N)

=
(c+ r)µ(

N∑
n=1

λn − λN+1

N−1∑
n=1

bn + τ) − (R+ (cp + r)τ)(λN+1b
N−1 + µ)

bN−1[
N∑

n=1
λn + µ

N−1∑
n=1

1
bn−1 + τ ][

N+1∑
n=1

λn + µ
N∑

n=1

1
bn−1 + τ ]

.
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Then define the following auxiliary function

g(N) =
(c+ r)µ(

N∑
n=1

λn − λN+1

N−1∑
n=1

bn + τ)

(R+ (cp + r)τ)(λN+1bN−1 + µ)
(6.7.16)

=
(c+ r)µ{

N∑
n=1

1
θ[1−exp(−θαn−1δ)] − 1

θ[1−exp(−θαN δ)]

N−1∑
n=1

bn + τ}
(R+ (cp + r)τ){ 1

θ[1−exp(−θαN δ)]b
N−1 + µ} .

(6.7.17)

As the denominator of A(N + 1)−A(N) is always positive, it is clear that
the sign of A(N +1)−A(N) is the same as the sign of its numerator. Con-
sequently, we have the following lemma.

Lemma 6.7.1.

A(N + 1)
>

<
A(N)⇐⇒ g(N)

>

<
1.

Lemma 6.7.1 shows that the monotonicity of A(N) can be determined by
the value of g(N).

Note that the results in Section 6.7 so far are developed under Assump-
tions 1-4 only. Therefore, all the results including Lemma 6.7.1 hold for
both the deteriorating and improving systems.

To determine an optimal replacement policy analytically, we shall con-
sider two cases.

Model 1. The model under Assumptions 1-5

This is a GP δ-shock model for a deteriorating system. Now, we have
the following lemma.

Lemma 6.7.2. Under Assumption 1-5, we have
(1) λn is nonincreasing in n,
(2) g(N) is nondecreasing in N .
Proof.

Because α ≥ 1, then from (6.7.12), λn is clearly nonincreasing in n.
Moreover, for any integer N , from (6.7.16) and Assumption 5, we have

g(N + 1)− g(N)

=
(c+ r)µ(λN+1 − bλN+2)(

N+1∑
n=1

λn + µ
N∑

n=1

1
bn−1 + τ)

(R+ (cp + r)τ)bN (λN+1 + µ
bN−1 )(λN+2 + µ

bN )
≥ 0. (6.7.18)
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Therefore, part (2) of Lemma 6.7.2 follows.

Then, from Lemmas 6.7.1 and 6.7.2, the following theorem gives an an-
alytic expression of an optimal policy.

Theorem 6.7.3. Under Assumptions 1-5, an optimal replacement policy
N∗

d for a deteriorating system is determined by

N∗
d = min{N | g(N) ≥ 1}. (6.7.19)

Furthermore, the optimal policy is unique if and only if g(N∗
d ) > 1.

In particular, if

g(1) =
(c+ r)µ(λ1 + τ)

(R+ (cp + r)τ)(λ2 + µ)
≥ 1

then N∗
d = 1. This means that an optimal replacement policy is to replace

the system immediately whenever it fails. If g(∞) exists and g(∞) ≤ 1,
then N∗

d =∞. This means that the optimal policy is to continually repair
when it fails but never replace the system.

Model 2. The model under Assumptions 1-4 and 5’

This model is a GP δ-shock model for an improving system. Now,
instead of Lemma 6.7.2, Assumption 5’ and (6.7.18) yield the following
lemma.

Lemma 6.7.4. Under Assumption 1-4 and 5’, we have
(1) λn is nondecreasing in n,
(2) g(N) is decreasing in N .

Consequently, Lemmas 6.7.1 and 6.7.4 give the following result.

Theorem 6.7.5. Under Assumptions 1-4 and 5’, policy N∗
i = ∞ is the

unique optimal replacement policy for the improving system.
Proof.

In fact, because g(N) is decreasing in N , there exists an integer Ni such
that

Ni = min{N | g(N) ≤ 1}. (6.7.20)
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Therefore, Lemma 6.7.1 yields that A(N) and C(N) are both unimodal
functions of N and both take maximum at Ni. This implies that the min-
imum of C(N) will be given by

minC(N) = min{C(1), C(∞)}
= min{R+ cpτ − rλ1

λ1 + τ
,−r} = −r. (6.7.21)

Consequently, N∗
i = ∞ is the unique optimal replacement policy for the

improving system. This completes the proof of Theorem 6.7.5.

As the optimal policy for the improving system is always N∗
i = ∞,

we shall study a numerical example for a deteriorating system here. The
parameters are: α = 1.04, b = 0.95, θ = 0.04, µ = 15, c = 10, r = 20, R =
5000, cp = 8, δ = 1 and τ = 40. The results of C(N) and g(N) against N
are tabulated in Table 6.7.1 and plotted in Figure 6.7.1. From Table 6.7.1,
it is clear that C(17) = −8.6911 is the unique minimum of the average
cost. Consequently, policy N∗

d = 17 is the unique optimal replacement
policy. The same conclusion can be obtained by using Theorem 6.7.3. In
fact, from Table 6.7.1 we can see that g(17) = 1.1219 > 1 and

17 = min{N | g(N) ≥ 1}.

Therefore, N∗ = 17 is the unique optimal replacement policy. This means
that we should replace the system at the time following the 17th failure.

In conclusion, an optimal replacement policy obtained by using Theorem
6.7.3 is the same as that obtained by calculating values of C(N). However,
we note here that Theorem 6.7.3 is a theoretical result for determination of
an optimal replacement policy for a deteriorating system. Furthermore, by
using Theorem 6.7.3 we can always stop the search whenever g(N) crosses
over 1.
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Table 6.7.1 Results obtained from (6.7.13) and (6.7.14)

N C(N) g(N) N C(N) g(N) N C(N) g(N) N C(N) g(N)

1 -1.5582 0.0424 11 -8.5842 0.3971 21 -8.6541 1.9777 31 -8.3540 6.0935
2 -5.4484 0.0499 12 -8.6230 0.4815 22 -8.6361 2.2518 32 -8.2991 6.6911
3 -6.7674 0.0618 13 -8.6512 0.5789 23 -8.6150 2.5530 33 -8.2505 7.3241
4 -7.4247 0.0787 14 -8.6709 0.6903 24 -8.5909 2.8827 34 -8.1991 7.9921
5 -7.8137 0.1012 15 -8.6834 0.8170 25 -8.5639 3.2424 35 -8.1449 8.6943
6 -8.0673 0.1301 16 -8.6898 0.9604 26 -8.5342 3.6333 36 -8.0880 9.4295
7 -8.2429 0.1660 17 -8.6911 1.1219 27 -8.5017 4.0568 37 -8.0281 10.1963
8 -8.3693 0.2097 18 -8.6877 1.3028 28 -8.4666 4.5138 38 -7.9653 10.9929
9 -8.4625 0.2622 19 -8.6802 1.5048 29 -8.4287 5.0051 39 -7.8996 11.8170

10 -8.5321 0.3243 20 -8.6689 1.7292 30 -8.3882 5.5316 40 -7.8308 12.6661
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Figure 6.7.1. The plots of g(N) and C(N) against N

6.8 A Threshold Geometric Process Maintenance Model

In practice, many systems demonstrate that their failure rate has the shape
of a bathtub curve. In other words, in the early stage, the failure rate of a
system is decreasing; during the middle stage, the failure rate may be ap-
proximately a constant; and in the late stage, the failure rate is increasing.
Consequently, the system should be improving in the early stage, steady
in the middle stage, and deteriorating in the late stage. A maintenance
model for such a system is clearly important in practice. Accordingly, Lam
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(2007b) introduced a threshold GP model by making the following assump-
tions.

Assumption 1. At the beginning, a new system is installed. Whenever
the system fails, it will be repaired. A replacement policy N is applied
by which the system is replaced by a new and identical one at the time
following the Nth failure.
Assumption 2. Let X1 be the operating time after the installation or
a replacement. In general, for n > 1, let Xn be the operating time of the
system after the (n − 1)th repair. Assume that {Xn, n = 1, 2, . . .} form
a threshold GP having ratios {ai, i = 1, . . . , k} and thresholds {Mi, i =
1, . . . , k} with M1 = 1 and E[XMi ] = λi > 0, i = 1, . . . , k. Moreover,
let Yn be the repair time after the nth failure, then {Yn, n = 1, 2, . . .}
constitute a threshold GP having ratios {bi, i = 1, . . . , k} and thresholds
{Mi, i = 1, . . . , k} with E[YMi ] = µi ≥ 0, i = 1, . . . , k. Let the replacement
time be Z with E[Z] = τ .
Assumption 3. The operating reward rate after the (n− 1)th repair is

r(n) = ri Mi ≤ n < Mi+1, i = 1, . . . , k, (6.8.1)

with Mk+1 =∞. The repair cost rate after the nth failure is

c(n) = ci Mi ≤ n < Mi+1, i = 1, . . . , k. (6.8.2)

The replacement cost comprises two parts, one is the basic replacement
cost R, the other one is proportional to the replacement time Z at rate cp.

Now, we say that a cycle is completed if a replacement is completed.
Since a cycle is actually a time interval between the installation of a system
and the first replacement or a time interval between two consecutive re-
placements of the system, the successive cycles will form a renewal process.
Furthermore, the successive cycles together with the costs incurred in each
cycle will constitute a renewal reward process. It follows from (1.3.36) that
the long-run average cost per unit time (or simply the average cost) is given
by

C(N) =
E{

N−1∑
n=1

c(n)Yn −
N∑

n=1

r(n)Xn +R+ cpZ}

E{
N∑

n=1
Xn +

N−1∑
n=1

Yn + Z}
(6.8.3)

Then the average cost C(N) is given as follows.
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For 1 = M1 ≤ N < M2, let

R1 = R + cpτ and τ1 = τ.

Then (6.8.3) gives

C(N) =
c1µ1

N−1∑
n=1

1
bn−1
1
− r1λ1

N∑
n=1

1
an−1
1

+R1

λ1

N∑
n=1

1
an−1
1

+ µ1

N−1∑
n=1

1
bn−1
1

+ τ1

. (6.8.4)

In general, for Mi ≤ N < Mi+1, i = 2, . . . , k, let

Ri = Ri−1 + ci−1µi−1

Mi−Mi−1∑
n=1

1
bn−1
i−1

− ri−1λi−1

Mi−Mi−1∑
n=1

1
an−1

i−1

and

τi = τi−1 + λi−1

Mi−Mi−1∑
n=1

1
an−1

i−1

+ µi−1

Mi−Mi−1∑
n=1

1
bn−1
i−1

.

Then by induction, (6.8.3) yields

C(N) =
ciµi

N−1∑
n=Mi

1

b
n−Mi
i

− riλi

N∑
n=Mi

1

a
n−Mi
i

+ Ri

λi

N∑
n=Mi

1

a
n−Mi
i

+ µi

N−1∑
n=Mi

1

b
n−Mi
i

+ τi

=
ciµi

N−Mi∑
n=1

1
bn−1

i

− riλi

N−Mi+1∑
n=1

1
an−1

i

+Ri

λi

N−Mi+1∑
n=1

1
an−1

i

+ µi

N−Mi∑
n=1

1
bn−1

i

+ τi

. (6.8.5)

Note that although R1 is positive, Ri, i = 2, . . . , k, may be negative. Fur-
thermore, from (6.8.4) and (6.8.5), we can see that for different ranges of
N , the structure of average cost C(N) is the same. Now, for the ith piece
of the threshold GP, assume that policy N is applied. Then the average
cost is given by

Ci(N) =
ciµi

N−1∑
n=1

1
bn−1

i

− riλi

N∑
n=1

1
an−1

i

+Ri

λi

N∑
n=1

1
an−1

i

+ µi

N−1∑
n=1

1
bn−1

i

+ τi

(6.8.6)

= Ai(N)− ri, (6.8.7)
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where

Ai(N) =
(ci + ri)µi

N−1∑
n=1

1
bn−1

i

+Ri + riτi

λi

N∑
n=1

1
an−1

i

+ µi

N−1∑
n=1

1
bn−1

i

+ τi

. (6.8.8)

Obviously, the average cost C(N) is equal to

C(N) = Ci(N −Mi + 1) Mi ≤ N < Mi+1, i = 1, . . . , k. (6.8.9)

Consequently, C(N) could be minimized if we could minimize each of
Ci(N), i = 1, . . . , k. As in each piece of the threshold GP, we study a
GP maintenance model, we can apply the method developed in Section
6.2. To do so, we shall first study the difference of Ai(N + 1) and Ai(N).

Ai(N + 1)−Ai(N)

=
(ci + ri)µi{λi(

N∑
n=1

an
i −

N−1∑
n=1

bni ) + τia
N
i } − (Ri + riτi)(λib

N−1
i + µia

N
i )

aN
i b

N−1
i [λi

N∑
n=1

1
an−1

i

+ µi

N−1∑
n=1

1
bn−1

i

+ τi][λi

N+1∑
n=1

1
an−1

i

+ µi

N∑
n=1

1
bn−1

i

+ τi]
.

Then, if Ri + riτi �= 0, define an auxiliary function

gi(N) =
(ci + ri)µi{λi(

N∑
n=1

an
i −

N−1∑
n=1

bni ) + τia
N
i }

(Ri + riτi)(λib
N−1
i + µiaN

i )
. (6.8.10)

If Ri + riτi = 0, define another auxiliary function

gi0(N) = (ci + ri)µi{λi(
N∑

n=1

an
i −

N−1∑
n=1

bni ) + τia
N
i }. (6.8.11)

Accordingly, we can define functions

g(N) = gi(N −Mi + 1) Mi ≤ N < Mi+1, i = 1, . . . , k (6.8.12)

and

g0(N) = gi0(N −Mi + 1) Mi ≤ N < Mi+1, i = 1, . . . , k

(6.8.13)

respectively.
Since the denominator of Ai(N + 1) − Ai(N) is always positive, the

sign of Ai(N + 1) − Ai(N) is determined by the sign of its numerator.
Consequently, we have the following lemma.
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Lemma 6.8.1.

(1) If Ri + riτi > 0, then

Ai(N + 1)
>

<
Ai(N)⇐⇒ gi(N)

>

<
1.

(2) If Ri + riτi < 0, then

Ai(N + 1)
>

<
Ai(N)⇐⇒ gi(N)

<

>
1.

(3) If Ri + riτi = 0, then

Ai(N + 1)
>

<
Ai(N)⇐⇒ gi0(N)

>

<
0.

Thus, the monotonicity of Ai(N) can be determined by the value of gi(N)
or gi0(N). Therefore, from (6.8.7), the following result is straightforward.

Lemma 6.8.2.

(1) If Ri + riτi > 0, then

Ci(N + 1)
>

<
Ci(N)⇐⇒ gi(N)

>

<
1.

(2) If Ri + riτi < 0, then

Ci(N + 1)
>

<
Ci(N)⇐⇒ gi(N)

<

>
1.

(3) If Ri + riτi = 0, then

Ci(N + 1)
>

<
Ci(N)⇐⇒ gi0(N)

>

<
0.

Now, let hi(N) = λib
N−1
i + µia

N
i . Then from (6.8.10), we have

gi(N + 1)− gi(N)

=
(ci + ri)µi

(Ri + riτi)hi(N)hi(N + 1)
{λ2

i b
N−1
i (1 − bi)

N∑
n=1

an
i + λ2

i b
N−1
i (aN+1

i − bi)

+λiµia
N
i (ai − bNi ) + λiµia

N
i (ai − 1)

N−1∑
n=1

bni + λiτia
N
i b

N−1
i (ai − bi)}.

(6.8.14)

On the other hand, (6.8.11) yields

gi0(N + 1)− gi0(N)

= (ci + ri)µi{λi(aN+1
i − bNi ) + τi(aN+1

i − aN
i )}. (6.8.15)
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Now we can determine an optimal policy N∗
i for the ith piece of the

threshold GP. If ai ≥ 1 and 0 < bi ≤ 1, then in the ith piece of the thresh-
old GP, the successive operating times after repair will be stochastically
decreasing, while the consecutive repair times after failure will be stochas-
tically increasing. Thus, the system is in a deteriorating stage. However, if
0 < ai ≤ 1 and bi ≥ 1, then in the ith piece of the threshold GP, the suc-
cessive operating times after repair will be stochastically increasing, while
their consecutive repair times after failure will be stochastically decreasing.
Therefore, the system is in an improving stage. In both cases, by using
Lemma 6.8.1 with the help of (6.8.10) or (6.8.11), an optimal policy N∗

i

can also be determined. Finally, by comparison of average costs Ci(N∗
i ) for

i = 1, . . . , k, an overall optimal policy N∗ for the system could be deter-
mined.

As a particular and important example, we shall study the optimal re-
placement policy for a system with a bathtub shape intensity function. To
do this, an additional assumption is made here.

Assumption 4. Assume that k = 3 and the ratios satisfy the following
conditions:

1. 0 < a1 ≤ 1, b1 ≥ 1, (6.8.16)

2. a2 = 1, b2 = 1, (6.8.17)

3. a3 ≥ 1, 0 < b3 ≤ 1, (6.8.18)

not all equalities in (6.8.16) or (6.8.18) hold together.

According to Assumption 4, the threshold GP has three thresholds, and
the system has three stages or phases. The early stage or the infant fail-
ure phase of the system is from the beginning to the completion of the
(M2 − 1)th repair. Since 0 < a1 ≤ 1 and b1 ≥ 1, the system is in an
improving stage. The middle stage or the useful life phase of the system
is from the completion of the (M2 − 1)th repair to the completion of the
(M3− 1)th repair. Because a2 = b2 = 1, the system is in a stationary stage
so that the successive operating times are identically distributed, so are
the consecutive repair times. The late stage or the wear out phase of the
system starts from the completion of the (M3− 1)th repair. As a3 ≥ 1 and
0 < b3 ≤ 1, the system is in a deteriorating stage. Therefore, Assumption
4 means that the system has a bathtub shape intensity function.

Now we shall discuss three different stages respectively.
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Stage 1. For 1 ≤ N < M2, then 0 < a1 ≤ 1 and b1 ≥ 1. The system is in
the improving stage.

Obviously, R1 + r1τ1 > 0, it follows from (6.8.14) that function g1(N)
is nonincreasing in N . Therefore, there exists an integer Ni such that

Ni = min{N | g1(N) ≤ 1}. (6.8.19)

Then, Lemma 6.8.2 yields that C1(N) is a unimodal function of N and
takes its maximum at Ni. Although Ni may be greater than M2 − 1, the
minimum of C1(N) is always given by

min
1≤N<M2

C(N) = min
1≤N<M2

C1(N)

= min{C1(1), C1(M2 − 1)} = min{C(1), C(M2 − 1)}. (6.8.20)

Stage 2. For M2 ≤ N < M3, then a2 = 1 and b2 = 1. The system is in
the stationary stage.

Now, from (6.8.10) and (6.8.11), g2(N) and g20(N) are both constants.
Therefore, Lemma 6.8.2 implies that C2(N) will be either monotone or a
constant. As a result, the minimum of C2(N) will be taken at one of two
end points. Then, we have

min
M2≤N<M3

C(N) = min
1≤N<M3−M2+1

C2(N)

= min{C2(1), C2(M3 −M2)} = min{C(M2), C(M3 − 1)}. (6.8.21)

Stage 3. For N ≥M3, then a3 ≥ 1 and 0 < b3 ≤ 1. The system is in the
deterioraing stage.

If R3 + r3τ3 > 0, then (6.8.14) shows that g3(N) is nondecreasing in N .
Therefore, there exists

N∗
3 = min{N | g3(N) ≥ 1}. (6.8.22)

Consequently, Lemma 6.8.2 shows that C3(N) is minimized at N∗
3 .

If R3 + r3τ3 < 0, a similar argument shows that there exists

N∗
3 = min{N | g3(N) ≤ 1}, (6.8.23)

N∗
3 is the optimal policy.

Now, assume that R3 + r3τ3 = 0. Because

g30(1) = µ3a3(c3 + r3)(λ3 + τ3) > 0,

and g30 is nondecreasing in N , then g30(N) > 0 for all integer N ≥ 1.
Lemma 6.6.2 yields that C3(N) is minimized at N∗

3 = 1.



June 26, 2007 12:31 World Scientific Book - 9in x 6in GeometricProcessAppl

208 Geometric Process and Its Applications

Consequently, we have

min
N≥M3

C(N) = min
N≥1

C3(N)

= C3(N∗
3 ) = C(M3 +N∗

3 − 1). (6.8.24)

In conclusion, it follows from (6.8.20), (6.8.21) and (6.8.24) that an
optimal replacement policy N∗ for a system with a bathtub shape intensity
function is given by

C(N∗) = min
N≥1

C(N)

= min{C(1), C(M2 − 1), C(M2), C(M3 − 1), C(M3 +N∗
3 − 1)},

(6.8.25)

where N∗
3 is determined by one of (6.8.22) and (6.8.23) if R3 + r3τ3 �= 0,

and N∗
3 = 1 otherwise.

Thereafter, we can state the conditions for the uniqueness of the opti-
mal policy N∗. The proof is straightforward.
1. For N∗ = 1 and g1(1) > 1, then the optimal policy N∗ = 1 is unique.
2. For N∗ = M2 − 1 and g1(M2 − 2) < 1, then the optimal policy
N∗ = M2 − 1 is unique.
3. For N∗ = M2, then

(1) If R2 + r2τ2 > 0 and g2(1) > 1, the optimal policy N∗ = M2 is
unique.

(2) If R2 + r2τ2 < 0, the optimal policy N∗ = M2 is always unique,
since g2(1) < 0 by (6.8.10).

(3) If R2 + r2τ2 = 0, the optimal policy N∗ = M2 is always unique,
since g20(1) > 0 by (6.8.11).
4. For N∗ = M3 − 1, if g2(1) < 1, the optimal policy N∗ = M3 − 1 is
unique, since R2 + r2τ2 > 0. Otherwise, if R2 + r2τ2 ≤ 0 then Lemma 6.8.2
with the help of (6.8.10) or (6.8.11) implies that C2(M3 − 1) > C2(M2),
then N∗ �= M3 − 1, this is impossible.
5. For N∗ = M3 +N∗

3 − 1, then
(1) If R3 + r3τ3 > 0 and g3(N∗

3 ) > 1, the optimal policy N∗ =
M3 +N∗

3 − 1 is unique.
(2) If R3 + r3τ3 < 0 and g3(N∗

3 ) < 1, the optimal policy N∗ =
M3 +N∗

3 − 1 is unique.
(3) If R3 + r3τ3 = 0, the optimal policy N∗ = M2 + N∗

3 − 1 = M3 is
always unique.
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Three particular cases are then discussed below.
1. If M2 = ∞, then the threshold GP model becomes a GP model for an
improving system. It follows from (6.8.20) that

C(N∗) = min
N≥1

C(N) = min{C(1), C(∞)}

= {R1 − r1λ1

λ1 + τ1
,−r1} = −r1. (6.8.26)

Therefore, N∗ =∞ is the unique optimal policy for the improving system.
This particular model has been studied in Section 6.2.
2. If M2 = 1 but M3 =∞, then the threshold GP model reduced to a RP
model for a stationary system. Then from (6.8.21), the optimal policy N∗

is determined by

N∗ =
{

1 if C(1) ≤ C(∞),
∞ if C(1) ≥ C(∞).

(6.8.27)

This is a perfect repair model with i.i.d. operating times and repair times.
3. If M3 = 1, then the threshold GP model becomes a GP model for a
deteriorating system. From (6.8.22), the optimal policy N∗ = N∗

3 . This
particular model has also been considered in Section 6.2.

To demonstrate the threshold GP model, consider an example of a 3-
piece threshold GP model for a system with a bathtub shape intensity
function. The parameter values are: a1 = 0.95, b1 = 1.05, a2 = 1, b2 =
1, a3 = 1.03, b3 = 0.97, and M2 = 6,M3 = 26. Therefore, the system is
in the infant failure phase for 1 ≤ N < 6, it is in the useful life phase for
6 ≤ N < 26, and is in the wear out phase for N ≥ 26. The cost parameters
are: c1 = 50, r1 = 20, c2 = 10, r2 = 30, c3 = 20, r3 = 40, R = 600, cp = 10.
The other parameter values are: λ1 = 40, µ1 = 15, λ2 = 50, µ2 = 10, λ3 =
48, µ3 = 12 and τ = 10.

Then, we can evaluate the values of C(N) according to (6.8.5) and g(N)
from (6.8.12). The results are tabulated in Table 6.8.1.

According to (6.8.5), for 1 ≤ N < M2 = 6, we can see from Table
6.8.1 and (6.8.19) that C1(N) is maximized at Ni = 2 and is minimized at
M2−1 = 5. For 6 = M2 ≤ N < M3 = 26, as R2+r2τ2 = 8677.0419 > 0 and
g2(N) = 0.3235 < 1 is a constant, C2(N) is decreasing and is minimized
at M3 −M2 = 20, and C(N) is minimized at M3 − 1 = 25. Finally, for
N ≥M3 = 26, since R3+r3τ3 = 33843.2742 > 0, then from Table 6.8.1 and
(6.8.22), C3(N) is minimized at N∗

3 = 11. Consequently for N ≥M3 = 26,
C(N) is minimized at M3 +N∗

3 − 1 = 36.
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Table 6.8.1. Results obtained from (6.8.5) and (6.8.12)

N C(N) g(N) N C(N) g(N) N C(N) g(N)

1 -2.0000 1.0215 16 -15.8782 0.3235 31 -19.6556 0.7739
2 -1.7936 0.8639 17 -16.2431 0.3235 32 -19.7728 0.8147
3 -2.1981 0.6323 18 -16.5667 0.3235 33 -19.8624 0.8578
4 -2.7307 0.3332 19 -16.8557 0.3235 34 -19.9267 0.9032
5 -3.3029 -0.0264 20 -17.1153 0.3235 35 -19.9678 0.9508
6 -5.1722 0.3235 21 -17.3499 0.3235 36 -19.9875 1.0007
7 -7.6836 0.3235 22 -17.5628 0.3235 37 -19.9872 1.0528
8 -9.5417 0.3235 23 -17.7569 0.3235 38 -19.9684 1.1071
9 -10.9720 0.3235 24 -17.9346 0.3235 39 -19.9323 1.1637
10 -12.1070 0.3235 25 -18.0980 0.3235 40 -19.8800 1.2223
11 -13.0296 0.3235 26 -18.5403 0.6028 41 -19.8123 1.2830
12 -13.7943 0.3235 27 -18.8477 0.6327 42 -19.7301 1.3457
13 -14.4385 0.3235 28 -19.1081 0.6647 43 -19.6432 1.4102
14 -14.9885 0.3235 29 -19.3267 0.6989 44 -19.5253 1.4767
15 -15.4636 0.3235 30 -19.5079 0.7353 45 -19.4040 1.5448

Finally, it follows from (6.8.25) that the minimum average cost C(N∗)
is given by

C(N∗) = min{C(1), C(M2 − 1), C(M2), C(M3 − 1), C(M3 +N∗
3 − 1)}

= min{C(1), C(5), C(6), C(25), C(36)}
= min{−2.0000,−3.3029,−5.1722,−18.0980,−19.9875}
= −19.9875. (6.8.28)

Therefore, an optimal replacement policy is N∗ = 36. The system should
be replaced by a new and identical one following the 36th failure. The
optimal policy is unique because

g(36) = g3(36− 26 + 1) = g3(11) = g3(N∗
3 ) = 1.0007 > 1.

6.9 A Geometric Process Preventive Maintenance Model

So far, we have just studied a GP model in which a system will be repaired
after failure. In many cases, such as in a hospital or a steel manufacturing
complex, a cut off in electricity supply may cause a serious catastrophe.
To maintain their electric generator with a high reliability is important for
production efficiency, economic profits and even life safety. A preventive
repair is a very powerful measure, since a preventive repair will extend
system lifetime and raise the reliability at a lower cost rate. Therefore, we
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shall introduce a GP preventive maintenance model.
Assume that a new system is installed at the beginning. A maintenance

policy (T,N) is applied, by which whenever the system fails or its operating
time reaches T whichever occurs first, the system will be repaired. A repair
when a system fails is a failure repair, while a repair when the system
operating time reaches T is a preventive repair. The system will be replaced
by a new and identical one at the time following the Nth failure.

The time interval between the installation and the first replacement
or time interval between two successive replacements is called a cycle. For
n = 1, 2, . . . , N−1, the time interval between the completion of the (n−1)th
failure repair and the nth failure repair in a cycle is called the nth period
in the cycle. However, the Nth period is the time interval between the
completion of the (N −1)th failure repair in the cycle and the replacement.
Let X(i)

n , n = 1, 2, . . . , i = 1, 2, . . . be the operating time of the system after
the ith preventive repair in the nth period. Let Y (i)

n , n = 1, 2, . . . , i =
1, 2, . . . be the ith preventive repair time of the system in the nth period.
Denote the failure repair time of the system in the nth period by Zn.
Given that the number of preventive repairs in the nth period is Mn, n =
1, 2, . . . , N , a diagram of one possible realization of the system process in a
cycle may be given in Figure 6.9.1.

←−The 1st period−→
• • •• ◦ ◦ ◦ • • •• ◦ ◦ ◦ · · · • • • � � � −−−
T Y

(1)
1 T Y

(2)
1 X

(M1+1)
1 Z1

(< X
(1)
1 ) (< X

(2)
1 ) (≤ T )

←−The Nth period−→
• • •• ◦ ◦ ◦ · · · • • • ∗ ∗ ∗ ∗ ∗
T Y

(1)
N X

(MN+1)
N W

(< X
(1)
N ) (≤ T )

••: working state, ◦◦: preventive repair state, ��: failure repair state, ∗∗:
replacement state

Figure 6.9.1. The diagram of a realization of the system process in a cycle

Lam (2007a) introduced a GP preventive maintenance model by making
the following assumptions.
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Assumption 1. The system after preventive repair is as good as new
so that {X(i)

n , i = 1, 2, . . .} are i.i.d. random variables, while {Y (i)
n , i =

1, 2, . . .} are also i.i.d. random variables. However, the system after fail-
ure repair is not as good as new so that the successive operating times
{X(1)

n , n = 1, 2, . . .} after failure repair form a GP with ratio a and
E[X(1)

1 ] = λ, while the consecutive failure repair times {Zn, n = 1, 2, . . .}
constitute a GP with ratio b and E[Z1] = µ. On the other hand, the pre-
ventive repair times {Y (1)

n , n = 1, 2, . . .} in successive periods form a GP
with ratio bp and E[Y (1)

1 ] = ν. The replacement time W is a random vari-
able with E[W ] = τ .
Assumption 2. The processes {X(i)

n , n = 1, 2, . . . , i = 1, 2, . . .}, {Y (i)
n , n =

1, 2, . . . , i = 1, 2, . . .} and {Zn, n = 1, 2, . . .} are independent and are all in-
dependent of W .
Assumption 3. The failure repair cost rate is c, the preventive repair rate
is cp, the reward rate when the system is operating is r. The replacement
cost comprises two parts, one is the basic replacement cost R, and the other
one is proportional to the replacement time W at rate cr.
Assumption 4. Assume that T has a lower bound T0 > 0, i.e. T ≥ T0.

Remarks
Under Assumptions 1-4, the model is a GP preventive maintenance

model. As a preventive repair is adopted when the system is operating, it
is reasonable to assume that the system after preventive repair is as good
as new. Therefore, in Assumption 1, we assume that the successive operat-
ing times after preventive repair are i.i.d. random variables. On the other
hand, we still assume that the system after failure repair is not as good as
new such that the successive operating times after failure repair will form
a GP and the consecutive failure repair times will constitute a GP. This is
the difference between two kinds of repair. It is also the advantage of using
the preventive repair. Furthermore, the GP preventive maintenance model
is a model for a deteriorating system, if a ≥ 1 and 0 < b, bp ≤ 1, it is a
model for an improving system if 0 < a ≤ 1 and b, bp ≥ 1. Therefore, the
GP model is a general model that can be flexibly applied to a deteriorating
system as well as an improving system.

Assumption 4 means that time T has a lower bound. In practice, there
should have a break interval T0 between two consecutive repairs for recov-
ering the repair facility and preparing next repair. Then, a repair can only
start after break interval T0 that can be taken as a lower bound of T . On
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the other hand, we may choose a lower bound T0 such that

P (X(1)
1 ≤ T0) ≤ θ0

with a small θ0 equal to 0.05 for example. Note that if T0 =∞, our model
will reduce to the GP maintenance model without preventive repair studied
in Section 6.2.

Our problem is to determine an optimal maintenance policy (T ∗, N∗) for
minimizing the long-run average cost per unit time (or simply the average
cost) C(T,N). Once again, as the successive cycles form a renewal process,
the successive cycles together with the costs incurred in each cycle will
constitute a renewal reward process.

Now, suppose a maintenance policy (T,N) is adopted. Let Xn be the
total operating time of the system in the nth period of a cycle, and Mn

be the number of preventive repairs taken in the period. Then Mn is the
number of operating times longer than T in the nth period. Denote the
distribution function and density function of X(i)

n by Fn(x) = F (an−1x)
and fn(x) = an−1f(an−1x) respectively. By using (1.3.36), the average
cost C(T,N) is given by

C(T,N) =
E[cp

N∑
n=1

Mn∑
i=1

Y
(i)
n + c

N−1∑
n=1

Zn − r
N∑

n=1
Xn +R+ crW ]

E[
N∑

n=1
Xn +

N∑
n=1

Mn∑
i=1

Y
(i)
n +

N−1∑
n=1

Zn +W ]

=
cp

N∑
n=1

ν
bn−1

p
E[Mn] + c

N−1∑
n=1

µ
bn−1 − r

N∑
n=1

E[Xn] +R+ crτ

N∑
n=1

E[Xn] +
N∑

n=1

ν
bn−1

p
E[Mn] +

N−1∑
n=1

µ
bn−1 + τ

. (6.9.1)

To derive an explicit expression for C(T,N), we shall first study the dis-
tribution of Mn. Recall that Mn is the number of preventive repairs taken
in the nth period. Thus, Yn = Mn + 1 will have a geometric distribution
G(pn). Then (1.2.10) yields that

P (Mn = i) = P (Yn = i+ 1) = pnq
i
n, i = 0, 1, . . .
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with

pn = P (X(1)
n ≤ T ) = F (an−1T ) (6.9.2)

and qn = P (X(1)
n > T ) = 1− pn. Consequently,

E[Mn] =
qn
pn
. (6.9.3)

Furthermore, from (1.4.21), the expected total operating time in the nth
period is given by

E[Xn] = λ(T, n) =
1

F (an−1T )

∫ T

0

{1− F (an−1t)}dt. (6.9.4)

Now, (6.9.1) becomes

C(T,N)

=
cp

N∑
n=1

ν
bn−1

p

qn

pn
+ c

N−1∑
n=1

µ
bn−1 − r

N∑
n=1

λ(T, n) +R+ crτ

N∑
n=1

λ(T, n) +
N∑

n=1

ν
bn−1

p

qn

pn
+

N−1∑
n=1

µ
bn−1 + τ

. (6.9.5)

Then

C(T,N) = A(T,N) + cp, (6.9.6)

where

A(T,N) =
I(T,N)
J(T,N)

(6.9.7)

with

I(T,N)

= (c− cp)
N−1∑
n=1

µ

bn−1
− (r + cp)

N∑
n=1

λ(T, n) +R+ (cr − cp)τ, (6.9.8)

and

J(T,N) =
N∑

n=1

λ(T, n) +
N∑

n=1

ν

bn−1
p

qn
pn

+
N−1∑
n=1

µ

bn−1
+ τ. (6.9.9)

Therefore, to minimize C(T,N) is equivalent to minimize A(T,N). In gen-
eral, an optimal maintenance policy (T ∗, N∗) could be obtained numerically
by minimizing C(T,N) or A(T,N). However, under some additional con-
ditions, it is easy to determine the optimal maintenance policy (T ∗, N∗).
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Lemma 6.9.1.
(1) qn

pn
is nonincreasing in T .

(2) qn

pn
is nonincreasing in n if a ≥ 1 and nondecreasing in n if a < 1.

(3) λ(T, n) is nonincreasing in n if a ≥ 1 and increasing in n if a < 1.

Proof.
Parts (1) and (2) follow from (6.9.2) directly. To prove part (3), by

considering n as a continuous variable, then (6.9.4) gives
∂λ(T, n)
∂n

= − an−1
na

F (an−1T )2

×{F (an−1T )
∫ T

0

tf(an−1t)dt+ f(an−1T )T
∫ T

0

(1− F (an−1t))dt}.
(6.9.10)

Obviously, it is nonpositive if a ≥ 1, and positive if a < 1. This completes
the proof of part (3).

Lemma 6.9.2. If life distribution F (x) is ERBLE, then life distribution
F (an−1x) is also ERBLE and λ(T, n) is nonincreasing in T .
Proof.

If life distribution F (x) is ERBLE, then by Definition 1.4.10,

λ(T, 1) =
1

F (T )

∫ T

0

{1− F (x)}dx (6.9.11)

is nonincreasing in T . Therefore from (6.9.4), the expected total operating
time in the nth period is given by

λ(T, n) =
1

F (an−1T )

∫ T

0

{1− F (an−1t)}dt

=
1

an−1F (an−1T )

∫ an−1T

0

{1− F (u)}du

= λ(an−1T, 1)/an−1. (6.9.12)
It is clearly nonincreasing in T . Thus life distribution F (an−1t) is also
ERBLE. This completes the proof of Lemma 6.9.2.

Now, we can prove the following theorem.

Theorem 6.9.3. Assume that the life distribution F ∈ ERBLE, and
I(T0, N) ≥ 0 for all N ≥ 1, (6.9.13)

then
min
T,N

A(T,N) = min
N

A(T0, N). (6.9.14)
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Proof.
Because the distribution F is ERBLE, it follows from Lemma 6.9.2 that

λ(T, n) is nonincreasing in T . On the other hand, by Lemma 6.9.1, qn

pn

is nonincreasing in T . Consequently, I(T,N) is nondecreasing in T , while
J(T,N) is nonincreasing in T and positive. Then Assumption 4 and (6.9.13)
yield that

min
T,N

A(T,N) = min
N

min
T

I(T,N)
J(T,N)

= min
N

I(T0, N)
J(T0, N)

= min
N

A(T0, N).

The following corollary is a special case of Theorem 6.9.3.

Corollary 6.9.4. Assume that life distribution F ∈ ERBLE, a ≥ 1, 0 <
b ≤ 1 and c ≥ cp. In addition, there exists an integer k such that

I(T0, n) ≥ 0 for n = 1, 2, . . . , k, (6.9.15)

and

I(T0, k + 1)− I(T0, k)

= (c− cp) µ

bk−1
− (r + cp)λ(T0, k + 1) ≥ 0. (6.9.16)

Then

min
T,N

A(T,N) = min
N

A(T0, N).

Proof.
Actually, we need only check condition (6.9.13). Because of (6.9.15),

(6.9.13) holds for N ≤ k. For N > k, by noting that a ≥ 1, 0 < b ≤ 1 and
c ≥ cp, it follows from (6.9.15), (6.9.16) and Lemma 6.9.1 that

I(T0, N)

= I(T0, k) +
N−1∑
i=k

{I(T0, i+ 1)− I(T0, i)}

= I(T0, k) +
N−1∑
i=k

{(c− cp) µ

bi−1
− (r + cp)λ(T0, i+ 1)}

≥ I(T0, k) + (N − k){(c− cp) µ

bk−1
− (r + cp)λ(T0, k + 1)}

≥ 0. (6.9.17)

Thus, from Theorem 6.9.3, Corollary 6.9.4 holds.
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As a result, if a system is deteriorating with an ERBLE distribution,
Corollary 6.9.4 may be applicable. In using Corollary 6.9.4, essentially we
need to check conditions (6.9.15) and (6.9.16) only, since in practice, the
failure repair cost rate should be higher than the preventive repair cost
rate, and c ≥ cp should be true.

Now, we consider a special case by assuming that the operating time of
a new system is an random variable with exponential distribution Exp(1/λ)
having density

f(t) =
{

1
λe

−t/λ t > 0,
0 elsewhere.

(6.9.18)

Then, it is straightforward that

pn = P (X(1)
n ≤ T ) =

∫ T

0

an−1

λ
exp{−an−1t/λ}dt

= 1− exp{−an−1T/λ}. (6.9.19)

Consequently

qn = P (X(1)
n > T ) = exp{−an−1T/λ}. (6.9.20)

Furthermore, from (6.9.4) we have

λ(T, n) =
λ

an−1
. (6.9.21)

Then, (6.9.8) and (6.9.9) become

I(T,N) = (c− cp)
N−1∑
n=1

µ

bn−1
− (r + cp)

N∑
n=1

λ

an−1
+R+ (cr − cp)τ,

(6.9.22)

and

J(T,N) =
N∑

n=1

λ

an−1
+

N∑
n=1

ν

bn−1
p

qn
pn

+
N−1∑
n=1

µ

bn−1
+ τ. (6.9.23)

Hence we have the following theorem.

Theorem 6.9.5. Assume that the operating time of a new system has
an exponential distribution. Then an optimal maintenance policy (T ∗, N∗)
is determined by

A(T ∗, N∗) = min{min
N

A(T0, N),min
N

A(∞, N)}. (6.9.24)
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Proof.
For any policy (T,N), (6.9.21) shows that I(T,N) does not depend on

T , then

I(T,N) = I(T0, N) = I(∞, N).

Furthermore, J(T,N) > 0 and is nonincreasing in T by Lemma 6.9.1. Then
if I(T,N) ≥ 0, we have

A(T,N) =
I(T,N)
J(T,N)

=
I(T0, N)
J(T,N)

≥ I(T0, N)
J(T0, N)

= A(T0, N)

≥ min
N

A(T0, N). (6.9.25)

On the other hand, if I(T,N) < 0, then

A(T,N) =
I(T,N)
J(T,N)

=
I(∞, N)
J(T,N)

≥ I(∞, N)
J(∞, N)

= A(∞, N)

≥ min
N

A(∞, N). (6.9.26)

This completes the proof of Theorem 6.9.5.

In general, a numerical method should be applied for finding an optimal
policy. To start with, an upper bound T1 of T is chosen in the following
way.

P (X(1)
1 ≥ T1) ≤ θ1

with small θ1 = 0.05 for example. Then a grid method could be adopted
as follows:
Step 1: Divide interval (T0, T1) by points T0 = t0 < t1 < · · · < tk = T1 with
large k so that the maximum length of subintervals (ti, ti+1), i = 0, . . . , k−1,
is small enough.
Step 2: For each i = 0, 1, . . . , k, evaluate the average cost A(ti, n) and
choose

A(ti, ni) = min
n
{A(ti, n)}.

Step 3: Determine

A(t∗, n∗) = min
0≤i≤k

{A(ti, ni)}.
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Then the policy (t∗, n∗) is an approximate optimal maintenance policy for
the system.

Now, for explaining the GP model and the methodology developed in
this section, we consider three numerical examples.

Example 6.9.6. Assume that the operating time of a new system has a
Weibull distribution W (α, β) with parameters α = 2.2, β = 1. The other
parameters are a = 1.02, b = 0.96, bp = 0.98, µ = 0.8, ν = 0.2, τ = 1.0, r =
40, c = 30, cp = 5, R = 500, cr = 25.

As the life distribution F is W (2.2, 1), Corollary 1.4.12 implies that
F ∈ ERBLE. Moreover, a = 1.02, b = 0.96, bp = 0.98, the system is a
deteriorating system. However, Theorem 6.9.3 and Corollary 6.9.4 are not
applicable, since

I(0.1, 1) = −194.0462 < 0.

Therefore, we shall apply the grid method for finding an approximate op-
timal policy. As the value of T0 is not specified in this example, we may
determine a lower bound T0 and an upper bound T1 first by a probability
consideration. To do so, we note that

P (X(1)
1 ≥ T ) = exp{−βTα}.

Then

P (0.1 ≤ X(1)
1 ≤ 2.2) = exp(−0.12.2)− exp(−22.2) = 0.9836.

Thus, it is reasonable to take T0 = 0.1 and T1 = 2.0. Then divide interval
(T0, T1) = (0.1, 2.0) into 20 subintervals with equal length by ti = 0.1(i+
1), i = 0, . . . , 19. Afterward, we can find

A(ti, ni) = min
n
A(ti, n) (6.9.27)

by comparison of values A(ti, n). Then an approximate optimal policy
(t∗, n∗) could be determined by

A(t∗, n∗) = min
0≤i≤k

A(ti, ni). (6.9.28)

The numerical results are given in Table 6.9.1.
From the first six columns of Table 6.9.1, we can see that minimum value

of A(ti, ni) is −14.6362, thus an approximate optimal policy is (t∗, n∗) =
(0.2, 13).
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Table 6.9.1. The values of A(ti, ni) and ni

ti A(ti, ni) ni ti A(ti, ni) ni ti A(ti, ni) ni ti A(ti, ni) ni

0.1 -12.1717 9 1.1 7.6696 22 0.11 -12.7113 10 0.21 -14.6124 13

0.2 -14.6362 13 1.2 8.5506 23 0.12 -13.1669 10 0.22 -14.5528 13

0.3 -13.1251 14 1.3 9.1675 23 0.13 -13.5531 11 0.23 -14.4601 13

0.4 -9.9919 15 1.4 9.5922 24 0.14 -13.8709 11 0.24 -14.3371 13

0.5 -6.4019 16 1.5 9.8773 24 0.15 -14.1237 11 0.25 -14.1881 14

0.6 -2.9301 17 1.6 10.0723 25 0.16 -14.3255 12 0.26 -14.0179 14

0.7 0.1545 18 1.7 10.1907 25 0.17 -14.4728 12 0.27 -13.8246 14

0.8 2.7480 19 1.8 10.2662 25 0.18 -14.5697 12 0.28 -13.6101 14

0.9 4.8368 20 1.9 10.3130 25 0.19 -14.6209 13 0.29 -13.3764 14

1.0 6.4565 21 2.0 10.3413 25 0.20 -14.6362 13 0.30 -13.1251 14

Thus an optimal policy should lay in interval (0.1, 0.3). To obtain a
more precise approximate optimal policy, we can divide (0.1, 0.3) further, 20
subintervals with equal length 0.01 for example, and repeat the above proce-
dure. The numerical results are given in the last six columns of Table 6.9.1.
Afterward, we can find minimum value A(ti, ni) = A(0.20, 13) = −14.6362.
Therefore a more precise approximate optimal policy is (t∗, n∗) = (0.20, 13).
Clearly, we can partition interval (0.19, 0.21) further for obtaining a better
approximate optimal solution.

Example 6.9.7. Assume that the operating time of a system has a
Weibull distribution W (α, β) with density function

f(x) =
{
αβxα−1exp(−βxα) t > 0,
0 elsewhere,

(6.9.29)

and α = 2, β = 1. The other parameters are a = 1.05, b = 0.95, bp =
0.97, µ = 0.3, ν = 0.2, τ = 0.4, r = 30, c = 25, cp = 10, R = 2000, cr =
20, T0 = 0.5.
Because the lifetime distribution F has a Weibull distribution W (α, β)
with α = 2 > 1, Corollary 1.4.12 implies that F ∈ ERBLE. Moreover,
since a = 1.05 > 1, b = 0.95, bp = 0.97, the system is deteriorating. As
c = 25 > cp = 10, to apply Corollary 6.9.4, we need check conditions
(6.9.15) and (6.9.16). To do this, the values of I(T0, N) and A(T0, N) are
tabulated in Table 6.9.2. Moreover, the values of A(T0, N) are plotted in
Figure 6.9.2.
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Table 6.9.2. The values of I(T0, N) and A(T0, N)

N I(T0, N) A(T0, N) N I(T0, N) A(T0, N) N I(T0, N) A(T0, N)

1 1920.5854 602.1537 11 1456.8149 59.2853 21 1332.5433 35.0326

2 1849.1004 306.2005 12 1433.4250 54.9077 22 1330.9632 33.8745

3 1784.5895 205.4929 13 1412.9526 51.2392 23 1330.9714 32.8196

4 1726.4372 154.8939 14 1395.1807 48.1250 24 1332.5145 31.8534

5 1674.0869 124.5468 15 1379.9152 45.4517 25 1335.5503 30.9641

6 1627.0352 104.3807 16 1366.9832 43.1341 30 1372.3450 27.3720

7 1584.8278 90.0496 17 1356.2310 41.1070 50 1942.0809 19.8209

8 1547.0543 79.3748 18 1347.5230 39.3195 100 14546.4130 15.4142

9 1513.3444 71.1276 19 1340.7395 37.7316 200 231804.902 15.0025

10 1483.3648 64.5880 20 1335.7763 36.3113 ∞ ∞ 15.0000
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Figure 6.9.2. Plots of A(T0, N) against N .

It is easy to see from Table 6.9.2, conditions (6.9.15) and (6.9.16) hold
for k = 22. Consequently, by Corollary 6.9.4, an optimal maintenance
policy (T ∗, N∗) is determined by

A(T ∗, N∗) = min
N

A(T0, N) = A(0.5,∞). (6.9.30)
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Note that series
N∑

n=1
λ(T, n) and

N∑
n=1

ν
bn−1

p

qn

pn
are both convergent, but series

N−1∑
n=1

µ
bn−1 is divergent. Therefore, (6.9.7) yields that

A(0.5,∞) = lim
N→∞

A(0.5, N) = c− cp = 15. (6.9.31)

Therefore, the optimal maintenance policy is (T ∗, N∗) = (0.5,∞), i.e. a
preventive repair is taken when the system age reaches 0.5 and a failure
repair is taken when the system fails whichever occurs first without re-
placement. Correspondingly, the minimum average cost is

C(T ∗, N∗) = C(0.5,∞) = A(0.5,∞) + cp = 25.

Example 6.9.8. Assume that the operating time of a system has an expo-
nential distribution Exp(1/λ) with parameter λ = 120. The other param-
eters are a = 1.01, b = 0.95, bp = 0.98, µ = 25, ν = 10, τ = 20, r = 40, c =
30, cp = 10, R = 8000, cr = 20, T0 = 20. As the operating time distribu-
tion is exponential, Theorem 6.9.5 is applicable. The optimal maintenance
policy (T ∗, N∗) is determined by

A(T ∗, N∗) = min{min
N

A(T0, N),min
N

A(∞, N)}. (6.9.32)

The values of A(T0, N) and A(∞, N) are tabulated in Table 6.9.3 and plot-
ted together in Figure 6.9.3.

From Table 6.9.3, it is easy to see that

A(T ∗, N∗) = min{min
N

A(T0, N),min
N

A(∞, N)}
= min{A(20, 11), A(∞, 12)} = A(∞, 12) = −30.2739. (6.9.33)

Table 6.9.3. The values of A(T0, N) and A(∞, N)

N A(T0, N) A(∞,N) N A(T0, N) A(∞,N) N A(T0, N) A(∞, N)

1 11.2740 15.7143 11 -21.6341 -30.2598 21 -20.1125 -28.2280
2 -8.2121 -11.4181 12 -21.6302 -30.2739 22 -19.8475 -27.8538
3 -14.4533 -20.0954 13 -21.5764 -30.2164 23 -19.5698 -27.4593
4 -17.4271 -24.2433 14 -21.4823 -30.1004 24 -19.2802 -27.0457
5 -19.0988 -26.5885 15 -21.3548 -29.9356 25 -18.9794 -26.6143
6 -20.1192 -28.0318 16 -21.1993 -29.7292 30 -17.3267 -24.2180
7 -20.7662 -28.9572 17 -21.0196 -29.4866 40 -13.4163 -18.4840
8 -21.1783 -29.5560 18 -20.8189 -29.2121 50 -8.9056 -11.9621
9 -21.4325 -29.9343 19 -20.5996 -28.9092 70 0.7990 0.9945

10 -21.5747 -30.1555 20 -20.3636 -28.5804 100 12.3635 13.6820
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Figure 6.9.3. Plots of A(T0, N) and A(∞, N) against N

Therefore, the optimal maintenance policy is (T ∗, N∗) = (∞, 12). Corre-
spondingly, the minimum average cost is

C(T ∗, N∗) = C(∞, 12) = A(∞, 12) + cp = −20.2739.

6.10 Notes and References

In this chapter, we study the GP maintenance models. Assume that the
successive operating times of a system after repair form a GP with ratio a,
while the consecutive repair times of the system after failure constitute a
GP with ratio b. By giving different values of a and b, the GP models can be
applied to a deteriorating system as well as an improving system. In Section
6.2, the GP model for a two-state system using policy N is formulated. It
was first time introduced by Lam (1988a, b) and then generalized by Lam
(2003). In Section 6.3, an optimal replacement policy is determined analyt-
ically for a deteriorating system, while for an improving system, we show
that policy N∗ =∞ is always the optimal policy. Then, the monotonicity
properties of the optimal policy for a deteriorating system are considered in
Section 6.4. The materials in Sections 6.2-6.4 are due to Lam (2003). On
the other hand, Section 6.2 also studies a GP maintenance model in which
a bivariate policy (T,N) is applied. This model was considered by Zhang
(1994). The formulas presented here are based on Leung (2001) and Zhang
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(2007). It is easy to see that the results of Leung (2001) and Zhang (1994)
are equivalent.

In Section 6.5, a monotone process model for a multistate system is
introduced, it is shown that the model is equivalent to a GP model for a
two-state system. Furthermore, an optimal policy for the multistate system
is also determined analytically. Section 6.5 is on the basis of Lam (2005a),
it was first published in Journal of Applied Probability by The Applied
Probability Trust. However, some special cases were considered earlier by
Lam et al. (2002), Zhang et al. (2002) and Lam and Tse (2003). On
the other hand, Lam (1991a) considered a monotone process maintenance
model for a two-state system.

In Sections 6.6, a GP shock model for a system under a random environ-
ment is introduced. It is originally due to Lam and Zhang (2003). However,
the GP shock model for an improving system and hence Theorem 6.6.9 are
new. This model is actually a GP cumulative damage model. A cumula-
tive damage model was initially considered by Barlow and Proschan (1975).
Later on, Shanthikumar and Sumita (1983, 1984) studied a more general
shock model under the assumption that the magnitude of the nth shock
and the time interval between the (n − 1)th shock and the nth shock are
correlated.

A δ-shock model was studied by Li (1984) and Li et al. (1999), they
derived the life distribution of a system without repair and the economic
design of the components in the system. In Section 6.7, a GP δ-shock
model for a repairable system is considered in which the interarrival times
of successive shocks are i.i.d. with exponential distribution. This is a gener-
alization of Li et al. (1999) by considering a repairable system that is either
deteriorating or improving. Section 6.7 is on the basis of Lam and Zhang
(2004). Afterward, Tang and Lam (2006a, b) studied more general δ-shock
GP models in which the interarrival times of successive shocks are also i.i.d.
but with gamma, Weibull and lognormal distributions respectively, also see
Liang et al. (2006) for further reference.

Then, a threshold GP maintenance model is studied in Section 6.8. that
is based on Lam (2007b). On the other hand, Zhang (2002) considered a
GP model with preventive repair and using a replacement policy N . There-
after, Wang and Zhang (2006) studied a GP model with periodic preventive
repair. However, in Section 6.9, we study a more general GP model with
preventive repair by using a maintenance policy (T,N), it is due to Lam’s
paper (2007a).

Finally, we note here all the numerical examples in Chapter 6 are new.
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For more reference about GP maintenance model or related work, see
Rangon and Esther Grace (1989), Leung and Lee (1998), Sheu (1999),
Péréz-Ocon and Torres-Castro (2002), Wang and Zhang (2005), Zhang et
al. (2001, 2002), Zhang et al. (2007), among others.
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Chapter 7

Application to Analysis of System
Reliability

7.1 Introduction

In this chapter, we shall study a GP model for a two-component system
with one repairman. The main concern is to analyze the system reliabil-
ity. In Sections 7.2-7.4, we shall consider respectively the series, parallel
and cold standby systems. By introducing some supplementary variables,
a set of differential equations for the probability distribution of the system
state are derived. The equations can be solved analytically or numerically.
Then some important reliability indices of the system such as the availabil-
ity, the rate of occurrence of failure, the reliability and the mean time to
the first failure are determined. In Section 7.5, as a particular case of a
two-component system, we shall study the maintenance problem for a cold
standby system.

7.2 Reliability Analysis for a Series System

Now we consider a GP model for a two-component series system with one
repairman. For convenience, we shall use ‘service’ to represent ‘either re-
pair or replacement’ here. Then we make the following assumptions.

Assumption 1. At the beginning, a new two-component series system
is installed. The system is up if and only if two components are both op-
erating. Whenever a component fails, it will be repaired and the system is
down. Assume that two components shut off each other, i.e. the behaviour
of one component does not affect the other one.
Assumption 2. For i = 1, 2, let Xi1 be the operating time of com-

227
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ponent i after the installation or a replacement. In general, for n > 1,
let Xin be the operating time of component i after its (n − 1)th repair,
then {Xin, n = 1, 2, . . .} form a GP with ratio ai ≥ 1, and Xi1 has an
exponential distribution Exp(λi) with distribution function

P (Xi1 ≤ t) = 1− e−λit, t ≥ 0,

and 0 otherwise. Moreover, let Yin be the repair time of the ith component
after its nth failure. Then {Yin, n = 1, 2, . . .} constitute a GP with ratio 0 <
bi ≤ 1, and Yi1 has an exponential distribution Exp(µi) with distribution
function

P (Yi1 ≤ t) = 1− e−µit, t ≥ 0,

and 0 otherwise.
Assumption 3. For i = 1, 2, assume that component i will be replaced
by a new and identical one following the time of its Nith failure. Moreover,
for i = 1, 2, let Zi be the replacement time of component i. Assume that
Zi has an exponential distribution Exp(τi) with distribution function

P (Zi ≤ t) = 1− e−τit, t ≥ 0,

and 0 otherwise.
Assumption 4. Assume further {Xin, n = 1, 2, . . . }, {Yin, n = 1, 2, . . .}
and Zi are all independent.

Under Assumption 2, for i = 1, 2, the successive operating times
{Xin, n = 1, 2, . . . } form a decreasing GP, while the consecutive repair
times {Yin, n = 1, 2, . . .} constitute an increasing GP. Therefore our model
is a GP model for a deteriorating two-component series system.

Now, the system state at time t can be defined by

I(t) =


0 if both components are operating at time t,
1 if component 1 is under service at time t,
2 if component 2 is under service at time t.

Obviously, {I(t), t ≥ 0} is a stochastic process with state space S =
{0, 1, 2}, working state set W = {0} and failure state set F = {1, 2}. Thus,
the system is up at time t if and only if I(t) = 0. Clearly, {I(t), t ≥ 0}
is not a Markov process. However, a Markov process may be constructed
by applying the method of supplementary variable. To do this, two sup-
plementary variables I1(t) and I2(t) are introduced, where Ii(t), i = 1, 2, is
the number of failures of component i by time t since the installation or
the last replacement. Then, the system state at time t is (I(t), I1(t), I2(t)),
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and process {(I(t), I1(t), I2(t)), t ≥ 0} will form a Markov process. Note
that the system state
(I(t), I1(t), I2(t)) = (0, j, k), j = 0, . . . , N1 − 1, k = 0, . . . , N2 − 1,
means that at time t both components are operating, hence the system is
up, but component 1 has failed for j times while component 2 has failed
for k times. On the other hand, the system state
(I(t), I1(t), I2(t)) = (1, j, k), j = 0, . . . , N1 − 1, k = 0, . . . , N2 − 1,
means that component 1 has failed for j times and is under repair and
component 2 has failed for k times, hence the system is down. Moreover,
the system state
(I(t), I1(t), I2(t)) = (1, N1, k), k = 0, . . . , N2 − 1,
means that component 1 has failed for N1 times and is being replaced and
component 2 has failed for k times, hence the system is down. A similar
explanation can be applied to system state
(I(t), I1(t), I2(t)) = (2, j, k), j = 0, . . . , N1 − 1, k = 0, . . . , N2.

Now, the probability distribution of the system state at time t is given
by

pijk(t) = P{(I(t), I1(t), I2(t)) = (i, j, k) | (I(0), I1(0), I2(0)) = (0, 0, 0)},
i = 0, j = 0, . . . , N1 − 1; k = 0, . . . , N2 − 1;

i = 1, j = 1, . . . , N1; k = 0, . . . , N2 − 1;

i = 2, j = 0, . . . , N1 − 1; k = 1, . . . , N2.

Then, we can derive the following differential equations.

(
d

dt
+ aj

1λ1 + ak
2λ2)p0jk(t) = bj−1

1 µ1p1jk(t) + bk−1
2 µ2p2jk(t),

j = 1, . . . , N1 − 1, k = 1, . . . , N2 − 1; (7.2.1)

(
d

dt
+ λ1 + ak

2λ2)p00k(t) = bk−1
2 µ2p20k(t) + τ1p1N1k(t),

k = 1, . . . , N2 − 1; (7.2.2)

(
d

dt
+ aj

1λ1 + λ2)p0j0(t) = bj−1
1 µ1p1j0(t) + τ2p2jN2(t),

j = 1, . . . , N1 − 1; (7.2.3)

(
d

dt
+ λ1 + λ2)p000(t) = τ1p1N10(t) + τ2p20N2(t); (7.2.4)

(
d

dt
+ bj−1

1 µ1)p1jk(t) = aj−1
1 λ1p0j−1k(t),

j = 1, . . . , N1 − 1, k = 0, . . . , N2 − 1; (7.2.5)
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(
d

dt
+ τ1)p1N1k(t) = aN1−1

1 λ1p0N1−1k(t),

k = 0, . . . , N2 − 1; (7.2.6)

(
d

dt
+ bk−1

2 µ2)p2jk(t) = ak−1
2 λ2p0jk−1(t),

j = 0, . . . , N1 − 1, k = 1, . . . , N2 − 1; (7.2.7)

(
d

dt
+ τ2)p2jN2(t) = aN2−1

2 λ2p0jN2−1(t),

j = 0, . . . , N1 − 1. (7.2.8)
Equations (7.2.1)-(7.2.8) are actually the Kolmogorov forward equa-

tions. They can be derived by applying a classical probability analysis. As
an example, we shall derive equation (7.2.1) here. For j = 1, . . . , N1−1, k =
1, . . . , N2 − 1, we have

p0jk(t+ ∆t)

= P (no component fails in (t, t+ ∆t] | (I(t), I1(t), I2(t)) = (0, j, k))p0jk(t)

+P (component 1 completes repair in (t, t+ ∆t]

| (I(t), I1(t), I2(t)) = (1, j, k))p1jk(t)

+P (component 2 completes repair in (t, t+ ∆t]

| (I(t), I1(t), I2(t)) = (2, j, k))p2jk(t) + o(∆t)

= (1 − aj
1λ1∆t)(1 − ak

2λ2∆t)p0jk(t) + bj−1
1 µ1p1jk(t)∆t

+bk−1
2 µ2p2jk(t)∆t+ o(∆t).

Then
p0jk(t+ ∆t)− p0jk(t)

∆t
= −(aj

1λ1 + ak
2λ2)p0jk(t) + bj−1

1 µ1p1jk(t) + bk−1
2 µ2p2jk(t) + o(1).

Therefore, (7.2.1) follows by letting ∆t → 0. The other equations can be
derived in a similar way. The initial condition is

pijk(0) =
{

1 (i, j, k) = (0, 0, 0),
0 elsewhere.

(7.2.9)

In general, the Kolmogorov forward equations (7.2.1)-(7.2.8) with initial
condition (7.2.9) may be solved by using the Laplace transform. After
obtaining the probability distribution pijk(t) by inversion, we can determine
the reliability indices straightforwardly.

In fact, the availability of the system at time t is determined by
A(t) = P (the system is up at time t) = P (I(t) = 0)

=
N1−1∑
j=0

N2−1∑
k=0

p0jk(t). (7.2.10)
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If

lim
t→∞ p0jk(t) = A0jk ,

then the equilibrium availability is given by

A = lim
t→∞A(t) =

N1−1∑
j=0

N2−1∑
k=0

A0jk. (7.2.11)

Let

p∗ijk(s) =
∫ ∞

0

e−stpijk(t)dt

be the Laplace transform of pijk(t). Then, an alternative way to determine
the equilibrium availability is to apply the Tauberian theorem

A = lim
t→∞A(t) = lim

s→0
sA∗(s)

=
N1−1∑
j=0

N2−1∑
k=0

lim
s→0

sp∗0jk(s). (7.2.12)

The rate of occurrence of failures (ROCOF) is another important re-
liability index. Let the ROCOF at time t be mf (t), then Theorem 1.6.5
gives

mf (t) =
N1−1∑
j=0

N2−1∑
k=0

p0jk(t)(aj
1λ1 + ak

2λ2). (7.2.13)

Moreover,

mf = lim
t→∞mf (t) =

N1−1∑
j=0

N2−1∑
k=0

A0jk(aj
1λ1 + ak

2λ2). (7.2.14)

Consequently, Mf (t), the expected number of failures by time t, will have
an asymptotic line with slope mf .

The reliability of the system at time t is given by

R(t) = P (the system operating time ≥ t)
= P (min(X11, X21) > t) = exp{−(λ1 + λ2)t}. (7.2.15)

Then the mean time to the first failure (MTTFF) is determined by

MTTFF =

∞∫
0

R(t)dt

=

∞∫
0

exp{−(λ1 + λ2)t}dt =
1

λ1 + λ2
. (7.2.16)
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In particular, consider the case that N1 = N2 = 1. This is a series
system with two different components in which a failed component will be
replaced by a new and identical one without repair. Because {I(t), t ≥ 0}
form a Markov process, we need not introduce the supplementary variables.
Therefore, we can define the probability distribution as

pi(t) = P (I(t) = i), i = 0, 1, 2.

Now instead of equations (7.2.1)-(7.2.8), we have

(
d

dt
+ λ1 + λ2)p0(t) = τ1p1(t) + τ2p2(t), (7.2.17)

(
d

dt
+ τ1)p1(t) = λ1p0(t), (7.2.18)

(
d

dt
+ τ2)p2(t) = λ2p0(t). (7.2.19)

The initial condition (7.2.9) becomes

pi(0) =
{

1 i = 0,
0 i = 1, 2.

(7.2.20)

Then for i = 0, 1, 2, let p∗i (s) be the Laplace transform of pi(t) defined by

p∗i (s) =
∫ ∞

0

e−stpi(t)dt.

By taking the Laplace transform on both sides of (7.2.17)-(7.2.19) with the
help of (7.2.20), it follows that

(s+ λ1 + λ2)p∗0(s)− 1 = 1 + τ1p
∗
1(s) + τ2p

∗
2(s),

(s+ τ1)p∗1(s) = λ1p
∗
0(s),

(s+ τ2)p∗2(s) = λ2p
∗
0(s).

Therefore

p∗0(s) =
(s+ τ1)(s+ τ2)

s[s2 + (λ1 + λ2 + τ1 + τ2)s+ (λ1τ2 + λ2τ1 + τ1τ2)]

=
(s+ τ1)(s+ τ2)
s(s+ α)(s + β)

, (7.2.21)

where −α and −β are two roots of the quadratic equation

s2 + (λ1 + λ2 + τ1 + τ2)s+ (λ1τ2 + λ2τ1 + τ1τ2) = 0. (7.2.22)

The discriminant of (7.2.22) is

∆ = (λ1 + λ2 + τ1 + τ2)2 − 4(λ1τ2 + λ2τ1 + τ1τ2)

= (λ1 − λ2 + τ1 − τ2)2 + 4λ1λ2 > 0.
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Therefore, both α and β are positive numbers.
Consequently, we have

p∗1(s) =
λ1(s+ τ2)

s(s+ α)(s+ β)
(7.2.23)

and

p∗2(s) =
λ2(s+ τ1)

s(s+ α)(s + β)
. (7.2.24)

It follows by partial fraction

p∗i (s) =
Ai

s
+

Bi

s+ α
+

Ci

s+ β
, i = 0, 1, 2. (7.2.25)

Now

A0 =
τ1τ2
αβ

=
τ1τ2

λ1τ2 + λ2τ1 + τ1τ2
,

B0 =
(τ1 − α)(τ2 − α)

α(α− β)
,

C0 =
(τ1 − β)(τ2 − β)

β(β − α)
,

and for i = 1, 2,

Ai =
λiτ3−i

αβ
=

λiτ3−i

λ1τ2 + λ2τ1 + τ1τ2
,

Bi =
λi(τ3−i − α)
α(α − β)

,

Ci =
λi(τ3−i − β)
β(β − α)

.

By inversion, (7.2.25) yields that

pi(t) = Ai +Bie
−αt + Cie

−βt, i = 0, 1, 2. (7.2.26)

Thus, the availability at time t is

A(t) = p0(t) = A0 +B0e
−αt + C0e

−βt. (7.2.27)

Because α > 0 and β > 0, the equilibrium availability exists and is given
by

lim
t→∞A(t) = A0.

Alternatively, it follows from (7.2.12) that

lim
t→∞A(t) = lim

s→0
sp∗0(s) = A0.
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On the other hand, from (7.2.13), the ROCOF at time t is given by

mf (t) = p0(t)(λ1 + λ2)

= (λ1 + λ2)(A0 +B0e
−αt + C0e

−βt).

Furthermore

Mf (t) = (λ1 + λ2){A0t+
B0

α
(1− e−αt) +

C0

β
(1 − e−βt)}.

The equilibrium ROCOF is

mf = lim
t→∞mf (t) = A0(λ1 + λ2).

The asymptotic line of Mf (t) is

y = (λ1 + λ2)(A0t+
B0

α
+
C0

β
).

Furthermore, the reliability and MTTFF are given by (7.2.15) and (7.2.16)
respectively.

7.3 Reliability Analysis for a Parallel System

Now we consider a GP model for a two-component parallel system with one
repairman under the following assumptions. As in Section 7.2, we shall use
‘service’ to represent ‘either repair or replacement’ here. Now, we make the
following assumptions.

Assumption 1. At the beginning, a new two-component parallel system
is installed such that the system is up if and only if at least one component
is operating. A failed component will be repaired by the repairman. Then
component i, i = 1, 2, will be replaced by a new and identical one following
the time of its Nith failure. If one component fails but the other component
is being service, it must wait for service and the system is down.
Assumption 2. For i = 1, 2, let Xi1 be the operating time of com-
ponent i after installation or a replacement. In general, for n > 1, let
Xin be the operating time of component i after its (n − 1)th repair, then
{Xin, n = 1, 2, . . . } form a GP with ratio ai ≥ 1, andXi1 has an exponential
distribution Exp(λi) with distribution function

P (Xi1 ≤ t) = 1− e−λit, t ≥ 0,

and 0 otherwise. Moreover, let Yin be the repair time of component i after
its nth failure. Then {Yin, n = 1, 2, . . .} constitute a GP with ratio 0 <
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bi ≤ 1, and Yi1 has an exponential distribution Exp(µi) with distribution
function

P (Yi1 ≤ t) = 1− e−µit, t ≥ 0,

and 0 otherwise.
Assumption 3. For i = 1, 2, let Zi be the replacement time of component
i. Assume that Zi has an exponential distributionExp(τi) with distribution
function

P (Zi ≤ t) = 1− e−τit, t ≥ 0,

and 0 otherwise.
Assumption 4. Assume further {Xin, n = 1, 2, . . .}, {Yin, n = 1, 2, . . .}
and Zi are all independent.

Under Assumption 2, for i = 1, 2, the successive operating times
{Xin, n = 1, 2, . . . } form a decreasing GP, while the consecutive repair
times {Yin, n = 1, 2, . . .} constitute an increasing GP. Therefore our model
is a GP model for a deteriorating two-component parallel system.

Then the system state at time t can be defined by

I(t) =



0 if both components are operating at time t,
1 if component 1 is under service and component 2

is operating at time t,
2 if component 2 is under service and component 1

is operating at time t,
3 if component 1 is under service and component 2

is waiting for service at time t,
4 if component 2 is under service and component 1

is waiting for service at time t.

Now, the working state set is W = {0, 1, 2}, the failure state set is
F = {3, 4}, and the state space is S = W ∪ F . Once again, {I(t), t ≥ 0}
is not a Markov process. However, we can also introduce two supplemen-
tary variables I1(t) and I2(t), where Ii(t), i = 1, 2, is the number of fail-
ures of component i by time t since installation or the last replacement.
Then, the system state at time t will be (I(t), I1(t), I2(t)), and process
{(I(t), I1(t), I2(t)), t ≥ 0} will become a Markov process. Note that the
system state
(I(t), I1(t), I2(t)) = (0, j, k), j = 0, . . . , N1 − 1, k = 0, . . . , N2 − 1,
means that at time t both component are operating, hence the system is
up, but component 1 has failed for j times while component 2 has failed for
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k times. We can also explain the meaning of other state (I(t), I1(t), I2(t))
accordingly. Now, the probability distribution of the system state at time
t is given by

pijk(t) = P{(I(t), I1(t), I2(t)) = (i, j, k) | (I(0), I1(0), I2(0)) = (0, 0, 0)},
i = 0, j = 0, . . . , N1 − 1; k = 0, . . . , N2 − 1;

i = 1, j = 1, . . . , N1; k = 0, . . . , N2 − 1;

i = 2, j = 0, . . . , N1 − 1; k = 1, . . . , N2;

i = 3, j = 1, . . . , N1; k = 1, . . . , N2;

i = 4, j = 1, . . . , N1; k = 1, . . . , N2.

Consequently, by using classical probability analysis, we have the fol-
lowing Kolmogorov forward equations.

(
d

dt
+ aj

1λ1 + ak
2λ2)p0jk(t) = bj−1

1 µ1p1jk(t) + bk−1
2 µ2p2jk(t),

j = 1 , . . . , N1 − 1, k = 1, . . . , N2 − 1; (7.3.1)

(
d

dt
+ λ1 + ak

2λ2)p00k(t) = bk−1
2 µ2p20k(t) + τ1p1N1k(t),

k = 1 , . . . , N2 − 1; (7.3.2)

(
d

dt
+ aj

1λ1 + λ2)p0j0(t) = bj−1
1 µ1p1j0(t) + τ2p2jN2(t),

j = 1 , . . . , N1 − 1; (7.3.3)

(
d

dt
+ λ1 + λ2)p000(t) = τ1p1N10(t) + τ2p20N2(t); (7.3.4)

(
d

dt
+ ak

2λ2 + bj−1
1 µ1)p1jk(t) = aj−1

1 λ1p0j−1k(t) + bk−1
2 µ2p4jk(t),

j = 1 , . . . , N1 − 1, k = 1, . . . , N2 − 1; (7.3.5)

(
d

dt
+ λ2 + bj−1

1 µ1)p1j0(t) = aj−1
1 λ1p0j−10(t) + τ2p4jN2(t),

j = 1 , . . . , N1 − 1; (7.3.6)

(
d

dt
+ ak

2λ2 + τ1)p1N1k(t) = aN1−1
1 λ1p0N1−1k(t) + bk−1

2 µ2p4N1k(t),

k = 1 , . . . , N2 − 1; (7.3.7)

(
d

dt
+ λ2 + τ1)p1N10(t) = aN1−1

1 λ1p0N1−10(t) + τ2p4N1N2(t); (7.3.8)

(
d

dt
+ aj

1λ1 + bk−1
2 µ2)p2jk(t) = ak−1

2 λ2p0jk−1(t) + bj−1
1 µ1p3jk(t),

j = 1 , . . . , N1 − 1, k = 1, . . . , N2 − 1; (7.3.9)
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(
d

dt
+ λ1 + bk−1

2 µ2)p20k(t) = ak−1
2 λ2p00k−1(t) + τ1p3N1k(t),

k = 1 , . . . , N2 − 1; (7.3.10)

(
d

dt
+ aj

1λ1 + τ2)p2jN2(t) = aN2−1
2 λ2p0jN2−1(t) + bj−1

1 µ1p3jN2(t),

j = 1 , . . . , N1 − 1; (7.3.11)

(
d

dt
+ λ1 + τ2)p20N2(t) = aN2−1

2 λ2p00N2−1(t) + τ1p3N1N2(t); (7.3.12)

(
d

dt
+ bj−1

1 µ1)p3jk(t) = ak−1
2 λ2p1jk−1(t),

j = 1 , . . . , N1 − 1, k = 1, . . . , N2; (7.3.13)

(
d

dt
+ τ1)p3N1k(t) = ak−1

2 λ2p1N1k−1(t),

k = 1 , . . . , N2; (7.3.14)

(
d

dt
+ bk−1

2 µ2)p4jk(t) = aj−1
1 λ1p2j−1k(t),

j = 1 , . . . , N1, k = 1, . . . , N2 − 1; (7.3.15)

(
d

dt
+ τ2)p4jN2(t) = aj−1

1 λ1p2j−1N2(t),

j = 1 , . . . , N1. (7.3.16)

The initial condition is

pijk(0) =
{

1 (i, j, k) = (0, 0, 0),
0 elsewhere.

(7.3.17)

Although we may solve equations (7.3.1)-(7.3.16) with initial condition
(7.3.17) by using the Laplace transform, it might be better to apply a
numerical method. For reference see Lam (1995) in which a numerical
example is studied by using the Runge-Kutta method. As for the series
case, after obtaining the probability distribution pijk(t), we can determine
the reliability indices of the system.

The availability of the system at time t is given by

A(t) = P (the system is up at time t)

=
N1−1∑
j=0

N2−1∑
k=0

p0jk(t) +
N1∑
j=1

N2−1∑
k=0

p1jk(t) +
N1−1∑
j=0

N2∑
k=1

p2jk(t). (7.3.18)

Furthermore, let the ROCOF at time t be mf (t), then Theorem 1.6.5 gives

mf(t) =
N1∑
j=1

N2−1∑
k=0

p1jk(t)ak
2λ2 +

N1−1∑
j=0

N2∑
k=1

p2jk(t)aj
1λ1. (7.3.19)
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If there exists a limiting distribution, let

lim
t→∞ pijk(t) = Aijk .

Then the equilibrium availability is given by

A = lim
t→∞A(t)

=
N1−1∑
j=0

N2−1∑
k=0

A0jk +
N1∑
j=1

N2−1∑
k=0

A1jk +
N1−1∑
j=0

N2∑
k=1

A2jk. (7.3.20)

The equilibrium ROCOF is given by

mf = lim
t→∞mf(t) =

N1∑
j=1

N2−1∑
k=0

A1jka
k
2λ2 +

N1−1∑
j=0

N2∑
k=1

A2jka
j
1λ1. (7.3.21)

Consequently, as in the series case, Mf (t) will have an asymptotic line with
slope mf .

To study the reliability of the system, we can treat the failure states
3 and 4 as absorbing states, and denote the system state at time t by
Ĩ(t). Then after introducing the same supplementary variables I1(t) and
I2(t), process {(Ĩ(t), I1(t), I2(t)), t ≥ 0} will form a Markov process with
the probability mass function

qijk(t) = P{(Ĩ(t), I1(t), I2(t)) = (i, j, k) | (Ĩ(0), I1(0), I2(0)) = (0, 0, 0)},
i = 0, j = 0, . . . , N1 − 1; k = 0, . . . , N2 − 1;

i = 1, j = 1, . . . , N1; k = 0, . . . , N2 − 1;

i = 2, j = 0, . . . , N1 − 1; k = 1, . . . , N2.

The Kolmogorov forward equations now are as follows.

(
d

dt
+ aj

1λ1 + ak
2λ2)q0jk(t) = bj−1

1 µ1q1jk(t) + bk−1
2 µ2q2jk(t),

j = 1 , . . . , N1 − 1, k = 1, . . . , N2 − 1; (7.3.22)

(
d

dt
+ λ1 + ak

2λ2)q00k(t) = bk−1
2 µ2q20k(t) + τ1q1N1k(t),

k = 1 , . . . , N2 − 1; (7.3.23)

(
d

dt
+ aj

1λ1 + λ2)q0j0(t) = bj−1
1 µ1q1j0(t) + τ2q2jN2(t),

j = 1 , . . . , N1 − 1; (7.3.24)

(
d

dt
+ λ1 + λ2)q000(t) = τ1q1N10(t) + τ2q20N2(t); (7.3.25)

(
d

dt
+ ak

2λ2 + bj−1
1 µ1)q1jk(t) = aj−1

1 λ1q0j−1k(t),

j = 1 , . . . , N1 − 1, k = 0, . . . , N2 − 1; (7.3.26)
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(
d

dt
+ akλ2 + τ1)q1N1k(t) = aN1−1

1 λ1q0N1−1k(t),

k = 0 , . . . , N2 − 1; (7.3.27)

(
d

dt
+ aj

1λ1 + bk−1
2 µ2)q2jk(t) = ak−1

2 λ2q0jk−1(t),

j = 0 , . . . , N1 − 1, k = 1, . . . , N2 − 1; (7.3.28)

(
d

dt
+ aj

1λ1 + τ2)q2jN2(t) = aN2−1
2 λ2q0jN2−1(t),

j = 0 , . . . , N1 − 1; (7.3.29)

The initial condition is

qijk(0) =
{

1 (i, j, k) = (0, 0, 0),
0 elsewhere.

(7.3.30)

After solving the equations, the reliability at time t of the system is now
given by

R(t) = P (the system operating time ≥ t)

=
N1−1∑
j=0

N2−1∑
k=0

q0jk(t) +
N1∑
j=1

N2−1∑
k=0

q1jk(t) +
N1−1∑
j=0

N2∑
k=1

q2jk(t). (7.3.31)

Moreover, the mean time to the first failure (MTTFF) is determined by

MTTFF =

∞∫
0

R(t)dt = lim
s→0

R∗(s). (7.3.32)

7.4 Reliability Analysis for a Cold Standby System

In practice, for improving the reliability or availability of a one-component
system, a standby component is usually installed, such a two-component
system is called a standby system. For example, in a nuclear plant, to re-
duce the risk of the ‘scram’ of a reactor in case of a coolant pipe breaking
or some other failure happening, a standby diesel generator should be in-
stalled. In a hospital or a steel manufacturing complex, if the power supply
suddenly suspends when required, the consequences might be catastrophic
such as a patient may die in an operating room, a standby generator is then
installed. Therefore, it is interesting to study the reliability of a standby
system. In practice, many standby systems are cold standby systems in the
sense that the standby component will neither fail nor deteriorate. A GP
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model for a cold standby system with one repairman is considered under
the following assumptions.

Assumption 1. At the beginning, a new system of two components is
installed in which component 1 is operating and component 2 is in cold
standby. Whenever an operating component fails, it will be repaired by the
repairman, and the standby component is operating. A failed component
after repair will be operating if the other one fails, and standby otherwise.
If a component fails when the other one is under repair it will wait for
repair, and the system is down. Assume that the shift of switch is reliable
and the change of system state is instantaneous. Replacement policy N is
applied by which the system will be replaced by a new and identical one
following the Nth failure of component 2.
Assumption 2. For i = 1, 2, let Xi1 be the operating time of component
i after the installation or a replacement. In general, for n > 1, let Xin be
the operating time of component i after its (n−1)th repair, then {Xin, n =
1, 2, . . . } form a GP with ratio ai ≥ 1. Assume that Xi1 has an exponential
distribution Exp(λi) with distribution function

P (Xi1 ≤ t) = 1− e−λit, t ≥ 0,

and 0 otherwise. Let Yin be the repair time after the nth failure. Then
{Yin, n = 1, 2, . . .} constitute a GP with ratio 0 < bi ≤ 1. Assume that Yi1

has an exponential distribution Exp(µi) with distribution function

P (Yi1 ≤ t) = 1− e−µit, t ≥ 0,

and 0 otherwise.
Assumption 3. Let Z be the replacement time of the system. Assume
that Z has an exponential distribution Exp(τ) with distribution function

P (Z ≤ t) = 1− e−τt, t ≥ 0,

and 0 otherwise.
Assumption 4. Assume that {Xin, n = 1, 2, . . . }, {Yin, n = 1, 2, . . .} and
Z are all independent.
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Now, the system state at time t can be defined by

I(t) =



0 if component 1 is operating and component 2
is standby at time t,

1 if component 2 is operating and component 1
is standby at time t,

2 if component 1 is operating and component 2
is under repair at time t,

3 if component 2 is operating and component 1
is under repair or waiting for replacement at time t,

4 if component 1 is under repair and component 2
is waiting for repair at time t,

5 if component 2 is under repair and component 1
is waiting for repair or replacement at time t,

6 if the system is under replacement at time t.

Thus, the sets of working states, failure states and replacement state
of process {I(t), t ≥ 0} are respectively W = {0, 1, 2, 3}, F = {4, 5} and
R = {6}. Then the state space is S = W ∪F ∪R. Furthermore, for i = 1, 2,
let Ii(t) be the number of failures of component i since the installation or
the last replacement. It is easy to see that

I2(t) =



I1(t) I(t) = 0,
I1(t)− 1 I(t) = 1,
I1(t) I(t) = 2,
I1(t)− 1 I(t) = 3,
I1(t) I(t) = 4,
I1(t)− 1 I(t) = 5,
I1(t) I(t) = 6.

(7.4.1)

For i = 1, 2, let period 1i be the time interval between the installation or
replacement of the system and the first failure of component i. In general,
let period ni be the time interval between the (n− 1)th failure and the nth
failure of component i for n = 1, . . . , N . Moreover, let period Ai be the
time interval between the Nth failure of component i and the completion of
replacement. We say that a cycle is completed if a replacement is completed.
To understand the concepts of periods and cycle better, suppose policy
N = 3 is applied, then a possible realization of a cycle of the cold standby
system may be expressed in Figure 7.4.1.
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Period 11 Period 21 Period 31 Period A1

−−− ×× • −− �� ××× • −−−−− ��� ⊗ ⊗ ⊗
X11 Y11 X12 Y12 X13 Z

Period 12 Period 22 Period 32 Period A2

• • • • • • •−−− ×××× −−−− ××× •• −−−− ⊗⊗⊗
X21 Y21 X22 Y22 X23 Z

−−: operating case, ••: standby case, ××: repair case,
��: waiting case, ⊗⊗: replacement case

Figure 7.4.1. A possible realization of a cycle

Now, we shall explain the reason why a replacement policy N is applied.
In fact, under policy N , if the system is at a replacement state at time t,
then I(t) = 6 and I1(t) = I2(t) = N . Thus both components have failed
for N times. Figure 7.4.1 demonstrates that two components will operate
alternatively, they play a similar role in operation. From (7.4.1), the number
of failures of component 2 is at most different from that of component 1 by
1. In many practical cases, two components in a standby system are even
identical. Consequently, it is reasonable to apply policy N so that we shall
replace the system when both two components have failed for N times.

It follows from (7.4.1) that I2(t) is completely determined by I1(t).
Therefore, we need only introduce one supplementary variable I1(t), and
the system state at time t can be denoted by (I(t), I1(t)). As a result,
process {(I(t), I1(t)), t ≥ 0} will be a Markov process. With the help of
(7.4.1), the state

(I(t), I1(t)) = (0, j), j = 0, . . . , N − 1,

means that at time t component 1 is operating and component 2 is standby,
hence the system is up, and two components have both failed for j times.
We can also explain the meaning of other state (I(t), I1(t)) at time t ac-
cordingly.

Then, the probability mass function of the system state at time t is
given by

pij(t) = P{(I(t), I1(t)) = (i, j) | (I(0), I1(0)) = (0, 0)},
i = 0, j = 0, . . . , N − 1;

i = 1, j = 1, . . . , N − 1;

i = 2, j = 1, . . . , N − 1;
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i = 3, j = 1, . . . , N ;

i = 4, j = 1, . . . , N − 1;

i = 5, j = 2, . . . , N ;

i = 6, j = N.

Consequently, by applying classical probability analysis, we can derive
the following Kolmogorov forward equations.

(
d

dt
+ λ1)p00(t) = τp6N (t); (7.4.2)

(
d

dt
+ aj

1λ1)p0j(t) = bj−1
2 µ2p2j(t), j = 1, . . . , N − 1; (7.4.3)

(
d

dt
+ aj−1

2 λ2)p1j(t) = bj−1
1 µ1p3j(t), j = 1, . . . , N − 1; (7.4.4)

(
d

dt
+ aj

1λ1 + bj−1
2 µ2)p2j(t) = aj−1

2 λ2p1j(t) + bj−1
1 µ1p4j(t),

j = 1, . . . , N − 1; (7.4.5)

(
d

dt
+ λ2 + µ1)p31(t) = λ1p00(t); (7.4.6)

(
d

dt
+ aj−1

2 λ2 + bj−1
1 µ1)p3j(t) = aj−1

1 λ1p0j−1(t) + bj−2
2 µ2p5j(t),

j = 2, . . . , N − 1; (7.4.7)

(
d

dt
+ aN−1

2 λ2)p3N (t) = aN−1
1 λ1p0N−1(t) + bN−2

2 µ2p5N(t); (7.4.8)

(
d

dt
+ bj−1

1 µ1)p4j(t) = aj−1
2 λ2p3j(t), j = 1, . . . , N − 1; (7.4.9)

(
d

dt
+ bj−2

2 µ2)p5j(t) = aj−1
1 λ1p2j−1(t), j = 2, . . . , N ; (7.4.10)

(
d

dt
+ τ)p6N (t) = aN−1

1 λ1p3N (t). (7.4.11)

The initial condition is

pij(0) =
{

1 (i, j) = (0, 0),
0 elsewhere.

(7.4.12)

Once again, the probability mass function pij(t) can be determined by
using the Laplace transform. To do this, let the Laplace transform of pij(t)
be

p∗ij(s) =

∞∫
0

e−stpij(t)dt.
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Then, it follows from (7.4.2)-(7.4.12) that

(s+ λ1)p∗00(s) = 1 + τp∗6N (s); (7.4.13)

(s+ aj
1λ1)p∗0j(s) = bj−1

2 µ2p
∗
2j(s), j = 1, . . . , N − 1; (7.4.14)

(s+ aj−1
2 λ2)p∗1j(s) = bj−1

1 µ1p
∗
3j(s), j = 1, . . . , N − 1; (7.4.15)

(s+ aj
1λ1 + bj−1

2 µ2)p∗2j(s) = aj−1
2 λ2p

∗
1j(s) + bj−1

1 µ1p
∗
4j(s),

j = 1, . . . , N − 1; (7.4.16)

(s+ λ2 + µ1)p∗31(s) = λ1p
∗
00(s); (7.4.17)

(s+ aj−1
2 λ2 + bj−1

1 µ1)p∗3j(s) = aj−1
1 λ1p

∗
0j−1(s) + bj−2

2 µ2p
∗
5j(s),

j = 2, . . . , N − 1; (7.4.18)

(s+ aN−1
2 λ2)p∗3N (s) = aN−1

1 λ1p
∗
0N−1(s) + bN−2

2 µ2p
∗
5N (s); (7.4.19)

(s+ bj−1
1 µ1)p∗4j(s) = aj−1

2 λ2p
∗
3j(s), j = 1, . . . , N − 1; (7.4.20)

(s+ bj−2
2 µ2)p∗5j(s) = aj−1

1 λ1p
∗
2j−1(s), j = 2, . . . , N ; (7.4.21)

(s+ τ)p∗6N (s) = aN−1
1 λ1p

∗
3N (s). (7.4.22)

Then, we can solve (7.4.13)-(7.4.22) for p∗ij(s). Afterward, we could deter-
mine the probability mass function pij(t) by inverting. Thus, we are also
able to determine the reliability indices. The availability of the system at
time t is given by

A(t) = P (the system is up at time t)

=
N−1∑
j=0

p0j(t) +
N−1∑
j=1

p1j(t) +
N−1∑
j=1

p2j(t) +
N∑

j=1

p3j(t). (7.4.23)

Furthermore, let the ROCOF at time t be mf(t), then

mf (t) =
N−1∑
j=1

p2j(t)a
j
1λ1 +

N∑
j=1

p3j(t)a
j−1
2 λ2. (7.4.24)

To determine the reliability, we may look on the failure states 4 and 5
and replacement state 6 as the absorbing states, and then denote the system
state at time t by Ĩ(t). Afterward, by introducing the same supplementary
variable I1(t), a new Markov process {(Ĩ(t), I1(t)), t ≥ 0} is defined. Now,
let the probability mass function be

qij(t) = P{(Ĩ(t), I1(t)) = (i, j) | (Ĩ(0), I1(0)) = (0, 0)},
i = 0, j = 0, . . . , N − 1;

i = 1, j = 1, . . . , N − 1;

i = 2, j = 1, . . . , N − 1;

i = 3, j = 1, . . . , N.
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Again, by using classical probability analysis, we have

(
d

dt
+ λ1)q00(t) = 0; (7.4.25)

(
d

dt
+ aj

1λ1)q0j(t) = bj−1
2 µ2q2j(t), j = 1, . . . , N − 1; (7.4.26)

(
d

dt
+ aj−1

2 λ2)q1j(t) = bj−1
1 µ1q3j(t), j = 1, . . . , N − 1; (7.4.27)

(
d

dt
+ aj

1λ1 + bj−1
2 µ2)q2j(t) = aj−1

2 λ2q1j(t), j = 1, . . . , N − 1; (7.4.28)

(
d

dt
+ aj−1

2 λ2 + bj−1
1 µ1)q3j(t) = aj−1

1 λ1q0j−1(t),

j = 1, . . . , N − 1; (7.4.29)

(
d

dt
+ aN−1

2 λ2)q3N (t) = aN−1
1 λ1q0N−1(t). (7.4.30)

The initial condition is

qij(0) =

{
1 (i, j) = (0, 0),
0 elsewhere.

(7.4.31)

Taking the Laplace transform with the help of (7.4.31), it follows from
(7.4.25)-(7.4.30) that

(s+ λ1)q∗00(s) = 1; (7.4.32)

(s+ aj
1λ1)q∗0j(s) = bj−1

2 µ2q
∗
2j(s), j = 1, . . . , N − 1; (7.4.33)

(s+ aj−1
2 λ2)q∗1j(s) = bj−1

1 µ1q
∗
3j(s), j = 1, . . . , N − 1; (7.4.34)

(s+ aj
1λ1 + bj−1

2 µ2)q∗2j(s) = aj−1
2 λ2q

∗
1j(s), j = 1, . . . , N − 1; (7.4.35)

(s+ aj−1
2 λ2 + bj−1

1 µ1)q∗3j(s) = aj−1
1 λ1q

∗
0j−1(s),

j = 1, . . . , N − 1; (7.4.36)

(s+ aN−1
2 λ2)q∗3N (s) = aN−1

1 λ1q
∗
0N−1(s). (7.4.37)

After determining qij(t), the reliability of the system at time t is given by

R(t) = P (the system operating time > t)

=
N−1∑
j=0

q0j(t) +
N−1∑
j=1

q1j(t) +
N−1∑
j=1

q2j(t) +
N∑

j=1

q3j(t). (7.4.38)

Then the mean time to the first failure (MTTFF) is determined by

MTTFF =

∞∫
0

R(t)dt = lim
s→0

R∗(s). (7.4.39)
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As an example, consider a special case, N = 2. Then it follows from
(7.4.13)-(7.4.22), we have

p∗01(s) =
λ1λ2µ1µ2(2s+ λ2 + µ1)p∗00(s)

(s+ a1λ1 + µ2)(s+ λ2 + µ1)(s+ a1λ1)

× 1
(s+ λ2)(s+ µ1)

, (7.4.40)

p∗11(s) =
λ1µ1p

∗
00(s)

(s+ λ2 + µ1)(s+ λ2)
, (7.4.41)

p∗21(s) =
λ1λ2µ1(2s+ λ2 + µ1)p∗00(s)

(s+ a1λ1 + µ2)(s+ λ2 + µ1)(s+ λ2)(s+ µ1)
, (7.4.42)

p∗31(s) =
λ1p

∗
00(s)

s+ λ2 + µ1
, (7.4.43)

p∗32(s) =
a1λ

2
1λ2µ1µ2(2s+ a1λ1 + µ2)(2s+ λ2 + µ1)p∗00(s)

(s+ a1λ1)(s+ a1λ1 + µ2)(s+ a2λ2)(s+ λ2 + µ1)

× 1
(s+ λ2)(s+ µ1)(s+ µ2)

, (7.4.44)

p∗41(s) =
λ1λ2p

∗
00(s)

(s+ λ2 + µ1)(s+ µ1)
, (7.4.45)

p∗52(s) =
a1λ

2
1λ2µ1(2s+ λ2 + µ1)p∗00(s)

(s+ a1λ1 + µ2)(s+ λ2 + µ1)

× 1
(s+ λ2)(s+ µ1)(s+ µ2)

, (7.4.46)

p∗62(s) = −1
τ

+
(s+ λ1)p∗00(s)

τ
. (7.4.47)

However, it follows from (7.4.22) that

p∗62(s) =
a2
1λ

3
1λ2µ1µ2(2s+ a1λ1 + µ2)(2s+ λ2 + µ1)p∗00(s)

(s+ a1λ1 + µ2)(s+ a2λ2 + b1µ1)(s+ λ2 + µ1)(s+ a1λ1)

× 1
(s+ λ2)(s+ µ1)(s+ µ2)(s+ τ)

. (7.4.48)

Thus, the combination of (7.4.47) and (7.4.48) will give an expression of
p∗00(s). Afterward, by using partial fraction technique and inverting, we
can obtain the expression of p00(t).

To determine the reliability, from (7.4.32) and (7.4.36), we have the
following results.

q∗00(s) =
1

s+ λ1
; (7.4.49)
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q∗31(s) =
A31

s+ λ2 + µ1
+

B31

s+ λ1
. (7.4.50)

where

A31 =
λ1

λ1 − λ2 − µ1
,

B31 = − λ1

λ1 − λ2 − µ1
.

Then it follows from (7.4.34) that

q∗11(s) =
A11

s+ λ2 + µ1
+

B11

s+ λ1
+

C11

s+ λ2
, (7.4.51)

where

A11 = − λ1

λ1 − λ2 − µ1
,

B11 =
λ1µ1

(λ1 − λ2 − µ1)(λ1 − λ2)
,

C11 =
λ1

λ1 − λ2
.

Thus from (7.4.35), we have

q∗21(s) =
A21

s+ a1λ1 + µ2
+

B21

s+ λ2 + µ1
+

C21

s+ λ1
+

D21

s+ λ2
, (7.4.52)

where

A21 = − λ1λ2µ1

(a1λ1 − λ2 − µ1 + µ2)(a1λ1 − λ1 + µ2)(a1λ1 − λ2 + µ2)
,

B21 = − λ1λ2

(a1λ1 − λ2 − µ1 + µ2)(λ1 − λ2 − µ1)
,

C21 =
λ1λ2µ1

(a1λ1 − λ1 + µ2)(λ1 − λ2 − µ1)(λ1 − λ2)
,

D21 =
λ1λ2

(a1λ1 − λ2 + µ2)(λ1 − λ2)
.

Afterward, (7.4.33) yields

q∗01(s) =
A01

s+ a1λ1 + µ2
+

B01

s+ λ2 + µ1
+

C01

s+ a1λ1
+

D01

s+ λ1
+

E01

s+ λ2
,

(7.4.53)
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where

A01 =
λ1λ2µ1

(a1λ1 − λ2 − µ1 + µ2)(a1λ1 − λ1 + µ2)(a1λ1 − λ2 + µ2)
,

B01 = − λ1λ2µ2

(a1λ1 − λ2 − µ1 + µ2)(a1λ1 − λ2 − µ1)(λ1 − λ2 − µ1)
,

C01 = − λ2µ1

(a1 − 1)(a1λ1 − λ2 − µ1)(a1λ1 − λ2)
,

D01 =
λ2µ1µ2

(a1 − 1)(a1λ1 − λ1 + µ2)(λ1 − λ2 − µ1)(λ1 − λ2)
,

E01 =
λ1λ2µ2

(a1λ1 − λ2 + µ2)(a1λ1 − λ2)(λ1 − λ2)
.

Finally, (7.4.37) gives

q∗32(s) =
A32

s+ a1λ1 + µ2
+

B32

s+ λ2 + µ1
+

C32

s+ a1λ1
+

D32

s+ a2λ2

+
E32

s+ λ1
+

F32

s+ λ2
, (7.4.54)

where

A32

= − a1λ
2
1λ2µ1

(a1λ1 − λ2 − µ1 + µ2)(a1λ1 − a2λ2 + µ2)(a1λ1 − λ1 + µ2)(a1λ1 − λ2 + µ2)
,

B32 = − a1λ
2
1λ2µ2

(a1λ1 − λ2 − µ1 + µ2)(a1λ1 − λ2 − µ1)(a2λ2 − λ2 − µ1)(λ1 − λ2 − µ1)
,

C32 =
a1λ1λ2µ1

(a1 − 1)(a1λ1 − λ2 − µ1)(a1λ1 − a2λ2)(a1λ1 − λ2)
,

D32 = − a1λ
2
1µ1µ2

(a2 − 1)(a1λ1 − a2λ2 + µ2)(a2λ2 − λ2 − µ1)(a1λ1 − a2λ2)(a2λ2 − λ1)
,

E32 =
a1λ1λ2µ1µ2

(a1 − 1)(a1λ1 − λ1 + µ2)(λ1 − λ2 − µ1)(a2λ2 − λ1)(λ1 − λ2)
,

F32 =
a1λ

2
1µ2

(a2 − 1)(a1λ1 − λ2 + µ2)(a1λ1 − λ2)(λ1 − λ2)
.

Consequently, we can determine qij(t) by inverting. Then the reliability at
time t is given by

R(t) =
∑

(i,j)∈W

qij(t). (7.4.55)
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It follows from (7.4.49)-(7.4.54) that the reliability at time t is given by

R(t) = (A01 +A21 +A32)e−(a1λ1+µ2)t

+(B01 +A11 +B21 +A31 +B32)e−(λ2+µ1)t

+(C01 + C32)e−a1λ1t +D32e
−a2λ2t

+(1 +D01 +B11 + C21 +B31 + E32)e−λ1t

+(E01 + C11 +D21 + F32)e−λ2t. (7.4.56)

Then the MTTFF is given by

MTTFF =

∞∫
0

R(t)dt

=
A01 +A21 + A32

a1λ1 + µ2
+
B01 +A11 +B21 +A31 +B32

λ2 + µ1

+
C01 + C32

a1λ1
+
D32

a2λ2

+
1 +D01 +B11 + C21 +B31 + E32

λ1

+
E01 + C11 +D21 + F32

λ2
. (7.4.57)

7.5 A Geometric Process Maintenance Model for a Cold
Standby System

A GP maintenance model for a cold standby system is introduced here by
making the following assumptions.

Assumption 1. At the beginning, a new two-component system is
installed in which component 1 is operating and component 2 is in cold
standby. Whenever an operating component fails, it will be repaired by the
repairman, and the standby component is operating. A failed component
after repair will be operating if the other one fails, and standby otherwise.
If one component fails when the other one is under repair it will wait for
repair, and the system is down. Assume that the shift of switch is reliable
and the change of system state is instantaneous. A replacement policy N
is applied by which the system will be replaced by a new and identical one
following the Nth failure of component 2.
Assumption 2. For i = 1, 2, let Xi1 be the operating time of compo-
nent i after the installation or a replacement. In general, for n > 1, let
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Xin be the operating time of component i after its (n − 1)th repair, then
{Xin, n = 1, 2, . . .} form a GP with ratio ai ≥ 1. Assume that the distri-
bution function of Xi1 is Fi with mean λi > 0. Let Yin be the repair time
of component i after its nth failure. Then {Yin, n = 1, 2, . . . } constitute a
GP with ratio 0 < bi ≤ 1. Assume that the distribution function of Yi1 is
Gi with mean µi ≥ 0.
Assumption 3. Let Z be the replacement time of the system. Assume
that the distribution of Z is H with mean τ .
Assumption 4. Assume further {Xin, n = 1, 2, . . .}, {Yin, n = 1, 2, . . .}
and Z are all independent.
Assumption 5. The operating reward rate is r, the repair cost rate is c.
The replacement cost comprises two parts, one part is the basic replace-
ment cost R, and the other part is proportional to the replacement time Z
at rate cp.

As in Chapter 6, we say a cycle is completed if a replacement is com-
pleted. Then a cycle is in fact a time interval between the installation of a
system and the first replacement or the time interval between two consec-
utive replacements.

To apply Theorem 1.3.15 for evaluation of the average cost, we should
calculate the expected cost incurred in a cycle and the expected length of
a cycle. With the help of Figure 7.4.1, the length of a cycle is given by

L = X11 +
N∑

j=2

(X1j ∨ Y2j−1)

+
N−1∑
j=1

(X2j ∨ Y1j) +X2N + Z, (7.5.1)

whereX∨Y = max{X,Y }. To evaluate E[L], we need the following lemma.
The proof is straightforward.

Lemma 7.5.1. Assume that X and Y are two independent random vari-
ables with distributions F and G respectively. Then the distribution H of
Z = X ∨ Y is given by

H(z) = F (z)G(z). (7.5.2)

Now, if in addition, X and Y are nonnegative, then the expectation
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Z = X ∨ Y is given by

E[Z] = E[X ∨ Y ] =

∞∫
0

[1−H(z)]dz =

∞∫
0

[1− F (z)]dz +

∞∫
0

[1−G(z)]F (z)dz

= E[X ] +

∞∫
0

[1−G(z)]F (z)dz (7.5.3)

= E[Y ] +

∞∫
0

[1− F (z)]G(z)dz. (7.5.4)

Recall that for i = 1, 2, the distribution of Xij is Fi(a
j−1
i x), and the distri-

bution of Yij is Gi(b
j−1
i y). Then, let

αj =

∞∫
0

[1−G2(b
j−2
2 z)]F1(a

j−1
1 z)dz,

and

βj =

∞∫
0

[1−G1(b
j−1
1 z)]F2(a

j−1
2 z)dz.

Then (7.5.3) yields that

E[(X1j ∨ Y2j−1)] = E[X1j ] +

∞∫
0

[1−G2(b
j−2
2 z)]F1(a

j−1
1 z)dz

=
λ1

aj−1
1

+ αj . (7.5.5)

Similarly, we have

E[X2j ∨ Y1j ] = E[X2j ] +

∞∫
0

[1−G1(b
j−1
1 z)]F2(a

j−1
2 z)dz

=
λ2

aj−1
2

+ βj . (7.5.6)

Consequently, by using Theorem 1.3.15, the average cost C(N) is given by

C(N) =
E{c

N−1∑
1

[Y1j + Y2j ]− r
N∑
1

[X1j +X2j ] +R+ cpZ}
E[L]

=
c

N−1∑
j=1

( µ1

bj−1
1

+ µ2

bj−1
2

)− r
N∑

j=1

( λ1

aj−1
1

+ λ2

aj−1
2

) +R+ cpτ

N∑
j=1

( λ1

aj−1
1

+ λ2

aj−1
2

) +
N∑

j=2

αj +
N−1∑
j=1

βj + τ

. (7.5.7)
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Thus an optimal policy can be determined from (7.5.7) numerically or an-
alytically.
A special case of our model that two components in a cold standby system
are identical and the replacement time is negligible was considered by Zhang
et al. (2006), in which a numerical example with exponential distribution
is provided, see there for reference.

7.6 Notes and References

It is well known that the maintenance problem and reliability analysis of a
system are two important topics in reliability. The applications of GP to
these two topics have been developed quickly. A number of literatures were
appeared in many international journals. In Chapter 6, the application of
GP to the reliability problem of a one-component system is investigated, it
concentrates on the study of maintenance problem for the one-component
system. In Chapter 7, the application of GP to the reliability problem of
a two-component system is considered, the main concern is the reliability
analysis of a two-component system, especially the determination of the
reliability indices of the two-component system.

In Section 7.2, we analyze a two-component series system, this is based
on the work of Lam and Zhang (1996a). On the other hand, Lam (1995)
and Lam and Zhang (1996b) studied a GP model for a two-component
parallel system, both papers assume that one component after repair is ‘as
good as new’, but the other one after repair is not ‘as good as new’. How-
ever, in Section 7.3, a new GP model is introduced by assuming that both
components after repair are not ‘as good as new’. Therefore, it is a more
general model than that of Lam (1995) and Lam and Zhang (1996b).

About the same time, Zhang (1995) studied a GP model for a two-
component system with a cold standby component but without considering
the replacement of the system. The model we considered in Section 7.4
is also new, since it takes into account the replacement of the system. By
introducing some supplementary variables, we can obtain a Markov process
and then derive the Kolmogorov forward equations. Sometimes, the equa-
tions can be solved for an analytic solution by using the Laplace transform.
In general, the equations could be solved by using a numerical method such
as the Runge-Kutta method. Note that the idea and method developed here
could be applied to more general system such as a three-component system.

Recently, Zhang et al. (2006) studied a GP maintenance model for a
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cold standby system by assuming that two components are identical and
the replacement time is negligible. In Section 7.5, we consider a GP main-
tenance model for a cold standby system by assuming that two components
are different and the replacement time is not negligible but a random vari-
able. Therefore, the model studied here is a generalization of the work of
Zhang et al. (2006). Besides, Zhang and Wang (2006) had also considered
an optimal bivariate policy for a cold standby repairable system. Moreover,
a GP model for a series system was studied by Zhang and Wang (2007).
Also see Wu et al. (1994) for reference.
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Chapter 8

Applications of Geometric Process to
Operational Research

8.1 Introduction

In this chapter, we shall study the applications of GP to some topics of
operational research.

In most of queueing systems, the service station may experience break-
down. Therefore, it is realistic to consider a queueing system with a re-
pairable service station. As most systems are deteriorating, so are the
most service stations. Thus, it is reasonable to study a GP model for a
queueing system with a repairable service station. Then, we shall study a
GP M/M/1 queueing model in Section 8.2.

A warranty can be viewed as a contractual obligation incurred by a
manufacturer in connection with the sale of a product. In case the product
fails to perform its intended function under normal use, it will be repaired
or replaced either free or at a reduced rate. It is also an advertising tool
for the manufacturer to promote the product and compete with other man-
ufacturers. Better warranty terms convey the message that the risk of
the product is lower and hence is more attractive. Therefore, a product
warranty has often cost implications to both manufacturer and consumer.
Actually, a warranty problem is a game with two players, the manufacturer
and consumer. Then, in Section 6.3, we shall study a GP warranty model
by game theory approach.

8.2 A Geometric Process M/M/1 Queueing Model

A GP model for M/M/1 queueing system with a repairable service station
(or simply the GP M/M/1 model) is introduced by making the following

255
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assumptions.
Assumption 1. At the beginning, a queueing system with a new service
station and one repairman is installed, assume that there is m (≥ 0) cus-
tomers in the system.
Assumption 2. Suppose that the number of arrivals forms a Poisson pro-
cess with rate λ. Then the successive interarrival times {νn, n = 1, 2, . . .}
are i.i.d. random variables each having an exponential distribution Exp(λ)
with distribution

F (x) = P (νn ≤ x) = 1− e−λx x ≥ 0,

and 0 otherwise. The customers will be served according to ‘first in first
out’ service discipline. The consecutive service times {χn, n = 1, 2, . . .} are
also i.i.d. random variables each having an exponential distribution Exp(µ)
with distribution

G(x) = P (χn ≤ x) = 1− e−µx x ≥ 0,

and 0 otherwise. Assume that µ > λ.
Assumption 3. Whenever the service station fails, it is repaired immedi-
ately by the repairman. During the repair time, the system closes so that
a new arrival can not join the system. In other words, no more customer
will arrive, but the customers waiting in the system will remain in the sys-
tem, while the service to the customer being served will be stopped. After
completion the repair, the service station restarts its service to the cus-
tomer whose service was stopped due to failure of the service station with
the same exponentially distributed service time, and the system reopens
so that a new arrival can join the system. If there is no customer in the
system, the service station will remain in an operating state.
Assumption 4. Let Xn, n = 1, 2, . . . , be the operating time of the service
station after the (n−1)th repair, and let Yn, n = 1, 2, . . . , be the repair time
of the service station after the nth failure. Then {Xn, n = 1, 2, . . .} form
a GP with ratio a ≥ 1. Assume that X1 has an exponential distribution
Exp(α) with α > 0 and distribution

X1(x) = P (X1 ≤ x) = 1− e−αx x ≥ 0,

and 0 otherwise. On the other hand, {Yn, n = 1, 2, . . .} follow a GP with
ratio 0 < b ≤ 1, and Y1 has an exponential distribution Exp(β) with β > 0
and distribution

Y1(x) = P (Y1 ≤ x) = 1− e−βx x ≥ 0,

and 0 otherwise.
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Assumption 5. The sequences {νn, n = 1, 2, . . .}, {χn, n =
1, 2, . . .}, {Xn, n = 1, 2, . . .}, and {Yn, n = 1, 2, . . .} are independent se-
quences of independent random variables.

Remarks
(1) Assumption µ > λ makes a M/M/1 queueing system a real queue, oth-
erwise the length of the queueing system might tend to infinity.
(2) Assumption 3 is reasonable. For example, consider a computer network
system in which several workstations are connected together to form a local
area network as a ‘system’, and a printer is the ‘service station’, a computer
officer is the ‘repairman’. Whenever a workstation needs to submit a print-
ing job that will queue up as a ‘customer’ in the system. If the printer
breaks down due to cut supply of power or short of ink or paper, it will be
repaired by the computer officer, while the job being printed for an earlier
part of printing time will be stopped, and the printer will close such that
any new printing job will be rejected. In other words, no more ‘customer’
will arrive. However, the printing jobs already submitted will remain in
the ‘system’. After completion of the repair, the printer will resume the
job, and the ‘system’ will reopen. Because the exponential distribution is
memoryless, the later part of the printing time (the residual service time)
for the job stopped when the printer breaks down will have the same dis-
tribution Exp(µ).
(3) Assumption 4 just means that the service station is deteriorating. This
is a GP model considered in Section 2 of Chapter 6.

For the GP M/M/1 model, the system state (I(t), J(t)) at time t is
defined in the following way: I(t) = i, if at time t, the number of customers
in the system is i, i = 0, 1, . . .; J(t) = 0, if at time t the service station
is in operating state or in an up state, and J(t) = 1, if at time t the
service station breaks down or in a down state. Therefore, the state space
is Ω = {(i, j), i = 0, 1, . . . ; j = 0, 1}, the set of up states is U = {(i, 0), i =
0, 1, . . .}, and the set of down states is D = {(i, 1), i = 1, 2, · · · }. However,
stochastic process {(I(t), J(t)), t ≥ 0} is not a Markov process. Then, we
shall introduce a supplementary variable K(t) and define

K(t) = k, k = 0, 1, . . .

if the number of failures of the service station by time t is k. Then stochastic
process {(I(t), J(t),K(t)), t ≥ 0} will be a three-dimensional continuous-
time Markov process.
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Since the system state at time 0 is (I(0), J(0),K(0)) = (m, 0, 0), the
probability mass function of the Markov process at time t is the transi-
tion probability from (I(0), J(0),K(0)) = (m, 0, 0) to (I(t), J(t),K(t)) =
(i, j, k), it is given by

pijk(t,m) = P{(I(t), J(t),K(t)) = (i, j, k) | (I(0), J(0),K(0)) = (m, 0, 0)},

with

i = 0, 1, · · · ; j = 0; k = 0, 1, · · ·

or

i = 1, 2, · · · ; j = 1; k = 1, 2, · · ·

By applying a classical probability analysis, it is straightforward to de-
rive the following Kolmogorov forward equations:

(
d

dt
+ λ) p00k(t,m) = µp10k(t,m) k = 0, 1, . . . (8.2.1)

(
d

dt
+ λ+ µ+ α) pi00(t,m) = λpi−100(t,m) + µpi+1 00(t,m),

i = 1, 2, . . . ; (8.2.2)

(
d

dt
+ λ+ µ+ akα) pi0k(t,m) = λpi−10k(t,m) + µpi+10k(t,m)

+bk−1βpi1k(t,m), i = 1, 2, . . . ; k = 1, 2, . . . ; (8.2.3)

(
d

dt
+ bk−1β) pi1k(t,m) = ak−1αpi0k−1(t,m),

i = 1, 2, . . . ; k = 1, 2, . . . . (8.2.4)

The initial condition is

pijk(0,m) =
{

1 (i, j, k) = (m, 0, 0),
0 elsewhere.

(8.2.5)

Let δij be the Kronecker δ defined by

δij =
{

1 j = i,

0 j �= i.

Then define the Laplace transform of pijk(t,m) by

p∗ijk(s,m) =
∫ ∞

0

e−stpijk(t,m)dt. (8.2.6)
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Now, taking the Laplace transform on the both sides of (8.2.1)-(8.2.4) and
using initial condition (8.2.5) give

(s+ λ) p∗00k(s,m) = µp∗10k(s,m) + δ0kδm0,

k = 0, 1, . . . ; (8.2.7)

(s+ λ+ µ+ α) p∗i00(s,m) = λp∗i−100(s,m) + µp∗i+100(s,m) + δmi,

i = 1, 2, . . . ; (8.2.8)

(s+ λ+ µ+ akα) p∗i0k(s,m) = λp∗i−10k(s,m) + µp∗i+10k(s,m),

+bk−1βp∗i1k(s,m), i = 1, 2, . . . ; k = 1, 2, . . . (8.2.9)

(s+ bk−1β) p∗i1k(s,m) = ak−1αp∗i0k−1(s,m),

i = 1, 2, . . . ; k = 1, 2, . . . (8.2.10)

At first, we shall determine the distribution of busy period. A busy
period is a time interval that starts when the number of customers in the
system increases from 0 to greater than 0, and ends at the time whenever
the number of customers in the system reduces to 0. In classical model for
M/M/1 queueing system (or simply the classical M/M/1 model) in which
the service station is not subject to failure, assume that at the beginning
there is no customer or just 1 customer in the system, let B̃i be the ith
busy period. Then it is well known that {B̃1, B̃2, · · · } are i.i.d. random
variables each having a common distribution B̃(x) = P (B̃2 ≤ x) with the
Laplace-Stieltjes transform given by

B̃∗(s) =
∫ ∞

0

e−stdB̃(t) =
s+ λ+ µ−√

(s+ λ+ µ)2 − 4λµ
2λ

, (8.2.11)

and

E(B̃) = −dB̃
∗(s)
ds

|s=0 =
1

µ− λ > 0 (8.2.12)

(see e. g. Kleinrock (1975) for reference). Thereafter, we shall use B̃ to
denote a busy period in classical M/M/1 model with distribution B̃(x),
given that at the beginning the number of customer in the system is 0 or
1.

In general, if at the beginning there are m customers in the system,
then {B̃1, B̃2, · · · } are still independent but the distribution of B̃1 is given
by

B̃(m)(x) = B̃ ∗ B̃ ∗ · · · ∗ B̃(x), (8.2.13)

the m-fold convolution of B̃(x) with itself, while the distribution of B̃i, i =
2, 3, . . . is still given by B̃(x).



June 26, 2007 12:31 World Scientific Book - 9in x 6in GeometricProcessAppl

260 Geometric Process and Its Applications

In the GP M/M/1 model, a busy period will include the total service
time plus the total repair time of the service station. Let Bi be the ith busy
period in the GP M/M/1 model. Then, each Bi will consist of two parts,
the first part is the total service time of the service station corresponding to
busy period B̃i in the classical M/M/1 model, the second part is the total
repair time of the service station. Consequently, by summing up the total
repair time of the service station, the sum of the first n + 1 busy periods
given that the total number of repairs is k is given by

n+1∑
i=1

Bi =
n+1∑
i=1

B̃i +
k∑

i=1

Yi. (8.2.14)

From (8.2.13), the distribution of
n+1∑
i=1

B̃i is given by B̃(m+n)(x), the (m+n)-

fold convolution of B̃(x) with itself.
Now, let the convolution of distributions Xn+1(x), . . . , Xn+k(x) be

X
(k)
n+1(x) = Xn+1 ∗Xn+2 ∗ · · · ∗Xn+k(x),

and the convolution of distributions Yn+1(x), . . . , Yn+k(x) be

Y
(k)
n+1(x) = Yn+1 ∗ Yn+2 ∗ · · · ∗ Yn+k(x).

Moreover, define

X
(0)
n+1(x) ≡ 1, Y

(0)
n+1(x) ≡ 1 for x ≥ 0. (8.2.15)

Afterward, we have the following theorem.

Theorem 8.2.1. The distribution of the first busy period B1 is given by

B1(x) =
∞∑

k=0

∫ x

0

Y
(k)
1 (x− u)[X(k)

1 (u)−X(k+1)
1 (u)]dB̃(m∨1)(u), (8.2.16)

where m ∨ 1 = max{m, 1}.
Proof.

First assume that m > 0. It follows from (8.2.14) that

B1(x) = P{B1 ≤ x}

=
∞∑

k=0

P

B̃1 +
k∑

j=1

Yj ≤ x,
k∑

j=1

Xj < B̃1 ≤
k+1∑
j=1

Xj

 (8.2.17)

=
∞∑

k=0

∫ x

0

P


k∑

j=1

Yj ≤ x− u,
k∑

j=1

Xj < u ≤
k+1∑
j=1

Xj

 dB̃(m)(u) (8.2.18)

=
∞∑

k=0

∫ x

0

Y
(k)
1 (x− u)[X(k)

1 (u)−X(k+1)
1 (u)]dB̃(m)(u). (8.2.19)



June 26, 2007 12:31 World Scientific Book - 9in x 6in GeometricProcessAppl

Applications of Geometric Process to Operational Research 261

Here (8.2.17) follows from (8.2.14). Because at the beginning, there are
m customers in the system, then (8.2.13) yields (8.2.18). Furthermore,
(8.2.19) holds since {Xn, n = 1, 2, . . .} and {Yn, n = 1, 2, . . .} are indepen-
dent.

Second, if m = 0, the first busy period B1 will start when the number
of customer in the system increases to 1. Then the distribution of B1 is the
same as the case m = 1, and (8.2.16) follows. This completes the proof of
Theorem 8.2.1.

The distribution of other busy period depends on the system state at
the beginning of the busy period. Therefore, in general it is different from
the distribution of B1. Assume that a busy period Bt starts at time t with
state (I(t), J(t),K(t)) = (1, 0, k). Then the conditional distribution Bt(x)
will be given by the following result.

Theorem 8.2.2. Given that a busy period Bt starts with
(I(t), J(t),K(t)) = (1, 0, k), the conditional distribution of Bt is given by

Bt(x) =
∞∑

n=k

∫ x

0

Y
(n−k)
k+1 (x− u)[X(n−k)

k+1 (u)−X(n−k+1)
k+1 (u)]dB̃(u).

(8.2.20)

Proof.
It follows from (8.2.14) that

Bt(x) = P{Bt ≤ x|(I(t), J(t),K(t)) = (1, 0, k)}

=
∞∑

n=k

P

B̃ +
n∑

j=k+1

Yj ≤ x,XL
k+1 +

n∑
j=k+2

Xj < B̃ ≤ XL
k+1 +

n+1∑
j=k+2

Xj


=

∞∑
n=k

∫ x

0

P


n∑

j=k+1

Yj ≤ x− u,
n∑

j=k+1

Xj < u ≤
n+1∑

j=k+1

Xj

 dB̃(u)(8.2.21)

=
∞∑

n=k

∫ x

0

Y
(n−k)
k+1 (x− u)[X(n−k)

k+1 (u)−X(n−k+1)
k+1 (u)]dB̃(u). (8.2.22)

Because the service station after the kth repair, an earlier part of operat-
ing time Xk+1 was spent in the last busy period, but the latter part XL

k+1

of operating time Xk+1 is used for the service in the present busy period.
Then due to the memoryless property of exponential distribution, XL

k+1

will have the same distribution as Xk+1 has. Thus (8.2.21) follows. Once
again, (8.2.22) is true since {Xn, n = 1, 2, . . .} and {Yn, n = 1, 2, . . .} are
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independent. This completes the proof of Theorem 8.2.2.
The following theorem will give the probability that the service station

is idle.

Theorem 8.2.3. The probability that the service station is idle at time t
is given by

P (the service station is idle at time t) =
∞∑

k=0

p00k(t,m), (8.2.23)

where

p000(t,m) =
∞∑

n=0

∫ t

0

[F (n)(t− u)− F (n+1)(t− u)]e−αudB̃(m+n)(u),

(8.2.24)

and

p00k(t,m) =
∞∑

n=0

∫ t

0

[F (n) ∗ Y (k)
1 (t− u)− F (n+1) ∗ Y (k)

1 (t− u)]

×[X(k)
1 (u)−X(k+1)

1 (u)]dB̃(m+n)(u), k = 1, 2, . . . (8.2.25)

with

F (n)(x) = F ∗ F ∗ · · · ∗ F (x),

B̃(n)(x) = B̃ ∗ B̃ ∗ · · · ∗ B̃(x),

respectively being the n-fold convolutions of F (x) and B̃(x) with them-
selves, and F (n) ∗ Y (k)

1 (x) is the convolution of F (n)(x) and Y (k)
1 (x).

Proof.
Result (8.2.23) is trivial. To show (8.2.24) and (8.2.25), assume first

that m > 0 and k > 0. Since the idle period Vi and busy period Bi in the
queueing system will occur alternatively, we have

p00k(t,m) = P{(I(t), J(t),K(t)) = (0, 0, k)|(I(0), J(0),K(0)) = (m, 0, 0)}

=
∞∑

n=0

P

{
B1 +

n∑
i=1

(Vi +Bi+1) < t ≤ B1 +
n∑

i=1

(Vi +Bi+1) + Vn+1,

total number of repairs on the service station by time t is k}

=
∞∑

n=0

P

{
n∑

i=1

Vi +
n+1∑
i=1

B̃i +
k∑

i=1

Yi < t ≤
n+1∑
i=1

Vi +
n+1∑
i=1

B̃i +
k∑

i=1

Yi,

k∑
i=1

Xi <

n+1∑
i=1

B̃i ≤
k+1∑
i=1

Xi

}
. (8.2.26)
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Therefore,

p00k(t,m) =
∞∑

n=0

∫ t

0

P

{
n∑

i=1

Vi +
k∑

i=1

Yi < t− u ≤
n+1∑
i=1

Vi +
k∑

i=1

Yi,

k∑
i=1

Xi < u ≤
k+1∑
i=1

Xi

}
dB̃(m+n)(u) (8.2.27)

=
∞∑

n=0

∫ t

0

[F (n) ∗ Y (k)
1 (t− u)− F (n+1) ∗ Y (k)

1 (t− u)]

×[X(k)
1 (u)−X(k+1)

1 (u)]dB̃(m+n)(u). (8.2.28)

Here (8.2.26) follows from (8.2.14), while (8.2.27) is due to the fact that

the distribution of
n+1∑
i=1

B̃i is given by B̃(m+n)(x). On the other hand, as

{Vi, i = 1, 2, . . .} depends on {νn, n = 1, 2, · · · } only, then Assumption 5
implies that {Vi, i = 1, 2, . . .} and {Yi, i = 1, 2, . . .} are independent, hence
(8.2.28) follows.

Now, assume that m > 0 but k = 0. A similar argument shows that

p000(t,m) = P{(I(t), J(t),K(t)) = (0, 0, 0)|(I(0), J(0),K(0)) = (m, 0, 0)}

=
∞∑

n=0

P

{
n∑

i=1

Vi +
n+1∑
i=1

B̃i < t ≤
n+1∑
i=1

Vi +
n+1∑
i=1

B̃i,

n+1∑
i=1

B̃i ≤ X1

}

=
∞∑

n=0

∫ t

0

P

{
n∑

i=1

Vi < t− u ≤
n+1∑
i=1

Vi, u ≤ X1

}
dB̃(m+n)(u)

=
∞∑

n=0

∫ t

0

[F (n)(t− u)− F (n+1)(t− u)](1 −X1(u))dB̃(m+n)(u)

=
∞∑

n=0

∫ t

0

[F (n)(t− u)− F (n+1)(t− u)]e−αudB̃(m+n)(u).

If m = 0, then we can think B̃1 = 0, the proof is similar. This completes
the proof of Theorem 8.2.3.

Especially, from (8.2.24) we have

p000(t, 0) = e−λt +
∞∑

n=1

∫ t

0

[F (n)(t− u)− F (n+1)(t− u)]e−αudB̃(n)(u).

(8.2.29)

Thereafter, we shall determine the Laplace transform of pijk(t,m) recur-
sively. As a result, the probability mass function pijk(t,m) may be obtained
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by inversion. For this purpose, some well known results are reviewed here.
Assume that X1, . . . , Xn are independent and Xi has an exponential dis-
tribution Exp(λi). Assume that λi, i = 1, . . . , n are different. Then the

density function of
n∑

i=1

Xi is given by

x
(n)
1 (x) =


(−1)n−1λ1λ2 · · ·λn

n∑
i=1

e−λix

n∏
j=1
j �=i

(λi−λj)
x > 0,

0 elsewhere,

(8.2.30)

(see Chiang (1980) for reference). In particular, if λi = ai−1α with a > 1,
then (8.2.30) gives

x
(n)
1 (x) =


(−1)n−1a

n(n−1)
2 α

n∑
i=1

e−ai−1αx

n∏
j=1
j �=i

(ai−1−aj−1)
x > 0,

0 elsewhere.

(8.2.31)

Consequently, the distribution function of
n∑

i=1

Xi is given by

X
(n)
1 (x) =


1−

n∑
i=1

(
n∏

j=1
j �=i

aj−1

aj−1−ai−1 )e−ai−1αx x > 0,

0 elsewhere.

(8.2.32)

However, if a = 1,
n∑

i=1

Xi will have a gamma distribution Γ(n, α) with, re-

spectively, the following density and distribution functions.

x
(n)
1 (x) =

{
αn

(n−1)!x
n−1e−αx x > 0,

0 elsewhere.
(8.2.33)

X
(n)
1 (x) =


∞∑

i=n

(αx)i

i! e−αx x > 0,

0 elsewhere.
(8.2.34)

By using Theorem 8.2.3, an explicit expression for p∗00k(s,m) can be
obtained from the following theorem.

Theorem 8.2.4.
p∗00k(s,m) =

k∏
j=1

bj−1β
s+bj−1β

k+1∑
i=1

ai−k−1(
k+1∏
r=1
r �=i

ar−1

ar−1−ai−1 ) [B̃∗(s+ai−1α)]m

s+λ−λB̃∗(s+ai−1α)
for a > 1,

(−1)k αk

k! {
k∏

j=1

bj−1β
s+bj−1β} dk

dαk { [B̃∗(s+α)]m

s+λ−λB̃∗(s+α)
} for a = 1.

(8.2.35)
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Proof.
Assume first a > 1, then from (8.2.25) and (8.2.32), we have

p∗00k(s,m) =
∫ ∞

0

e−stp00k(t,m)dt

=
∫ ∞

0

e−st{
∞∑

n=0

∫ t

0

[F (n) ∗ Y (k)
1 (t− u)− F (n+1) ∗ Y (k)

1 (t− u)]

×[X(k)
1 (u)−X(k+1)

1 (u)]dB̃(m+n)(u)}dt

=
∞∑

n=0

∫ ∞

0

{
∫ ∞

0

e−sv[F (n) ∗ Y (k)
1 (v)− F (n+1) ∗ Y (k)

1 (v)]dv}

×e−su[X(k)
1 (u)−X(k+1)

1 (u)]dB̃(m+n)(u).

Then

p∗00k(s,m)

=
∞∑

n=0

1
s
[(

λ

s+ λ
)n − (

λ

s+ λ
)n+1](

k∏
j=1

bj−1β

s+ bj−1β
)
∫ ∞

0

e−su

×{
k+1∑
i=1

k+1∏
r=1
r �=i

ar−1e−ai−1αu

ar−1 − ai−1
−

k∑
i=1

k∏
r=1
r �=i

ar−1e−ai−1αu

ar−1 − ai−1
}dB̃(m+n)(u)

=
∞∑

n=0

λn

(s+ λ)n+1
(

k∏
j=1

bj−1β

s+ bj−1β
)

k+1∑
i=1

ai−k−1(
k+1∏
r=1
r �=i

ar−1

ar−1 − ai−1
)

×
∫ ∞

0

e−(s+ai−1α)udB̃(m+n)(u)

=
k∏

j=1

bj−1β

s+ bj−1β

k+1∑
i=1

ai−k−1(
k+1∏
r=1
r �=i

ar−1

ar−1 − ai−1
)

×
∞∑

n=0

λn

(s+ λ)n+1
[B̃∗(s+ ai−1α)]m+n

=
k∏

j=1

bj−1β

s+ bj−1β

k+1∑
i=1

ai−k−1(
k+1∏
r=1
r �=i

ar−1

ar−1 − ai−1
)

[B̃∗(s+ ai−1α)]m

s+ λ− λB̃∗(s+ ai−1α)
.
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For a = 1, by a similar approach, it follows from (8.2.25) and (8.2.34) that

p∗00k(s,m) =
∫ ∞

0

e−stp00k(t,m)dt

=
∞∑

n=0

∫ ∞

0

{
∫ ∞

0

e−sv[F (n) ∗ Y (k)
1 (v)− F (n+1) ∗ Y (k)

1 (v)]dv}

×e−su[X(k)
1 (u)−X(k+1)

1 (u)]dB̃(m+n)(u)

Consequently, we have

p∗00k(s,m) =
∞∑

n=0

1
s
[(

λ

s+ λ
)n − (

λ

s+ λ
)n+1](

k∏
j=1

bj−1β

s+ bj−1β
)

∫ ∞

0

e−su (αu)k

k!
e−αudB̃(m+n)(u)

=
k∏

j=1

bj−1β

s+ bj−1β

∞∑
n=0

λn

(s+ λ)n+1
(−1)kα

k

k!
dk[B̃∗(s+ α)]m+n

dαk

= (−1)kα
k

k!
{

k∏
j=1

bj−1β

s+ bj−1β
} d

k

dαk
{ [B̃∗(s+ α)]m

s+ λ− λB̃∗(s+ α)
}.

This completes the proof of Theorem 8.2.4.
In particular, for k = 0 and a ≥ 1, from (8.2.35) we obtain

p∗000(s,m) =
[B̃∗(s+ α)]m

s+ λ− λB̃∗(s+ α)
. (8.2.36)

By using Theorem 8.2.4, it is straightforward to derive the Laplace trans-
form p∗100(s,m) of p100(t,m). In fact, it follows from (8.2.7) that

p∗100(s,m) =
s+ λ

µ
p∗000(s,m)− δm0

µ

=
(s+ λ)[B̃∗(s+ α)]m

µ[s+ λ− λB̃∗(s+ α)]
− δm0

µ
. (8.2.37)

Furthermore, we have the following theorem.

Theorem 8.2.5.

p∗i00(s, 0) =
λ(pi − qi)B̃∗(s+ α) + µ(pqi − piq)
µ(p− q)[s+ λ− λB̃∗(s+ α)]

, i = 0, 1, . . .

(8.2.38)
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p∗i00(s,m) =


[(pi−qi)(s+λ)+µ(pqi−piq)][B̃∗(s+α)]m

µ(p−q)[s+λ−λB̃∗(s+α)]
− pi−m−qi−m

µ(p−q) ,

i = 2, 3, . . . ; m = 1, 2, . . . , i− 1,
[(pi−qi)(s+λ)+µ(pqi−piq)][B̃∗(s+α)]m

µ(p−q)[s+λ−λB̃∗(s+α)]
,

i = 0, 1, . . . ; m = i, i+ 1, . . . .

(8.2.39)

where p and q are two roots of quadratic equation

µt2 − (s+ λ+ µ+ α)t+ λ = 0. (8.2.40)

Proof.
Assume that m = 0, then from (8.2.8) we have

p∗i+100(s, 0) =
s+ λ+ µ+ α

µ
p∗i00(s, 0) − λ

µ
p∗i−100(s, 0),

i = 1, 2, . . . (8.2.41)

Because the discriminant of equation (8.2.40) is positive, two roots p and q
are distinct and real. Then (8.2.41) becomes

p∗i+100(s, 0)− pp∗i00(s, 0) = q[p∗i00(s, 0)− pp∗i−100(s, 0)], (8.2.42)

or

p∗i+100(s, 0)− qp∗i00(s, 0) = p[p∗i00(s, 0)− qp∗i−100(s, 0)]. (8.2.43)

By iteration, it is straightforward that

p∗i00(s, 0)− pp∗i−100(s, 0) = qi−1[p∗100(s, 0)− pp∗000(s, 0)],

and

p∗i00(s, 0)− qp∗i−100(s, 0) = pi−1[p∗100(s, 0)− qp∗000(s, 0)].

Consequently,

p∗i00(s, 0) =
pi − qi

p− q p
∗
100(s, 0) +

pqi − piq

p− q p∗000(s, 0)

=
λ(pi − qi)B̃∗(s+ α) + µ(pqi − piq)
µ(p− q)(s+ λ− λB̃∗(s+ α))

, i = 0, 1, . . .

Thus (8.2.38) follows. To prove (8.2.39), consider the case m < i first. By
a similar argument to (8.2.42), from (8.2.8) we have

p∗i+100(s,m)− pp∗i00(s,m)

= qi−m(p∗m+100(s,m)− pp∗m00(s,m))

= qi−m[q(p∗m00(s,m)− pp∗m−100(s,m))− 1
µ

]

= qi−m+1(p∗m00(s,m)− pp∗m−100(s,m))− 1
µ
qi−m.
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Therefore,

p∗i00(s,m)− pp∗i−100(s,m) = qi−1(p∗100(s,m)− pp∗000(s,m))− 1
µ
qi−m−1.

(8.2.44)

Similarly

p∗i00(s,m)− qp∗i−100(s,m) = pi−1(p∗100(s,m)− qp∗000(s,m))− 1
µ
pi−m−1.

(8.2.45)

Then for the case m < i, (8.2.39) follows from (8.2.44) and (8.2.45) directly.
On the other hand, for the case m ≥ i, (8.2.39) is trivial. This completes
the proof of Theorem 8.2.5.

As a result, on the basis of Theorems 8.2.4 and 8.2.5, the Laplace trans-
forms p∗ijk(s,m) can be evaluated from equations (8.2.7)-(8.2.10) recur-
sively. Then, we can determine the probability mass functions pijk(t,m)
by inversion.

As a simple application, we can determine the Laplace transform of the
distribution of I(t), i.e, the Laplace transform of the distribution of the
number of customers in the system at time t. In fact

P (I(t) = i | (I(0), J(0),K(0)) = (m, 0, 0))

=
1∑

j=0

∞∑
k=0

P{(I(t), J(t),K(t)) = (i, j, k) | (I(0), J(0),K(0)) = (m, 0, 0)}

=
1∑

j=0

∞∑
k=0

pijk(t,m).

Thus, the Laplace transform of P (I(t) = i | (I(0), J(0),K(0)) = (m, 0, 0))
can be determined accordingly.

Now, we shall study the distribution of waiting time in the queue and
in the system for a new arrival respectively.

Let Qt be the waiting time in the queue for a new arrival at time t.
Suppose that the system state at time t is (I(t), J(t),K(t)) = (i, 0, k).
Then when the new arrival arrives, there are i customers in the queue and
the first one is being served. The new arrival must wait for the time until
completion of the services to these i customers. As the earlier part of the
service time to the first customer was conducted before the new arrival
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arrives, then the total service time to these i customers since time t is given
by

Gi = χL
1 +

i∑
j=2

χj .

Therefore, Gi is the sum of the latter part χL
1 of the service time χ1 for the

first customer plus the service time for the other i− 1 customers. Because
of the memoryless property of exponential distribution, χL

1 and χ1 will have
the same exponential distribution G(x). Consequently, the distribution of
Gi will be given by

G(i)(x) = G ∗G ∗ · · · ∗G(x),
the i-fold convolution of G with itself. On the other hand, since J(t) = 0
and K(t) = k, the service station is in an up state and has been repaired for
k times. To complete the services to i customers in the queue, the services
may be completed by time XL

k+1, the latter part of operating time Xk+1 of
the service station after the kth repair, since the earlier part of operating
time Xk+1 has been used for the service before the new arrival arrives. As
a result, the event Qt ≤ x is equivalent to the event

Gi ≤ x, Gi ≤ XL
k+1.

In general, the services may be completed after n-time more repairs on
the service station, n = 1, 2, . . . . Thus, the real time for completion of

the services to these i customers is Gi +
k+n∑

j=k+1

Yj . Consequently, the event

Qt ≤ x now is equivalent to

Gi +
k+n∑

j=k+1

Yj ≤ x, XL
k+1 +

k+n∑
j=k+2

Xj < Gi ≤ XL
k+1 +

k+n+1∑
j=k+2

Xj .

Note that when the new arrival arrives, the service station has served for
the earlier part of operating time Xk+1. The latter partXL

k+1 ofXk+1 is the
residual operating time of the service station. Again, due to the memoryless
property of exponential distribution, XL

k+1 and Xk+1 will have the same
exponential distribution Xk+1(x). According to the above explanation, we
can prove the following theorem.
Theorem 8.2.6. Let the distribution of Qt be Qt(x), then

Qt(x) = Qt(0) +
∞∑

i=1

∞∑
k=0

pi0k(t,m)
{∫ x

0

e−akαudG(i)(u)

+
∞∑

n=1

∫ x

0

Y
(n)
k+1(x− u)[X(n)

k+1(u)−X(n+1)
k+1 (u)]dG(i)(u)

}
for x > 0,

(8.2.46)
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with Qt(0) =
∞∑

k=0

p00k(t,m).

Proof.
For x = 0, the result is trivial. Now consider the case x > 0, we have
Qt(x) = P (Qt ≤ x) = P (Qt = 0) + P (0 < Qt ≤ x)

= Qt(0) +
∞∑

i=1

∞∑
k=0

pi0k(t,m)P{Qt ≤ x | (I(t), J(t),K(t)) = (i, 0, k)}

= Qt(0) +
∞∑

i=1

∞∑
k=0

pi0k(t,m){P (Gi ≤ x,Gi ≤ XL
k+1)

+
∞∑

n=1

P (Gi +
k+n∑

j=k+1

Yj ≤ x,XL
k+1 +

k+n∑
j=k+2

Xj < Gi ≤ XL
k+1 +

k+n+1∑
j=k+2

Xj)}

= Qt(0) +
∞∑

i=1

∞∑
k=0

pi0k(t,m)
{∫ x

0

(1−Xk+1(u))dG(i)(u)

+
∞∑

n=1

∫ x

0

P (
k+n∑

j=k+1

Yj ≤ x− u,

XL
k+1 +

k+n∑
j=k+2

Xj < u ≤ XL
k+1 +

k+n+1∑
j=k+2

Xj)dG(i)(u)


= Qt(0) +

∞∑
i=1

∞∑
k=0

pi0k(t,m)
{∫ x

0

e−akαudG(i)(u)

+
∞∑

n=1

∫ x

0

Y
(n)
k+1(x − u)[X(n)

k+1(u)−X(n+1)
k+1 (u)]dG(i)(u)

}
.

This completes the proof of Theorem 8.2.6.
Now, let St be the waiting time in the system for a new arrival at time t.

It is equal to the waiting time in the queue plus the service time to the new
arrival. Thus, by a similar argument, we can easily obtain the following
formula.

Theorem 8.2.7. Let the distribution of St be St(x), then

St(x) =
∞∑

i=0

∞∑
k=0

pi0k(t,m)
{∫ x

0

e−akαudG(i+1)(u)

+
∞∑

n=1

∫ x

0

Y
(n)
k+1(x− u)[X(n)

k+1(u)−X(n+1)
k+1 (u)]dG(i+1)(u)

}
, for x > 0,
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and St(x) = 0 otherwise.
Finally, we shall discuss some reliability indices of the service station.

1. Mean time to the first failure (MTTFF)
Given that there are m customers in the system at the beginning, let Tm be
the time to the first failure of the service station, and let the distribution
of Tm be

Tm(x) = P{Tm ≤ x | (I(0), J(0),K(0)) = (m, 0, 0)}. (8.2.47)

Then we have the following theorem.

Theorem 8.2.8. The Laplace-Stieltjes transform of Tm(x) is given by

T ∗
m(s) =

α

s+ α
− αs[B̃∗(s+ α)]m

(s+ α)[s+ λ− λB̃∗(s+ α)]
. (8.2.48)

Proof.
Once again, let Vi be the ith idle period. Note that all busy periods

prior to the first failure are the same as that in the classical M/M/1 model.
Then it follows from (8.2.46) that

Tm(x) = P{X1 ≤ x,X1 ≤ B̃1 | (I(0), J(0),K(0)) = (m, 0, 0)}

+
∞∑

n=1

P

{
n∑

i=1

Vi +X1 ≤ x,
n∑

i=1

B̃i < X1 ≤
n+1∑
i=1

B̃i

| (I(0), J(0),K(0)) = (m, 0, 0)} (8.2.49)

=
∫ x

0

P (B̃1 ≥ u)dX1(u)

+
∞∑

n=1

∫ x

0

P

{
n∑

i=1

Vi ≤ x− u,
n∑

i=1

B̃i < u ≤
n+1∑
i=1

B̃i

}
dX1(u)

=
∫ x

0

(1− B̃(m)(u))αe−αudu

+
∞∑

n=1

∫ x

0

F (n)(x− u)[B̃(m+n−1)(u)− B̃(m+n)(u)]αe−αudu,

(8.2.50)

where (8.2.49) is obtained by conditional on the number of idle periods prior
to the first failure of the service station, while (8.2.50) is due to (8.2.13).

Now, let the common density of νn be f(x), n = 1, 2, . . ., and let

f (n)(x) =
dF (n)(x)

dx
= f ∗ f · · · ∗ f(x)
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be the n-fold convolution of f with itself. Then by taking the Laplace-
Stieltjes transform of Tm(x), it follows from (8.2.50) that

T ∗
m(s) =

∫ ∞

0

e−sxdTm(x)

=
∫ ∞

0

e−sx(1− B̃(m)(x))αe−αxdx +
∞∑

n=1

∫ ∞

0

e−sx

×
{∫ x

0

f (n)(x− u)[B̃(m+n−1)(u)− B̃(m+n)(u)]αe−αudu

}
dx

=
α

s+ α
−

∫ ∞

0

αB̃(m)(x)e−(s+α)xdx+
∞∑

n=1

∫ ∞

0

e−svf (n)(v)dv

×
{∫ ∞

0

αe−(s+α)u[B̃(m+n−1)(u)− B̃(m+n)(u)]du
}

=
α

s+ α
− α[B̃∗(s+ α)]m

s+ α

+
∞∑

n=1

(
λ

s+ λ
)n α

s+ α

{
[B̃∗(s+ α)]m+n−1 − [B̃∗(s+ α)]m+n

}
=

α

s+ α
− α[B̃∗(s+ α)]m

s+ α
+
αλ[B̃∗(s+ α)]m(1− B̃∗(s+ α))

(s+ α)[s+ λ− λB̃∗(s+ α)]

=
α

s+ α
− αs[B̃∗(s+ α)]m

(s+ α)[s+ λ− λB̃∗(s+ α)]
.

Consequently, with the help of (8.2.11), the expectation of Tm, i.e. the
mean time to the first failure (MTTFF) of the service station, will be given
by

E(Tm) =
∫ ∞

0

tdTm(t) = −dT
∗
m(s)
ds

|s=0

=
1
α

+
[B̃∗(α)]m

λ[1 − B̃∗(α)]

=
1
α

+

{
α+ λ+ µ−√

(α+ λ+ µ)2 − 4λµ
}m

2m−1λm
{
−α+ λ− µ+

√
(α + λ+ µ)2 − 4λµ

} . (8.2.51)

2. Availability of the service station
Let the availability of the service station at time t be

Am(t)

= P{the service station is up at time t | (I(0), J(0),K(0)) = (m, 0, 0)}.
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Moreover, let the probability that the service station breaks down at time
t be

Ām(t)

= P{the service station is down at time t | (I(0), J(0),K(0)) = (m, 0, 0)}.
Now, denote the Laplace transforms of Am(t) and Ām(t) by A∗

m(s) and
Ā∗

m(s) respectively. Then, the following theorem follows directly.

Theorem 8.2.9.

A∗
m(s) =

∞∑
i=0

∞∑
k=0

p∗i0k(s,m).

Proof.
It is clear that

Am(t)

=
∞∑

i=0

∞∑
k=0

P{(I(t), J(t),K(t)) = (i, 0, k)|(I(0), J(0),K(0)) = (m, 0, 0)}

=
∞∑

i=0

∞∑
k=0

pi0k(t,m).

Therefore

A∗
m(s) =

∞∑
i=0

∞∑
k=0

p∗i0k(s,m).

Furthermore, due to the fact Am(t) + Ām(t) = 1, we have

A∗
m(s) + Ā∗

m(s) =
1
s
.

Thus

Ā∗
m(s) =

1
s
−

∞∑
i=0

∞∑
k=0

p∗i0k(s,m).

3. The rate of occurrence of failures (ROCOF)
Let Mf(t) be the expected number of failures of the service station that

have occurred by time t, then its derivative mf (t) = M ′
f (t) is called the

rate of occurrence of failures (ROCOF). According to Theorem 1.6.5, the
ROCOF can be evaluated in the following way:

mf (t) =
∞∑

i=1

∞∑
k=0

akαpi0k(t,m).
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Therefore, the Laplace transform of mf (t) is given by

m∗
f (s) =

∞∑
i=1

∞∑
k=0

akαp∗i0k(s,m).

As p∗i0k(s,m) has been determined, we can evaluate m∗
f (s) and hence mf(t)

accordingly.

8.3 A Geometric Process Warranty Model

A warranty can be viewed as a contractual obligation incurred by a manu-
facturer in connection with the sale of a product. In practice, a warranty
strategy provided by a manufacturer may depend on the product nature
and its usage. Two broad classes of policies have been studied so far. A
free repair (replacement) warranty (FRW) provides product repair (replace-
ment) by the manufacturer, at no cost to a consumer for a limited period
of time from the time of initial purchase. A pro-rata warranty (PRW) will
repair (replace) a failed product at a cost proportional to the working age
of the product to a consumer. Whenever a replacement is conducted, a
failed product is replaced by a new and identical one.

In marketing research, the sales volume of a product is one of main
concerns of a manufacturer. In general, the sales volume depends on na-
tional economic performance, it also depends on the quality and price of
product as well as the warranty offered. However, the national economic
performance is an external factor, the manufacturer has no control over this
factor. The manufacturer could try to improve the quality of the product
and reduce the price. Nevertheless, for a specific product the quality is
specified by the national standard bureau and the price is more or less the
same in market because of the free competition in market. As a result, to
promote the sales volume of a product, a manufacturer should offer more
attractive warranty condition to consumer and apply his optimal strategy
for maximizing his revenues or minimizing his cost. This is not an easy
problem, as a warranty that is favourable to consumer will be unfavourable
to manufacturer, and vice versa. In this section, a GP warranty model is
considered by making the following assumptions.

Assumption 1. At the beginning, a manufacturer sells a product to a
consumer with FRW on time period [0,W ). Let X1 be the operating time
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of the product after sale or replacement and Xi, i = 2, 3, . . . be the oper-
ating time of the product following the (i − 1)th repair. Assume that the
successive operating times of the product form a GP with ratio a ≥ 1, and
X1 has an exponential distribution Exp(1/λ) with density function

f(x) =
{

1
λ exp(−x/λ) x > 0,
0 x ≤ 0,

and λ > 0. The repair time and replacement time are negligible.
Assumption 2. According to FRW, the manufacturer agrees to repair
the product free of charge when it fails in [0,W ). By applying an extended
warranty policy, at time W , the manufacturer will offer an option to the
consumer either to renew or not to renew the warranty. A consumer can
renew the warranty at time W by paying a renewal cost cN to the manu-
facturer, in return the manufacturer will provide free repair service to the
consumer for an extended warranty period [W,W +L). The consumer can
further renew the warranty at timeW+L again for a period [W+L,W+2L)
by paying the same renewal cost cN to the manufacturer, and so on.
Assumption 3. A consumer can adopt the following k-renewal strategy:
for i = 0, . . . , k − 1, renew the warranty contract at times W + iL for an
extended period [W + iL,W + (i+ 1)L). After renewing the warranty for
k times, the consumer replaces the product by a new and identical one
following the first failure after time W + kL, where k satisfies

W + kL ≤ aλ

a− 1
, (8.3.1)

or k = 0, 1, . . . ,K with

K = [
aλ− (a− 1)W

(a− 1)L
], (8.3.2)

and [x] is the integer part of x. Assume that once the consumer chooses
a k-renewal strategy, he will choose the same strategy forever.
Assumption 4. Let the initial purchase price or the replacement cost to a
consumer be cR and the production cost per product to the manufacturer is
cr. The renewal cost of the warranty contract incurred by a consumer is cN .
The repair cost incurred by the manufacturer is ce. The manufacturer will
adopt a cN strategy by choosing a renewal cost cN satisfying the following
constraint:

cN < cR. (8.3.3)

Remarks.
In Assumption 1, the successive operating times {Xn, n = 1, 2, . . .} form
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a GP with ratio a ≥ 1. This means that the product is a deteriorating
product.

By Theorem 2.2.3, inequality (8.3.1) is reasonable. To show this, assume
that a > 1. As the operating time of a product after the (i− 1)th repair is
Xi, the expected total operating time of the product will be

∞∑
i=1

E(Xi) =
aλ

a− 1
. (8.3.4)

Because the end time of the last warranty period W + kL should be no
more than the expected total operating time aλ

a−1 , then (8.3.1) is a natural
assumption.

In practice, the market values of cR, cr and ce are more or less the same
in the commercial market due to a similar real expenses and free compe-
tition. Moreover, W and L are also more or less the same in the market
because of general custom or tacit understanding among manufacturers.
Therefore, the manufacturer can only change these values a little by his
discretion. Thus the manufacturer can apply a cN strategy by choosing a
cost cN flexibly.

Constraint (8.3.3) is also reasonable since the renewal cost cN to a con-
sumer should be cheaper than the initial purchase cost or replacement cost
cR. Otherwise, the consumer will simply buy a new and identical one rather
than renew for an extended warranty period.

As the manufacturer can choose cost cN and a consumer can choose a
k-renewal strategy, then the manufacturer and consumer form two players
of a game. This game may be called as a warranty game.

Now, we study the extensive form representation of the warranty game.
First of all, we say a cycle is completed if a replacement is completed. Thus,
a cycle is actually the time interval between the sale of a product and the
first replacement or a time interval between two successive replacements.
Clearly, the successive cycles and the costs incurred in each cycle form a
renewal reward process. Then, let

M(t) = E[N(t)],

be the expected number of failures that have occurred by time t. In fact,
M(t) is the geometric function M(t, a) defined in Chapter 3.

Assume that the manufacturer has adopted a cN strategy by choosing
value cN , and a consumer applies a k-renewal strategy. The cost incurred
in a cycle to the consumer is clearly given by cR + kcN . As the number of
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failures of the product by time W + kL is N(W + kL), the product will be
replaced by a new and identical one at time SN(W+kL)+1. Consequently,
the expected length of a cycle is E(SN(W+kL)+1). Then from Corollary
2.5.2, the average cost to a consumer is given by

Ac(cN , k) =
cR + kcN

E(SN(W+kL)+1)

=
a(cR + kcN )
aλ+W + kL

for k = 0, 1, . . . ,K. (8.3.5)

To determine the average cost to the manufacturer, as a consumer
adopts a k-renewal strategy and the manufacturer is responsible for re-
pairs on the product up to time W + kL, the expected cost incurred in a
cycle is

ceE(N(W + kL)) + cr − cR − kcN .
The expected length of a cycle is also E(SN(W+kL)+1). Therefore, the
average cost to the manufacturer is given by

Am(cN , k) =
ceE(N(W + kL)) + cr − cR − kcN

E(SN(W+kL)+1)

=
a{ceM(W + kL) + cr − cR − kcN}

aλ+W + kL
. (8.3.6)

Thus the warranty game is a two-stage dynamic game of complete and
perfect information. The extensive form representation of the warranty
game (see e.g. Gibbons (1992)) can be described in the following way.
1. The manufacturer and a consumer are two players in the game.
2. At the beginning, the manufacturer chooses a strategy or action, a
cost cN , from the feasible set A1 = [0, cR). Afterward, the consumer
chooses a strategy or action, a k-renewal strategy, from the feasible set
A2 = {0, 1, . . . ,K}. They know each other the full history of the play of
the game. Moreover, both players are rational players, so that they will
always choose their own optimal strategies or actions.
3. Given a combination of strategies or actions (cN , k), i. e. the manufac-
turer chooses a cN strategy and the consumer chooses a k-renewal strategy,
the average costs incurred by the two players are given by Am(cN , k) and
Ac(cN , k) respectively.

In the extensive form representation of the warranty game, rather than
the payoff received by a player, we study the average cost incurred by a
player. Therefore, instead of maximizing the payoff, we should minimize
the average cost in the warranty game.
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Now, we study the optimal strategies for manufacturer and consumer.
To do this, we shall apply the backward induction (see e.g. Gibbons (1992))
to determine the optimal strategies for the two players respectively. For this
purpose, assume that the manufacturer has chosen cost cN , we shall derive
the following lemma.

Lemma 8.3.1. For k ≥ 0, Ac(cN , k) is nondecreasing (nonincreasing) in
k, if and only if

cN ≥ (≤) αcR,

where α = L/(aλ+W ).
Proof.

Consider the first difference of Ac(cN , k).

Ac(cN , k + 1)−Ac(cN , k) =
a[cR + (k + 1)cN ]
aλ+W + (k + 1)L

− a(cR + kcN )
aλ+W + kL

=
a[(aλ+W )cN − LcR]

(aλ+W + kL)[aλ+W + (k + 1)L]
.

Then Lemma 8.3.1 is trivial.
To determine the optimal strategies for the manufacturer and consumer

respectively, we consider two cases.

Case 1. α < 1.
Then by Lemma 8.3.1 and (8.3.5), for given cN , the minimum of

Ac(cN , k) is given by

min
k∈A2

Ac(cN , k)

=
{
Ac(cN , 0) = acR/(aλ+W ) αcR ≤ cN < cR,

Ac(cN ,K) cN ≤ αcR. (8.3.7)

where K is given by (8.3.2) and is independent of cN . Accordingly, if the
manufacturer chooses a strategy cN , the optimal k∗-renewal strategy for a
consumer is either 0-renewal strategy or K-renewal strategy, namely

k∗ =
{

0 αcR ≤ cN < cR,

K cN ≤ αcR. (8.3.8)

To determine an optimal strategy for the manufacturer, as a consumer
is a rational player and the game is of complete and perfect information,
the manufacturer could assume that the consumer always plays his optimal
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k∗-renewal strategy. Then from (8.3.6), the minimum average cost to the
manufacturer is given by

Am(c∗N , k
∗) = min

cN∈A1
Am(cN , k∗)

= min{ min
αcR≤cN <cR

Am(cN , 0), min
cN≤αcR

Am(cN ,K)}

= min{a[ceM(W ) + cr − cR]
aλ+W

,
a[ceM(W +KL) + cr − cR −KαcR]

aλ+W +KL
}

= min{c1, c2}, (8.3.9)

where

c1 =
a{ceM(W ) + cr − cR}

aλ+W
(8.3.10)

and

c2 =
a{ceM(W +KL) + cr − cR −KαcR}

aλ+W +KL
. (8.3.11)

Consequently, we can determine an optimal strategy for the manufac-
turer by simply making a comparison between c1 and c2. Nevertheless,
in general, an optimal strategy for the manufacturer may not exist. For
example, if c1 > c2, it seems that an optimal strategy for the manufacturer
is c∗N = αcR. Unfortunately, this is not true. In fact in this case, (8.3.7)
shows that the optimal strategy for the consumer is either 0-renewal strat-
egy or K-renewal strategy. If the consumer applies K-renewal strategy, the
average cost to the manufacturer is Am(c∗N ,K) = c2, this is the minimum.
Nevertheless, if the consumer applies 0-renewal strategy, the average cost
to the manufacturer now will be Am(c∗N , 0) = c1 that is not the minimum.
Consequently, the strategy c∗N = αcR is not an optimal strategy for the
manufacturer. In other words, if c1 > c2, the optimal strategy for the man-
ufacturer does not exist! To overcome this difficulty, we shall introduce the
concept of ε-optimal strategy here.

Definition 8.3.2. A strategy cεN is an ε-optimal strategy for the manu-
facturer, if

Am(cεN , k
∗) ≤ min

cN∈A1
Am(cN , k∗) + ε. (8.3.12)

If min
cN∈A1

Am(cN , k∗) does not exist, then (8.3.12) is replaced by

Am(cεN , k
∗) ≤ inf

cN∈A1
Am(cN , k∗) + ε. (8.3.13)

The ε-optimal strategy had been studied by Thomas (1979) and Lam (1987)
in inventory control and queueing control problems respectively. Afterward,
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it was also applied to a warranty model by Lam and Lam (2001).

Theorem 8.3.3. For α < 1, an optimal strategy c∗N or ε-optimal strategy
cεN for the manufacturer is determined in the following way.

(1) If c1 < c2, then any strategy c∗N satisfying

αcR < c∗N < cR

is an optimal strategy for the manufacturer.
(2) If c1 = c2, then any strategy c∗N satisfying

αcR ≤ c∗N < cR

is an optimal strategy for the manufacturer.
(3) If c1 > c2, then the strategy cεN with

cεN = αcR − ε(aλ+W +KL)
aK

is an ε-optimal strategy for the manufacturer.

Proof.
1. Assume that c1 < c2. Now for any strategy c∗N satisfying αcR < c∗N <

cR, according to (8.3.8), the optimal strategy for a consumer is 0-renewal
strategy. As a result, from (8.3.6) the average cost to the manufacturer is
given by

Am(c∗N , k
∗) = Am(c∗N , 0) = c1 = min{c1, c2}. (8.3.14)

Therefore, strategy c∗N is an optimal strategy for the manufacturer.
2. Assume that c1 = c2. Then for strategy c∗N = αcR, it follows from (8.3.8)
that an optimal strategy for a consumer is either 0-renewal or K-renewal
strategy. If the consumer adopts 0-renewal strategy, then by (8.3.10), we
have

Am(c∗N , k
∗) = Am(c∗N , 0) = c1 = min{c1, c2};

if the consumer applies K-renewal strategy, then from (8.3.11),

Am(c∗N , k
∗) = Am(c∗N ,K) = c2 = min{c1, c2}.

In both cases, Am(c∗N , k
∗) takes its minimum. Thus, strategy c∗N = αcR is

an optimal strategy for the manufacturer.
Moreover, for any strategy αcR < c∗N < cR, the optimal strategy for a
consumer is 0-renewal strategy. Then

Am(c∗N , k
∗) = Am(c∗N , 0) = c1 = min{c1, c2}.
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Thus, any strategy c∗N satisfying

αcR ≤ c∗N < cR

is an optimal strategy for the manufacturer.
3. Now assume that c1 > c2. For strategy cεN

cεN = αcR − ε(aλ+W +KL)
aK

,

because cεN < αcR, K-renewal strategy is the optimal strategy for a con-
sumer. As a result, from (8.3.6) we have

Am(cεN , k
∗) = Am(cεN ,K)

=
a{ceM(W +KL) + cr − cR −KαcR}

aλ+W +KL
+ ε

= c2 + ε = min{c1, c2}+ ε

= min
cN∈A1

Am(cN , k∗) + ε.

Therefore, strategy cεN is an ε-optimal strategy for the manufacturer.
This completes the proof of Theorem 8.3.3.

Case 2. α ≥ 1.
In this case, it follows from (8.3.3) that cN < cR ≤ αcR. Then (8.3.7)

yields that

min
k∈A2

Ac(cN , k) = Ac(cN ,K). (8.3.15)

Hence, K-renewal strategy is the optimal strategy for a consumer, i. e.
k∗ = K.

On the other hand, (8.3.6) shows that min
cN∈A1

Am(cN , k∗) does not exist,

then we define

Am(c∗N , k
∗) = inf

cN <cR

Am(cN ,K)

= inf
cN <cR

a{ceM(W +KL) + cr − cR −KcN}
aλ+W +KL

= c3, (8.3.16)

where

c3 =
a{ceM(W +KL) + cr − cR −KcR}

aλ+W +KL
. (8.3.17)

Thus, we have the following result.
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Theorem 8.3.4. For α ≥ 1, an ε-optimal strategy cεN for the manufacturer
is given by

cεN = cR − ε(aλ+W +KL)
aK

.

Proof.
It is easy to check that

Am(cεN , k
∗) = Am(cεN ,K)

=
a{ceM(W +KL) + cr − cR −KcR}

aλ+W +KL
+ ε

= c3 + ε = inf
cN <cR

Am(cN , k∗) + ε.

Therefore, cεN is an ε-optimal strategy for the manufacturer.
In application of Theorems 8.3.3 and 8.3.4, we should evaluate values

c1, c2 or c3 first. To do this, several methods for calculating the values
M(W ) and M(W +KL) have been developed in Chapter 3. In many prac-
tical situations, L ≤W , then α < 1 and Theorem 8.3.3 is applicable.

Remarks.
Because both players are rational players and the warranty game has

complete and perfect information, the manufacturer and a consumer will
always apply their optimal strategies respectively. By using backward in-
duction, we can determine the optimal strategies for a consumer and the
manufacturer respectively.

Note that the optimal strategy for the manufacturer is a conservative
strategy. In fact, if a consumer does not use his optimal strategy, the con-
sumer will incur a higher average cost, while the manufacturer will incur
even lower average cost and gain a higher profits.

If α < 1 and c1 ≤ c2, Theorem 8.3.3 concludes that the optimal strate-
gies c∗N and k∗ for the manufacturer and consumer respectively will exist,
then any combination of strategies (c∗N , k

∗) is a backward induction out-
come of the warranty game. Now, the backward induction outcome is not
unique. However, if α < 1 and c1 > c2, as there exists no optimal strategy
for the manufacturer, the backward induction outcome does not exist!

If α ≥ 1, we can see from Theorem 8.3.4 that K-renewal strategy will
be the unique optimal strategy for a consumer. Because min

cN <cR

Am(cN ,K)

does not exist, so does not an optimal strategy for the manufacturer. Thus
the backward induction outcome also does not exist. This is the motivation
to introduce an ε-optimal strategy cεN . Accordingly, we may call (cεN , k

∗)
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as the ε backward induction outcome of the warranty game.
In the GP warranty model, if α < 1, there exists an indifferent point

αcR. Whenever cN = αcR, a consumer can apply either 0-renewal or K-
renewal strategy. Both strategies are optimal for a consumer. Although
a consumer will incur the same average cost, the manufacturer will incur
different average costs. Then if c1 > c2, the manufacturer will have no
optimal strategy, i. e. an optimal strategy for the manufacturer does not
exist! In other words, there is no backward induction outcome in the war-
ranty game. Therefore, an indifferent point may cause the nonexistence of
an optimal strategy for the manufacturer, and hence the nonexistence of
an backward induction outcome in the warranty game.

In the GP warranty model, we can see that the manufacturer can al-
ways apply either an optimal strategy c∗N or an ε-optimal strategy cεN , so
that a consumer will fall into a ‘trap’. Consequently, the warranty game
will be beneficial to the manufacturer but not to a consumer. We are not
surprising with this result, because the warranty contract is proposed by
the manufacturer, nobody wishes to be caught in his own ‘trap’.

Of course, for promotion of marketing sales, the manufacturer should
apply an optimal strategy and make the strategy as attractive as possible
to a consumer. To do this, the manufacturer should choose the value c∗N
as small as possible, while the cost Am(c∗N , k

∗) will keep unchanged. This
will be possible if the optimal strategy for the manufacturer is not unique.
For example, if α < 1 and c1 = c2, then by Theorem 8.3.3, any strategy
c∗N satisfying αcR ≤ c∗N < cR is an optimal strategy for the manufacturer.
Clearly, the optimal strategy c∗N = αcR is the most attractive one to con-
sumers, it should be adopted by the manufacturer. Nevertheless, if α < 1
and c1 < c2, then any strategy c∗N satisfying αcR < c∗N < cR is optimal for
the manufacturer. To choose a more attractive policy to a consumer, the
manufacturer may adopt an optimal policy

c∗N = αcR + δ,

where δ is a small positive number. If α < 1 and c1 > c2, by Theorem
8.3.3, the manufacturer can choose an appropriate ε-optimal strategy cεN
to compromise the profits and the attraction to consumers.

The GP warranty model should have much potential application to pro-
motion of marketing sales. According to Theorems 8.3.3 and 8.3.4, a man-
ufacturer can put forward a warranty term, and make more profits while
the warranty term is still attractive. On the other hand, a consumer will
also benefit from Theorems 8.3.3 and 8.3.4 by using the optimal strategy
to reduce his cost and avoid more expenses.
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8.4 Notes and References

In Chapter 5, we consider the application of GP to data analysis. Through
the analysis of many real data sets, it has been shown that a GP model is a
good and simple model for analysis of data with a single trend or multiple
trends. In Chapters 6 and 7, we study the application of GP to the mainte-
nance problem and reliability analysis of a system. It is the application of
GP to reliability and electronic engineering. In fact, the applications of GP
to data analysis and maintenance problem both are the initial motivations
of introducing GP. In Chapter 8, we consider more applications of GP to
operational research and management science. Here, we have just focused
on queueing theory and warranty problem.

Section 8.2 concerns an application of GP to a M/M/1 queueing sys-
tem, it is based on Lam et al. (2006). As M/M/1 queue system is a simple
queueing system, more research work is expected in the future.

Warranty problem is an interesting topic in operational research and
management science and has important application in marketing research.
For reference, see Blischke and Scheuer (1975, 1981), Mamer (1982),
Nguyen and Murthy (1984), Balcer and Sahin (1986), Blischke and Murthy
(1994), among others. Section 8.3 is due to Lam’s work (2007c), it studies
a GP warranty model. We deal with the GP warranty model using game
theory approach. A warranty problem is treated as a game between two
players, a manufacturer and a consumer. It is interesting not only in war-
ranty problem, but also in game theory.

As GP is a simple monotone process, we can expect it will have more
and more applications in different topics of statistics, operational research,
management science, engineering and other subjects.
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A.1 Hong Kong SARS Daily Infected Case Data

Daily Daily Daily Daily
N Date N Date N Date N Date

Cases Cases Cases Cases
1 12/3 10 24 4/4 27 47 27/4 16 70 20/5 4
2 13/3 14 25 5/4 39 48 28/4 14 71 21/5 1
3 14/3 5 26 6/4 42 49 29/4 15 72 22/5 3
4 15/3 8 27 7/4 41 50 30/4 17 73 23/5 2
5 16/3 5 28 8/4 45 51 1/5 11 74 24/5 0
6 17/3 53 29 9/4 42 52 2/5 11 75 25/5 1
7 18/3 28 30 10/4 28 53 3/5 10 76 26/5 1
8 19/3 27 31 11/4 61 54 4/5 8 77 27/5 2
9 20/3 23 32 12/4 49 55 5/5 8 78 28/5 2
10 21/3 30 33 13/4 42 56 6/5 9 79 29/5 2
11 22/3 19 34 14/4 40 57 7/5 8 80 30/5 4
12 23/3 20 35 15/4 42 58 8/5 7 81 31/5 3
13 24/3 18 36 16/4 36 59 9/5 6 82 1/6 3
14 25/3 26 37 17/4 29 60 10/5 7 83 2/6 4
15 26/3 30 38 18/4 30 61 11/5 4 84 3/6 1
16 27/3 51 39 19/4 31 62 12/5 5 85 4/6 1
17 28/3 58 40 20/4 22 63 13/5 6 86 5/6 0
18 29/3 45 41 21/4 22 64 14/5 9 87 6/6 2
19 30/3 60 42 22/4 32 65 15/5 5 88 7/6 2
20 31/3 80 43 23/4 24 66 16/5 3 89 8/6 0
21 1/4 75 44 24/4 30 67 17/5 4 90 9/6 1
22 2/4 23 45 25/4 22 68 18/5 3 91 10/6 1
23 3/4 26 46 26/4 17 69 19/5 1 92 11/6 1

http://www.info.gov.hk/info/sars/eindex.htm
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A.2 Singapore SARS Daily Infected Case Data

Daily Daily Daily Daily
N Date N Date N Date N Date

Cases Cases Cases Cases
1 13/3 3 18 30/3 2 35 16/4 5 52 3/5 0
2 14/3 6 19 31/3 1 36 17/4 4 53 4/5 0
3 15/3 7 20 1/4 3 37 18/4 1 54 5/5 1
4 16/3 4 21 2/4 3 38 19/4 5 55 6/5 0
5 17/3 1 22 3/4 2 39 20/4 1 56 7/5 0
6 18/3 2 23 4/4 1 40 21/4 6 57 8/5 0
7 19/3 8 24 5/4 2 41 22/4 2 58 9/5 1
8 20/3 3 25 6/4 3 42 23/4 3 59 10/5 0
9 21/3 5 26 7/4 7 43 24/4 3 60 11/5 0
10 22/3 5 27 8/4 5 44 25/4 3 61 12/5 0
11 23/3 7 28 9/4 8 45 26/4 3 62 13/5 0
12 24/3 14 29 10/4 7 46 27/4 1 63 14/5 0
13 25/3 4 30 11/4 7 47 28/4 0 64 15/5 0
14 26/3 5 31 12/4 7 48 29/4 2 65 16/5 0
15 27/3 4 32 13/4 4 49 30/4 0 66 17/5 0
16 28/3 8 33 14/4 7 50 1/5 0 67 18/5 0
17 29/3 3 34 15/4 4 51 2/5 2 68 19/5 1

http://www.moh.gov.sg/sars/
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A.3 Ontario SARS Daily Infected Case Data

Daily Daily Daily Daily
N Date N Date N Date N Date

Cases Cases Cases Cases
1 18/3 7 32 18/4 0 63 19/5 0 94 19/6 0
2 19/3 1 33 19/4 2 64 20/5 0 95 20/6 1
3 20/3 0 34 20/4 2 65 21/5 0 96 21/6 0
4 21/3 0 35 21/4 3 66 22/5 0 97 22/6 3
5 22/3 2 36 22/4 1 67 23/5 0 98 23/6 0
6 23/3 0 37 23/4 0 68 24/5 0 99 24/6 0
7 24/3 0 38 24/4 0 69 25/5 0 100 25/6 0
8 25/3 8 39 25/4 2 70 26/5 0 101 26/6 0
9 26/3 9 40 26/4 0 71 27/5 0 102 27/6 0
10 27/3 1 41 27/4 1 72 28/5 2 103 28/6 0
11 28/3 7 42 28/4 3 73 29/5 22 104 29/6 0
12 29/3 0 43 29/4 1 74 30/5 15 105 30/6 0
13 30/3 7 44 30/4 0 75 31/5 2 106 1/7 0
14 31/3 9 45 1/5 2 76 1/6 8 107 2/7 0
15 1/4 5 46 2/5 0 77 2/6 15 108 3/7 0
16 2/4 4 47 3/5 0 78 3/6 3 109 4/7 0
17 3/4 7 48 4/5 0 79 4/6 2 110 5/7 0
18 4/4 4 49 5/5 0 80 5/6 0 111 6/7 0
19 5/4 8 50 6/5 0 81 6/6 4 112 7/7 0
20 6/4 8 51 7/5 0 82 7/6 7 113 8/7 0
21 7/4 1 52 8/5 0 83 8/6 0 114 9/7 1
22 8/4 3 53 9/5 0 84 9/6 0 115 10/7 0
23 9/4 3 54 10/5 0 85 10/6 1 116 11/7 0
24 10/4 1 55 11/5 0 86 11/6 8 117 12/7 0
25 11/4 2 56 12/5 0 87 12/6 4 118 13/7 0
26 12/4 0 57 13/5 0 88 13/6 1 119 14/7 0
27 13/4 0 58 14/5 0 89 14/6 0 120 15/7 0
28 14/4 3 59 15/5 0 90 15/6 2 121 16/7 0
29 15/4 5 60 16/5 0 91 16/6 0 122 17/7 1
30 16/4 17 61 17/5 0 92 17/6 0
31 17/4 6 62 18/5 0 93 18/6 0

http://www.health.gov.on.ca/english/public/updates/archives/

hu03/husars.html
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A.4 Taiwan SARS Daily Infected Case Data

Daily Daily Daily Daily
N Date N Date N Date N Date

Cases Cases Cases Cases
1 1/3 1 28 28/3 2 55 24/4 18 82 21/5 11
2 2/3 0 29 29/3 0 56 25/4 12 83 22/5 9
3 3/3 0 30 30/3 2 57 26/4 25 84 23/5 9
4 4/3 0 31 31/3 1 58 27/4 10 85 24/5 9
5 5/3 0 32 1/4 1 59 28/4 17 86 25/5 3
6 6/3 0 33 2/4 1 60 29/4 13 87 26/5 6
7 7/3 2 34 3/4 2 61 30/4 17 88 27/5 7
8 8/3 0 35 4/4 2 62 1/5 21 89 28/5 0
9 9/3 0 36 5/4 1 63 2/5 14 90 29/5 5
10 10/3 0 37 6/4 3 64 3/5 18 91 30/5 3
11 11/3 0 38 7/4 0 65 4/5 15 92 31/5 0
12 12/3 0 39 8/4 0 66 5/5 14 93 1/6 3
13 13/3 2 40 9/4 0 67 6/5 16 94 2/6 3
14 14/3 1 41 10/4 0 68 7/5 20 95 3/6 1
15 15/3 0 42 11/4 0 69 8/5 18 96 4/6 2
16 16/3 1 43 12/4 1 70 9/5 18 97 5/6 2
17 17/3 2 44 13/4 1 71 10/5 18 98 6/6 2
18 18/3 1 45 14/4 1 72 11/5 24 99 7/6 4
19 19/3 2 46 15/4 2 73 12/5 24 100 8/6 2
20 20/3 0 47 16/4 2 74 13/5 25 101 9/6 3
21 21/3 1 48 17/4 4 75 14/5 18 102 10/6 0
22 22/3 1 49 18/4 4 76 15/5 20 103 11/6 0
23 23/3 1 50 19/4 4 77 16/5 17 104 12/6 1
24 24/3 0 51 20/4 10 78 17/5 13 105 13/6 0
25 25/3 0 52 21/4 25 79 18/5 12 106 14/6 0
26 26/3 0 53 22/4 10 80 19/5 15 107 15/6 1
27 27/3 2 54 23/4 24 81 20/5 16

http://www.cdc.gov.tw/sarsen/

Remark: The url at the end of each table is the source of data.
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