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Abstract

We apply some recently developed control theoretic techniques to the analysis of
a class of mechanical systems with constraints. Certain simple aspects of the theory
of affine connections play an important part in our presentation. The necessary back-
ground is presented in order to illustrate how the methods may be applied. The bulk
of the paper is devoted to a detailed analysis of some examples of nonholonomic me-
chanical control systems. We look at the Heisenberg system, the upright rolling penny,
the roller racer, and the snakeboard.
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1. Introduction

Lewis and Murray [1997a] provide a foundation for control theory for so-called simple
mechanical control systems; mechanical control systems whose Lagrangian is kinetic energy
minus potential energy, and whose inputs depend only upon configuration, not on velocity or
time. In their work, Lewis and Murray introduced the notion of configuration controllability
wherein one is interested in the control of only the configurations of the system, and not
the velocities. Also, Lewis and Murray make the assumption that the initial condition is
one with zero velocity. These restrictions of interest to configurations and initial states
with zero velocity combine with the structured control Lie algebra for these systems to
provide quite simple conditions for configuration accessibility of these systems. In the
absence of potential energy, the geometry of these conditions was explained in [Lewis and
Murray 1997b]. Configuration controllability (as opposed to configuration accessibility) is,
as one expects, a more difficult problem. Lewis and Murray [1997a] provide a computable
sufficient condition for configuration controllability for general simple mechanical control
systems. These conditions are derived from results of Sussmann [1987] on controllability
of general affine control systems. For multi-degree of freedom mechanical systems with
no potential energy, Lewis [1997] demonstrated that all single-input simple mechanical
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control systems are locally configuration uncontrollable. This result relies on another of
Sussmann’s results, this one a necessary condition which appeared in [Sussmann 1983].
Simple mechanical systems on Lie groups were studied by Bullo and Lewis [1996] where the
controllability conditions were shown to take place entirely on the Lie algebra, and so are
purely algebraic.

Mechanical systems with constraints have also received some attention in the control
literature. We refer the reader to the work of Bloch and Crouch [1992], Bloch, Reyhanoglu,
and McClamroch [1992], and Bloch and Crouch [1995b]. Constrained control systems in
the presence of symmetry are the subject of the dissertation of Ostrowski [1995]. The paper
of Ostrowski and Burdick [1997] provides an approach, utilising symmetry, complementary
to that we take here.

One of the goals of the controllability analysis of Lewis and Murray [1997a] is to provide
a framework for the development of motion control algorithms. In the kinematic context
we refer to the work of Murray and Sastry [1993] and Leonard and Krishnaprasad [1995].
However, this analysis does not generally extend to systems where dynamical effects (mass
and inertia) are taken into account. For dynamical analysis based on the controllability
results of Lewis and Murray we refer to [Bullo, Leonard, and Lewis 2000].

Interestingly, the entire methodology of Lewis and Murray [1997a], and the work
stemming from that paper, can be adapted to simple mechanical systems with time-
independent catastatic constraints, simply meaning that the constraint is specified
by a distribution on the configuration manifold (see [Pars 1965]). This results from an
observation, first made by Synge [1928], that the equations for such a constrained sys-
tem were the geodesics of an affine connection. Unconstrained simple mechanical systems
are provided with a natural affine connection which arises from the kinetic energy (the
Levi-Civita affine connection). This affine connection plays an essential rôle in the con-
trollability conditions of Lewis and Murray [1997a] and in the geometric meaning of these
conditions as provided by Lewis and Murray [1997b]. In fact, the context of the latter
work was that of a system with a general affine connection, not just a Levi-Civita affine
connection. This extends the applicability of the analysis of Lewis and Murray [1997a]
to constrained systems without modification. In this paper we indicate in detail how this
extension should be performed, and study some examples of simple mechanical control sys-
tems with constraints. The examples we study are the Heisenberg system (a constrained
particle in R3), the upright rolling penny, the snakeboard, and the roller racer. For each
example we provide a thorough controllability analysis in an attempt to illustrate the power
of the basic ideas laid out in [Lewis and Murray 1997a] and subsequent papers.

The technology of affine and Riemannian differential geometry is not currently part of
the lore of nonlinear control theory. It is our contention that for the control systems we are
studying, simple mechanical control systems, affine connections play a vital rôle. This is
borne out not only by the work mentioned above, but by the work of Rathinam and Murray
[1998] where the affine connection is used to describe necessary and sufficient conditions for
a simple mechanical control system to be “configuration flat.”

The layout of the paper is as follows. In Section 2 we provide the necessary background
for the reader unacquainted with affine connections. The presentation is intended to empha-
sise the fact that affine connections are simple to use in performing computations; as simple
as, for example, the Lie bracket. The methodology for computing an affine connection for
a constrained system is outlined in Section 3. With the constrained equations modelled
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as a system whose drift vector field is associated with an affine connection, we apply the
methods of Lewis and Murray [1997a] to provide conditions for configuration accessibility
and configuration controllability. The rest of the paper is devoted to a detailed presentation
of a few examples.

2. Background on affine connections

The theory of affine and Riemannian differential geometry is vast and well-developed.
The classic reference is [Kobayashi and Nomizu 1963] which contains a fine presentation of
the theory from a differential geometric perspective. A somewhat more “down to earth,”
but still agreeable, presentation of Riemannian geometry is given by Gallot, Hulin, and
Lafontaine [1987]. However, we do not really need much equipment from the general theory
— we are certainly able to present within the confines of the paper all the reader shall need
to work out examples such as the ones we provide.

2.1. Definitions and basic properties. We shall follow the differential geometric con-
ventions and notation of Abraham, Marsden, and Ratiu [1988].

Let Q be an n-dimensional manifold (the configuration manifold) and denote by
C∞(Q) the set of C∞ functions on Q, by T (Q) the set of C∞ vector fields on Q, and by
T ∗(Q) the set of one-forms on Q. We denote the Lie derivative of f ∈ C∞(Q) with respect
to X ∈ T (Q) by L Xf . An affine connection on Q assigns to a pair of vector fields
X,Y ∈ T (Q) a vector field ∇XY ∈ T (Q) (called the covariant derivative of Y with
respect to X) and the assignment satisfies

AC1. (X,Y ) 7→ ∇XY is R-bilinear,

AC2. ∇fXY = f(∇XY ), and

AC3. ∇X(fY ) = f(∇XY ) + (L Xf)Y

for f ∈ C∞(Q) and X,Y ∈ T (Q). Notice that an affine connection differs from the Lie
bracket of vector fields by, among other ways, being linear with respect to multiplication
by functions in the first argument. It is important to note that, unlike the Lie bracket,
an affine connection is not defined by the manifold structure; it is something extra which
comes from problem data as we shall see below. For f ∈ C∞(Q) define ∇Xf = L Xf .
Then, just as is done for the Lie derivative L X , we may define ∇Xt where t is a tensor
field of arbitrary type. As we shall have occasion to use this extension of ∇X , we will recall
(see [Abraham, Marsden, and Ratiu 1988, Theorem 5.3.2]) how it works. To obtain ∇Xα
for α ∈ T ∗(Q) we define

(∇Xα)(Y ) = ∇X(α(Y ))− α(∇XY ) (2.1)

for Y ∈ T (Q). Now, if t is a tensor field of type (r, s) on Q, then ∇Xt is defined by

(∇Xt)(α1, . . . , αr, X1, . . . , Xs) = L X(t(α1, . . . , αr, X1, . . . , Xs))−
r∑
i=1

t(α1, . . . ,∇Xαi, . . . , αr, X1, . . . , Xs)−
s∑
j=1

t(α1, . . . , αr, X1, . . . ,∇XXj , . . . , Xs). (2.2)
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Thus, to covariantly differentiate a one-form one uses (2.1) which involves only knowing
how ∇X acts on T (Q) and on C∞(Q). Using this knowledge, we may then differentiate
arbitrary type tensors. We shall only have occasion to use (2.2) when (r, s) = (0, 2) and
when (r, s) = (1, 1). Recall that a (1, 1) tensor field may simply be regarded as a base
preserving, fibre-linear map from TQ to itself — that is, a linear map from each tangent
space to itself. This identification is given explicitly by identifying a (1, 1) tensor A with
the fibre-linear map

TqQ 3 vq 7→ {αq 7→ Aq(αq, Xvq)} ∈ TqQ.

On the right hand-side of the first “7→” we are defining an element of TqQ by how it acts
on αq ∈ TqQ, this making sense since Q is finite-dimensional.

How does one compute in coordinates with an affine connection? Well, let (U, φ) be a
chart for Q with coordinates (q1, . . . , qn). Let us write the covariant derivative of the basis
vector field ∂

∂qj
with respect to the basis vector field ∂

∂qi
as

∇ ∂

∂qi

∂

∂qj
= Γkij

∂

∂qk

which we may certainly do for some choice of coefficients Γkij , i, j, k = 1, . . . , n, defined
as functions on U . These coefficients are called the Christoffel symbols.1 One may
verify, using the properties of affine connections, that if X and Y are vector fields whose
components in coordinates we denote by X1, . . . , Xn and Y 1, . . . , Y n, then the covariant
derivative of Y with respect to X has the coordinate expression

∇XY =

(
∂Y i

∂xj
Xj + ΓijkX

jY k

)
∂

∂qi
.

Thus, to compute with the affine connection in coordinates, one simply needs its Christoffel
symbols. We shall show in Section 2.3 how to compute these symbols for the systems we
are considering. For now let us point out that if A is a (1, 1) tensor field with components
Aij , i, j = 1, . . . , n, in a chart, then the formula

(∇XA)ij =
∂Aij
∂qk

Xk + ΓiklA
l
jX

k − ΓlkjA
i
lX

k (2.3)

follows directly from (2.1) and (2.2).
Besides the notion of covariant differentiation, affine connections are also responsible

for the notion of geodesics. A curve c : [a, b]→ Q is a geodesic for an affine connection ∇
if ∇ċ(t)ċ(t) = 0 for t ∈ [a, b]. One has to be somewhat careful that this definition makes
sense, but that is taken care of by the general theory. For our purposes we shall simply
need to know a coordinate expression for the equations defining a geodesic. If the curve c
is given by t 7→ (q1(t), . . . , qn(t)) in coordinates, then it is a geodesic if and only if

q̈i + Γijkq̇
j q̇k = 0, i = 1, . . . , n. (2.4)

Thus geodesics are determined by a second-order differential equation on Q. Of course,
corresponding to this is a first-order differential equation on TQ. If we denote natural

1The Christoffel symbols are not the components of a tensor field on Q.
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coordinates on TQ by (q1, . . . , qn, v1, . . . , vn) then the first-order differential equation is

q̇i = vi,
v̇i = −Γijkv

jvk,
i = 1, . . . , n.

These first order equations define a vector field Zg on TQ given in coordinates by

Zg = vi
∂

∂qi
− Γijkv

jvk
∂

∂vi
.

This vector field is known as the geodesic spray . Note that the integral curves of Zg (they
are curves on TQ) project to geodesics on Q.

Given an affine connection ∇ on Q we define the associated symmetric product by

〈X : Y 〉 = ∇XY +∇YX.

Thus the symmetric product takes two vector fields and returns another. In Section 2.3
we shall use the symmetric product to say things about certain types of distributions. In
Section 3.2 we shall simply use the symmetric product as a computational tool. One easily
determines that in coordinates we have

〈X : Y 〉 =

(
∂X i

∂qj
Y j +

∂Y i

∂qj
Xj + ΓijkX

jY k + ΓijkY
jXk

)
∂

∂qi
.

We shall have more to say about the symmetric product below.
The final general notion we have for affine connections is that of torsion. Given an affine

connection ∇ we define its torsion tensor T by

T (X,Y ) = ∇XY −∇YX − [X,Y ].

One may verify that this is indeed a (1, 2) tensor field (meaning it is linear with respect to
multiplication by functions in each argument). The components of the torsion tensor are
readily seen to be

T ijk = Γijk − Γikj , i, j, k = 1, . . . , n.

We shall not have much to do with the torsion, but will use it in a couple of places.
Here we make the observation that the geodesics of ∇, as may be seen from the governing
equations (2.4), depend only upon the symmetric part of the lower indices of the Christoffel
symbols. That is to say, since the torsion is the skew-symmetric part of these indices,
the geodesics of an affine connection do not “depend” on its torsion. However, we will be
discussing affine connections where their torsion is important. This means that we must
be interested in more than just the geodesics of these affine connections.

2.2. The Levi-Civita affine connection. In mechanics, a certain affine connection
plays a distinguished rôle, and this affine connection will be basic to our presentation. A
Riemannian metric on a manifold Q, typically denoted g, is a smooth specification of an
inner product on each tangent space TqQ. In mechanics, a Riemannian metric is specified
by a system’s kinetic energy — the inertia matrix precisely represents the components of a
Riemannian metric in a set of coordinates. Note that a Riemannian metric is an example
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of a (0, 2) tensor field, and so we know how to covariantly differentiate it if we are given an
affine connection (recall (2.2)).

For a given Riemannian metric g on Q there is a unique affine connection
g

∇ on Q which
satisfies the properties

LC1.
g

∇Xg = 0 for every X ∈ T (Q) and

LC2. the torsion tensor for
g

∇ vanishes.

The affine connection
g

∇ is called the Levi-Civita affine connection associated with g.
The two defining conditions of the Levi-Civita affine connection enable one to compute
its Christoffel symbols explicitly in terms of the components of the Riemannian metric g
(see [Gallot, Hulin, and Lafontaine 1987] for example). Doing so yields the formula

g

Γijk =
1
2
gil
(
∂gjl
∂xk

+
∂gkl
∂xj
− ∂gjk

∂xl

)
.

Here gij , i, j = 1, . . . , n, are defined by gijg
jk = δki . That is, the matrix with components

gij is the inverse of the matrix with components gij .
Let us now see how the Levi-Civita affine connection is related to mechanics. Suppose

that we have a Riemannian metric g on Q which models a system’s kinetic energy. The La-
grangian for the system is then the function on TQ defined by L(vq) = 1

2g(q)(vq, vq), i.e., the
kinetic energy. In coordinates for TQ this reads L(q, q̇) = 1

2gij q̇
iq̇j . One then readily com-

putes the Euler-Lagrange equations to be

d
dt

(
∂L

∂q̇i

)
− ∂L

∂qi
= gij

[
q̈j + gjk

(
∂gkl
∂qm

− 1
2
∂glm
∂qk

)
q̇lq̇m

]
= gij

[
q̈j +

g

Γjlmq̇
lq̇m

]
.

Here we have used the fact that the Christoffel symbols are the symmetric part of

∂gkl
∂qm

− 1
2
∂glm
∂qk

with respect to the indices l and m. This proves the following basic result.

2.1 Proposition: The geodesics of the Levi-Civita affine connection
g

∇ are in one-to-
one correspondence with the solutions of the Euler-Lagrange equations for the Lagrangian
L(vq) = 1

2g(q)(vq, vq).

2.3. Restricting the Levi-Civita affine connection to a distribution. If D is a
distribution on Q, we denote by D the set of vector fields taking their values in D. If
∇ is an arbitrary affine connection and D is a distribution on Q, we say ∇ restricts to
D if ∇XY ∈ D for X ∈ T (Q) and Y ∈ D . Thus, if ∇ restricts to D, we have a well-
defined notion of covariant differentiation in D itself and so we say ∇ defines a vector
bundle connection in D. A distribution D on Q is geodesically invariant if for every
geodesic c : [a, b] → Q of ∇, ċ(a) ∈ Dc(a) implies that ċ(t) ∈ Dc(t) for t ∈ ]a, b]. That is,
D is geodesically invariant if geodesics whose initial velocities lie in D evolve so that all
subsequent velocities lie in D. It is also evident that D is geodesically invariant if and only
if Zg is tangent to D ⊂ TQ.
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2.2 Theorem: ([Lewis 1998]) Let ∇ be an affine connection on Q and let D be a distri-
bution on Q. D is geodesically invariant if and only if 〈X : Y 〉 ∈ D for every two vector
fields X and Y taking their values in D.

Thus the symmetric product plays the same rôle for geodesically invariant distributions as
the Lie bracket does for integrable distributions. Also note that if ∇ restricts to D then D
is geodesically invariant.

Now we consider a given Levi-Civita affine connection
g

∇ and we seek to restrict it to
a distribution D. Thus we construct from

g

∇ another affine connection ∇̃ which has the
property that it restricts to a given distribution D. The motivation for doing so comes
from mechanical systems with nonholonomic constraints. We consider here such systems
whose Lagrangians are the kinetic energy associated with a Riemannian metric g on Q.
The constraints are modelled by a distribution D on Q.

We formulate the equations of motion using the Lagrange-d’Alembert principle
(see [Lanczos 1986]). There are other methods for deriving equations of motion which
actually yield different equations. The Lagrange-d’Alembert principle has the property of
agreeing with Newton’s equations in instances where both methods apply. We think this
seals the case that the Lagrange-d’Alembert principle is correct, and we refer the reader
to [Lewis and Murray 1995] for further discussion of this. In any event, the Lagrange-
d’Alembert principle for the systems we are dealing with states that the constrained solu-
tions are those curves c which satisfy

g

∇ċ(t)ċ(t) = λ(t) (2.5a)

P ′(ċ(t)) = 0 (2.5b)

where λ (the “Lagrange multiplier”) is a section of D⊥, the g-orthogonal complement to D,
along c, and where P ′ : TQ → TQ is the orthogonal projection onto D⊥. It is important
that λ be a section of the orthogonal complement to D, and not an arbitrary complement.
Not choosing the orthogonal complement misquotes the Lagrange-d’Alembert principle.

One may differentiate the constraint equation (2.5b) to obtain

g

∇ċ(t)(P ′(ċ(t))) = (
g

∇ċ(t)P ′)(ċ(t)) + P ′(
g

∇ċ(t)ċ(t)) = 0.

In writing this equation we have used the differential operator property (2.2) for affine
connections. Applying P ′ to the equations of motion (2.5a) we obtain

P ′(
g

∇ċ(t)ċ(t)) = λ(t)

as λ(t) ∈ D⊥c(t). Combining the two equations to eliminate λ one sees that c must be a

geodesic of the affine connection ∇̃ which is defined by

∇̃XY =
g

∇XY + (
g

∇XP ′)(Y ).

To verify that ∇̃ is an affine connection, one need only observe that the term (
g

∇XP ′)(Y )
is bilinear with respect to multiplication by functions in the arguments X and Y . We
postpone a precise proof of the equivalence of geodesics of ∇̃ and solutions of (2.5a) until
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Section 3.1 at which time we will also consider the addition of external forces. We mention
that the construction of ∇̃ is related to a construction of Synge [1928]. Other authors
have subsequently taken up various incarnations of this method. We mention in partic-
ular [Cattaneo-Gasparini 1963], [Cattaneo 1963], [Vershik 1984], and [Bloch and Crouch
1995a].

2.3 Remarks: The affine connection ∇̃ has some rather interesting properties which are
explored in detail by Lewis [1998]. Let us make here a few relevant comments.

1. Note that it is important that ∇̃ be allowed to have torsion. If it is required to be
torsion free, one readily ascertains that this implies D must be integrable — certainly
not what one wants in general.

2. When we write the equations for a constrained system as the geodesic equations for
the affine connection ∇̃, the condition that the solutions satisfy the constraints is
reflected by the fact that the constraint distribution D is geodesically invariant with
respect to ∇̃. This follows, as we shall see in Section 3.1, from the fact that ∇̃ restricts
to D. •

In practice computation of ∇̃ can be a bit troublesome. Often the computations are

simplified by using instead the affine connection
A

∇ defined by

A

∇XY =
g

∇XY +A−1((
g

∇X(AP ′))(Y )) (2.6)

where A is any invertible (1, 1) tensor field. Note that ∇̃ is one in the family of affine

connections
A

∇, namely that where A = idTQ, the identity map on TQ. We shall see

in Section 3.1 that
A

∇ serves as well as ∇̃ in determining the constrained equations of
motion. The freedom to make this choice of A is a consequence of our only being interested
in geodesics whose initial velocities are in D. Different choices of A will yield different
geodesics if the initial velocity is not in D, but this is irrelevant as far as we are concerned.
We will find it convenient to make certain choices of A in the examples later in the paper.
Essentially one chooses A to cancel denominators in P ′ which will cause problems when it
comes to differentiation.

Using (2.3) we may compute the Christoffel symbols of
A

∇ to be

A

Γijk =
g

Γijk +Bi
l

∂(AP ′)lj
∂qk

+Bi
l

g

Γlkm(AP ′)mj −Bi
l

g

Γmkj(AP
′)lm. (2.7)

Here Bi
j are the components of A−1. We keep A and P ′ together as that is often the whole

point of introducing A — to make the product AP ′ simpler that P ′ by itself.

3. Constrained control systems

We now know enough about affine connections to allow us to formulate precisely the
equations of motion for constrained systems in terms of an affine connection. Let us first
formally define the mechanical systems we will be talking about. A simple mechanical
system with constraints consists of the following data:
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SMSC1. an n-dimensional manifold Q (the configuration manifold);

SMSC2. a Riemannian metric g on Q (the kinetic energy Riemannian metric);

SMSC3. a function V on Q (the potential energy function);

SMSC4. a distribution D on Q (the constraint distribution).

When we talk explicitly about control systems later in the section, we will say what we
mean by a simple mechanical control system with constraints.

In this section we first demonstrate how one may write equations for a simple mechanical
system with constraints with the inclusion of a single external force. Then we are able to
easily write down the control problem and formulate controllability definitions and review
existing results.

3.1. Adding a single force. Let us look at the case where
g

∇ is a Levi-Civita affine
connection on Q and D is a distribution on Q with orthogonal complement D⊥. Recall
that P ′ denotes the orthogonal projection onto D⊥ and we shall denote by P the orthogonal
projection onto D. We shall represent an external force by a one-form F on Q (for example,
we may take F = −dV if we want to model potential forces). Associated with the one-form
F is the vector field Y = g](F ) where g] : T ∗Q→ TQ is the musical isomorphism associated
with the Riemannian metric g. In coordinates g](F ) = gijFj

∂
∂qi

. It is the vector field Y
which is the more convenient representation of external forces in the computations below.
Following the presentation in Section 2.3, the equations of motion for a constrained system
subject to the external force Y are

g

∇ċ(t)ċ(t) = λ(t) + Y (c(t)) (3.1a)

P ′(ċ(t)) = 0. (3.1b)

We now verify that we may represent solutions of (3.1) by solutions of the forced geodesic

equations with respect to the family of affine connections
A

∇ introduced in Section 2.3. We
state a result which follows easily from our construction, but is essential in understanding

exactly how forces interact with the affine connection
A

∇. In the proof of the result, we shall
use the notion of the vertical lift of a vector field on Q. Let X ∈ T (Q). We define a
vector field X lift on TQ by

X lift(vq) =
d
dt

∣∣∣∣
t=0

(vq + tX(q))

(see [Abraham and Marsden 1978, Definition 3.7.5]). In coordinates, if X = Xi ∂
∂qi

, then
we have

X lift = Xi ∂

∂vi
.

One may readily check that X ∈ D if and only if X lift is tangent to D ⊂ TQ.
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3.1 Proposition: Let A be an invertible (1, 1) tensor field and let
A

∇ be as defined
by (2.6). A curve c : [a, b] → Q is a solution of (3.1) if and only if ċ(a) ∈ Dc(a) and c
satisfies

A

∇ċ(t)ċ(t) = P (Y (c(t))) (3.2 )

thought of as a system on D ⊂ TQ.

Proof: We first need to show that the solutions of (3.2) are tangent to D. That is to say,
thought of as a curve in TQ, we show that ċ(t) is tangent to D ⊂ TQ if ċ(a) ∈ Dc(a). We
first note that we can write the equation (3.2) in the form

v̇ =
A

Zg(v)− (P (Y ))lift

where v ∈ TQ and
A

Zg is the geodesic spray associated to the affine connection
A

∇. This

then defines a vector field on TQ given by
A

Zg − (P (Y ))lift. We claim that this vector field

is tangent to D. To show that
A

Zg is tangent to D it suffices to show that D is geodesically

invariant with respect to
A

∇. By Theorem 2.2 this will follow if we can show that
A

∇ restricts
to D. Let X1 and X2 be vector fields on Q. Then

P ′(
A

∇X1X2) = P ′(
g

∇X1X2) + P ′ ◦A−1((
g

∇X1(AP ′))(X2)). (3.3)

If X2 ∈ D then

P ′(X2) = 0
=⇒ AP ′(X2) = 0

=⇒ (
g

∇X1(AP ′))(X2) +AP ′(
g

∇X1X2) = 0

=⇒ A−1((
g

∇X1(AP ′))(X2)) + P ′(
g

∇X1X2) = 0

=⇒ P ′ ◦A−1((
g

∇X1(AP ′))(X2)) + P ′(
g

∇X1X2) = 0 (3.4)

since P ′ ◦P ′ = P ′. Substituting (3.4) into (3.3) we see that P ′(
A

∇X1X2) = 0 for X1 ∈ T (Q)

and X2 ∈ D . Therefore,
A

∇X1X2 ∈ D . This shows that
A

Zg is tangent to D. Now, since

P (Y ) takes its values in D, (P (Y ))lift is tangent to D. Thus
A

Zg − (P (Y ))lift is tangent to
D and so solutions of (3.2) which start on D will remain on D.

Now suppose that c is a solution of (3.1). Since c satisfies the constraint equation (3.1b)
we must have ċ(a) ∈ Dc(a). The constraint equation implies that AP ′(ċ(t)) = 0. Differenti-
ating this relation and solving for λ gives

λ(t) = −A−1((
g

∇ċ(t)(AP ′))(ċ(t)))− P ′(Y (c(t))). (3.5)

Thus
g

∇ċ(t)ċ(t) = −A−1((
g

∇ċ(t)(AP ′))(ċ(t)))− P ′(Y (c(t))) + Y (c(t))

which is equivalent to (3.2) by the definition of
A

∇ and since P = idTQ−P ′.
Now suppose that ċ(a) ∈ Dc(a) and that c satisfies (3.2). As we have shown above, if

ċ(a) ∈ Dc(a) then ċ(t) is in D for all t ∈ [a, b]. Thus c satisfies (3.1b). Also, c satisfies (3.1a)
with λ given by (3.5). Thus c is a solution of (3.1). �
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The essence of the proposition is that we may simply consider the system (3.2) restricted

to D ⊂ TQ. The restriction make sense since D is geodesically invariant with respect to
A

∇
and since P (Y ) takes its values in D. The proposition has the following important conse-
quence. To treat the constrained system (3.1), we may eliminate the constraint equation by
considering the system (3.2) on TQ and then restricting the solutions to those whose initial
conditions are in D. Conceptually this is much easier than having to deal with the separate
constraint equations. We also make the remark that it is only the component of the force
Y in the D-direction which makes any contribution to the dynamics of the problem. The
component of Y in the D⊥-direction gets absorbed by the constraint force.

Because of the proposition, the following definition makes sense.

3.2 Definition: Let g be a Riemannian metric on Q with
g

∇ the corresponding Levi-
Civita affine connection, and let D be a distribution on Q. For an invertible (1, 1) tensor

field A, the connection
A

∇ restricted to D and thought of as a vector bundle connection in
D is called the constrained affine connection . •
Notice that this definition does not depend on A since we are only interested in the restric-

tion of
A

∇ to D. That is to say, two different choices for A will yield the same connection in
D.

3.2. Controllability definitions and results. With the results of the previous section,
we may easily extend our analysis to control systems. A simple mechanical control
system with constraints is a simple mechanical system with constraints plus the addi-
tional data of m linearly independent one-forms F 1, . . . , Fm on Q which we shall consider
as modelling our input forces. As in Section 3.1, we shall use the vector fields Ya = g](F a),
a = 1, . . . ,m, in the computations. The control system we consider is

∇ċ(t)ċ(t) = − gradV (c(t)) + λ(t) + ua(t)Ya(c(t))

P ′(c(t)) = 0

where we have included the effect of potential forces from the potential function V (here
gradV = (dV )]). By virtue of our efforts of Section 3.1, this system is equivalent to the
system

A

∇ċ(t)ċ(t) = −P (gradV (c(t))) + ua(t)P (Ya(c(t))) (3.6)

restricted to D. Without loss of generality we can make the assumption that the external
forces Y1, . . . , Ym lie in the distribution D. We shall do this in the remainder of this section
to simplify the notation.

We shall assume that our control inputs come from the set

U = {u : [0, T ]→ R
m | T > 0 and u is bounded and measurable}.

A solution of (3.6) is a pair (c, u) where c : [0, T ] → Q, a piecewise differentiable curve
with ċ(0) ∈ Dc(0), and u ∈ U satisfy (3.6).

Now we formulate the controllability definitions for this system. Let q0 ∈ Q and let U
be a neighbourhood of q0 in Q. Define
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RU
Q(q0, T ) = {q ∈ Q | there exists a solution (c, u) of (3.6)

such that ċ(0) = 0q0 , c(t) ∈ U for t ∈ [0, T ], and ċ(T ) ∈ TqQ}

and denote
RU
Q(q0,≤ T ) =

⋃
0≤t≤T

RU
Q(q0, t).

Here 0q ∈ TqQ denotes the zero vector in the tangent space. We may now state our versions
of controllability.

3.3 Definition: We say that (3.6) is locally configuration accessible at q0 ∈ Q if
there exists T > 0 such that RU

Q(q0,≤ t) contains a non-empty open subset of Q for all
neighbourhoods U of q0 and all 0 < t ≤ T . If this holds for any q0 ∈ Q then the system is
called locally configuration accessible .

We say that (3.6) is locally configuration controllable at q0 if it is locally configu-
ration accessible at q0 and if there exists T > 0 such that q0 is in the interior of RU

Q(q0,≤ t)
for every neighbourhood U of q0 and 0 < t ≤ T . If this holds for any q0 ∈ Q then the
system is called locally configuration controllable .

We say that (3.6) is equilibrium controllable if, for q1, q2 ∈ Q, there exists a solution
(c, u) of (3.6) where c : [0, T ]→ Q is such that c(0) = q1, c(T ) = q2 and both ċ(0) and ċ(T )
are zero. •
For a discussion of these definitions we refer the reader to [Lewis and Murray 1997a].
We also refer the reader to that work for a treatment of systems of the form (3.6) where

the affine connection
A

∇ is replaced by the Levi-Civita affine connection on a Riemannian
manifold. Note that there are no constraints present in the work of Lewis and Murray
[1997a]. However, with constraints, the system (3.6) is much the same as the system
studied in that paper with the exception that the affine connection is not the Levi-Civita
affine connection. Moreover, we have the following statement:

The analysis of Lewis and Murray [1997a] may be directly applied to the sys-
tem (3.6).

This may be easily seen by looking at the relevant formulas used by Lewis and Murray
[1997a] to compute the accessibility distribution. This is explained in [Lewis and Murray
1997b].

Now we turn to stating the controllability results which are known for the system (3.6).
In stating the results we shall make the assumption that V = 0. This is not essential — the
results of [Lewis and Murray 1997a] are given in the presence of potential energy. However,
its presence complicates the results tremendously, and the development to restate the results
here would constitute a substantial diversion. Instead we direct the reader to [Lewis and
Murray 1997a] and mention again that all conclusions of that paper hold for arbitrary affine
connections.

Let V be a family of vector fields on Q. Denote by Sym(V ) the smallest subset of T (Q)

containing V which is closed under the symmetric product associated with
A

∇, and denote
by Lie(V ) the smallest Lie subset of T (Q) containing V which is closed under Lie bracket.
We call Sym(V ) the symmetric closure of V and Lie(V ) the involutive closure in V .
Let Y denote the family of vector fields {Y1, . . . , Ym}. We shall suppose that the families
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of vector fields Sym(Y ) and Lie(Sym(Y )) generate constant rank distributions which we
denote by Cver(Y ) and Chor(Y ), respectively. As is shown in [Lewis and Murray 1997a], we
think of Cver(Y )(q) as representing the set of velocity directions accessible from 0q and we
think of Chor(Y )(q) as the set of configuration directions accessible from 0q. Of course, to
compute Cver(Y ) in practice, one simply computes iterated symmetric products of vector
fields from Y until new directions are no longer generated. Then, to compute Chor(Y ) one
computes iterated Lie brackets of the vector fields which were used to generate Cver(Y ),
again until new directions are no longer generated. This methodology is implicitly applied
in the examples in Section 4.

We may now state the basic accessibility result, valid for V = 0.

3.4 Theorem: ([Lewis and Murray 1997a]) The system (3.6) is locally configuration ac-
cessible at q ∈ Q if the rank of Chor(Y ) at q is equal to the dimension of Q. Conversely,
if (3.6) is locally configuration accessible, then Chor(Y ) has maximal rank on an open dense
subset of Q.

3.5 Remarks: We make some comments which relate to the plausibility of Theorem 3.4.

1. By Theorem 2.2, Cver(Y ) is geodesically invariant. Since we are assuming that Ya ∈
D , a = 1, . . . ,m, and since D is geodesically invariant by construction of

A

∇, this
implies that Cver(Y ) ⊂ D. Of course this makes sense given Proposition 3.1 which
implies that solutions of (3.6) which start in D must remain in D.

2. Since Cver(Y ) ⊂ D, we must also have Lie(Sym(Y )) ⊂ Lie(D). That is to say,
the set of reachable configurations is contained in the smallest integrable distribution
containing D. This agrees with purely kinematic considerations which indicate that
the constraints restrict the system’s movement to leaves of the smallest integrable
distribution containing D. •

Now we state a sufficient condition for local configuration controllability. For this result,
we need the notion of good and bad symmetric products. An iterated symmetric product
from Y is called bad if it contains an even number of each of the vector fields Ya, a =
1, . . . ,m, and otherwise an iterated symmetric product is called good . For example, the
symmetric product 〈〈Ya : Yb〉 : 〈Ya : Yb〉〉 is bad, but the symmetric product 〈Ya : 〈Ya : Yb〉〉
is good. We call the degree of a symmetric product the total number of vector fields from
Y which comprise it. Thus our bad example has degree four, and the good example has
degree three.2

The following theorem happens to hold in the case when V is non-zero in (3.6).

3.6 Theorem: ([Lewis and Murray 1997a]) If dim(Chor(Y )q) = n and if every bad sym-
metric product at q ∈ Q is a R-linear combination of good symmetric products at q of lower
degree, then (3.6) is locally configuration controllable at q. If these conditions are satisfied
at every point in Q, then (3.6) is equilibrium controllable.

For single-input systems with no potential energy, we have the following sharp controllability
result.

2We are being somewhat imprecise here for the sake of expediency. To make proper sense of bad, good,
and degree, one must use the notion of a free symmetric algebra. See [Lewis and Murray 1997a] for details.
It should, however, be clear what we mean here.
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3.7 Theorem: ([Lewis 1997]) If m = 1, the system (3.6) is locally configuration control-
lable if and only if dim(Q) = 1.

This result is not generally true in the presence of potential energy.
Finally we turn to decompositions of control systems of the form (3.6) with V = 0.

3.8 Theorem: ([Lewis and Murray 1997b]) Let (x1, . . . , xk, y1, . . . , yn−k) be coordinates
adapted to the integrable distribution Chor(Y ) (thus Chor(Y ) = span

{
∂
∂x1 , . . . ,

∂
∂xk

}
). The

system (3.6) in these coordinates has the form

ẍσ + Γσρτ ẋ
ρẋτ + Γσρβẋ

ρẏβ + Γσβρẏ
βẋρ + Γσβγ ẏ

β ẏγ = uaY σ
a , σ = 1, . . . , k

ÿα + Γαρτ ẋ
ρẋτ + Γαρβẋ

ρẏβ + Γαβρẏ
βẋρ + Γαβγ ẏ

β ẏγ = 0, α = 1, . . . , n− k

where Γαρτ (x, y)ẋρẋτ = 0 if ẋ ∈ Cver(Y )(x,y). In particular, if ẋ = 0 and ẏ = 0 then
ẏ(t) = 0 for t > 0. Furthermore, the system restricted to the leaves of Chor(Y ) is locally
configuration accessible.

The Christoffel symbols in this last theorem are defined by

A

∇ ∂
∂xρ

∂

∂xτ
= Γσρτ

∂

∂xσ
+ Γαρτ

∂

∂yα
,

A

∇ ∂
∂xρ

∂

∂yβ
= Γσρβ

∂

∂xσ
+ Γαρβ

∂

∂yα
,

A

∇ ∂

∂yβ

∂

∂xρ
= Γσβρ

∂

∂xσ
+ Γαβρ

∂

∂yα
,

A

∇ ∂

∂yβ

∂

∂yγ
= Γσβγ

∂

∂xσ
+ Γαβγ

∂

∂yα
.

4. Examples

The remainder of the paper we devote to the investigation of four examples: the Heisen-
berg system, the upright rolling penny, the snakeboard, and the roller racer. These systems
have been presented previously in the literature (references are given with each example)
with the emphasis on various dynamical or locomotive properties. For each example we ex-
plicitly give the data describing the problem (i.e., the kinetic energy metric, the constraints,
and the input one-forms). Using this data, and (2.7), we compute the Christoffel symbols

of the affine connection
A

∇ (A is chosen to suit the particular problem). We then use The-
orems 3.4 and Theorem 3.6 to determine the accessibility and controllability properties of
the example for various combinations of the given inputs. Where applicable (and feasible),
the decomposition of Theorem 3.8 is computed.

Some of the computations for the examples can be rather tedious, and so were per-
formed using Mathematica. When doing distribution computations in the examples, we
ignore points where distributions lose rank. To consider singularities of the distributions is
important, but is not something we will take into account here.

4.1. The Heisenberg system. This system is a “canonical” example and has been
studied by many authors. For recent treatments we refer to [Bates and Śniatycki 1993]
and [Bloch, Krishnaprasad, Marsden, and Murray 1996]. In both of these papers the
emphasis is on dealing with the symmetries in the system which we here neglect.

We take a particle in Q = R
3 and model the kinetic energy with the Riemannian metric

g = m (dx⊗ dx+ dy ⊗ dy + dz ⊗ dz)
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for m > 0 the mass of the particle. The inertia matrix associated with this Riemannian
metric is m 0 0

0 m 0
0 0 m

 .
For the remaining examples we shall simply write the inertia matrix with the understanding
that it represents the components of the kinetic energy Riemannian metric in the given
coordinates. The system’s velocities are required to satisfy the constraint

ż = yẋ. (4.1)

The constraint distribution D is then the span of the two vector fields

∂

∂y
,

∂

∂x
+ y

∂

∂z

on R3. This system is sometimes called the “Heisenberg system” since the brackets of the
vector fields satisfying the constraints obey commutator relations which are reminiscent of
the Lie algebra of the Heisenberg group.

The constrained affine connection

The orthogonal complement of D is easily seen to be generated by the vector field

y
∂

∂x
− ∂

∂z
.

We may compute the projection P ′ to be

P ′(x, y, z) · (vx, vy, vz) =
1

1 + y2

(
y2vx − yvz, 0,−yvx + vz

)
.

It is convenient to choose A = (1 + y2) idTQ. The reader will wish to recall that, as a
consequence of Proposition 3.1, the choice of A does not affect the dynamics of the system

restricted to D. We compute the non-zero Christoffel symbols of
A

∇ to be

Γxxy =
2y

1 + y2
, Γxzy = − 1

1 + y2
, Γzxy = − 1

1 + y2
.

Remember that this affine connection is not torsion free and so does not have the indicial
symmetries of a Levi-Civita affine connection.

Controllability analysis

Now we make the Heisenberg system a control system by consider the two input one-forms

F 1 = dy, F 2 = dx+ ydz.

The associated input vector fields are

Y1 =
1
m

∂

∂y
, Y2 =

1
m

(
∂

∂x
+ y

∂

∂z

)
.
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Since the system is one of academic interest, its hard to motivate this choice of inputs,
except to say that they span D. The equations for the control system are then

ẍ+
1

1 + y2
(2yẋẏ − ẏż) =

1
m
u2

ÿ =
1
m
u1

z̈ − 1
1 + y2

ẋẏ =
y

m
u2.

Here (u1, u2) ∈ R2 are the inputs. These equations should be restricted to D since those are
the only interesting velocities. Using (4.1) we compute the equations of motion restricted
to D to be

ẍ+
y

1 + y2
ẋẏ =

1
m
u2

ÿ =
1
m
u1

z̈ − 1
1 + y2

ẋẏ =
y

m
u2.

To determine the controllability of the system with various combinations of inputs, we
need to perform some symmetric product and Lie bracket computations. We compute

〈Y1 : Y1〉 = 0, 〈Y1 : Y2〉 =
1
m2

(
y

1 + y2

∂

∂x
+

y2

1 + y2

∂

∂z

)
,

〈Y2 : Y2〉 = 0, [Y1, Y2] =
1
m2

∂

∂y
.

With these computations we may easily deduce the configuration controllability of the
Heisenberg system.

HS1. Y = {Y1}: In this case we see that Sym(Y ) is simply generated by the single vector
field Y1. Thus the distribution Chor is also generated by Y1. The system is, therefore,
not locally configuration accessible. Note that Y1 ' ∂

∂y and so the coordinates (x, y, z)
are adapted to this integrable distribution. We may write the control system restricted
to D as

ÿ =
1
m
u1

ẍ+
y

1 + y2
ẋẏ = 0

z̈ − 1
1 + y2

ẋẏ = 0.

With zero velocity initial conditions, the first equation decouples from the last two as
stated by Theorem 3.8.

HS2. Y = {Y2}: In this case we again see that the system is not locally configuration
accessible. The distribution Chor is spanned by Y2. To make the system decouple as
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in Theorem 3.8, we must make a change of coordinates. The coordinates (ξ, η, ζ) =
(x, y, z − xy) have the property that Chor = span

{
∂
∂ξ

}
. One may verify that the

non-zero Christoffel symbols of
A

∇ in this set of coordinates are

Γξηξ = − η

1 + η2
, Γξηη = − ξ

1 + η2
, Γξζη = − 1

1 + η2
,

Γζξη = −ξ, Γζηξ = 1− ξ, Γζηη =
ξη

1 + η2
, Γζζη =

η

1 + η2
.

The constrained velocities in these coordinates must satisfy the equation

ζ̇ = −ξη̇.

The equations restricted to D may then be computed as

ξ̈ − η

1 + η2
ξ̇η̇ =

1
m
u2

η̈ = 0

ζ̈ + (1− 2ξ)ξ̇η̇ = 0.

As expected, if we have zero initial velocity, the first equation decouples from the last
two as a consequence of Theorem 3.8.

HS3. Y = {Y1, Y2}: Here we see that the vector fields {Y1, Y2, [Y1, Y2]} generate TQ and so
the system is locally configuration accessible by Theorem 3.4. In fact, by Theorem 3.6
it is also locally configuration controllable, in fact equilibrium controllable.

4.2. The upright rolling penny. Here we study the example of an upright rolling penny.
This is another “canonical” example which has been studied in detail by many authors.
The symmetries of the rolling penny are discussed, for example, by Bloch, Krishnaprasad,
Marsden, and Murray [1996].

This object is as depicted in Figure 1 and has Q = R
2 × S1 × S1 as its configuration

manifold. The inertia matrix we consider is
m 0 0 0
0 m 0 0
0 0 J 0
0 0 0 I

 .
Here m > 0 is the mass of the penny, I > 0 is the moment of inertia of the penny about its
centre, and J > 0 is the moment of inertia of the penny about the “z-axis.” The condition
that the penny roll without slipping is modelled by declaring that the velocities satisfy the
constraint equations

ẋ = r cos θφ̇, ẏ = r sin θφ̇. (4.2)

The constraint distribution is then generated by the two vector fields

∂

∂θ
,

∂

∂φ
+ r cos θ

∂

∂x
+ r sin θ

∂

∂y
.
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Figure 1. The rolling penny.

The constrained affine connection

The orthogonal complement to D is easily seen to be generated by the two vector fields

I
∂

∂x
−mr cos θ

∂

∂φ
, I

∂

∂y
−mr sin θ

∂

∂φ
.

Using this information we may compute the orthogonal projection onto D⊥ to be

P ′(x, y, θ, φ) · (vx, vy, vθ, vφ) =
1

I +mr2

(
(I +mr2 sin2 θ)vx−mr2 sin θ cos θvy − Ir cos θvφ,

−mr2 sin θ cos θvx+ (I+mr2 cos2 θ)vy− Ir sin θvφ,−mr cos θvx−mr sin θvy +mr2vφ, 0
)
.

We choose A = (I +mr2) idTQ and compute the non-zero Christoffel symbols as

Γxxθ =
mr2 sin 2θ
I +mr2

, Γxyθ = −mr
2 cos 2θ

I +mr2
, Γxφθ =

Ir sin θ
I +mr2

,

Γyxθ = −mr
2 cos 2θ

I +mr2
, Γyyθ = −mr

2 sin 2θ
I +mr2

, Γyφθ = − Ir cos θ
I +mr2

,

Γφxθ =
mr sin θ
I +mr2

, Γφyθ = −mr cos θ
I +mr2

.

Controllability analysis

This system has two natural inputs: a torque which makes the penny roll, and a torque
which makes the penny spin. These inputs are modelled by the one-forms

F 1 = dφ, F 2 = dθ

and the inputs vector fields associated with these forces are

Y ′1 =
1
I

∂

∂φ
, Y ′2 =

1
J

∂

∂θ
.
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However, the theory discussed in Section 3 asks that these vector fields have their values in
D, so we orthogonally project these to D to obtain the actual inputs vector fields we shall
use in the computations as

Y1 =
1

I +mr2

(
r cos θ

∂

∂x
+ r sin θ

∂

∂y
+

∂

∂φ

)
, Y2 =

1
J

∂

∂θ
.

Then we compute the forced equations of motion for the rolling penny to be

ẍ+
1

I +mr2

(
mr2 sin 2θẋθ̇ −mr2 cos 2θẏθ̇ + Ir sin θθ̇φ̇

)
=

r cos θ
I +mr2

u1

ÿ − 1
I +mr2

(
mr2 cos 2θẋθ̇ +mr2 sin 2θẏθ̇ + Ir cos θθ̇φ̇

)
=

r sin θ
I +mr2

u1

θ̈ =
1
J
u2

φ̈+
1

I +mr2

(
mr sin θẋθ̇ −mr cos θẏθ̇

)
=

1
I +mr2

u1.

Using (4.2) the resulting equations of motion restricted to D are

ẍ+ r sin θφ̇θ̇ =
r cos θ
I +mr2

u1

ÿ − r cos θφ̇θ̇ =
r sin θ
I +mr2

u1

θ̈ =
1
J
u2

φ̈ =
1

I +mr2
u1.

One may readily ascertain that the unforced x and y equations are simply the time deriva-
tives of the constraint equations.

We now perform the symmetric product and Lie bracket computations necessary to
make conclusions about the controllability of the system. We compute

〈Y1 : Y1〉 = 0, 〈Y1 : Y2〉 = 0, 〈Y2 : Y2〉 = 0,

[Y1, Y2] =
r

J(I +mr2)

(
sin θ

∂

∂x
− cos θ

∂

∂y

)
[Y2, [Y1, Y2]] =

r

J2(I +mr2)

(
cos θ

∂

∂x
+ sin θ

∂

∂y

)
.

We may now easily deduce some basic facts about the controllability of the upright rolling
penny.

RP1. Y = {Y1}: We see that Chor is spanned by Y1 and so the system is not locally
configuration accessible. To get the equations to decouple as stated in Theorem 3.8,
we must make a change of coordinates. To this end we introduce the coordinates

(ξ, η, ζ, ψ) = (x cos θ + y sin θ,−x sin θ + y cos θ, x cos θ + y sin θ − rφ, θ).
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We may verify that Chor is generated by ∂
∂ξ in these coordinates. The non-zero

Christoffel symbols for
A

∇ in these coordinates are

Γξηψ = −I(1 + η) + 2mr2

I +mr2
, Γξψη = −I(1 + η) +mr2

I +mr2
,

Γξψψ = −ξ I(1 + η) + 2mr2

I +mr2
, Γηξψ = −ξ, Γηζψ =

I

I +mr2
,

Γηψξ = 1− ξ, Γηψψ = η
I(ξ − 1) + ξmr2

I +mr2
,

Γζηψ = −1− η, Γζψη = −1− η, Γζψψ = −ξ(1 + η).

We may verify that the constraint equations (4.2) in these coordinates are given by

− sinψη̇ + cosψζ̇ − (ξ sinψ + η cosψ)ψ̇ = 0

cosψη̇ + sinψζ̇ + (ξ cosψ − η sinψ)ψ̇ = 0.

These may be simplified to give the equivalent relations

η̇ = −ξψ̇, ζ̇ = ηψ̇.

Now we may derive the equations for the control system restricted to D in these
coordinates to be

ξ̈ + ξ
I(1 + η) +mr2

I +mr2
ψ̇2 =

r

I +mr2
u1

η̈ + (1− 2ξ)ξ̇ψ̇ + ξηψ̇2 = 0

ζ̈ + ξ(1 + η)ψ̇2 = 0

ψ̈ = 0.

Note that for zero initial velocities, the top equation decouples from the last three.
Physically, this motion is simply a rolling of the penny in the direction ξ which is, as
is illustrated in Figure 2, in the direction of the fixed angle θ.

RP2. Y = {Y2}: In this case the system is not locally configuration accessible as the
distribution Chor is spanned by the vector field Y2. The coordinates (x, y, φ, θ) are
adequate for decoupling the system. Indeed, the equations restricted to D in these
coordinates with the input Y2 have the form

θ̈ =
1
J
u2

ẍ+ r sin θφ̇θ̇ = 0

ÿ − r cos θφ̇θ̇ = 0

φ̈ = 0.

As in Theorem 3.8, we see that the top equation decouples from the last three equa-
tions when the initial velocities are zero. The physical motion in this case is simply
a spinning of the penny about its vertical axis while the rest of the configuration
variables remain unchanged.
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Figure 2. The motion of the rolling penny with the input Y1

RP3. Y = {Y1, Y2}: In this case the vector fields {Y1, Y2, [Y1, Y2], [Y2, [Y1, Y2]]} span TQ
and so the system is locally configuration accessible. By Theorem 3.6 we also see that
the system is locally configuration controllable and, in fact, equilibrium controllable.

4.3. The snakeboard. This example was first studied by Lewis, Ostrowski, Murray, and
Burdick [1994]. The snakeboard was an instrumental example in the development of the
theory of Bloch, Krishnaprasad, Marsden, and Murray [1996] and Ostrowski [1995]. The
snakeboard as a control system is considered by Ostrowski and Burdick [1997].

The system is a derivative of the skateboard where the rider uses his own momentum,
coupled with the constraints, to make the system “locomote.” The mathematical model of
the system is shown in Figure 3. The configuration manifold for the system isQ = SE(2)×T2

and we use coordinates (x, y, θ, ψ, φ) as shown in the figure. We constrain the front and rear
wheel angles to be equal and opposite. This is both a natural thing to do physically, and
simplifies the analysis considerably. Note that we are using slightly different coordinates
than were used by Lewis, Ostrowski, Murray, and Burdick. Their choice of coordinates
was motivated by ease of modelling the external forces, and our coordinates make the

representation of the affine connection
A

∇ easier. The inertia matrix representing the kinetic
energy of the snakeboard is 

m 0 0 0 0
0 m 0 0 0
0 0 J + 2J1 0 0
0 0 0 J0 0
0 0 0 0 2J1

 .

Here m > 0 is the total mass of the snakeboard, J > 0 is the moment of inertia of the body
of the snakeboard about its centre of mass, J0 > 0 is the moment of inertia of the rotor
mounted on top of the body’s centre of mass, and J1 > 0 is the moment of inertia of each
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Figure 3. The mathematical model of the Snakeboard

of the wheel axles. The constraint equations for the snakeboard are

− sinφẋ+ cosφẏ − r cos(θ − φ)θ̇ = 0

− sin(2θ − φ)ẋ+ cos(2θ − φ)ẏ + r cos(θ − φ)θ̇ = 0
(4.3)

from which we ascertain that the constraint distribution is generated by the vector fields

∂

∂ψ
,

∂

∂φ
, a

∂

∂x
+ b

∂

∂y
+ c

∂

∂θ

where
a = r cos θ cos(θ − φ), b = r sin θ cos(θ − φ), c = sin(θ − φ).

The constrained affine connection

The orthogonal complement to D is generated by the vector fields

J ′c
∂

∂x
−ma ∂

∂θ
, b

∂

∂x
− a ∂

∂y
.

Here J ′ = J + 2J1. We then compute the orthogonal projection onto D⊥ to be

P ′(x, y, θ, ψ, φ) · (vx, vy, vθ, vψ, vφ) =
(
(J ′c2 +mb2)vx −mabvy − J ′acvθ,

−mabvx+(J ′c2 +ma2)vy−J ′bcvθ,−macvx−mbcvy +m(a2 + b2)vθ
)
/(J ′c2 +m(a2 + b2)).

We choose A = (J ′c2 +m(a2 + b2)) idTQ and with this we compute the non-zero Christoffel
symbols to be

Γxxθ =
cos(φ− θ)(−(mr2 sin(φ− 3θ)) + (−2J ′ +mr2) sin(φ− θ))

J ′c2 +m(a2 + b2)
,
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Γxxφ =
(2J ′ −mr2 +mr2 cos 2θ) sin(2(φ− θ))

2(J ′c2 +m(a2 + b2))
,

Γxyθ = −mr
2(cos(2(φ− 2θ)) + cos 2θ)
2(J ′c2 +m(a2 + b2))

, Γxyφ =
mr2 sin(2(φ− θ)) sin(2θ)

2(J ′c2 +m(a2 + b2))
,

Γxθθ = −J
′r(3 cos(2φ− 3θ) + cos(2φ− θ))

4(J ′c2 +m(a2 + b2))
, Γxθφ =

J ′r cos(2(φ− θ)) cos(θ)
J ′c2 +m(a2 + b2)

,

Γyxθ = −mr
2(cos(2(φ− 2θ)) + cos 2θ)
2(J ′c2 +m(a2 + b2))

, Γyxφ =
mr2 sin(2(φ− θ)) sin 2θ

2(J ′c2 +m(a2 + b2))
,

Γyyθ =
cos(φ− θ)(mr2 sin(φ− 3θ) + (−2J ′ +mr2) sin(φ− θ))

J ′c2 +m(a2 + b2)
,

Γyyφ = −(−2J ′ +mr2 +mr2 cos 2θ) sin(2(φ− θ))
2(J ′c2 +m(a2 + b2))

,

Γyθθ = −J
′r(−3 sin(2φ− 3θ) + sin(2φ− θ))

4(J ′c2 +m(a2 + b2))
, Γyθφ =

J ′r cos(2(φ− θ)) sin θ
J ′c2 +m(a2 + b2)

,

Γθxθ = −mr(3 cos(2φ− 3θ) + cos(2φ− θ))
4(J ′c2 +m(a2 + b2))

, Γθxφ =
mr cos(2(φ− θ)) cos θ
J ′c2 +m(a2 + b2)

,

Γθyθ = −mr(−3 sin(2φ− 3θ) + sin(2φ− θ))
4(J ′c2 +m(a2 + b2))

, Γθyφ =
mr cos(2(φ− θ)) sin θ
J ′c2 +m(a2 + b2)

,

Γθθθ =
mr2 sin(2φ− 2θ)
J ′c2 +m(a2 + b2)

, Γθθφ = − mr2 sin(2φ− 2θ)
J ′c2 +m(a2 + b2)

.

Controllability analysis

The control system we consider has the ability to apply torques to control the relative angle
between the rotor and the body and the relative angle between the wheels and the body.
The input one-forms are thus

F 1 = dθ − dψ, F 2 = dφ.

The resulting input vector fields are

Y ′1 =
1
J ′

∂

∂θ
− 1
J0

∂

∂ψ
, Y ′2 =

1
2J1

∂

∂φ
.

Orthogonally projecting these vector fields to D gives the inputs vector fields

Y1 =
(
−1

2
r cos θ sin(2(φ− θ)) ∂

∂x
− 1

2
r sin(2(φ− θ)) sin θ

∂

∂y
+

sin2(φ− θ) ∂
∂θ

)
/(J ′c2 +m(a2 + b2))− 1

J0

∂

∂ψ
,

Y2 =
1

2J1

∂

∂φ
.

We may determine the equations of motion as follows.

ẍ−
(
−
(
cos(φ− θ)(−(mr2 sin(φ− 3θ)) + (−2J ′ +mr2) sin(φ− θ))

)
ẋθ̇−
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1
2

(
(2J ′ −mr2 +mr2 cos 2θ) sin(2(φ− θ))

)
ẋφ̇+

1
2

(
mr2(cos(2(φ− 2θ)) + cos 2θ)

)
ẏθ̇ − 1

2

(
mr2 sin(2(φ− θ)) sin 2θ

)
ẏφ̇+

1
4
(
3J ′r cos(2φ− 3θ) + J ′r cos(2φ− θ)

)
θ̇2−

(
J ′r cos(2(φ− θ)) cos θ

)
θ̇φ̇
)
/(J ′c2 +m(a2 + b2)) = − r cos θ sin(2(φ− θ))

2(J ′c2 +m(a2 + b2))
u1

ÿ −
(1
2

(
mr2(cos(2(φ− 2θ)) + cos 2θ)

)
ẋθ̇ − 1

2

(
mr2 sin(2(φ− θ)) sin 2θ

)
ẋφ̇−(

cos(φ− θ)(mr2 sin(φ− 3θ) + (−2J ′ +mr2) sin(φ− θ))
)
ẏθ̇+

1
2

(
(−2J ′ +mr2 +mr2 cos 2θ) sin(2(φ− θ))

)
ẏφ̇+

1
4
(
−3J ′r sin(2φ− 3θ) + J ′r sin(2φ− θ)

)
θ̇2−

(
J ′r cos(2(φ− θ)) sin θ

)
θ̇φ̇
)
/(J ′c2 +m(a2 + b2)) = − r sin(2(φ− θ)) sin θ

2(J ′c2 +m(a2 + b2))
u1

θ̈ −
(1
4

(mr(3 cos(2φ− 3θ) + cos(2φ− θ))) ẋθ̇ − (mr cos(2(φ− θ)) cos θ) ẋφ̇+

1
4

(mr(−3 sin(2φ− 3θ) + sin(2φ− θ))) ẏθ̇ − (mr cos(2(φ− θ)) sin θ) ẏφ̇−(
mr2 sin(2(φ− θ))

)
θ̇2 +

(
mr2 sin(2(φ− θ))

)
θ̇φ̇
)
/(J ′c2 +m(a2 + b2)) =

sin2(φ− θ)
J ′c2 +m(a2 + b2)

u1

ψ̈ = − 1
J0
u1

φ̈ =
1

2J1
u2.

These equations may be simplified by asking that the velocities satisfy the constraint equa-
tions (4.3). With some straightforward manipulation these equations may be reduced to

sin(φ− θ)ẋ+ r cos θ cos(θ − φ)θ̇ = 0, sin(φ− θ)ẏ + r sin θ cos(θ − φ)θ̇ = 0.

We may then write the constrained equations of motion as

ẍ−
(1
4
(
3J ′r cos(2φ− 3θ) + J ′r cos(2φ− θ)

)
θ̇2+

1
4
(
r(−2J ′ cos(2φ− 3θ)− 2J ′ cos(2φ− θ))

)
θ̇φ̇
)
/(J ′c2 +m(a2 + b2)) =

− r cos θ sin(2(φ− θ))
2(J ′c2 +m(a2 + b2))

u1

ÿ −
(1
4
(
−3J ′r sin(2φ− 3θ) + J ′r sin(2φ− θ)

)
θ̇2−(

J ′r cos(2(φ− θ)) sin θ
)
θ̇φ̇
)
/(J ′c2 +m(a2 + b2)) =
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− r sin(2(φ− θ)) sin θ
2(J ′c2 +m(a2 + b2))

u1

θ̈ −
((
−(mr2 cot(φ− θ)) +mr2 cos(2(φ− θ)) cot(φ− θ)

)
θ̇2−(

mr2(−1 + cos(2(φ− θ))) cot(φ− θ)
)
θ̇φ̇
)
/(J ′c2 +m(a2 + b2)) =

sin2(φ− θ)
J ′c2 +m(a2 + b2)

u1

ψ̈ = − 1
J0
u1

φ̈ =
1

2J1
u2.

The results of the symmetric product and Lie bracket computations for the snakeboard
are too lengthy to reproduce in their entirety here. Let us provide some of the expressions
evaluated at the point q0 = (0, 0, 0, 0, 0).

〈Y1 : Y1〉 (q0) = 0, 〈Y2 : Y2〉 (q0) = 0, 〈Y1 : Y2〉 (q0) = − 1
2mrJ1

∂

∂x

〈〈Y1 : Y2〉 : 〈Y1 : Y2〉〉 (q0) = 0, [Y1, Y2](q0) =
1

2mrJ1

∂

∂x
,

[Y2, [Y1, Y2]](q0) = − 1
2J2

1mr
2

∂

∂θ
,

[Y2, [Y1, [Y2, [Y1, Y2]]]](q0) = − 1
4J3

1m
2r3

∂

∂y
− 1

2J3
1m

2r4

∂

∂θ
.

With these computations we may determine the controllability of the snakeboard at the
operating point q0 = (0, 0, 0, 0, 0).

SB1. Y = {Y1}: In this case we note that Chor is generated at q0 by the vector field {Y1}
and so the system is not locally configuration accessible with this input. The set of
configurations reachable from q0 will be a one-dimensional submanifold generated by
the flow of Y1 through q0.

SB2. Y = {Y2}: The system is not locally configuration accessible and the distribution Chor

is generated by Y2. In this case the equations decouple in the original coordinates.
The physical motion of the control system is simply a rotation of the wheels while the
rest of the body is at rest.

SB3. Y = {Y1, Y2}: We see that the vector fields

{Y1, Y2, [Y1, Y2], [Y2, [Y1, Y2]], [Y2, [Y1, [Y2, [Y1, Y2]]]]}

span TQ at q0 and so the system is locally configuration accessible with the inputs
Y1 and Y2 by Theorem 3.4. Moreover, since the bad symmetric products 〈Y1 : Y1〉
and 〈Y2 : Y2〉 are zero at q0, the system satisfies the sufficient condition test for local
configuration controllability of Theorem 3.6.
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4.1 Remarks: 1. With the snakeboard computations, one must be aware of singular-
ities in the rank of certain distributions, especially as the “natural” initial operating
point (x, y, θ, ψ, φ) = (0, 0, 0, 0, 0) can often be involved in the singularities. The vec-
tor fields we have chosen to span Chor are selected so that they have maximal rank
in a neighbourhood of (0, 0, 0, 0, 0). Therefore, by Theorem 3.6 the snakeboard is
equilibrium controllable in a neighbourhood of (0, 0, 0, 0, 0).

2. There is an interesting, but still not perhaps completely understood correspondence
between the brackets used to generate Chor and the snakeboard “gaits” observed
by Lewis, Ostrowski, Murray, and Burdick [1994]. Corresponding to the bracket
[Y1, Y2] there is the gait where the rotor and the wheels are forced periodically with
the same frequency. This gives rise to a motion in the x-direction when start-
ing from (0, 0, 0, 0, 0). Corresponding to the bracket [Y2, [Y1, Y2]] there is the gait
where the wheels are forced periodically at twice the frequency as the rotor. In
this case a motion in the θ-direction is observed. And, corresponding to the bracket
[Y2, [Y1, [Y2, [Y1, Y2]]]], there is a gait where the wheels and the rotor are forced peri-
odically at a 3 : 2 ratio. This gives rise to a motion in the y-direction. In each case,
note that the ratio of the forcing frequencies of the wheels and the rotor is matched
by the relative number of terms of the forcing vector fields in the brackets. The same
observations are made by Ostrowski and Burdick [1997] with regards to the controlla-
bility analysis they perform. This is doubtless related to sinusoidal motion planning
methodology of Murray and Sastry [1993]. Further, it is also doubtless related to
the averaging analysis of Leonard and Krishnaprasad [1995] in the kinematic case,
and Bullo, Leonard, and Lewis [2000] in the dynamic case.

4.4. The roller racer. The roller racer is a toy in which the rider sits over an axle and
propels himself using his feet to apply a cyclic motion to another pair of wheels which pivot
in front of the vehicle. The mathematical model we study here was introduced by Krish-
naprasad and Tsakiris [1995] (see Figure 4). The configuration manifold is Q = SE(2)× S
and for the moment we use coordinates (x, y, θ, ψ) as indicated in the figure. We make
the assumption, not unreasonably, that the centre of mass of the body of the roller racer
is located over the wheel axle. In this case the Riemannian metric describing the kinetic
energy is

g = m(dx⊗ dx+ dy ⊗ dy) + I1dθ ⊗ dθ + I2dψ ⊗ dψ.

Here m > 0 is the mass of the body of the roller racer, I1 > 0 is the moment of inertia of the
body about its centre of mass, and I2 > 0 is the moment of inertia of the wheel assembly
about the pivot point. The equations of constraint for the roller racer are

− sin θẋ+ cos θẏ = 0

− sinψẋ+ cosψẏ + l1 cos(θ − ψ)θ̇ + l2ψ̇ = 0.

It turns out to be convenient for the computations we do here to use in place of (x, y)
the rotated coordinates

(ξ, η) = (x cos θ + y sin θ,−x sin θ + y cos θ),
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Figure 4. The mathematical model of the roller racer

and the relative angle φ = ψ − θ. In the coordinates (ξ, η, θ, φ) the inertia matrix may be
computed to be 

m 0 −mη 0
0 m mξ 0
−mη mξ I1 + I2 +m(ξ2 + η2) I2

0 0 I2 I2


and the constraint equations are

η̇ + ξθ̇ = 0

− sinφξ̇ + cosφη̇ + (l2 + (l1 + ξ) cosφ+ η sinφ)θ̇ + l2φ̇ = 0.
(4.4)

The constraint distribution is then spanned by the two vector fields

l2
∂

∂ξ
+ sinφ

∂

∂φ
, l2η

∂

∂ξ
− l2ξ

∂

∂η
+ l2

∂

∂θ
− (l2 + l1 cosφ)

∂

∂φ
.

The constrained affine connection

The orthogonal complement to D is generated by the two vector fields

1
m

∂

∂η
,(

l1η cosφ
I1

− sinφ
m

)
∂

∂ξ
+

(I1 −ml1ξ) cosφ
mI1

∂

∂η
+
l1 cosφ
I1

∂

∂θ
+
(
l2
I2
− l1 cosφ

I1

)
∂

∂φ
.

The orthogonal projection is then computed to be

P ′(ξ, η, θ, φ) · (vξ, vη, vθ, vφ) =
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(
(I1I2 sin2 φ−ml1ηI2 cosφ sinφ)vξ + I2(l2 + l1 cosφ+ η sinφ)(ml1η cosφ− I1 sinφ)vθ+

(ml1l2ηI2 cosφ− l2I1I2 sinφ)vφ,ml1ξI2 sinφ cosφvξ+

(ml22I1 +ml21I2 cos2 φ+ I2I2 sin2 φ)vη+

(ml2ξ(l2I1 − l1I2 cosφ) + ξI1I2 sin2 φ−ml1ξηI2 sinφ cosφ)vθ−
ml1l2ξI2 cosφvφ,−ml1I2 sinφ cosφvx+

(ml1l2I2 cosφ+ml21I2 cos2 φ+ml1ηI2 sinφ cosφ)vθ +ml1l2I2 cosφvφ,
(ml1I2 sinφ cosφ−ml2I1 sinφ)vx +m(l2I1 − l1I2 cosφ)(l2 + l1 cosφ+ η sinφ)vθ+

ml22I1 −ml1l2I2 cosφvφ
)
/∆

where
∆ = ml22I2(1 + cos2 φ) + I1I2 sin2 φ.

When doing the controllability analysis for the roller racer, one may suppose, without loss of
generality, that we have an initial configuration for which (ξ, η) = (0, 0). Thus, to simplify
our life, let us only write the Christoffel symbols at such a configuration point. We choose

A = ∆ idTQ and compute the non-zero Christoffel symbols of
A

∇ (at (ξ, η) = (0, 0)) as

Γξξφ =
I1I2 sin 2φ

∆
, Γξηθ = −2m(l22I1 + l21I2) + I1I2 sinφ(2l2 + l1 cosφ+ sinφ)

∆
,

Γξθη = −m(l22I1 + l21I2 cos2 φ) + I1I2 sinφ(2l2 + l1 cosφ+ sinφ)
∆

,

Γξθφ = −I1I2(l1 cos 2φ+ l2 cosφ)
∆

,Γξφφ = − l1I1I2 cosφ
∆

,

Γηξθ =
I1I2 sin2 φ

∆
, Γηηφ =

I2(I1 +ml21) sin 2φ
∆

,

Γηθξ =
ml22I1 +ml21I1 cos2 φ+ I1I2 sin2 φ

∆
, Γηθθ = −I1I2 sinφ(l2 + l1 cosφ)

∆
,

Γηφθ = − l2I1I2 sinφ
∆

, Γθξφ = −ml1I2 cos 2φ
∆

,

Γθθφ =
ml1I2 sin 2φ

2∆
, Γθθφ = −ml1I2 sinφ(l2 + 2l1 cosφ)

∆
,

Γθφφ = −ml2l2I2 sinφ
∆

, Γφξφ =
m(l1I2 cos 2φ− l2I1 cosφ)

∆
,

Γφθη =
m sinφ(l2I1 − l1I2 cosφ)

∆
, Γφθφ =

ml1 sinφ(l2I2 − l2I1 + 2l1I2 cosφ)
∆

,

Γφφφ =
ml1l2I2 sinφ

∆
.

The expressions for the Christoffel symbols at general values of ξ and η are significantly
more imposing. Of course, when doing the actual analysis, one must make the evaluations
ξ = η = 0 at the right time (i.e., after differentiation). We simply give these formulas in
case the reader wishes to check their own computations.
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Controllability analysis

The natural input for the roller racer is a torque which actuates the angle between the main
body and the front wheels. The force is specified by the one-form

F 1 = dφ.

The control vector field corresponding to this input force is

Y ′1 = − η
I1

∂

∂ξ
+

ξ

I1

∂

∂η
− 1
I1

∂

∂θ
+
I1 + I2

I1I2

∂

∂φ
.

As with the previous examples, we must project these vector fields onto D. Again, as we
are only interested in controllability at a point where (ξ, η) = (0, 0), let us write the vector
field Y1 = P (Y ′1) at such a configuration. We get

Y1 =
(
(l2I1 sinφ− 1

2 l1I2 sin 2φ)
∂

∂ξ
− (1

2I2 +ml22 +ml1l2 cosφ− 1
2I2 cos 2φ)

∂

∂θ
+

1
2(I1 + I2 +ml21 + 2ml22 + 4ml1l2 cosφ+ (ml21 − I1 − I2) cos 2φ)

∂

∂φ

)
/∆

The symmetric product and Lie bracket formulas are too lengthy for us to write here so let
us simply record the results of our investigations.

RR1. The local accessibility computations for the roller racer are rather complicated within
our approach. Fortunately, Krishnaprasad and Tsakiris [1998] have performed a de-
tailed analysis of the roller racer which includes local accessibility computations. A
direct application of their results yields following results. Define a function f in Q in
the coordinates (x, y, θ, ψ) by

f(x, y, θ, ψ) =
m(l1 + l2 cos(ψ − θ))(I2l1 cos(ψ − θ)− I1l2)
(I1 + I2) sin2(ψ − θ) +m(l1 cos(ψ − θ) + l2)

Krishnaprasad and Tsakiris assert the following, although not in this exact language:

(a) f(x, y, θ, ψ) 6= 0: In this case Chor has full rank at (x, y, θ, ψ) and is spanned by
the vector fields

{Y1, 〈Y1 : Y1〉 , [Y1, 〈Y1 : Y1〉], [〈Y1 : Y1〉 , [Y1, 〈Y1 : Y1〉]]}.

(b) f(x, y, θ, ψ) = 0: In this case Chor still has full rank at (x, y, θ, ψ) and is spanned
by the vector fields

{Y1, 〈Y1 : 〈Y1 : Y1〉〉 , [Y1, 〈Y1 : 〈Y1 : Y1〉〉], [〈Y1 : 〈Y1 : Y1〉〉 , [Y1, 〈Y1 : 〈Y1 : Y1〉〉]]}.

Thus the roller racer is locally accessible from all initial configurations.

RR2. In any event, no matter what the accessibility properties of the roller racer, Theo-
rem 3.7 asserts that it will not be locally configuration controllable. The issue of
global controllability is an interesting one, but we do not address it here.

30 A. D. Lewis

Note that even though the roller racer seems like a simple enough example, it is non-trivial
to carry out the local configuration accessibility analysis of Section 3.2. One reason for this
is that we have not taken into account the SE(2) symmetry the problem possesses. The
inclusion of symmetry will be a subject of future research, and will hopefully simplify the
implementation of our results. Nonetheless, it is interesting to note that by casting the
roller racer as a control system whose drift vector field is the geodesic spray of an affine
connection, we are able to immediately employ the result of Lewis [1997] to state that
the system is not locally configuration controllable. This immediately makes invalid any
attempt to design controllers for the roller racer which are local in nature.

5. Discussion

The definitions and results of Lewis and Murray [1997a] are a valuable addition to the
tools available for analysing simple mechanical control systems. In this paper we have
extended these tools to systems with constraints. This extension greatly widens the ap-
plicability of the results of Lewis and Murray. Indeed, with these tools it is quite easy to
provide a rather exhaustive analysis of some of the “standard” simple mechanical control
systems with constraints. It is our hope that this analysis will stimulate interest in these
methods as it is our opinion that they provide a solid basis from which to develop a fairly
complete theory for simple mechanical systems. We refer to [Bullo, Leonard, and Lewis
2000] for an application of the ideas used in this paper to motion control. The methods of
that paper should be readily applicable to the examples we study in this paper.

The representation of the equations of motion for constrained systems as geodesics of
an affine connection may well offer insights beyond the control theoretic applications we
have explored in this paper. In [Lewis 1998] some initial explorations are made into the
subject of constrained systems with symmetries. The analysis in that paper provides, for
example, some of the results obtained in [Bloch, Krishnaprasad, Marsden, and Murray
1996]. In particular, one can derive the “momentum equation” for constrained systems
with symmetries using the methods of Lewis [1998]. It is likely there is much to explore
in this area, as the geometry of affine connections brings to the table a new set of analysis
tools. One interesting possibility is to make a connection with the work of Ostrowski
[1995] and Bloch, Krishnaprasad, Marsden, and Murray [1996] on constrained systems with
symmetry. In particular, it would be interesting to relate our controllability conditions to
those of Ostrowski and Burdick [1997]. No doubt a proper account of symmetry (which
all of our examples possess) would greatly simplify the computations in the examples we
examined in this paper, especially those for the roller racer.

It is hoped that the paper provides some foundation for our belief that affine connec-
tions are important tools for analysing mechanical control systems, even in the presence of
constraints. Although the application to a given example can be quite involved computa-
tionally, the geometric insight offered by the use of affine connections often provides a useful
perspective. Further, as mentioned above, it is likely that a refinement of the methods we
discuss here will make them easier to apply.
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