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Preface

Many geometric problems in analytic formulation lead to important classes of PDEs.

Naturally, since all such equations arise in geometric context, geometric methods

play a crucial role in their investigation. A classical example is given by the Eu-

clidean Minkowski problem: the study of hyperovaloids with prescribed Gauß cur-

vature in terms of the Euclidean unit normal field. For the history up to the early

70’s see Pogorelov’s monograph [77] from 1975 and the paper of Cheng and Yau
[25] from 1976. The study of Minkowski’s problem and the related regularity was

essential for the understanding of certain Monge-Ampère type equations on the Eu-

clidean sphere.

Our monograph is devoted to the interplay of global differential geometry and

PDEs, more precisely to the study of some types of non-linear higher order PDEs;

most of them have their origin in the affine hypersurface theories. Particular ex-

amples include the PDEs defining affine spheres and affine maximal hypersurfaces,

resp., and the constant affine mean curvature equation.

Wide use of geometric methods in studying PDEs of affine differential geometry

was initiated by E. Calabi and continued by A.V. Pogorelov, S.Y. Cheng-S.T. Yau,

A.-M. Li, and, during the last decade, e.g. by N.S. Trudinger-X.J. Wang, A.-M.

Li’s school, and other authors.

The contributions of E. Calabi and S.Y. Cheng-S.T. Yau had a particularly deep

influence on the development of this subject. According to the foreword in [25] this

paper originated from discussions with E. Calabi and L. Nirenberg and results of

both on the same topic; for further historical details and references we refer to [19],
[20], [58], [76].

In problems involving PDEs of Monge-Ampère type it is often the case that the un-

known solution is a convex function defining locally a nonparametric hypersurface

for which it is possible to choose a suitable relative normalization and investigate

the induced geometry. We refer to this process as geometric modelling. The choice

of the normalization can be described in a unified and systematic manner in the

context of relative hypersurface theory; for this theory see [58], [87], [88].

v
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The next step involves derivation of estimates of various geometric invariants; a

correct choice of a normalization is very important for successful completion of this

step. Ultimately, such estimates are crucial for proving the existence and unique-

ness, respectively, of solutions to the PDE.

In chapter 1 we start with a summary of basic tools; very good sources for that

are the monographs [37], [50] and [58]. For a better understanding of the modelling

techniques, in chapters 2 and 3 the authors give a selfcontained summary of relative

hypersurface theory. Moreover, for the global study, we consider different notions

of completeness in sections 4.2 and 5.9.

Chapters 4-6 are the central part of the monograph. They contain important

PDEs from affine hypersurface theory: the PDEs for affine spheres, affine maximal

surfaces, and constant affine mean curvature hypersurfaces. The PDE for improper

affine spheres over R2 first was studied by Jörgens in the paper [49]; Calabi [19]

extended the result to the dimensions n ≤ 5, and finally Pogorelov to any dimension
[76]. Later, Cheng and Yau extended Pogorelov’s version and gave a simpler and

more analytic proof in [25]; concerning this paper and Calabi’s influence, see our

remarks above. Nowadays, in the literature the Theorem is cited as Theorem of

Jörgens-Calabi-Pogorelov. In section 4.4 we present the geometric Calabi-Cheng-

Yau proof for this theorem, [19], [25]. Afterwards we study a generalization of this

theorem. As the proof of the generalization is relatively simple in dimensions n ≤ 4,

we use both proofs for a comparison of the geometric modelling procedure:

(i) In the proof of the Theorem of Jörgens-Calabi-Pogorelov we use Blaschke’s nor-

malization.

(ii) In the second example we give a proof of the generalization. Now we use a

constant normalization of a graph and its induced geometry; to our knowledge it

was first used by Calabi within this context.

Sections 4.5.5 and 4.6.2 present such comparisons of proofs with different mod-

elling, emphasizing the interplay between the geometric model chosen and the PDE

considered. In arbitrary dimension the proof of the extension of the Theorem of

Jörgens-Calabi-Pogorelov is complicated, thus we carefully structure the proof as

guideline for the reader (see section 4.5.7).

In chapter 5 we derive the Euler-Lagrange equation of affine maximal hypersur-

faces. The topic of this chapter is given by different versions of the so called “Affine

Bernstein Problem”, in particular the “Affine Bernstein Conjectures” in dimension

n = 2. They are due to Chern and Calabi, resp., and were solved during the last

decade. In 2000, Trudinger and Wang solved Chern’s conjecture in dimension n = 2
[91]; later, Li and Jia [52], and also Trudinger and Wang [92], solved Calabi’s con-

jecture for two dimensions independently, using quite different methods. In section

5.7 we treat Calabi’s Affine Bernstein Problem in dimensions n = 2 and n = 3.
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The final chapter studies constant affine mean curvature hypersurfaces. In di-

mension n = 2 the problem was solved in case the constant is positive; in case

the constant is zero we have again the “Affine Bernstein Problems”. The case of

negative constant mean curvature has been solved partially only, so far. For any

bounded convex domain, we can construct a Euclidean complete affine hypersurface

with negative constant affine mean curvature solving a boundary value problem for

a fourth order PDE.

The monographs [5] and [37] give a good basis for the geometric theory of Monge-

Ampère equations. Our monograph gives a geometric method for the study of

Monge-Ampère equations and fourth order nonlinear PDEs arising in affine differ-

ential geometry. There are recent related papers from A.-M. Li’s school (e.g. [24]),

and there are extensions to Kähler geometry and projective Blaschke manifolds [63].

Other interesting results concern global affine maximal surfaces with singularities,

see e.g. [2], [3], [4], [34], [69].

The authors present three generations of geometers. U. Simon finished his doc-

toral thesis with K.P. Grotemeyer at the FU Berlin in 1965, and from his lectures

he became interested in global differential geometry. U. Simon became a professor

of mathematics at TU Berlin in 1970. A.-M. Li started his studies at Peking Uni-

versity in 1963, but because of the cultural revolution he could not finish his MS

before 1982. Following a recommendation of S.S. Chern, he came as AvH fellow to

the TU Berlin in 1986 the first time, and there he finished his doctoral examina-

tion with U. Simon, U. Pinkall and K. Nomizu. A.-M. Li has been a professor of

mathematics at Sichuan University since 1986, successfully guiding research groups

since then. A.-M. Li was also the advisor of F. Jia (PhD 1997) and R. Xu (PhD

2008) at Sichuan University, both are now professors themselves, F. Jia at Sichuan

University (1997), R. Xu at Henan Normal University since 2008.

The homepages of our Chinese-German cooperation give some more details, for the

momentary project see http://www.math.tu-berlin.de/geometrie/gpspde/.

Blaschke’s interest in the global study of submanifolds was important for Chern’s

decision to go to Hamburg in 1934, and not to Göttingen. Their interest in global

problems influenced the following generations. We aim to stimulate young geome-

ters again.

Acknowledgements. The authors thank the following institutions for finan-

cial support that made possible joint work on the topic at Chengdu and Berlin,

respectively: Alexander von Humboldt Stiftung (AvH), Deutsche Forschungsge-

meinschaft (DFG), Dierks von Zweck Stiftung Germany, NSF China (10631050,

10926172, 10871136), RFDP, Sichuan University, TU Berlin and Henan Normal

University. Moreover, TU Berlin made it possible that the authors could work to-

gether on this monograph in Berlin for several months in 2008 and 2009.
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Chapter 1

Basic Tools

1.1 Differentiable Manifolds

1.1.1 Manifolds, connections and exterior calculus

We denote by M a connected differentiable manifold of dimension n ≥ 2. At a point

p ∈ M we denote the tangent space by TpM and its dual by T ∗
pM , accordingly the

tangent bundle by TM and the cotangent bundle by T ∗M . As far as there is no

emphasis on the degree of differentiability the term “differentiable” means C∞; as

usual we write f ∈ C∞(M) when f is a C∞-function on M . We denote vectors and

vector fields by v, w, ... and the space of vector fields by X(M).

Connections. We denote an affine connection by ∇, and use this symbol also to

indicate covariant differentiation in terms of ∇ in case we are using the invariant

calculus. All connections considered are torsion free.

The covariant differentiation of a one-form η is defined by:

(∇vη)(w) := v(η(w)) − η(∇vw).

Exterior calculus. An alternating (0, r)-tensor field on M is called an exterior

differential form of degree r, or simply an r-form. Denote by Λr(M) the set of all

smooth exterior differential forms of degree r and define

Λ(M) := Λ0(M) ⊕ Λ1(M) ⊕ ...⊕ Λn(M),

where Λ0(M) := C∞(M). With respect to exterior multiplication ∧ the set Λ(M)

is an associative algebra, called the exterior algebra on M .

It is well known that there is a unique linear map d : Λ(M) → Λ(M), called the

exterior differentiation, that satisfies the following rules:

(i) d : Λr(M) → Λr+1(M),

(ii) d(f) := df for f ∈ C∞(M),

(iii) for α ∈ Λr(M) and β ∈ Λk(M) we have: d(α ∧ β) = dα ∧ β + (−1)rα ∧ dβ,
(iv) d · d = 0.

The exterior derivative and the covariant derivative of η are related by:

dη(v, w) = (∇vη)(w) − (∇wη)v.

1
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In affine hypersurface theory there appear different affine connections, in such cases

we use additional marks. For f ∈ C∞(M), we write Hess∇f for the ∇-covariant

Hessian.

Cartan’s Lemma. Let {ω1, ..., ωr} be a system of linearly independent 1-forms

for 1 ≤ r ≤ n and {η1, ..., ηr} be another system of 1-forms satisfying
r∑

s=1

ωs ∧ ηs = 0.

Then

ηs =

r∑

p=1

csp ω
p

with symmetric coefficients csp.

Cartan’s moving frames. Let O ⊂ M be an open set and {e1, ..., en} dif-

ferentiable vector fields on O which are pointwise linearly independent. We call

{e1, ..., en} a moving frame on O. Via duality there are linearly independent, dif-

ferentiable one-forms {ω1, ..., ωn}.
For any tangent vector v in TO one has

∇vej =
∑

k

ωk
j (v) ek.

For v = ei one usually adapts a notation from the so called local calculus (see below)

and writes:

ωk
j (ei) := Γk

ij ;

one calls the coefficients Γk
ij Christoffel symbols. The coefficients ωk

j are linear in v;

thus the collection {ωk
j | j, k = 1, ..., n} forms a matrix of differentiable one-forms;

they are called connection one-forms.

The connection one-forms appear again in the first Cartan structure equations,

giving the exterior derivative of ωi:

dωi =
∑

j

ωj ∧ ωi
j .

Curvature. For a given connection ∇ consider the curvature tensor R := R∇:

R(v, w)z := ∇v∇wz −∇w∇vz −∇[v,w]z.

This definition follows the sign-convention in [50]. For fixed tangent vectors v, w

one considers R(v, w) : z 7→ R(v, w)z as linear operator, called curvature operator.

Taking the trace tr of this linear map, we get a (0,2)-tensor field, the Ricci tensor,

denoted by Ric:

Ric(v, w) : tr{z 7→ R(z, v)w}.
It is symmetric if and only if the connection locally admits a parallel volume form;

this volume form is unique modulo a non-zero constant factor.
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Define the 2-form Ωi
j(v, w) := ωi(R(v, w)ej), then Cartan’s second structure equa-

tions read

dωi
j =

∑

k

ωk
j ∧ ωi

k + Ωi
j .

Local notation. Consider a local Gauß basis {∂1, ..., ∂n} associated to local coor-

dinates {x1, ..., xn}. As usual we write the dual one-forms as {dx1, ..., dxn}. Using

local coordinates, it is convenient to denote a point with coordinates {x1, ..., xn}
just by x.

A connection ∇ locally is uniquely determined by its coordinate-components Γk
ij ,

called Christoffel symbols, implicitly defined by:

∇∂i
∂j = Γk

ij ∂k.

A connection ∇ is torsion free if and only if the Christoffel symbols satisfy the sym-

metry relation Γk
ij = Γk

ji. As already stated, we consider torsion free connections

only.

Concerning the curvature tensor, we write R(∂i, ∂j)∂k =: Rh
kij ∂h and by contrac-

tion for the Ricci tensor Ric(∂i, ∂k) = Rh
ihk =: Rik.

In a local coordinate system, we denote partial derivatives of f ∈ C∞(M) by

fi = ∂if, fij = ∂i∂jf, etc.,

while we denote covariant derivatives in terms of a given connection by

f ,i , f ,ij , etc.

Bianchi identities. The curvature tensor satisfies two cyclic identities; in local

notation, for torsion free connections, they have the following form:

Ri
jkl + Ri

klj + Ri
ljk = 0,

Ri
jkl,m + Ri

jlm,k + Ri
jmk,l = 0.

Ricci identities. Higher order covariant derivatives do not commute in general;

their difference depends on the curvature of the connection. We will apply this in

case of a torsion free connection. Let T be an (r, s)-tensor field. We write the Ricci

identities in local notation:

T j1...jr

i1...is ,kl − T j1...jr

i1...is ,lk =

s∑

q=1

T j1...jr

i1...iq−1hiq+1 ...is
Rh

iqkl −
r∑

p=1

T
j1...jp−1hjp+1...jr

i1...is
R

jp

hkl .

The covariant Hessian. For f ∈ C∞(M) and a given torsion free connection ∇
the covariant Hessian is defined by

(Hess∇f)(v, w) := v(wf) − (∇vw)f.

As ∇ is torsion free, the (0,2)-field Hess∇f is symmetric.
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1.1.2 Riemannian manifolds

A manifold M together with a differentiable, symmetric, positive definite 2-form g

on M is a Riemannian manifold, in short notation (M, g). The metric tensor g, in

short metric, induces the following structures: A distance function d : M ×M → R,

thus (M,d) is a metric space; on each tangent space one has an inner or scalar

product, again denoted by g; a norm on r-forms, denoted by ‖A‖g for an r-form A;

and the Riemannian volume form dV := dV (g).

Fundamental Theorem and Ricci Lemma. There is exactly one torsion free

connection on M , denoted by ∇(g), that is compatible with the metric g, which

means:

0 = ∇(g)k gij = ∂kgij − Γh
kj gih − Γh

ik ghj ,

or in Cartan’s notation

0 = dgij −
∑

gik ω
k
j −

∑
gkj ω

k
i .

This connection is called the Levi-Civita connection of g, the compatibility condition

is called the Ricci Lemma. The Ricci Lemma expresses the fact that the metric g

is parallel with respect to the Levi-Civita connection: ∇(g) g = 0. It follows from

the Ricci Lemma that ∇(g) is completely determined by g.

Curvature. Following the sign-convention from above, the Levi-Civita connection

defines the curvature tensor R(g) as (1,3)-tensor field and its symmetric Ricci tensor

Ric(g). Contraction by the metric gives the normed scalar curvature κ, defined by

n(n− 1)κ := trg Ric(g).

If there is no risk of confusion we will skip the mark g and simply write ω, ∇, R,

..., ‖A‖ etc; moreover, if the context is clear, we will also write R = R(g) for the

Riemannian curvature tensor which is a (0,4)-form.

The metric defines a conformal Riemannian class, and for n ≥ 3 the simplest in-

variant of this class is the Weyl conformal curvature tensor W :

(n− 2)W (u, v)w :=(n− 2)R(u, v)w − nκ(g(v, w)u− g(u,w)v)

− [Ric(u,w)v −Ric(v, w)u+Ric](v)g(u,w) −Ric](u)g(v, w)].

Here Ric] is the g-associated Ricci operator. It is well known that the Riemannian

curvature tensor is an algebraic curvature tensor, see [36]. It has an orthogonal

decomposition into 3 irreducible components with respect to the orthogonal group

associated to g; see pp. 45-49 in [6]. One component, namely the conformal curva-

ture tensor, is totally traceless; the second is Ricci-flat; the third one looks - modulo

a constant non-zero factor - like a curvature tensor of constant curvature.

Orthonormal frames. On a Riemannian manifold (M, g) one often picks frames

{e1, ..., en} to be orthonormal at every point of an open set O. Then

ωk
j (v) = g(∇vej , ek), which implies

ωk
j + ωj

k = 0 and Ωk
j + Ωj

k = 0.
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Local notation. With respect to a Gauß basis or a frame, the matrix associated

to g usually is written (gij), and its inverse matrix by (gik), thus the coefficients

satisfy gijg
ik = δk

j . As usual the operations of lowering and raising indices via the

metric g are defined; obey the Einstein summation convention.

For the local notation of derivatives we refer to the notational convention above; in

the Riemannian case, for covariant derivatives, we use the Levi-Civita connection;

all exceptions will be explicitly stated.

The Laplacian. For f ∈ C∞(M), we write Hessgf for the covariant Hessian in

terms of the Levi-Civita connection, its trace with respect to g, denoted by trg ,

defines the Laplace operator :

∆ f := trg Hessgf.

In terms of a local representation of the metric g, the Laplacian reads:

∆ =
1√

det(gkl)

∑ ∂

∂xi

(
gij
√

det(gkl)
∂

∂xj

)
.

1.1.3 Curvature inequalities

Lemma. Let (M, g) be an n-dimensional Riemannian manifold. We consider

the Riemannian curvature tensor R, the Ricci tensor Ric and the normed scalar

curvature κ. Then we have the inequalities:

‖Ric‖2 ≥ n(n− 1)2 κ2, (1.1.1)

‖R‖2 ≥ 2
n−1 ‖Ric‖2, (1.1.2)

‖R‖2 ≥ 2n(n− 1)κ2. (1.1.3)

Equality in the first relation holds if and only if (M, g) is Einstein. The second

equality holds if and only if (M, g) is conformally flat, the third if and only if (M, g)

has constant sectional curvature.

Proof. Proofs of this type of inequalities are standard. To prove the first inequality,

calculate the squared norm of the traceless part of the Ricci tensor:

0 ≤ ‖Ric− (n− 1)κ g‖2.

To prove the second inequality, consider the Weyl conformal curvature tensor W

from section 1.1.2 above and calculate 0 ≤ ‖R −W‖2. The third inequality is a

combination of the two foregoing inequalities. For the discussion of equality in this

case recall that a conformally flat Einstein space is of constant sectional curvature.

�

Inequalities for r-forms. As far as we know inequalities of the above type were

used by E. Calabi the first time. Let (M, g) be a Riemannian manifold.

1. In case an r-form satisfies symmetries and skew-symmetries like arbitrary cur-

vature tensors, the above examples indicate how to prove optimal inequalities.
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2. The following sketches a simple method to prove optimal inequalities for arbi-

trary r-forms on (M, g); see [75]. Let D be an r-form for r ≥ 2. Let σ(D) be the

normed, totally symmetrized tensor coming from D :

σ(D)i1 ...ir
:=

1

r!

∑

σ

Dσ(i1)...σ(ir);

here the summation runs over all permutations σ of the r-tuple. Let D̃ be the

traceless part of σ(D) with respect to the metric g. Then

0 ≤ ‖D̃‖2 ≤ ‖D‖2.

Equality on the right holds if and only if D itself is totally symmetric and traceless.

1.1.4 Geodesic balls and level sets

Let Ω ⊂ Rn be a domain; a function f : Ω → R is called convex if, for all 0 ≤ t ≤ 1

and x, y ∈ Ω such that tx+ (1 − t)y ∈ Ω, we have

f(tx+ (1 − t)y) ≤ tf(x) + (1 − t)f(y).

Let f be a smooth convex function defined on Rn. Given a constant C > 0 and

`(x) = f(x0) + (grad f)(x0) · (x− x0) a supporting hyperplane to f at (x0, f(x0)),

a section of f at height C is the level set

Sf (x0, C) := {x ∈ R
n | f(x) < `(x) + C}.

In particular, if we neglect the point where f attains its minimum, we use a shorter

notation to denote the level set

Sf (C) := {x ∈ R
n | f(x) < C}.

This set is convex. We remark that in case the convex function f is defined only on

a convex open set Ω ⊂ Rn, the sections of f at x0 ∈ Ω mean the sets Sf (x0, C) ⊂ Ω.

Denote by S(Ω, C) the class of strictly convex C∞-functions f , defined on Ω, such

that

inf
Ω
f(x) = 0, f(x) = C on ∂Ω.

BR(p) denotes the open Euclidean ball with center at p and with radius R.

Ba(p,G) denotes the open geodesic ball with respect to the metric G, centered at

p with radius a.

‖ · ‖G denotes the norm of a vector or a tensor with respect to the Riemann metric

G, while ‖ ·‖E denotes the norm of a vector with respect to the canonical Euclidean

metric.
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1.2 Completeness and Maximum Principles

1.2.1 Topology and curvature

We list some results about completeness in a form that we will need. For the first

three theorems, see [33]. Standard references for maximum principles are [35] and
[78].

Theorem. (H. Hopf - W. Rinow). For a Riemannian manifold (M, g) the following

conditions are equivalent:

(i) (M,d) is a complete metric space;

(ii) (M,∇) is geodesically complete;

(iii) every topologically closed and bounded subset is compact.

Theorem. (J. Hadamard - E. Cartan). Let (M, g) be complete with non-positive

sectional curvature. Then, for every p ∈M , the exponential map is a covering map.

In particular, if M is simply connected then M is diffeomorphic to Rn.

The following theorem originates from a result of Hadamard for compact surfaces

without boundary and was extended in several steps to a very general result [100];

we need the following part of it.

Theorem. (J. Hadamard - R. Sacksteder - H. Wu). Let (M, g) be an n-dimensional

complete, noncompact, orientiable hypersurface in Rn+1 with positive sectional cur-

vature. Then there exists p ∈ M such that M can be represented as graph of a

non-negative, strictly convex function over the tangent plane TpM ⊂ Rn+1.

Theorem. (S.B. Myers). Let (M, g) be complete with Ricci curvature positively

bounded from below:

Ric ≥ (n− 1) · c2 g
where 0 < c ∈ R. Then the diameter satisfies diam (M, g) ≤ diam (Sn( 1

c )), where
1
c is the radius. In particular, M is compact with finite fundamental group.

1.2.2 Maximum principles

Maximum principle. (E. Hopf). In a bounded domain Ω ⊂ Rn, let us consider

a second order differential operator of the form

L =
∑

i,j

aij(x) ∂i ∂j +
∑

i

bi(x) ∂i

with continuous, symmetric, positive definite coefficient matrix (aij(x)), continuous

functions bi and x ∈ Ω. Assume that the differentiable function f : Ω → R satisfies

the conditions

(i) Lf ≥ 0 in Ω;

(ii) there is a point x0 ∈ Ω such that f(x) ≤ f(x0) for all x ∈ Ω.

Then f is constant in Ω : f(x) = f(x0).
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Remark. (i) Of course, one can reverse all inequalities; then the assertion holds

true.

(ii) Trivially, the Laplacian is a special case of an elliptic operator.

Harmonic functions. (S.T. Yau [104]). Let (M, g) be a complete, non-compact

Riemannian n-manifold with non-negative Ricci curvature. Then every positive

function u : M → R that is harmonic, ∆u = 0, must be constant.

1.3 Comparison Theorems

Laplacian Comparison Theorem. Let (M̃, g̃) be an n-dimensional complete,

simply connected Riemannian manifold of constant curvature K and (M, g) an n-

dimensional complete Riemannian manifold with Ricci curvature bounded from be-

low: Ric ≥ (n − 1)K · g. Let p̃ ∈ M̃ and p ∈ M be fixed points, and denote by

r̃ the geodesic distance function from p̃ to x̃ on M̃ , and by r from from p to x on

M ; assume that the distance functions are differentiable in their arguments. If, for

x ∈M and x̃ ∈ M̃ , we have r(x) = r̃(x̃) then

∆ r(x) ≤ ∆̃ r̃(x̃),

where ∆ and ∆̃ denote the Laplace operators on (M, g) and (M̃, g̃), respectively.

For a proof see the Appendix A.2.4 in [58].

From the Laplacian Comparison Theorem we have the following

Theorem. Let (M, g) be an n-dimensional complete Riemannian manifold with

Ricci curvature bounded from below by a constant K ≤ 0. Then the geodesic distance

function r satisfies

r∆ r(x) ≤ (n− 1)(1 +
√
−K · r).

To state the following comparison Lemma about the normal mapping, we first recall

two definitions from [37]. Up to the end of section 1.3, let Ω be an open subset of

Rn with coordinates (x1, ..., xn), and let u : Ω → R. If E is a set, then P(E) denotes

the class of all subsets of E.

The normal mapping. ([37], p.1). The normal mapping of u, or subdifferential

of u, is the set valued function ∂u : Ω → P(Rn) defined by

∂u(x0) = {p | u(x) ≥ u(x0) + p · (x− x0), for all x ∈ Ω}.
Given E ⊂ Ω, we define ∂u(E) :=

⋃
x∈E ∂u(x).

Viscosity solution. ([37], p.8). Let Ω ∈ Rn be a bounded domain with coordinates

(x1, ..., xn), let u ∈ C(Ω) be a convex function, and f ∈ C(Ω), f ≥ 0. The function

u is a viscosity subsolution (supersolution) of the equation det
(

∂2u
∂xi∂xj

)
= f in Ω

if, whenever a convex function φ ∈ C2(Ω) and x0 ∈ Ω are such that

(u− φ)(x) ≤ (≥)(u− φ)(x0)
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for all x in a neighborhood of x0, then we must have

det
(

∂2φ
∂xi∂xj

)
(x0) ≥ (≤)f(x0).

Normal mapping comparison Lemma. ([37], p.10). Let Ω ⊂ Rn be a bounded

open set, and u, v ∈ C(Ω̄). If u = v on ∂Ω and v ≥ u in Ω, then the normal

mappings satisfy

∂v(Ω) ⊂ ∂u(Ω).

A comparison principle for Monge-Ampère equations. ([16] or [37], p.25).

Let Ω be a bounded open subset of Rn, n ≥ 2, and let f ∈ C0(Ω) be a positive

function. Assume that w ∈ C0(Ω̄) is a locally convex viscosity subsolution (super-

solution) of

det
(

∂2w
∂xi∂xj

)
= f in Ω,

and v ∈ C0(Ω̄) ∩ C2(Ω) is a locally convex supersolution (subsolution) of

det
(

∂2v
∂xi∂xj

)
= f in Ω.

Assume also that

w ≤ v (w ≥ v) on ∂Ω.

Then

w ≤ v (w ≥ v) on Ω.

1.4 The Legendre Transformation

Consider a locally strongly convex hypersurface x : Ω → Rn+1, defined on a domain

Ω ⊂ R
n and given as graph of a strictly convex function

f : Ω → R, x = (x1, ..., xn) 7→ f(x) = f(x1, ..., xn).

Consider the Legendre transformation of f

ξi := ∂f
∂xi , i = 1, 2, . . . , n, u(ξ) := u(ξ1, . . . , ξn) :=

∑
xi ∂f

∂xi − f(x)

and denote by Ω∗ the Legendre transform domain of f , where u : Ω∗ → R and

Ω∗ := { (ξ1(x), ..., ξn(x)) | x ∈ Ω} .
Vice versa we have

xi = ∂u
∂ξi
, and f(x) :=

∑
ξi

∂u
∂ξi

− u(ξ).

In the following we keep in mind the bijective relation x ↔ ξ between corresponding

points of the transformation and consider the functions f = f(x) and u = u(ξ) at
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such corresponding points, resp. This gives an involution of the relations. One

calculates

∂2u
∂ξi ∂ξj

= ∂xi

∂ξj
, and ∂2f

∂xi ∂xj = ∂ξi

∂xj .

It follows that the matrix
(

∂2 u
∂ξi ∂ξj

)
ξ

is inverse to the matrix
(

∂2 f
∂xi ∂xj

)
x
.

We will use this transformation for the representation of graph hypersurfaces and

the solution of Monge-Ampère equations. The fact that both matrices are inverse

has advantages for calculations. We define two auxiliary functions ρ and Φ as follows

[
det
(

∂2f
∂xi∂xj

)]− 1
n+2

=: ρ(x) = ρ(ξ) =
[
det
(

∂2u
∂ξi∂ξj

)] 1
n+2

,

∑
f ij ∂ ln ρ

∂xi

∂ ln ρ
∂xj =: Φ(x) = Φ(ξ) =

∑
uij ∂ ln ρ

∂ξi

∂ lnρ
∂ξj

.

As above fij denotes the components of the Hessian matrix and f ijfjk = δi
k gives its

inverse matrix. The two expressions for ρ show that we can consider ρ as a function

in terms of the x-coordinates and also as a function in terms of the ξ-coordinates;

analogously, this view point holds for Φ, too.
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Chapter 2

Local Equiaffine Hypersurfaces

2.1 Hypersurfaces in Unimodular Affine Space

In this chapter we summarize the local equiaffine hypersurface theory. We use

Cartan’s calculus of exterior forms and a standard local calculus. As the monograph
[58] contains a detailed development of the theory in Cartan’s calculus, in a local

notation and also in Koszul’s calculus, our introduction here has a more condensed

form.

A reader who is familiar with affine hypersurface theory in Cartan’s calculus

can skip chapter 2. For a reader not familiar with that, chapter 2 offers a guided

survey; we give some proofs that can be used as introductory exercises, while more

details can be found in the monographs [58], [73], [88].

2.1.1 The ambient space

In order to define the unimodular affine structure of a space one uses the associated

vector space; that means:

Let An+1 denote the real affine space of dimension n+ 1 and V the associated real

vector space of the same dimension, V ∗ its dual space. They are equipped with the

following structures:

• 〈 , 〉 : V ∗ × V → R the canonical scalar product;

• there is a one-dimensional vector space of determinant forms over V ; de-

terminant forms are denoted by Det, we can use them as volume forms;

correspondingly there is a one-dimensional vector space of dual determi-

nant forms over V ∗, they are denoted by Det∗;
• we denote the directional derivation in V and V ∗ by the same symbol ∇̄.

The three structures satisfy the standard compatibility conditions. Thus the struc-

ture of an affine space is defined using its associated vector space. Considering An+1

as a differentiable manifold,there is a tangent space TpA
n+1 at each point p ∈ An+1.

The duality allows to extend the concept of the well known cross product construc-

tion in the Euclidean 3-space to the affine setting in any dimension. Consider a

11
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linearly independent family {w1, ..., wn} ⊂ V and W := span{w1, ..., wn}; via du-

ality there is a 1-dimensional subspace W ∗ ⊂ V ∗ such that w∗(wi) = 0 for any

w∗ ∈ W ∗. A basis for W ∗ can be explicitly calculated from the cross product con-

struction as follows: For a fixed non-trivial determinant form Det, we define the

cross product [w1, ..., wn]

[ , ..., ] :
∏

n

V → V ∗

by

〈[w1, ..., wn], z〉 : = Det(w1, ..., wn, z) ∀z.

Affine mappings that preserve the affine structure are defined via linear mappings

between the associated vector spaces, and additional translations in An+1. An affine

transformation A : An+1 → An+1 is an affine mapping of maximal rank, that means

the associated linear mapping A : V → V is an automorphism, A ∈ GL(n+ 1,R).

Fixing a coordinate system, that is an origin in An+1 and a basis of V , we can

express an affine transformation in matrix notation:

x̃ = A · x+ d,

where x̃, x ∈ Rn+1 denote the coordinate vectors of points in An+1, and d ∈ Rn+1

describes a translation. Affine geometry studies geometric properties of subsets of

An+1 that are invariant under affine transformations.

The unimodular space. In case we fix a determinant form Det as volume form

over V , its dual determinant form is denoted by Det∗. An affine transformation

with

detA = 1, i.e., A ∈ SL(n+ 1,R),

is called unimodular or equiaffine; here detA denotes the determinant of the matrix

A. Equiaffine geometry is the study of geometric properties that are invariant under

unimodular transformations; their invariants are called unimodular or equiaffine.

Volume is a unimodular invariant, while distance and angle are not preserved under

unimodular transformations; they are preserved under Euclidean motions. We will

use the notation An+1 also for the unimodular affine space as the context will be

clear. In particular, in all sections of Chapter 2, An+1 denotes the unimodular affine

space.

Notational convention. Our convention for the range of indices is as follows:

1 ≤ α, β, γ, · · · ≤ n+ 1,

1 ≤ i, j, k, · · · ≤ n;

as usual we adopt Einstein’s summation convention.
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2.1.2 Affine hypersurfaces

A hypersurface consists of an n-dimensional differentiable manifold M and an im-

mersion

x : M → An+1. (2.1.1)

In a short terminology we write x for a hypersurface. We fix a coordinate system in

An+1; then it is standard to denote the position vector of the hypersurface x with

respect to a fixed origin with the same symbol x.

A unimodular affine frame, or simply a frame, is a point p ∈ An+1 together with

n+ 1 tangent vectors e1, · · · , en+1 ∈ TpA
n+1 satisfying the condition

Det(e1, · · · , en+1) = 1. (2.1.2)

The importance of frames in affine geometry lies in the fact that there is exactly

one unimodular affine transformation carrying one frame into another.

In the space of all unimodular frames we consider the expressions

dx =
∑

α

ωαeα, (2.1.3)

deα =
∑

β

ωβ
αeβ . (2.1.4)

The coefficients are differentiable, and the tangent fields eα to An+1 define a frame

field. The coefficients ωα, ωβ
α are called the Maurer-Cartan forms of SL(n+1,R).

Differentiating (2.1.2) and using (2.1.4) we get

∑

α

ωα
α = 0. (2.1.5)

Exterior differentiation of (2.1.3) and (2.1.4) gives the structure equations of An+1

or the Maurer-Cartan equations of SL(n+ 1,R) :

dωα =
∑

β

ωβ ∧ ωα
β , (2.1.6)

dωβ
α =

∑

γ

ωγ
α ∧ ωβ

γ . (2.1.7)

Now the important step is that we restrict to the submanifold of frames such that

x lies on the hypersurface, and e1, · · · , en span the tangent hyperplane at x. Then

ωn+1 = 0 (2.1.8)

and the equation (2.1.6) gives

∑

i

ωi ∧ ωn+1
i = 0. (2.1.9)
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2.2 Structure Equations and Berwald-Blaschke Metric

Let x : M → An+1 be a C∞ hypersurface. Since the investigation is local, we may

identify M with x(M). Then the tangent space TpM at p ∈ M can be identified

with an n-dimensional subspace, denoted by Tx(p)M , of the tangent space

V = Tx(p)A
n+1.We can choose a local unimodular affine frame field {p; e1, ···, en+1}

on M such that p ∈ M and e1, · · ·, en ∈ TpM. We call such a frame adapted to M

at p (shortly an adapted frame); with respect to such a frame we have (2.1.3-4);

these equations are called moving frame equations for the hypersurface. Again we

consider the restrictions to M and TpM as in (2.1.8-9), and the forms and fields to

be locally differentiable on M . We apply Cartan’s lemma to (2.1.9) and get

ωn+1
i =

∑
hijω

j ,

where the local coefficients are symmetric and locally differentiable on M :

hij = hji.

2.2.1 Structure equations - preliminary version

For an adapted frame field we arrive at a preliminary version of the structure equa-

tions associated to the moving frame equations:

Gauß equation dei =
∑

j

ω̃j
i ej +

∑
hijω

jen+1,

Weingarten equation den+1 =
∑

ωi
n+1 ei + ωn+1

n+1 en+1.

In the following we will discuss the coefficients of the structure equations. First we

consider the quadratic differential form∑
ωi ωn+1

i =
∑

hij ω
iωj . (2.2.1)

We assume M to be oriented and state the following Lemma; for the proof we refer

to our detailed exposition in [58].

Lemma.

(i) The expression (2.2.1) is invariant under unimodular affine transforma-

tions in An+1, although the expression depends on the choice of the local

frame field.

(ii) The rank of the quadratic differential form (2.2.1) is an affine invariant.

(iii) Assume that rank(hij) = n, thus H := det(hij) 6= 0. Define

Gij := |H |
− 1
n+2 hij , (2.2.1.a)

and

G :=
∑

Gijω
iωj . (2.2.1.b)

Then G is independent of the choice of the local unimodular affine frame

field, moreover it is an equiaffinely invariant form on the hypersurface.
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A hypersurface with rank G = n is called non-degenerate. The equiaffinely

invariant form G can be used as semi-Riemannian metric. G is definite if and only

if the hypersurface is locally strongly convex. Then, by an appropriate choice of the

orientation, we can assume G to be positive definite, i.e., G is a Riemannian metric

on M . Nowadays, in a standard terminology, one simply calls G the Blaschke

metric of the hypersurface, in a short terminology one speaks about a Blaschke

hypersurface.

Notational convention. Using G as semi-Riemannian metric, its Levi-Civita

connection induces a covariant differentiation. With respect to G and ∇ := ∇(G)

we use the local standard notation that we introduced in the foregoing chapter.

(i) In a coordinate notation, the matrix associated to G is written (Gij) and

its inverse matrix by (Gik): the operations of lowering and raising indices

are now defined with respect to the metric tensor G; as already stated, in

the local notation we adopt the Einstein summation convention;

(ii) we use orthonormal frames {e1, ..., en} and their dual coframes {ω1, ..., ωn};
(iii) the Riemannian volume form of the Blaschke metric G is given by

dV = |H |
1

n+2
ω1 ∧ ... ∧ ωn;

(iv) the connection forms ω̃j
i in the foregoing version of the Gauß structure

equations define a connection ∇̃ on M :

ω̃k
i =

∑
Γ̃k

ijω
j ,

it is called the induced connection; in the local notation one can express

this connection in terms of its coefficients, the Christoffel symbols Γ̃k
ij ; ∇̃

is a torsion free, Ricci-symmetric connection; its Christoffel symbols are

symmetric in (i, j);

(v) we denote the Levi-Civita connection of G by ∇ and its Christoffel symbols

by Γk
ij ; we have

ωk
i =

∑
Γk

ijω
j ;

(vi) as both connections are torsion free, we get the symmetry (see also [58],

p.44):

Γ̃k
ij − Γk

ij = Γ̃k
ji − Γk

ji.

This gives:

Lemma. The local coefficients

Ak
ij := Γ̃k

ij − Γk
ij (2.2.2)

define a symmetric (1,2)-tensor field A.
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2.2.2 Covariant Gauß equations - preliminary

We use the moving frame equation for x and its Gauß structure equation above to

rewrite the Gauß structure equation in a local covariant notation (see section 1.1.1)

- still in a preliminary version:

x,ij =
∑

k

Ak
ij ek + hij en+1. (2.2.3)

As the metric is a unimodular invariant, the left hand side is invariant under uni-

modular transformations, it only depends on the choice of the adapted frame; we

aim at unimodularly invariant terms on the right hand side; it is obvious that we

will insert the Blaschke metric into the second term (see the next section).

2.3 The Affine Normalization

We recall the normalization for a hypersurface x in Euclidean space and some of its

basic properties. We identify V and V ∗ and write the inner product by

〈 , 〉 : V × V → R. We consider a fixed point x(p) ∈ x(M) where p ∈M.

(i) The Euclidean unit normal µ(p) at x(p) extends a basis of the tangent

hyperplane Tx(p)M to a basis of Tx(p)A
n+1.

(ii) µ(p) determines Tx(p)M .

(iii) We have 〈µ, µ〉 = 1 and thus 〈µ, dµ(v)〉 = 0 for any v ∈ Tx(p)M ; this implies

that dµ(v) is tangential for any v ∈ Tx(p)(M).

(iv) The deviation dµ induces the Euclidean shape operator and thus gives rise

to the understanding of Euclidean extrinsic curvature.

(v) In case that the Euclidean shape (Weingarten) operator has maximal rank,

µ defines the Euclidean Gauß map, an immersion µ : M → Sn.

(vi) The pair (x, µ) is invariant under Euclidean motions.

Analogously we aim to find an affine invariant normalization. Every transversal

field to an affine hypersurface extends a basis of the tangent hyperplane Tx(p)M ;

but no transversal field fixes the tangent hyperplane as long as the ambient space

has no Euclidean structure. Instead, to fix the tangent hyperplane at a point, we

consider the dual vector space V ∗ of V := Tx(p)A
n+1. By duality there is a 1-

dimensional subspace Cx(p) ⊂ V ∗ at any p ∈ M , defining a line bundle along M .

This bundle is called the conormal line bundle.

2.3.1 The affine normal

In a first step we aim to find a field transversal to x(M) that is invariant under

unimodular transformations.

Consider a non-degenerate hypersurface x : M → An+1 and fix a coordinate system

in An+1. According to section 2.1.2 the position vector x = (x1, · · ·, xn+1) with
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component functions xi is a vector valued function. We define a vector field

Y : M → V by

Y := 1
n∆x = 1

n (∆x1, · · ·,∆xn+1), (2.3.1)

where ∆ denotes the Laplacian with respect to the Blaschke metric. As the metric

G is an equiaffine invariant, Y is equiaffinely invariant by construction.

We choose a local adapted frame field {x; e1, · · ·, en+1} on M and compute ∆x:

Y = 1
n∆x = 1

n

∑
Gijx,ij

= 1
n

∑
Gij

(
Ak

ij ek + hijen+1

)

= 1
n

∑
Gij Ak

ij ek + |H |
1

n+2 en+1. (2.3.2)

Hence

Det (e1, · · ·, en, Y ) = |H |
1

n+2 6= 0. (2.3.3)

The last two equations are the basis for a proof of the following results for the field

Y defined in (2.3.1).

Apolarity Condition. The following three properties are equivalent:

(a) Y is parallel to en+1;

(b) Gij Ak
ij = 0 for k = 1, ..., n;

(c) ωn+1
n+1 + 1

n+2 d ln |H | = 0.

The vector Y , satisfying one of the conditions (a)-(c), is called the (equi-)affine

normal of x.

For the proof we refer to [58], section 1.2.

Remarks. (i) When x : M → An+1 is locally strongly convex, from the above

calculation one can easily see that Y always points to the concave side of x(M).

(ii) The geometric meaning of the apolarity condition is the following: Both, the

Levi-Civita and the induced connection, have symmetric Ricci tensors. Thus both

connections ∇ and ∇̃ admit parallel volume forms; in case of the Levi-Civita con-

nection it is the Riemannian volume form. Now the apolarity condition, written in

the form

GijΓk
ij = Gij Γ̃k

ij ,

also implies that both volume forms coincide (modulo a non-zero constant factor).

This geometric argument was chosen by H. Flanders and K. Nomizu to introduce

Y as affine normal; [32], [72].

(iii) While the pair (x, Y ) with Y as affine normal field is equiaffinely invariant, the

lines generated by the affine normals define a line bundle; this line bundle is affinely

invariant. This line bundle is called the affine normal bundle.
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Remark. When en+1 is parallel to Y , the last formula (c) and

den+1 =
∑

ωi
n+1 ei + ωn+1

n+1 en+1

give

dY = |H |
1

n+2
∑

ωi
n+1 ei. (2.3.4)

We will frequently need condition (c) in the apolarity condition above for explicit

calculations.

Equiaffine frames. From now on we shall choose an adapted frame field

{x; e1, ···, en, en+1} such that en+1 is parallel to Y . We call such a frame an equiaffine

frame; so an equiaffine frame has the three properties:

(i) it is unimodular,

(ii) e1, · · ·, en are tangential,

(iii) en+1 is parallel to the affine normal vector Y .

This choice implies the apolarity condition and

Y = |H |
1

n+2 en+1. (2.3.5)

Moreover, (2.3.4) states the Weingarten equation for Y .

2.3.2 Affine shape operator and affine extrinsic curvature

For a hypersurface in Euclidean space the Weingarten equation for the unit normal

implicitly defines the Euclidean shape or Weingarten operator; from this we get the

extrinsic curvature functions.

For an arbitrary p ∈ M , equation (2.3.4) states that dY (v) is tangential to x(M)

for any v ∈ TpM . This situation suggests to search for an affine analogue of the

Euclidean Weingarten operator.

Let x; e1, ···, en, en+1 be an equiaffine frame on M . Exterior differentiation of (2.3.4)

gives
∑

ωi
n+1 ∧ ωn+1

i = 0. (2.3.6)

Since M is non-degenerate, the forms ωn+1
1 , ωn+1

2 , · · · , ωn+1
n are linearly indepen-

dent. Cartan’s lemma and (2.3.6) imply

ωi
n+1 = −

∑
lijωn+1

j (2.3.7)

where the coefficients, implicitly defined in (2.3.7), are symmetric:

lij = lji.
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We insert the relation ωn+1
i =

∑
hij ω

j into (2.3.7) and obtain

ωi
n+1 = −

∑

j

lij ω
j , (2.3.8)

lij =
∑

k

hjk l
ki.

The associated quadratic differential form reads

B = −
∑

i

ωi
n+1 ω

n+1
i =

∑

i,j

lij ωn+1
i ωn+1

j

=
∑

lij hik hjl ω
k ωl :=

∑
Bij ω

i ωj . (2.3.9)

Exercise. (i) The quadratic differential form B is invariant under a change of

frames keeping the affine normal field fixed.

(ii) The quadratic differential form B is symmetric.

The Weingarten form. We call the symmetric quadratic form B (equi)-affine

Weingarten form. The symmetry of B implies that the associated operator B],

implicitly defined by G(B]v, w) := B(v, w), is self adjoint with respect to the

Blaschke metric G; it is called the (equi)-affine shape or Weingarten operator. On

locally strongly convex hypersurfaces, where G is (positive) definite, the eigenvalues

λ1, λ2, · · · , λn of B] are real; they are unimodular invariants and are called (equi)-

affine principal curvatures. The associated eigendirections are called (equi)-affine

principal curvature directions. In a local notation, we write the coefficients of B]

also by |H | 1
n+2 lji =: Bj

i .

The affine extrinsic curvature functions. On a non-degenerate hypersurface

consider the characteristic polynomial of B]; its coefficients are the (non-normed)

affine extrinsic curvature functions. On a locally strongly convex hypersurface they

coincide with the elementary symmetric functions of the eigenvalues:
(
n

r

)
Lr :=

∑

1≤i1<···<ir≤n

λi1 · · · λir
, r = 1, 2, · · ·, n, L0 := 1. (2.3.10)

We call L1 the (equi)-affine mean curvature and Ln the (equi)-affine Gauß-

Kronecker curvature.

Theorem. Let x be non-degenerate and let its dimension n be even. Then one can

calculate the affine Gauß-Kronecker curvature from the induced connection ∇̃.

For a proof see [74].

2.3.3 The affine conormal

In the introduction to section 2.3 we listed elementary properties of the Euclidean

normalization of a hypersurface. In section 2.3.1 we defined the affine normal Y .

The pair (x, Y ) is invariant under unimodular transformations of An+1. In analogy
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to the Euclidean unit normal the transversal field Y has the property that dY (v) is

tangential to x(M) for any tangent vector v ∈ M . But Y does not fix the tangent

plane. We recall the notion of the conormal line bundle along M and call any

nowhere vanishing section of this bundle a conormal field on M . We are going to

search for a conormal field that is invariant under unimodular transformations.

First let us recall some elementary facts from multilinear algebra.

Let η1, η2, · · ·, ηn+1 be a basis of V . Then there exists a canonical isomorphism from

the vector space of exterior n-forms to V ∗, which is given by

i :

n∧
V → V ∗ where i (α) (v) = a, α ∈

n∧
V, a ∈ R

if and only if

α ∧ v = a · η1 ∧ η2 ∧ · · · ∧ ηn+1.

Thus we can identify
∧n

V and V ∗ via this isomorphism.

Definition. Let x : M → An+1 be a non-degenerate hypersurface. For every

p ∈M and for V = Tx(p)A
n+1, there exists a unique U ∈ V ∗ satisfying the following

two conditions:

〈U, dx(v)〉 = 0, v ∈ TpM, 〈U, Y 〉 = 1.

The vector U ∈ V ∗ is called the affine conormal vector of M at p.

As above identify V and Tx(p)A
n+1 and consider an equiaffine frame

{x; e1, e2, · · ·, en+1} . Then U can be identified with

|H |
− 1
n+2 e1 ∧ e2 ∧ · · · ∧ en. (2.3.11)

This expression corresponds to the cross product construction via duality, stated in

section 2.1.1.

Covariant structure equations for the conormal. The conormal of a non-

degenerate hypersurface x satisfies the system of vector valued PDEs:

U,ij = −
∑

Ak
ij Uk −Bij U (2.3.12)

and the Schrödinger type PDE

∆U = −nL1U. (2.3.13)

For a proof see section 1.3.1 in [58].

Lemma. (a) On a non-degenerate hypersurface we have

〈Ui, ej〉 = − Gij .

In particular, this implies rank dU = n.

Moreover, in a short notation, we have the following linear systems of equations:

(b) For U given at a point, the system

〈U, Y 〉 = 1, 〈dU, Y 〉 = 0
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uniquely determines Y .

(c) Vice versa, for Y given, the system

〈U, Y 〉 = 1, 〈U, dY 〉 = 0

uniquely determines U .

(d) As a consequence, at any p ∈M , the relation Y ↔ U is bijective.

Proof. U fixes the tangent plane, thus, for any tangential frame, we have

〈U, ei〉 = 0. Exterior differentiation of the equation 〈U, Y 〉 = 1 gives

0 =
∑

〈Ui, Y 〉 ωi + |H | 1
n+2

∑
〈U, ei〉 ωi

n+1 =
∑

〈Ui, Y 〉 ωi.

Hence

〈Ui, Y 〉 = 0, i = 1, 2, · · ·, n.
Analogously an exterior differentiation of the equation 〈U, ei〉 = 0 implies

0 =
∑

〈Uj , ei〉 ωj +
∑

〈U , ωj
i ej + ωn+1

i en+1〉

=
∑

(〈Uj , ei〉 + Gij)ω
j .

This gives the assertion. �

2.3.4 The conormal connection

In (2.2.2) we defined the difference tensor

A := ∇̃ − ∇.
One easily verifies that also ∇∗ := ∇ − A defines another torsion free, Ricci-

symmetric connection. Using this connection one can rewrite the Gauß conormal

structure equations from (2.3.12) in the local form

Uij =
∑

Γ∗ k
ij Uk − Bij U

with Christoffel symbols Γ∗k
ij .

Exercise: The connection ∇∗ is projectively flat; see [73], p.17.

2.3.5 Affine Gauß mappings

A unimodular or Blaschke hypersurface is a triple (x, U, Y ) with (U, Y ) as equiaffine

normalization of x. Recall the statements about the properties of the Euclidean

normalization in the beginning of section 2.3. The subsections following these

statements show that the affine normalization allows to list properties similar to

the Euclidean case.

For a non-degenerate hypersurface we know that the mapping U : M → V ∗ always

has maximal rank, thus it defines an immersion; moreover, it is easy to show that

its position vector, again denoted by U , is always transversal to U(M). This im-

mersion itself is non-degenerate if and only if the Weingarten form B has maximal
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rank. In this case we call the mapping U : M → V ∗ the affine conormal Gauß map,

and we can use B as unimodular metric of this hypersurface; then we call U(M)

affine conormal indicatrix.

The situation for Y : M → V is different: We have rank Y = n if and only if

rank B = n, and only in this case Y is an immersion. But then Y is also transver-

sal to Y (M) and this hypersurface is also non-degenerate; again we can use B as

unimodular metric. We call Y : M → V the affine normal Gauß map and the hy-

persurface Y (M) the affine normal indicatrix. The fact that both affine indicatrices

have the same unimodular metric in particular implies that the affine conormal in-

dicatrix is locally strongly convex if and only if the affine normal indicatrix is locally

strongly convex.

Affine Gauß maps and Euclidean structure. In the case rank B = n it is

often convenient to consider the two hypersurfaces, defined from the affine Gauß

maps, as follows: We consider a Euclidean inner product 〈 , 〉 : V × V → R on V

and identify V and V ∗ as usual. The three relations

〈U, Y 〉 = 1, 〈U, dY 〉 = 0, 〈dU, Y 〉 = 0

imply that both affine Gauß indicatrices are a polar pair, that means they corre-

spond via an inversion at the unit sphere. For an equiaffine frame {e1, ..., en} we

can calculate the conormal with the cross product construction:

U = [det(G)]−
1
2 · [e1, ..., en].

For the affine normal indicatrix we have the relation (see [58], p.52, (1.2.3.10))

[Y1, ..., Yn] = (−1)n det B · [e1, ..., en].

Using the Euclidean structure of V , we can express the conormal in terms of the

Euclidean unit normal µ of x:

U = |K| 1
n+2 · µ.

Here K is the Euclidean Gauß-Kronecker curvature of the hypersurface x; see [88],

section 6.2.4.

2.4 The Fubini-Pick Form

In the covariant form of the structure equations there appears the symmetric (1,2)-

tensor field A which was defined in (2.2.2). As before we use an equiaffine frame

{x; e1, · · ·, en, en+1} on M . To A associated there is the cubic form or Fubini-Pick

form:

A[ :=
∑

Aijk ω
iωjωk (2.4.1)

with local components

Aijk :=
∑

Gil A
l
jk .

As usual, in a local notation, we simply write A[
ijk =: Aijk . In case the meaning is

clear one also sometimes simplifies the notation for A[, just writing the cubic form

by A. We will prove
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2.4.1 Properties of the Fubini-Pick form

Lemma. We have: (i)

Aijk = − 1
2 |H |

− 1
n+2 hijk , (2.4.2)

where
∑
hijk ω

k := dhij + hij ω
n+1
n+1 − ∑

hik ω
k
j − ∑

hkj ω
k
i .

(ii) A[ is totally symmetric:

Aijk = Ajik = Aikj . (2.4.3)

(iii) The cubic form A[ is invariant under unimodular transformations.

(iv) By definition the difference tensor A measures the deviation of the two con-

nections ∇ and ∇̃.
For a proof see [58], section 1.2.2.

2.4.2 The Pick invariant

We recall the Gauß structure equations for x from section 2.2.2; in the covariant

form below there appear A and G as coefficients, both are equiaffinely invariant

tensor fields. The simplest scalar invariant of the metric and the cubic form is

defined by

J := 1
n(n−1)

∑
GilGjmGkrAijk Almr = 1

n(n−1)‖A‖2,

where the tensor norm ‖ · ‖ is taken with respect to the Blaschke metric G. J is

called the Pick invariant. If A = 0 then trivially J = 0; on locally strongly convex

hypersurfacesG is (positive) definite, we then have the implication: J = 0 ⇒ A = 0.

2.4.3 Structure equations - covariant notation

We recall the preliminary versions of the structure equations in sections 2.2.1 and

2.2.2. We clarified that the Blaschke metric G, the cubic form A[, the affine normal

Y and the affine shape operator are invariant under unimodular transformations.

Thus we rewrite the structure equations in terms of G-covariant differentiation and

with equiaffinely invariant coefficients as follows:

Gauß equation for x x,ij =
∑

Ak
ij ek +Gij Y.

Weingarten equation Yj = −
∑

Bi
j ei.

Gauß equation for U U,ij = −
∑

Ak
ij Uk −Bij U.
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2.4.4 The affine support function

Definition. Let b be a fixed vector in V . The function Λ : M → R defined by

Λ(p) := 〈U, b− x(p)〉, p ∈ M,

is called the affine support function relative to the vector b ∈ Rn+1.

The support function satisfies PDEs that play an important role for global investi-

gations. We are going to compute the Laplacian of Λ. Let dΛ =
∑

Λi ω
i. From

the definition of the conormal it follows that

dΛ = 〈dU, b− x〉 − 〈U, dx〉 =
∑

〈Ui, b− x〉 ωi.

Hence

Λi = 〈Ui , b− x〉.
We calculate the second covariant derivative (called the covariant Hessian of Λ(x))

∑
Λ,ij ω

j = dΛi −
∑

ωj
i Λj

= 〈dUi, b− x〉 − 〈Ui, dx〉 −
∑

ωj
i Λj

= 〈dUi −
∑

ωj
i Uj , b− x〉 −

∑
〈Ui, ej〉ωj

=
∑

(〈U,ij , b− x〉 − 〈Ui, ej〉) ωj .

Therefore, the G-covariant Hessian of Λ satisfies

Λ,ij = 〈U,ij , b− x〉 − 〈Ui, ej〉. (2.4.4)

The covariant conormal structure equations and the apolarity condition imply:

Covariant PDEs for the support function.

Λ,ij = −
∑

Ak
ij Λk −BijΛ +Gij . (2.4.5)

∆Λ + nL1Λ = n. (2.4.6)

Note that the equations have the same form for any b ∈ V . Moreover, (2.4.5)

implies that on any hyperovaloid there exist points such that the Weingarten form

is (positive) definite.

2.5 Integrability Conditions

2.5.1 Integration via moving frames

Like the structure equations in Euclidean hypersurface theory, the affine structure

equations of Weingarten and Gauß for a hypersurface

den+1 =
∑

ωi
n+1 ei, (2.5.1)

dei =
∑

ωj
i ej + ωn+1

i en+1
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give a linear system of first order PDEs for a local frame {e1, · · ·, en, en+1}. The

coefficients define linear forms that are related to the two connections ∇, ∇̃, the

quadratic form G, the cubic form A and the Weingarten operator:

ωi
n+1 = −

∑
lik ωn+1

k = −
∑

lik ω
k, ωj

i =
∑

Γj
ik ω

k,

ωn+1
i =

∑
hij ω

j , where Gij = |H |
− 1
n+2 hij .

From the integration theory for such linear systems we know that there exists at

most one solution {e1, · · ·, en, en+1} for given coefficients and given initial values.

In particular, such a solution determines

dx =
∑

ωi ei ,

and a second integration locally gives the hypersurface x itself. Thus, roughly speak-

ing, the coefficients must contain all geometric information about the hypersurface

x. The existence of a solution of the system depends on the fact that the coefficients

satisfy integrability conditions. We are going to clarify this.

Choose a local equiaffine frame field {x; e1, · · ·, en, en+1} over M such that

en+1 = Y , Gij = δij .

Theorem. The integrability conditions of the system

(a) dx =
∑
ωi ei,

(b) dei =
∑
ωj

i ej + ωn+1
i en+1,

(c) den+1 =
∑
ωi

n+1 ei,

(d) ωn+1
i = ωi, ωn+1

n+1 = 0

read

(e)
∑
ωi

i = 0,

(f) dωi =
∑
ωj ∧ ωi

j ,

(g) dωj
i =

∑
ωk

i ∧ ωj
k + ωn+1

i ∧ ωj
n+1, ωn+1

i = ωi,

(h) dωi
n+1 =

∑
ωj

n+1 ∧ ωi
j .

The equations (e)-(h) between the linear differentiable forms ωi, ωj
i , ω

i
n+1 are suf-

ficient for the integration of the systems (a)-(d).

Proof. Since ωn+1 = 0, the proof follows from the relations (a)-(d); apply the rules

of exterior differentiation from section 1.1.1. �

Terminology. In the terminology of moving frames the integrability conditions

(e)-(h) are called structure equations, which means that they are necessary and

sufficient for the existence of the hypersurface structure. But from our foregoing

study we know that also the equations of Gauß and Weingarten are called structure
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equations, as their coefficients contain all information on the geometry of the hyper-

surface. To avoid any misunderstanding, we will use the terminology integrability

conditions for the system (e)-(h) and structure equations for the equations of Gauß

and Weingarten.

2.5.2 Covariant form of the integrability conditions

The integrability conditions give information about the dependence of the invariants

that appear in the structure equations. We are going to express these conditions in

terms of the quadratic and cubic forms G, B, and A. We state:

Integrability Conditions. In covariant form the integrability conditions read:

Aijk,l −Aijl,k =1
2 (GikBjl +GjkBil −GilBjk −GjlBik) , (2.5.2)

Rijkl =
∑

(Am
il Amjk −Am

ikAmjl)

+ 1
2 (GikBjl +GjlBik −GilBjk −GjkBil) , (2.5.3)

Bik,j −Bij,k =
∑(

BjlA
l
ik − BlkA

l
ij

)
. (2.5.4)

For the proof we refer to [58], pp. 73-75.

While (2.5.3) is called an integrability condition of Gauß type, the other two systems

are said to be of Codazzi type; this notion is analogous to the Euclidean theory.

Corollary. By contraction the integrability conditions imply∑
Al

jk,l =n
2 (L1Gjk −Bjk) , (2.5.5)

Rik =
∑

Am
il A

l
mk + n−2

2 Bik + n
2L1Gik, (2.5.6)

∑
Bi

k,i =nL1,k +
∑

Bi
lA

l
ik , (2.5.7)

where L1 is the affine mean curvature as before, and Rik denote the local components

of the Ricci tensor of (M,G) .

From (2.5.6) we obtain, by another contraction, the so called

Equiaffine Theorema Egregium.

κ = J + L1, (2.5.8)

where

κ = 1
n(n−1)

∑
GikGjlRijkl. (2.5.9)

According to our notation in Riemannian geometry R = n(n − 1)κ is the scalar

curvature and κ the normed scalar curvature of the metric G.

Corollary. The form B can be expressed in terms of G, A and their derivatives:

Bjk = (κ− J)Gjk − 2
n

∑
Al

jk, l.

The proof follows from (2.5.5) and the Equiaffine Theorema Egregium; see [58],

p.76.
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2.6 Fundamental Theorem

As already stated the integrability conditions are necessary and sufficient for the

integration of the structure equations of Gauß and Weingarten; one gets a local

frame {e1, ..., en+1}. Another integration gives the hypersurface.

Uniqueness Theorem. Let x, x] : M → An+1 be two non-degenerate hypersur-

faces such that

G = G], A = A].

Then x, x] differ by a unimodular affine transformation; that means both hypersur-

faces are equi-affinely equivalent.

Existence Theorem. Let (M,G) be an n-dimensional semi-Riemannian manifold

with metric G. Suppose that a symmetric cubic covariant tensor field

A =
∑

Aijk ω
i ωjωk

is given on M . If G and A satisfy the apolarity condition and the integrability

conditions then there exists a non-degenerate immersion x : M → An+1 such that

G and A are the Blaschke metric and the Fubini-Pick form for the immersion,

respectively.

For a proof see [58], section 1.5.3.

Terminology. It is a consequence of the uniqueness Theorem that the pair (G,A)

is a fundamental system of the hypersurface, that means one is able to determine

all unimodular invariants of the hypersurface, and thus its geometry, from G and

A. Because of the relations

∇̃ = ∇ +A, ∇∗ = ∇−A

one can also consider the pairs (G, ∇̃) or (G,∇∗) as fundamental systems.

Different versions of the Fundamental Theorem. There exist different ver-

sions of the Fundamental Theorem, namely to each fundamental system there is a

modified version of the existence and uniqueness theorem. For proofs we refer to
[88], chapter 4, and Theorem 3.5 in [86]. We will come back to the Fundamental

Theorem in section 3.3.7 below.

2.7 Graph Immersions with Unimodular Normalization

Let Ω ⊂ Rn be a domain and x : M → An+1 be the graph of a strictly convex

smooth function

xn+1 = f(x1, · · ·, xn), where (x1, · · ·, xn) ∈ Ω ⊂ R
n.

We choose the following unimodular affine frame field:

ei = (0, ..., 0, 1, 0, ..., 0, ∂f
∂xi ) for i = 1, ..., n and en+1 = (0, · · ·, 0, 1).
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Then the Blaschke metric is given by

G =
[
det
(

∂2f
∂xjxi

)] − 1
n+2

∑
∂2f

∂xjxi dx
i dxj ,

and the affine conormal vector field U can be identified with

[
det
(

∂2f
∂xjxi

)] − 1
n+2

(
− ∂f

∂x1 , · · · ,− ∂f
∂xn , 1

)
.

In the following we give some basic formulas with respect to the Blaschke metric;

we will use them in later chapters.

The formula ∆U = −nL1U implies that x(M) is a locally strongly convex

hypersurface with constant affine mean curvature L1 =: L if and only if f satisfies

the following PDE

∆

{[
det
(

∂2f
∂xi∂xj

)] −1
n+2

}
= −nL

[
det
(

∂2f
∂xi∂xj

)] −1
n+2

, (2.7.1)

where ∆ denotes the Laplacian with respect to the Blaschke metric, which was

defined in subsection 1.1.2. Recall the definition

ρ :=
[
det
(

∂2f
∂xi∂xj

)] −1
n+2

from section 1.4. Then (2.7.1) gives

∆ρ = −nLρ. (2.7.2)

Note that, in terms of x1, ..., xn, we have (det(Gkl))
1
2 = 1

ρ . By a direct calculation

we get

∆ =
∑

Gij ∂2

∂xi∂xj − 2
ρ2

∑
f ij ∂ρ

∂xj
∂

∂xi + 1
ρ

∑
∂f ij

∂xi
∂

∂xj , (2.7.3)

where (f ij) denotes the inverse matrix of (fij) and fij = ∂2f
∂xi∂xj . Taking the differ-

entiation of the equation
∑
f ikfkj = δi

j one finds

∑

i,k

∂f ik

∂xi fkj = −
∑

i,k

f ik ∂fkj

∂xi = n+2
ρ

∂ρ
∂xj .

It follows that
∑

i

∂f ik

∂xi = n+2
ρ

∑

j

f jk ∂ρ
∂xj . (2.7.4)

We insert (2.7.4) into (2.7.3) and obtain

∆ = 1
ρ

∑
f ij ∂2

∂xi∂xj + n
ρ2

∑
f ij ∂ρ

∂xj
∂

∂xi . (2.7.5)

To find the affine normal Y and calculate the affine Weingarten tensor B, we let

(see [27])

e∗i = ei, 1 ≤ i ≤ n, e∗n+1 = en+1 +
∑

ai
n+1ei,
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where e∗n+1 is in the affine normal direction. Since 〈dU, e∗n+1〉 = 0, the coefficients

ai
n+1 are determined by

∑
aj

n+1fji = ∂
∂xi ln ρ.

It follows that

ai
n+1 =

∑
f ji ∂

∂xj ln ρ,

and hence

e∗n+1 = en+1 +
∑

f ji ∂
∂xj ln ρ · ei.

Therefore

Y = H
1

n+2 e∗n+1 = H
1

n+2

∑
f ji ∂

∂xj ln ρ · ei +H
1

n+2 en+1,

where H = det
(

∂2f
∂xi∂xj

)
.

Let x denote the position vector of the hypersurface M . We have

dx =
∑

wαe∗α,

de∗α =
∑

wβ
αe

∗
β.

The wα, wβ
α are the Maurer-Cartan forms of the unimodular affine group. We

compute

wi
n+1 = dai

n+1 − ai
n+1d ln ρ

=
∑(

∂
∂xj

(
fki ∂

∂xk ln ρ
)
− fki ∂

∂xk ln ρ · ∂
∂xj ln ρ

)
wj .

Therefore the affine Weingarten tensor is

Bij =
∑(

− ∂
∂xi

(
f lk ∂

∂xl ln ρ
)

+ f lk ∂
∂xl ln ρ ∂

∂xi ln ρ
)
fkj

= − 1
ρ

∂2ρ
∂xi∂xj + 2

ρ2
∂ρ
∂xi

∂ρ
∂xj +

∑
fkl

ρ
∂ρ
∂xl

∂fij

∂xk . (2.7.6)

From section 1.4, recall the Legendre transformation relative to f , and denote again

by Ω∗ the Legendre transformation domain of f , i.e. u : Ω∗ → R and

Ω∗ = {(ξ1(x), ..., ξn(x)) | x ∈ Ω}.
Considering a locally strongly convex graph, it is an advantage that we can express

the basic formulas in terms of the x-coordinates as well in terms of the ξ-coordinates.

In terms of the coordinates (ξ1, ..., ξn) and u(ξ) the Blaschke metric is given by

Gij = ρ ∂2u
∂ξi∂ξj

,

and
(

∂2u
∂ξi∂ξj

)
is the inverse matrix of

(
∂2f

∂xi∂xj

)
. We have

ρ =
[
det
(

∂2u
∂ξi∂ξj

)] 1
n+2

, (2.7.7)

√
det (Gkl) = ρn+1,

∆ = 1√
det(Gkl)

∑
∂

∂ξi

(
Gij
√

det(Gkl)
∂

∂ξj

)

(see [58], p.91). By a similar calculation as above we get

∆ = 1
ρ

∑
uij ∂2

∂ξi∂ξj
− 2

ρ2

∑
uij ∂ρ

∂ξj

∂
∂ξi
. (2.7.8)
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2.8 Affine Spheres and Quadrics

As before we consider non-degenerate hypersurfaces with unimodular normalization.

2.8.1 Affine hyperspheres

For proofs and details we refer to section 2.1 in [58].

Definition. A non-degenerate hypersurface x in An+1 is called an affine hyper-

sphere if the affine normal line bundle has one of the following two properties:

(i) All affine normal lines meet at one point c0 ∈ An+1; in this case x is called a

proper affine hypersphere with center c0.

(ii) All affine normal lines are parallel in An+1; in this case x is called an improper

affine hypersphere.

Proposition. Let M be a non-degenerate hypersurface in An+1.

(a) The following three properties (a.1)-(a.3) are equivalent:

(a.1) M is an affine hypersphere.

(a.2) B = L1 ·G.
(a.3) B] = L1 · id.
(b) For an affine hypersphere we have Li = const for all i = 1, ..., n.

Definition and Remark. Assume that x is locally strongly convex; that means

that the Blaschke metric G is (positive) definite. In this case the affine Weingarten

operator B] has n real eigenvalues λ1, λ2, · · ·, λn, the affine principal curvatures.

Then:

(i) The relation B = L1 · G is equivalent to the equality of the affine principal

curvatures:

λ1 = λ2 = · · · = λn.

(ii) All affine principal curvatures are constant.

(iii) An affine hypersphere is called an elliptic affine hypersphere if L1 > 0; it is

called hyperbolic if L1 < 0; it is called parabolic if L1 = 0. Obviously the parabolic

affine hyperspheres are exactly the improper affine hyperspheres.

(iv) For an elliptic affine hypersphere, the center is on the concave side of x(M).

For a hyperbolic affine hypersphere the center is on the convex side of x(M). For a

parabolic affine hypersphere we may consider the center to be at infinity.

(v) For a hypersurface in Euclidean space with Euclidean Weingarten operator S

and mean curvature H the equation S = H · id implies H = const; if H = 0 we

have a hyperplane, if H 6= 0 we have a sphere with curvature equal to H > 0.

In contrast to the Euclidean case the situation in the affine case is very complicated.

There is an abundance of affine spheres, one knows many examples, but one is
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far from a classification. Only under strong additional assumptions there exist

partial classifications. See e.g. the local classification of affine spheres with constant

sectional curvature in [95], [96]; even under such strong additional conditions this

classification is not yet finished.

Lemma. (i) A non-degenerate hypersurface is an affine hypersphere if and only if

the cubic form satisfies the covariant PDE

Aijk,l = Aijl,k

with respect to the Levi-Civita connection.

(ii) Both, ∇̃A and ∇̃ ∇̃A, the covariant derivatives in terms of the induced con-

nection ∇̃, are totally symmetric if and only if x is a quadric (i.e., A = 0) or x is

an improper affine sphere (i.e., B = 0).

Proof. (i): Apply (2.5.2). For (ii) see [11]. �

2.8.2 Characterization of quadrics

Theorem. (i) Any hyperquadric is an affine hypersphere. The quadric has a center

if L1 6= 0.

(ii) A non-degenerate hypersurface x is a quadric if and only if the cubic form A[

vanishes identically on M .

For a proof see [9] or section 1.4 in [58] (there we consider only locally strongly

convex hypersurfaces). See also section 7 in [88] together with a clarifying Remark

2.2.(b) in [56]. In section 3.4 below we will generalize the foregoing Theorem.
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Chapter 3

Local Relative Hypersurfaces

E. Müller was the first to extend the development of a unimodular hypersurface

theory to a so called relative hypersurface theory. This concept is not only of interest

from the geometric view point, but one can also apply it for the geometric solution

of PDEs. Here we summarize the material necessary for our purposes. For details

we refer to the two monographs [58] and [88], for a survey to [86]. For a unifying

approach studying invariants that are independent of the choice of the normalization

see [87].

In the following summary of the basic formulas we use the invariant and the local

calculus; in this way we present the basic formulas from the affine hypersurface

theories in three different terminologies, namely: in Chapter 2 Cartan’s calculus

together with a standard local calculus, in Chapter 3 the invariant calculus of Koszul

and again a local description.

3.1 Hypersurfaces with Arbitrary Normalization

Recall section 2.1.1. In the following section An+1 denotes a real affine space of

dimension n + 1. We identify geometric objects with respect to the general affine

transformation group.

3.1.1 Structure equations

Normalizations. We consider a hypersurface as in (2.1.2). A normalization is a

pair (U, z) where U : M → V ∗ is a conormal field as in section 2.3.3, and z : M → V

is transversal to the hypersurface x(M), both satisfying the relation 〈U, z〉 = 1. A

triple (x, U, z) is called a normalized hypersurface.

Structure equations. In analogy to Chapter 2 we can write down structure

equations of Gauß and Weingarten type for a hypersurface x with normalization

33
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(U, z):

∇̄vdx(w) = dx(∇vw) + h(v, w) z,

dz(v) = dx(−Sv) + θ(v) z.

We list the following elementary facts.

Properties of the coefficients. For a given triple (x, U, z) the coefficients in

the structure equations have the following properties:

(i) ∇ is a torsion free connection on M ; ∇ is called the induced connection of

(x, U, z);

(ii) h is a symmetric bilinear form over each tangent space;

(iii) S is a linear operator on each tangent space;

(iv) θ is a one-form;

(v) all coefficients are differentiable, they are invariant under the action of the

general affine transformation group.

Lemma. For a given hypersurface x and two different normalizations (U, z) and

(U ], z]), the induced bilinear forms h and h] in the structure equations satisfy

h] = q · h for some non-zero factor q ∈ C∞(M). As a consequence, the rank of

h does not depend on the choice of the transversal field z, it is a property of the

hypersurface x itself.

Non-degenerate hypersurfaces. x is called non-degenerate if, for an arbitrary

normalization, rank h = n. If x is non-degenerate the class C = {h} can be

considered as a conformal class of semi-Riemannian metrics; in the definite case,

by an appropriate orientation of the normalization, the class C is positive definite

and thus it is a class of Riemannian metrics.

Equivalence-Lemma. For x the following properties are equivalent:

(i) x is non-degenerate;

(ii) there exists a conormal field U such that, for an arbitrary frame {v1, ..., vn}:
rank (dU(v1), ..., dU(vn), U) = n+ 1;

(iii) for any conormal field U and any frame the rank-condition in (ii) is satis-

fied.

As a consequence, for x non-degenerate, any conormal field defines an immersion

U : M → V ∗

with transversal vector field U . Thus one can write down structure equations of

Gauß type for any conormal field U :

∇̄vdU(w) = dU(∇∗
vw) + 1

n−1Ric
∗(v, w) (−U).

U : M → V ∗ is called the conormal indicatrix of (x, U, z). One verifies:

Properties of the coefficients. For x non-degenerate with normalization (U, z)

we have:
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(i) The connection ∇∗ is torsion free connection with symmetric Ricci tensor

Ric∗ on M ; ∇∗ is called conormal connection; it is well known that the

Ricci-symmetry is equivalent to the fact that ∇∗ admits a parallel volume

form dV ∗, i.e., ∇∗ dV ∗ = 0; the volume form is unique modulo a non-zero

constant factor;

(ii) the induced invariants h and ∇∗ satisfy so called Codazzi equations, i.e.,

the covariant derivative ∇∗ h is a totally symmetric cubic form;

(iii) all conormal connections ∇∗ are projectively equivalent, i.e., they have the

same unparametrized geodesics; the class P = {∇∗} is projectively flat.

3.1.2 Fundamental theorem for non-degenerate hypersurfaces

Uniqueness Theorem. Let (x, U, z) and (x], U ], z]) be non-degenerate hypersur-

faces with the same parameter manifold: x, x] : M → An+1. Assume that

h = h] and ∇∗ = ∇∗ ].

Then (x, U, z) and (x], U ], z]) are equivalent modulo a general affine transformation.

Existence Theorem. On a connected, simply connected differentiable manifold

M there are given:

(i) a conformal class C = {h} of semi-Riemannian metrics;

(ii) a projectively flat class P = {∇∗} of torsion free, Ricci-symmetric connec-

tions;

(iii) there exists a pair (∇∗, h) such that they satisfy Codazzi equations.

Then there exists a non-degenerate hypersurface x such that C = {h} is the class of

induced bilinear forms, and P = {∇∗} the induced class of conormal connections in

the Gauß structure equations.

3.2 Hypersurfaces with Relative Normalization

From now on we consider non-degenerate hypersurfaces only. Following the ge-

ometric arguments in [87], one can restrict to the subclass of so called relative

normalizations, namely: Two transversal fields z, z] are called equivalent if they

satisfy

〈U, z〉 = 〈U, z]〉
for one - and then for any - conormal field U . In each equivalence class there is

exactly one representative Y of this class, satisfying the relations

〈U, dY (v)〉 = 0, 〈dU(v), Y 〉 = 0, 〈U, Y 〉 = 1.

We call Y a relative normal, the pair (U, Y ) with 〈U, Y 〉 = 1 a relative normaliza-

tion, and the triple (x, U, Y ) with x non-degenerate a relative hypersurface. It is
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a consequence of the definition of a relative normalization that there is a bijective

correspondence between conormals and relative normals. Moreover, for any two

normalizations (U, z) and (U, z]) of x in the same equivalence class, the symmetric

bilinear forms coincide, h = h], and also the conormals, U = U ], thus the conormal

connections coincide: ∇∗ = ∇∗ ]. As the pair (∇∗, h) is a fundamental system for

the triple (x, U, Y ), it represents triples with equivalent transversal fields. The fore-

going justifies our claim that one can restrict to the distinguished class of relative

normalizations.

3.2.1 Relative structure equations and basic invariants

For a relative hypersurface (x, U, Y ) the structure equations read:

Gauß equation for x ∇̄vdx(w) = dx(∇vw) + h(v, w)Y,

Weingarten equation dY (v) = dx(−Sv),

Gauß equation for U ∇̄vdU(w) = dU(∇∗
vw) + 1

n−1Ric
∗(v, w) (−U).

For relative normalizations the geometric properties of most coefficients are better

than in the case of arbitrary normalizations.

Properties of the coefficients. Let (x, U, Y ) be a relative hypersurface. Then:

(i) The induced connection ∇ is torsion free and Ricci-symmetric.

(ii) The relative shape operator S is h-self-adjoint and satisfies

(n− 1)S[(v, w) := (n− 1)h(Sv, w) = Ric∗(v, w).

Its trace gives the relative mean curvature nL1 := tr S.

(iii) The triple (∇, h,∇∗) is conjugate, that means it satisfies the following gen-

eralization of the Ricci Lemma in Riemannian geometry:

u h(v, w) = h(∇uv, w) + h(v,∇∗
uw).

(iv) The Levi-Civita connection ∇(h) of the non-degenerate relative metric h

satisfies

∇(h) = 1
2 (∇ + ∇∗).

It is a trivial consequence that any two of the three connections determine

the third one.

(v) The covariant derivatives are totally symmetric (Codazzi equations) and

satisfy

∇∗ h = −∇ h.
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Cubic form and Tchebychev vector field. In analogy to the equiaffine theory

we define:

A(v, w) := ∇vw − ∇(h)vw and A[(u, v, w) := h(u,A(v, w)).

A[ is called the relative cubic form. In contrast to the unimodular theory this time

the trace of A in general is non-zero, that is the apolarity condition is not valid. In

fact: the apolarity condition characterizes the equiaffine normalization within the

class of all relative normalizations [88].

We define the relative Tchebychev form T [ as the trace of a linear mapping by

nT [(v) := tr{w → A(w, v)}
and the associated relative Tchebychev vector field T by

h(T, v) := T [(v)

for all tangent fields v. One can easily show that the one-form T [ is closed and thus

T is the gradient of a potential function.

Relative structure equations in covariant local notation.

We rewrite the structure equations in terms of h-covariant differentiation and with

affinely invariant coefficients as follows:

Gauß equation for x : x,ij =
∑

k

Ak
ij xk + hij Y.

Weingarten equation : Yj = −
∑

i

Si
j xi.

Gauß equation for U : U,ij = −
∑

Ak
ij Uk −Bij U,

where the relative Weingarten form satisfies (n− 1)Bij = (n− 1)hikS
k
j = R∗

ij .

The relative support function. Let b be a fixed vector in V and U a relative

conormal of x. The function Λ : M → R defined by

Λ(p) := 〈U, b− x(p)〉, p ∈ M,

is called the relative support function of (x, U, Y ) with respect to the fixed point

b ∈ Rn+1.

In analogy to the Euclidean and the unimodular case the relative support function

satisfies important PDEs; compare section 2.4.4:

Λ,ij = −
∑

Ak
ij Λk − ΛBij + hij ,

∆Λ + nT (gradh Λ) + nL1Λ = n.

The relative Pick invariant. In analogy to the unimodular theory we define

the relative Pick invariant by

J := 1
n(n−1)

∑
hilhjmhkrAijk Almr = 1

n(n−1) ‖A‖2,

where the tensor norm ‖ · ‖ is taken with respect to the relative metric h.
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3.2.2 Relative integrability conditions

Like in the unimodular theory one derives the integrability conditions for relative

hypersurfaces. They give information about relations between the invariants that

appear in the relative structure equations. We are going to express these conditions

in terms of the quadratic and cubic forms h, S[, and A[. Locally write Sij := S[
ij .

We express the integrability conditions in terms of the metric h and the cubic form

A, in analogy to the classical approach in Blaschke’s unimodular theory. We state:

3.2.3 Classical version of the integrability conditions

In covariant form the integrability conditions read:

Aijk,l −Aijl,k = 1
2 (hikSjl + hjkSil − hilSjk − hjlSik) ,

Rijkl =
∑

(Am
il Amjk −Am

ikAmjl) + 1
2 (hikSjl + hjlSik − hilSjk − hjkSil) ,

Sik,j − Sij,k =
∑(

SjlA
l
ik − SlkA

l
ij

)
.

By contraction, the integrability conditions imply:

(a)
∑
Al

jk,l − nT ,jk = n
2 (L1hjk − Sjk) ,

(b) R(h)ik =
∑
Am

il A
l
mk − nTlA

l
ik + 1

2 (n− 2)Sik + n
2L1 hik,

(c)
∑
Si

k,i = nL1,k +
∑
Si

lA
l
ik − nSlkT

l,

where R(h)ik denote the local components of the Ricci tensor Ric(h) on (M, h) .

Relative Theorema Egregium.

κ(h) = J + L1 − n
n−1‖T‖2.

According to our notation in Riemannian geometry, κ(h) is the normed relative

scalar curvature of the relative metric h.

3.2.4 Classical version of the fundamental theorem

Uniqueness Theorem. Let (x, U, Y ) and (x], U ], Y ]) be non-degenerate hyper-

surfaces with the same parameter manifold: x, x] : M → An+1. Assume that

h = h] and A = A].

Then (x, U, Y ) and (x], U ], Y ]) are equivalent modulo a general affine transforma-

tion.

Existence Theorem. On a connected, differentiable manifold M there are given:

(i) a semi-Riemannian metric h;

(ii) a totally symmetric cubic form A[
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such that the integrability conditions in the classical version are satisfied. Then

there exists a relative hypersurface (x, U, Y ) such that h is the relative metric and

A[ the relative cubic form.

3.3 Examples of Relative Geometries

There are several distinguished relative geometries that play an important role in

affine hypersurface theory. In case we are going to use different normalizations of

a centroaffine hypersurface x at the same time, we use marks to identify geometric

objects of different relative geometries. For more details we refer to [88] and [8].

3.3.1 The Euclidean normalization

To identify Euclidean invariants of x we will use the mark “E”.

If V is equipped with a Euclidean inner product, we identify V and V ∗ according

to the Theorem of Riesz. A hypersurface x is non-degenerate if and only if the

Euclidean Weingarten operator S(E) has maximal rank; this is equivalent to the

fact that the Euclidean second fundamental form II has maximal rank. For a

Euclidean normalization, according to the Gauß structure equations, h(E) = II is

the relative metric. Let µ denote the Euclidean unit normal field of the hypersurface

x. At the same time, the Euclidean normal µ is the conormal field in this geometry,

thus (U(E), Y (E)) = (µ, µ) is a relative normalization. We denote by I , II , III, the

three Euclidean fundamental forms, resp. The induced connection ∇(E) coincides

with the Levi-Civita connection ∇(I) of the first fundamental form I , while

∇∗(E) = ∇(III). We have the relations

2C[(E) = ∇∗(III)II = −∇(I)II

for covariant derivations of the second fundamental form, and the following expres-

sion for the Tchebychev form

T [(E) = − 1
2n d ln |Ln(E)|;

here Ln(E) = det S(E) denotes the Euclidean Gauß-Kronecker curvature. The

geometry induced from the Euclidean normalization is invariant under motions.

The relative view point helps to unify methods of proof, in particular in extrinsic

curvature theory; for more details see e.g. sections 6.1 and 6.4.2 in [88].

3.3.2 The equiaffine (Blaschke) normalization

To identify equiaffine invariants of x we will use the mark “e”.

As in Chapter 2, in the ambient space we fix a determinant form Det as volume

form, the associated invariance group is the unimodular group. There is a (modulo

orientation) unique normalization (U(e), Y (e)) within all relative normalizations,
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characterized by the vanishing of its Tchebychev field: T (e) = 0 (apolarity condi-

tion). The transversal field Y := Y (e) in this normalization historically is called the

affine normal field. Nowadays the unimodular geometry is often called Blaschke ge-

ometry; this terminology should honour Blaschke’s many contributions to this field

(without ignoring important contributions by other authors). The geometry induced

from the Blaschke normalization (U(e), Y := Y (e)) was sketched in Chapter 2, in

particular we have G(v, w) = h(e)(v, w). As stated before, this geometry is invariant

under the unimodular transformation group (including parallel translations).

3.3.3 The centroaffine normalization

We will use the mark “c” to identify centroaffine invariants of x.

For a non-degenerate hypersurface it is well known that the set

{p ∈M | x(p) tangential}

is nowhere dense. Thus the position vector x is transversal almost everywhere;

this property is independent of the choice of the origin. These facts and continuity

arguments admit to restrict the investigations to the following situation:

One fixes the origin and this way identifies An+1 with V , then we consider non-

degenerate hypersurfaces with transversal position vector in V ; as before we denote

the position vector again by x. We call a hypersurface with always transversal

position vector centroaffine; see pp. 15 and 37-39 in [73]. For such a hypersurface

one can choose Y (c) := εx as relative normal where ε = +1 or ε = −1 is chosen

appropriately (see below). The conormal U(c) is oriented always such that

〈U(c) , Y (c)〉 = 1.

We recall the following definitions. A locally strongly convex, centroaffine hyper-

surface is called to be of

(i) hyperbolic type, if, for any point x(p) ∈ V , the origin 0 ∈ V and the hyper-

surface are on different sides of the affine tangent hyperplane dx(TpM); the

centroaffine normal vector field then is given by Y (c) := +x (examples are

hyperbolic affine hyperspheres in R
n+1 centered at 0 ∈ R

n+1); according

to the choice Y (c) = x we modify the definition of the support functions

and set Λ := 〈U, x〉;
(ii) elliptic type, if, for any point x(p) ∈ V , the origin 0 ∈ V and the hypersur-

face are on the same side of the affine tangent hyperplane dx(TpM); now

the centroaffine normal vector field is given by Y (c) := −x (examples are

elliptic affine hyperspheres in Rn+1 centered at 0 ∈ Rn+1).

The different orientations of the centroaffine normalization on locally strongly con-

vex hypersurfaces guarantee that the centroaffine metric, denoted by h(c), is positive

definite in both cases.
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3.3.4 Graph immersions with Calabi metric

In section 2.7 we considered a graph immersion equipped with a Blaschke geometry.

Calabi [19] considered a different normalization as follows (we use the mark “ca” to

identify this geometry).

Let f be a strictly convex C∞ function defined on a domain Ω ⊂ Rn, and consider

the graph hypersurface

M := {(x, f(x)) | xn+1 = f(x1, ..., xn), (x1, ..., xn) ∈ Ω}.
For M we choose the canonical relative normalization given by

Y := Y (ca) := (0, 0, ..., 1), then the conormal field U := U(ca) is given by

U = (−f1, ...,−fn, 1) ;

here the reader should recall the notation for partial derivatives from section 1.1.1.

We consider the Riemannian metric H := h(ca) on M , defined by the Hessian of

the graph function f :

H :=
∑

fijdx
idxj ,

where as before fij = ∂i∂jf . Then H is the relative metric with respect to the

relative normalization defined by Y (ca). This metric is very natural for a convex

graph; we call it the Calabi metric, in the literature one also finds the terminology

Hessian metric. Using the conventions in a local notation, as before we denote the

inverse matrix of the matrix (fij) by (f jk), thus fij · f jk = δi
k.

For some basic formulas see pp. 39-40 in [73], here we list some more.

Denote by x = (x1, ..., xn, f(x1, ..., xn)) the position vector of M . In covariant form,

the Gauß structure equation reads

x,ij =
∑

Ak
ijxk + fijY. (3.3.1)

One calculates the following relations (see e.g. [76]): The Levi-Civita connection

with respect to the metric H is determined by its Christofffel symbols

Γk
ij = 1

2

∑
fklfijl,

and the Fubini-Pick tensor Aijk and the Weingarten tensor satisfy

Aijk = − 1
2fijk , Bij = 0.

The relative Tchebychev vector field is given by

T := 1
n

∑
f ijAk

ij∂k.

Consequently, for the relative Pick invariant, we have:

J = 1
4n(n−1)

∑
f ilf jmfkrfijkflmr .

The integrability conditions and the Ricci tensor read

Rijkl =
∑

fmh(AjkmAhil − AikmAhjl), (3.3.2)

Aijk,l =Aijl,k , (3.3.3)

Rik =
∑

fmhf lj(AimlAhjk −AimkAhlj). (3.3.4)
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The scalar curvature satisfies

R = n(n− 1)κ =
∑

f ikfmhf lj(AihlAmjk −AhjlAikm). (3.3.5)

In terms of the Calabi metric H of a graph hypersurface we calculate its Laplacian;

for this we recall the auxiliary functions

ρ := [det(fij)]
− 1

n+2 , Φ :=
∑

f ij ∂ ln ρ
∂xi

∂ lnρ
∂xj .

Moreover, we consider the Legendre transform function u of f (see section 1.4) and

recall the involutionary character, using different coordinates x and ξ; in particular

we have

∆ =
∑

f ij ∂2

∂xi∂xj + n+2
2ρ

∑
f ij ∂ρ

∂xj
∂

∂xi

=
∑

uij ∂2

∂ξi∂ξj
− n+2

2ρ

∑
uij ∂ρ

∂ξj

∂
∂ξi

.

Hence

∆
(∑

(xk)2
)

= 2
∑

f ii + n+2
2 H

(
grad ln ρ, grad(

∑
(xk)2)

)
, (3.3.6)

∆
(∑

(ξk)2
)

= 2
∑

uii − n+2
2 H

(
grad ln ρ, grad(

∑
(ξk)2)

)
, (3.3.7)

and

∆ξk = −n+2
2 H (grad ln ρ, grad ξk) . (3.3.8)

3.3.5 The family of conformal metrics G(α)

The Calabi metric H from section 3.3.4 generates a conformal class of metrics as

follows:

For a fixed α ∈ R, set G(α) := ραH, here and later we call G(α) an α-metric. Then,

for any smooth function F , we have

∆F = ρα∆(α)F − (n−2)α
2 H(grad ln ρ, gradF ), (3.3.9)

where ∆(α) is the Laplacian with respect to the α-metric.

α-Ricci curvature. Denote by R
(α)
ij the Ricci curvature with respect to the α-

metric, then (see [83])

R
(α)
ij =Rij − n−2

2 (ln ρα),ij + n−2
4 (ln ρα),i(ln ρ

α),j

− 1
2

(
∆(ln ρα) + n−2

2 ‖ grad ln ρα ‖2
)
Hij , (3.3.10)

here “,” denotes the covariant derivation with respect to the Calabi metric H.
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3.3.6 Comparison of different relative geometries

As already stated in section 3.1, all relative metrics define a conformal class C = {h}
and all conormal connections a projectively flat class P = {∇∗} with torsion free,

Ricci-symmetric connections. As the changes within a conformal and a projective

class, resp., are well known, it is relatively easy to calculate the change from one

relative geometry of x to another. This was done in chapters 5 and 6 of [88], for

details we refer to this reference; see also [87]. Here we state only three relations of

this type:

1. The two relative metrics II := h(E) and G := h(e) are related by

G = h(e) = | det(S(E))|
− 1
n+2 · h(E).

2. The two relative metrics G := h(e) and h(c) and the support function Λ(e) are

related by

Λ−1(e) · h(e) = h(c).

3. The centroaffine Tchebychev field T (c) satisfies

T (c) = n+2
2n gradh(c) ln Λ(e).

3.3.7 Different versions of fundamental theorems

In relative geometry one can state different versions of a Fundamental Theorem,

using different fundamental systems (∇∗, h), or (∇, h), or (A, h), or even the

conformal class C = {h} together with the projectively flat class P = {∇∗}, [86].

Which version one will apply depends on the purpose.

The integrability conditions of the classical Blaschke version, based on the funda-

mental system (A, h), have a very complicated form; this is a disadvantage. But

this version is useful for the application of subtle tools from Riemannian geometry,

like maximum principles or the Laplacian Comparison Theorem.

The integrability conditions for the version in terms of (∇∗, h) are geometrically

very transparent, depending on the fact that the connection ∇∗ is projectively

flat; the versions using the pairs (∇, h) or together the classes P and C, resp., are

modifications of the version using (∇∗, h). These versions lead to a much better

understanding of the theory, based on the results in [28].

3.4 Gauge Invariance and Relative Geometry

To investigate the geometry of a given non-degenerate hypersurface, we have dif-

ferent possibilities for an appropriate choice of a normalization; even within the

distinguished class of relative normalizations there are infinitely many possibilities.

In general, the geometric invariants are different for different relative normaliza-

tions. Additionally, for most of the relative geometries the associated invariance
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group is still unknown; see [8].

As a consequence, there was a systematic search for affine invariants that are in-

dependent of the relative normalization. This was done in [87]. For our purpose it

is sufficient to state the following facts; for details see [87] and further references

given there.

(i) The change from one relative normalization to another is equivalent to the

gauge transformations of a related Weyl geometry; see [10]. For this reason,

invariants that are independent of the relative normalization, are called

gauge invariants.

(ii) Starting with a tentative relative normalization, one can construct the

equiaffine normalization (U(e), Y = Y (e)) modulo a constant non-zero fac-

tor, and thus one can determine all equiaffine invariants modulo a constant

non-zero factor: they only depend on the hypersurface itself (modulo a fac-

tor). This way one proves:

All equiaffine invariants are gauge invariants (some modulo a factor).

This implies that properties of important classes of hypersurfaces in the

unimodular theory like affine spheres, extremal hypersurfaces, etc., do not

depend on the special choice of the normalization, the definitions of the

classes are gauge invariant.

(iii) For any two relative normalizations (U, Y ) and (U ], Y ]) of x one has

Λ−1 · h = Λ] −1 · h].

As the centroaffine support function satisfies Λ(c) = 1, we see that

h(c) = Λ−1 · h

for any relative normalization. From this the centroaffine metric and its

intrinsic geometry are gauge invariant; one can finally prove that this is

true for all centroaffine invariants.

(iv) The Calabi geometry from section 3.3.4 is a gauge invariant geometry. Con-

sider an arbitrary relative normalization (U, Y ) and the Calabi normaliza-

tion

(U(ca), Y (ca)) = ((−∂1f, ...,−∂nf, 1), (0, ..., 0, 1)).

Then

U(ca) = qU

where 0 < q ∈ C∞(M) and

〈(−∂1f, ...,−∂nf, 1), Y 〉 = q.

Therefore one can easily construct (U(ca), Y (ca)) from an arbitrary nor-

malization (U, Y ). Thus the Calabi geometry is gauge invariant.
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We give two examples of gauge invariants, i.e., we express them in terms of an

arbitrary relative normalization.

The traceless tensor field Ã and the characterization of quadrics. On a

non-degenerate hypersurface, let U be an arbitrary conormal field; from U one can

define the corresponding metric h and the projectively flat connection ∇∗, and from

this A and T . Define the symmetric (1,2) tensor field Ã as traceless part of A:

Ã(v, w) := A(v, w) − n
n+2 (T [(v)w + T [(w)v + h(v, w)T );

then

(a) Ã is a gauge invariant;

(b) Ã = A(e), thus Ã = 0 if and only if the hypersurface is a hyperquadric;

(c) we calculate

‖Ã‖2 = ‖A‖2 − 3n2

n+2‖T‖2.

Here the norms are defined via the relative metric used. In case that x is

locally strongly convex and the orientation of the normalization is appro-

priate, any relative metric is positive definite. Then the foregoing identity

allows to estimate ‖A‖2 in terms of ‖T‖2.

Affine spheres. Consider a non-degenerate, centroaffine hypersurface. We define

T̃ [ := T [ + n+2
2n d ln Λ

and T̃ implicitly by h(c)(T̃ , v) := T̃ [(v). We state:

(i) T̃ = 0 if and only if x is a proper affine sphere.

(ii) T̃ = T (c) = n+2
2n gradh(c) ln Λ(e); compare section 3.3.6 above.

Completeness conditions. Below we are going to consider different types of

completeness conditions. It is a consequence of the foregoing facts that all such

completeness conditions are gauge invariant conditions; see [87].

Euler-Lagrange equations. In the following we will investigate classes of hyper-

surfaces that satisfy Euler-Lagrange equations of certain variational problems. One

verifies that such Euler-Lagrange equations are again gauge invariant relations; see
[87].
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Chapter 4

The Theorem of Jörgens-Calabi-Pogorelov

In this chapter we are going to use geometric tools for the solution of certain types

of Monge-Ampère equations. For this interplay of global affine differential geometry

and PDEs we use the terminology geometric modelling technique. E. Calabi, A.V.

Pogorelov, S.Y. Cheng, S.T. Yau, N.S. Trudinger, X.J. Wang, A.-M. Li and other

authors (see e.g. [19], [20], [25], [54], [55], [60], [61], [62], [76], [91], [92]) developed

the following method of geometric modelling:

One interprets the unknown convex function in the PDE as locally strongly convex

global graph and chooses an appropriate relative normalization. The aim is to use

special induced geometric structures of relative hypersurface theory to express the

given PDE in terms of geometric invariants, while global assumptions for the PDE

are interpreted in terms of appropriate geometric completeness conditions. For

the solution of the PDE considered, it is crucial to estimate appropriate geometric

invariants that are related to the problem.

In this chapter we will give typical examples of this geometric modelling, studying

PDEs that are related to affine spheres and some generalizations of such PDEs.

For the convenience of the reader we recall the notation for the unimodular theory

from Chapter 2, and Calabi’s relative normalization for a graph from section 3.3.4.

In sections 4.1-4.3 we summarize tools for the proofs of our results in sections 4.4-4.6.

4.1 Affine Hyperspheres and their PDEs

We consider affine hyperspheres and derive their PDEs. We will treat the two

types separately: improper and proper affine hyperspheres. We characterize affine

hyperspheres in terms of their PDEs. As the global results in this monograph only

concern locally strongly convex hypersurfaces, in proofs we will restrict to this case.

4.1.1 Improper affine hyperspheres

Let x be a locally strongly convex parabolic affine hypersphere in An+1. By a

unimodular affine transformation we can assume that the affine normal Y is given

47
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by

Y = (0, · · ·, 0, 1) ,

and that x(M) is locally described in terms of a strictly convex function f , defined

on a domain Ω ⊂ Rn :

xn+1 = f
(
x1, · · ·, xn

)
.

We choose a local unimodular affine frame field for x as follows:

ei = (0, ..., 0, 1, 0, ..., 0, ∂if) , i = 1, ..., n, en+1 = (0, ..., 0, 1). (4.1.1)

The Gauß structure equations for x from section 2.4.3, and the relations

〈U, en+1〉 = 1, 〈U, ei〉 = 0, for i = 1, ..., n,

give (see section 3.3.4)

hij = ∂j∂if.

Equation (2.3.2) and the apolarity condition imply Y = |H |
1

n+2 en+1 = en+1 and

H = det (∂j∂if) = 1. (4.1.2)

Conversely, suppose that M is locally given by the strictly convex graph

xn+1 = f
(
x1, · · ·, xn

)
,

and that f satisfies the PDE (4.1.2). Considering the frame field (4.1.1), we have

d lnH = 0 and den+1 = 0. Hence

ωn+1
n+1 = 0.

It follows that en+1 = (0, · · ·, 0, 1) is the affine normal vector Y at each point of

x(M). This shows that x is a parabolic affine hypersphere.

Theorem. x is a parabolic affine hypersphere with constant affine normal vector

(0, · · ·, 0, 1) if and only if f satisfies the PDE (4.1.2) of Monge-Ampère type.

4.1.2 Proper affine hyperspheres

Let x be an elliptic or hyperbolic affine hypersphere and assume that x locally is

given as a graph of a strictly convex C∞-function on a domain Ω ⊂ Rn:

xn+1 = f
(
x1, · · ·, xn

)
,

(
x1, · · ·, xn

)
∈ Ω.

Consider the Legendre transformation from section 1.4:

F : Ω → R
n where (x1, · · ·, xn) 7→ (ξ1, · · ·, ξn) (4.1.3)

and

ξi := ∂if = ∂f
∂xi , i = 1, 2, · · ·, n.



March 3, 2010 11:54 World Scientific Book - 9.75in x 6.5in ws-book975x65

The Theorem of Jörgens-Calabi-Pogorelov 49

When Ω is convex, F : Ω → F (Ω) is a diffeomorphism. Then the hypersurface can

be represented in terms of (ξ1, ξ2, · · ·, ξn) as follows:

x =
(
x1, · · ·, xn, f

(
x1, · · ·, xn

))
=
(

∂u
∂ξ1

, · · ·, ∂u
∂ξn

, −u+
∑

ξi
∂u
∂ξi

)
. (4.1.4)

The affine normal satisfies (2.3.1) and (see p. 91 in [58])

Y = 1
n∆x =

(
ρ−2 ∂ρ

∂ξ1
, · · ·, ρ−2 ∂ρ

∂ξn
, ρ−1 + ρ−2

∑
ξi

∂ρ
∂ξi

)
, (4.1.5)

where ρ is defined in section 1.4.

The relations (4.1.4) and (4.1.5) imply that the necessary and sufficient condition

for the equality Y = −L1x is given by the relation

ρ = 1
L1u , L1 = const 6= 0, (4.1.6)

i.e.,

det
(

∂2u
∂ξi ∂ξj

)
= (L1u)

−n−2
(4.1.6.a)

where L1 is a constant. We summarize the foregoing results:

Theorem. Let x be an immersed hypersurface in An+1 which locally is given as

graph of a strictly convex C∞-function xn+1 = f
(
x1, · · ·, xn

)
over a convex domain.

Then x is an elliptic or hyperbolic affine hypersphere with center at the origin if and

only if the Legendre transform function u of f satisfies the PDE of Monge-Ampère

type (4.1.6.a).

As a consequence of the two foregoing theorems we can state the following:

Any solution of the Monge-Ampère equation (4.1.2) locally defines an improper

affine sphere given as the graph of this solution. Any solution of the Monge-Ampère

equation (4.1.6.a) similarly locally defines a proper affine sphere.

The characterization of affine spheres in terms of their PDEs explains our statement

at the end of section 2.8, namely that both classes of affine spheres are very large.

4.1.3 The Pick invariant on affine hyperspheres

We recall a well known inequality for the Laplacian of the Pick invariant on affine

hyperspheres. For n = 2 it first was obtained by W. Blaschke [9]. For higher di-

mensional affine spheres it was obtained by E. Calabi [19] in the case of parabolic

affine hyperspheres, and for arbitrary affine hyperspheres by R. Schneider [82] (with

a minor misprint of a constant) and also by Cheng and Yau [25]. U. Simon calcu-

lated ∆J for arbitrary non-degenerate hypersurfaces and applied his formula to get

some new characterization of ellipsoids (cf. [84], [85]). There are extension to the

cubic form in relative geometry [56] and for Codazzi tensors of arbitrary order in

Riemannian geometry [67], [68].

Lemma. On a locally strongly convex affine hypersphere we have:
n(n−1)

2 ∆J ≥ ‖∇A‖2 + n(n− 1)(n+ 1)J(J + L1), (4.1.7)

here ∇A denotes the covariant derivative of the Fubini-Pick form A.



March 3, 2010 11:54 World Scientific Book - 9.75in x 6.5in ws-book975x65

50 Affine Bernstein Problems and Monge-Ampère Equations

4.2 Completeness in Affine Geometry

In affine differential geometry there are different notions of completeness for a locally

strongly convex hypersurface x. Principally, one can consider the completeness of

any relative metric. In subsection 4.2.1 we list the completeness notions that are of

importance for our investigations. In later sections we will study relations between

different notions of completeness.

4.2.1 Affine completeness and Euclidean completeness

Definition. (1) Affine completeness of M , that is the completeness of the Blaschke

metric G (sections 2.2.1 and 2.7) on M ;

(2) Calabi completeness of M , that is the completeness of the Calabi metric H

(section 3.3.4) on M ;

(3) Euclidean completeness of M is the completeness of the Riemannian metric

induced from an arbitrary Euclidean metric on the affine space An+1.

Lemma. [81]. The notion of Euclidean completeness on M is independent of the

choice of a Euclidean metric on An+1.

Proof. Consider two inner products on V , denoted by 〈 , 〉 and 〈〈 , 〉〉; they

define two Euclidean metrics on An+1. Let η1, η2, · · ·, ηn+1 and η̄1, η̄2, · · ·, η̄n+1 be

orthonormal bases in V relative to 〈 , 〉 and 〈〈 , 〉〉, respectively, related by

ηα =
∑

Cβ
α η̄β

where C = (Cβ
α) ∈ GL(n+ 1,R). The Euclidean structures of V induce Euclidean

metrics on M ; we can write them in the form

ds2 =
(
dx1, dx2, · · ·, dxn+1

)




dx1

dx2

·
·
·

dxn+1




:= (dx)τ · (dx);

ds̄2 = (C · dx)τ · C · dx = dxτ · CτC · dx;
here we use an obvious matrix notation, and Cτ denotes the transposed matrix of

C. Let µ and λ denote the largest and smallest eigenvalues of the product matrix

CτC, respectively; they are positive. Then

λds2 ≤ ds̄2 ≤ µds2.

This means that a curve inM has infinite length in one metric if and only if its length

is infinite in the other metric. Thus the two notions of Euclidean completeness,

induced on M from different Euclidean structures on An+1, are equivalent. This

justifies to use the notion of Euclidean completeness in affine hypersurface theory.

�
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Remarks and Example.

(i) A global graph in Rn+1 over Rn is Euclidean complete.

(ii) Generally, the notions of affine completeness and Euclidean completeness on

M are not equivalent. R. Schneider gave the following example [81]:

Consider the graph given by

x3 = f
(
x1, x2

)
= 1

2

(
1
x1 + (x2)2

)
,

x(M) =
{(
x1, x2, f(x1, x2)

)
| 0 < x1 <∞, −∞ < x2 <∞

}
.

It is not difficult to check that x is locally strongly convex and Euclidean complete.

On the other hand, the Blaschke metric G of x is given by

G11 = (x1)−
9
4 , G12 = G21 = 0, G22 = (x1)

3
4 .

On M , consider the curve

x1(t) = t, x2(t) = 0, 1 ≤ t <∞.

Its affine arc length is

l =

∫ ∞

1

√
G11(t) dt =

∫ ∞

1

t−
9
8 dt <∞.

This shows that M is not affine complete.

(iii) In [92] Trudinger and Wang proved the following

Theorem. Let n ≥ 2. If M is an affine complete, locally uniformly convex hyper-

surface in Rn+1, then M is Euclidean complete.

(iv) In sections 5.9 and 6.1 below, we will study relations between the different

notions of completeness under additional assumptions.

4.2.2 The Cheng-Yau criterion for affine completeness

It follows from Schneider’s example that one needs additional assumptions to prove

that Euclidean completeness implies affine completeness. The first result of this

type is due to Cheng and Yau [25]; they proved that for an affine hypersphere

the Euclidean completeness implies the affine completeness. In section 6.1 we will

extend this result for surfaces with constant affine mean curvature. Another related

result was proved in [98].

Theorem. Every Euclidean complete affine hypersphere is affine complete.

We state a generalization of the result of Cheng and Yau; it is obvious that their

Theorem is a corollary of the following criterion.

Completeness Criterion. Let M be a locally strongly convex, Euclidean complete

hypersurface in An+1. If there is a constant N > 0 such that the G-norm of the

Weingarten form B is bounded from above:

‖ B ‖G≤ N, (4.2.1)
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then M is affine complete.

To prove the Completeness Criterion we will apply the Estimate Lemma below.

The proof of the Lemma follows in the next subsection.

Special choice of the coordinate system. We consider a non-compact, Eu-

clidean complete, locally strongly convex hypersurface x : M → An+1. From

Hadamard’s Theorem in section 1.2 the hypersurface x is the graph of a strictly

convex function f :

xn+1 = f
(
x1, · · · , xn

)
,

defined on a convex domain Ω ⊂ Rn. Hence x is globally strongly convex.

Claim: We may assume that the hyperplane xn+1 = 0 is the tangent hyperplane

of x at some point x0 = (ẋ1, ẋ2, · · · , ẋn) ∈ M , and that x0 has the coordinates

(0, · · · , 0). This can easily be seen from the following:

For f given as above, define

x̃i = xi − ẋi, 1 ≤ i ≤ n,

f̃(x̃) = f
(
x1, · · · , xn

)
−
∑

∂f
∂xi

(
ẋ1, · · · , ẋn

) (
xi − ẋi

)
− f

(
ẋ1, · · · , ẋn

)
,

for any
(
x1, · · · , xn

)
∈ Ω. Then the graph of f̃(x̃) has the required properties. Since

the above transformation is affine, our claim is proved.

Remark. With respect to this special choice of the coordinate system we have

f ≥ 0; for any number C > 0, denote the section (for the definition see section 1.1.4

above or section 3.1 in [37])

Sf (0, C) :=
{
p ∈ Ω | xn+1 = f

(
x1, · · ·, xn

)
< C

}
.

Estimate Lemma. Consider a non-compact, Euclidean complete, locally strongly

convex hypersurface x with graph function f and with the special choice of the co-

ordinates just described. Assume that there exists a real positive N such that the

norm of the Weingarten form is bounded above as in (4.2.1). Then:

(i) There exists N ] ≥ N such that the Laplacian satisfies the following estimate:

|∆f |
1+f ≤ N ]. (4.2.2)

(ii) There exists a positive real Q such that f satisfies the following gradient esti-

mate:

‖grad f‖
1+f ≤ Q. (4.2.3)

Proof of the Completeness Criterion. We apply the Estimate Lemma. Let

p0 ∈M . For any unit speed geodesic σ starting at p0

σ : [0, S] →M
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we have

df
ds ≤ ‖gradf‖ ≤ Q(1 + f).

It follows that

S ≥ 1
Q

∫ xn+1(σ(S))

0

df
1+f . (4.2.4)

Since ∫ ∞

0

df
1+f = ∞

and f : Ω → R is proper in the topological sense (i.e., the inverse image of any

compact set is compact), (4.2.4) implies the affine completeness of (M,G). �

4.2.3 Proof of the Estimate Lemma

(i) Suppose that there is constant N > 0 such that (4.2.1) is satisfied. Consider

the function

ϕ := (C − f) |∆f |
1+f (4.2.5)

defined on Sf (0, C). Obviously ϕ attains its supremum at some interior point x∗

of Sf (0, C). Without loss of generality we may assume that |∆f | 6= 0 at x∗; then

grad ϕ = 0 at x∗. Choose a local orthonormal frame field {e1, ···, en} of the Blaschke

metric on M such that, at x∗:

f,1 = ‖grad f‖ and f,i = 0 for 2 ≤ i ≤ n,

where f,i satisfies df =
∑
f,i ω

i. Then, at x∗,

−f,1|∆f |
1+f − (C − f)

f,1|∆f |
(1+f)2 + (C − f)

|∆f |,1
1+f = 0.

It follows that

f,1 |∆f |
1+f ≤ |∆f |,1.

Taking the (n+ 1)-st component of the identity

(∆x),i = nY,i = −n
∑

j

Bij x,j ,

we get

(∆f),i = −n
∑

j

Bijf,j and |∆f |,1 ≤ nNf,1.

Hence, from the assumption, at x∗,
f,1|∆f |

1+f ≤ nNf,1.

Note that f(x0) = infSf (0,C) f(x).

In the case x∗ 6= x0 we have f,1 = ‖grad f‖ > 0. It follows that

|∆f |
1+f ≤ nN and ϕ ≤ (C − f)nN ≤ CnN. (4.2.6)
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(4.2.6) holds at x∗ where ϕ attains its supremum.

In the case x∗ = x0 we have

ϕ ≤ C |∆f |
1+f |x0 = C |∆f(x0)|.

Let N ] := max {nN, |∆f(x0)| } . Then, at any point of Sf (0, C):

|∆f |
1+f ≤ CN]

C−f .

For C → ∞ we arrive at the asserted estimate in (i).

(ii) Now we are going to prove the gradient estimate for f . Consider the function

ψ := exp
{

−m
C−f

}
‖grad f‖2

(1+f)2

defined on Sf (0, C), where m is a positive constant to be determined later. Clearly,

ψ attains its supremum at some interior point x∗ of Sf (0, C). We can assume that

‖gradf‖ > 0 at x∗. Choose a local orthonormal frame field {e1, · · ·, en} on M such

that, at x∗,

f,1 = ‖gradf‖, f,i = 0 (2 ≤ i ≤ n) .

Then, at x∗,

ψ,i = 0 and
∑

i

ψ,ii ≤ 0.

We calculate both expressions explicitly. At x∗, we finally get:

−m f,i

(C−f)2

∑

j

(f,j)
2 − 2f,i

1+f

∑

j

(f,j)
2 + 2

∑

j

f,j f,ij = 0, (4.2.7)

− 2
[

m
(C−f)2 + 2

1+f

]
(f,1)

2 f,11 +
[

−2m
(C−f)3 + 2

(1+f)2

]
(f,1)

4

−
[

m
(C−f)2 + 2

1+f

]
(∆f) (f,1)

2 + 2
∑

(f,ij)
2 + 2

∑
f,j f,jii ≤ 0. (4.2.8)

We insert (4.2.7) into (4.2.8) and obey the inequality 2
(1+f)2 > 0; we get

−
[

m
(C−f)2 + 2

1+f

]2
(f,1)

4 − 2m
(C−f)3 (f,1)

4 + 2
∑

(f, ij)
2

−
[

m
(C−f)2 + 2

1+f

]
(∆f) (f,1)

2 + 2
∑

f, j f, jii ≤ 0. (4.2.9)

Let us now compute the terms f, ij and f, jii. An application of the Ricci identities

shows:
∑

f, jf, jii =
∑

f, j (∆f), j +
∑

Rij f, i f, j .

We apply the integrability conditions and insert the Ricci tensor into the foregoing

expression

Rij =
∑

AmliAmlj + n−2
2 Bij + n

2L1δij ,

moreover we use the Weingarten structure equation

(∆f),j = −n
∑

Bij f,i
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to obtain
∑

f,j f,jii =
∑

(Am l1)
2 (f,1)

2 − n+2
2 B11 (f,1)

2 + n
2L1(f,1)

2. (4.2.10)

We take the (n+ 1)-st component of x,ij =
∑
Aijk x,k + ∆x

n δij and get

f,ij = Aij1 f,1 + ∆f
n δij ,

∑
(f, ij)

2 =
∑(

Aij1 f, 1 + ∆f
n δij

)2

=
∑

(Aij1f, 1)
2 + 1

n (∆f)2. (4.2.11)

Combination of (4.2.10) and (4.2.11) gives
∑

f,j f,jii =
∑

(f,ij)
2 + n

2L1 (f,1)
2 − n+2

2 B11 (f,1)
2 − 1

n (∆f)2. (4.2.12)

We apply the inequality of Schwarz and obtain:

∑
(f,ij)

2 ≥ (f,11)
2 +

∑

i>1

(f,ii)
2 ≥ (f,11)

2 + 1
n−1

(∑

i>1

f,ii

)2

= n
n−1 (f,11)

2 + (∆f)2

n−1 − 2f,11·∆f
n−1

≥
(

n
n−1 − δ

)
(f,11)

2 − 1−δ(n−1)
δ (n−1)2 (∆f)2 (4.2.13)

for any δ > 0. Next we insert (4.2.12) and (4.2.13) into (4.2.9), together with (4.2.7)

this implies the following inequality:
((

1
n−1 − δ

)[
m

(C−f)2 + 2
1+f

]2
− 2m

(C−f)3

)
(f,1)

4 −
[

m
(C−f)2 + 2

1+f

]
(∆f) · (f,1)

2

+(nL1 − (n+ 2)B11)(f,1)
2 −

[
4−4(n−1)δ

δ(n−1)2 + 2
n

]
(∆f)2 ≤ 0.

We choose the following values for δ and m:

δ < 1
2(n−1) and m = 4(n− 1)C.

We use the next inequality to simplify the foregoing one
(

1
n−1 − δ

) [
m

(C−f)2 + 2
1+f

]2
− 2m

(C−f)3 ≥
(

1
2(n−1) − δ

) [
m

(C−f)2 + 2
1+f

]2
,

and additionally use the abbreviations:

g := m
(C−f)2 + 2

1+f , a := 1
2(n−1) − δ > 0, b := 4−4(n−1)δ

δ(n−1)2 + 2
n > 0.

Then we arrive at the inequality:

a · g2 (f,1)
4 − (g · |∆f | − nL1 + (n+ 2)B11) · (f,1)

2 − b (∆f)2 ≤ 0.

The left hand side is a quadratic expression in (f,1)
2
. Consider its zeros, it follows

that

(f,1)
2 ≤ 1

a g2

[
g |∆f | + | − nL1 + (n+ 2)B11| + g

√
ab · |∆f |

]
.
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To further estimate this expression we use the assumptions, (4.2.2) and the definition

of G; we have the three inequalities

g ≥ 2
1+f , |∆f | ≤ N ](1 + f),

| − nL1 + (n+ 2)B11| ≤ 2(n+ 1) · ‖B‖G ≤ 2(n+ 1)N,

and insert these inequalities into the foregoing to get an upper bound for (f,1)
2

:

(f,1)
2 ≤ 1

2a

(
N ](1 +

√
ab) + (n+ 1)N

)
(1 + f)

2
.

With our special choice of δ and m and from the definition of ψ we finally get:

ψ ≤ 1
2a

(
N ](1 +

√
ab) + (n+ 1)N

)
;

this inequality holds at x∗, where ψ attains its supremum. Hence, at any point of

Sf (0, C), we have

‖grad f‖2

(1+f)2 ≤ 1
2a

(
N ](1 +

√
ab) + (n+ 1)N

)
exp

{
4(n−1)C

C−f

}
.

Let C → ∞, then

‖grad f‖
1+f ≤ exp {2(n− 1)}

√
1
2a

(
N ](1 +

√
ab) + (n+ 1)N

)
:= Q, (4.2.14)

where Q is a constant. This proves the assertion (ii) in the Estimate Lemma. �

4.2.4 Topology and the equiaffine Gauß map

There are several results on geometric properties of the equiaffine Weingarten op-

erator, but sometimes assumptions on it - like that B is positive definite (see e.g.
[40], [66], [90]) - seemed to be of more technical character. Thus, for a better

geometric understanding, we list some known local properties:

(i) The condition rank S(e) = n is gauge invariant;

(ii) im R̃ ⊂ imB],

(iii) if rank B = n then both Gauß mappings Y : M → V and U : M → V ∗ are

immersions and B can be interpreted as their equi-centroaffine “spherical” metric;

(iv) (n− 1)B = Ric∗; this relation generalizes a well known property of the spher-

ical metric in Euclidean geometry, namely that it is a metric of constant sectional

curvature (thus, like in the affine case, the spherical metric coincides with the Ricci

tensor of the conormal connection modulo a non-zero constant factor).

Moreover, there are global properties of the Gauß map that are analogues to

results of Osserman et al. in the Euclidean theory of minimal surfaces; the following

is a typical example, for details see [58], p.233. We will define the notion affine

maximal in the next chapter, section 5.2.

Theorem. Let x : M → A3 be a locally strongly convex, affine complete, affine

maximal surface. If the Gauß map omits 4 or more points in general position

together with their antipodal points, then x(M) is an elliptic paraboloid.
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The affine Gauß map and completeness

As before we restrict to locally strongly convex hypersurfaces with Blaschke struc-

ture. We recall

a. the Completeness Criterion from above,

b. the subsection “Completeness and Maximum Principles” from section 1.2,

c. the relation for the Ricci tensor from section 2.5.2:

Rik =
∑

Am
il A

l
mk + n−2

2 Bik + n
2L1Gik.

In this relation, the expression
∑
Am

il A
l
mk is always non-negative, and the metric

G is positive definite. Now assume that the Weingarten form is bounded below,

say B ≥ δ · G for some δ ∈ R. Then the affine mean curvature is bounded below:

L1 ≥ δ. This finally implies that the Ricci tensor is bounded from below. Thus we

can state a few additional properties that emphasize some analytical and topological

properties.

(i) If n ≥ 2, if additionally the Weingarten form B is bounded from below and

(M,G) is complete and non-compact then one can apply the Maximum Principle

of Omori-Yau [104]. Moreover, if B is positive semi-definite and the affine mean

curvature L1 is positively bounded from below then the Ricci curvature is positively

bounded from below and then metric completeness implies compactness.

In dimension n = 2 we do not need an assumption on B; it is sufficient to assume

that L1 is bounded from below to apply Omori-Yau; moreover, if L1 positively

bounded from below this implies compactness.

(ii) If ‖B‖ is bounded from above then any Euclidean complete hypersurface is

affine complete. In particular, this yields for any global graph over Rn.

(iii) If B satisfies δ1 ·G ≤ B ≤ δ2 ·G for δ1 ∈ R and 0 < δ2 ∈ R and M is Euclidean

complete, then (M,G) is affine complete and one can apply the extended Maximum

Principle for weak solutions on (M,G), see [18]. In dimension n = 2, in analogy to

the statement in (i) above, we can restrict the assumption to L1.

The affine Gauß map and compactness

The following is another consequence from the above relation between the Ricci

tensor Ric and the affine spherical metric B:

If (M,G) is complete and B is positively bounded from below then its Ricci tensor is

positively bounded from below, thus M is compact (Myers’ Theorem). In dimension

n = 2 it is sufficient to assume that L1 is positively bounded from below.

In this context, we would like to recall the Gauß conormal equation from section

3.2.1 and the relation Ric∗ = (n− 1)B. In particular we see the following: If Ric∗

is (positively) bounded from below then Ric is (positively) bounded from below. This

shows how curvature properties of ∇∗ and the topology of M are related.

The foregoing statement raises the question whether B is always (positive) definite

on hyperovaloids; this was stated by Santalo [79]. R. Schneider gave the following

counterexample in [80], pp. 84-86. We sketch his construction as it is not printed
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in a journal.

Counterexample. Let R3 := {(x1, x2, x3) |xi ∈ R} be equipped with a Euclidean

inner product 〈 , 〉 : R3 × R3 → R, thus we can identify R3 and its dual vector

space. In the (x2, x3)-plane consider three points defining a triangle, e.g.

P− = (0,− a, 0), P+ = (0,+ a, 0), P0 = (0, 0, 10 a).

Rotate this triangle around the x3-axis; this gives a convex body with a surface C

(cut piece of a cone) as boundary; this surface is analytic almost everywhere. We

apply an approximation theorem of Minkowski, see [12], p.36:

C can be approximated by a sequence {Ci}i∈N of convex bodies; as boundaries they

have analytic ovaloids {Bi}i∈N, that means their Euclidean Gauß curvature Ki is

positive. Consider the three unit vectors in the (x2, x3)-plane in direction to the

outside of the given triangle:

E0 := (0, 0, 1), E1 ⊥ line (P−, P0), E2 ⊥ line (P+, P0).

On each ovaloid {Bi} there is exactly one point Pi,0, Pi,1, Pi,2 with prescribed

unit normal E0, E1, E2, respectively. Thus we have three sequences with

lim
i
Pi,0 = P0, lim

i
Pi,− = P−, lim

i
Pi,+ = P+

and for the corresponding Euclidean Gauß curvatures:

lim
i
Ki,0 = ∞, lim

i
Ki,− = 0, lim

i
Ki,+ = 0.

We recall the section about the affine Gauß map and Euclidean structures. The

conormal indicatrices B∗
i of Bi satisfy: Ui = K

1
n+2

i · µi. Here µi is the unit

normal of Bi. We arrive at

lim
i

‖Ui,0‖ = 0 and lim
i

‖Ui,+‖ = lim
i

‖Ui,−‖ = ∞.

The last relations imply that, for sufficiently large i, the closed conormal indicatrices

B∗
i cannot be anymore ovaloids. As already stated, this then yields also for the

corresponding normal indicatrices.

The final question in this context is now: what do we know about B on hyperoval-

oids?

Proposition. On any hyperovaloid there are open subsets where B is (positive)

definite. On such subsets the curvature functions Lr are positive for all r = 1, ..., n.

Proof. We consider local maxima of the affine support function Λ; in such a point

we have:

ΛB = G−HessΛ > 0. �

Corollary. If Ln 6= 0 on a hyperovaloid then B is positive definite.

Theorem. There are no hyperovaloids satisfying L1 ≤ 0 on M .
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4.3 Affine Complete Elliptic Affine Hyperspheres

Using (4.1.7), we prove the following theorem of Blaschke (n = 2) and Deicke

(n ≥ 2):

Theorem. Let x : M → An+1 be a compact affine hypersphere without boundary.

Then x(M) is an ellipsoid.

Proof. We recall (2.4.5) and the fact that, on any ovaloid, there are points such

that B is (positive) definite. Since an affine hypersphere satisfies L1 = const, we

have L1 > 0. It follows from (4.1.7) that J is a subharmonic function on a compact

manifold without boundary. The maximum principle implies J = const, and (4.1.7)

gives J = 0; therefore x is a compact quadric and thus an ellipsoid. �

Corollary. (i) Let M be an affine complete elliptic affine hypersphere. Then M is

an ellipsoid.

(ii) Let M be a Euclidean complete elliptic affine hypersphere. Then M is an

ellipsoid.

Proof. (i) The hypersphere is elliptic, thus L1 = const > 0. Then the Ricci tensor

is positively bounded from below, and Myers’ Theorem implies that M is compact.

(ii) Apply the foregoing Corollary and the statement of Cheng and Yau in section

4.2.2. �

4.4 The Theorem of Jörgens-Calabi-Pogorelov

The purpose of this section is to prove a Theorem of Jörgens-Calabi-Pogorelov (see
[76] for the result in any dimension). Our proof here is based on [20] and results of

Cheng and Yau [25]. Another proof of this Theorem was given by Jost and Yin in
[48].

Theorem. (Jörgens-Calabi-Pogorelov). Let f : R
n → R with x := (x1, · · ·, xn) 7→

f(x) be a strictly convex differentiable function defined for all x ∈ R
n. If f satisfies

the Monge-Ampère equation

det
(

∂2f
∂xi∂xj

)
= 1

then f must be a quadratic polynomial.

The Theorem of Jörgens-Calabi-Pogorelov concerns the solution of a certain PDE

without specific geometric context, but the following proof uses tools from equiaffine

hypersurface theory.

Proof. We indicate the steps of the proof.

Step 1. Consider the convex graph M :

M :=
{(
x1, · · ·, xn, xn+1

)
| xn+1 = f (x) , x =

(
x1, · · ·, xn

)
∈ R

n
}
.
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We equip this hypersurface with the Blaschke geometry. We know:

• From the PDE the hypersurface M is a parabolic affine hypersphere with

constant affine normal. We aim to prove that the affine sphere is also a

quadric, then it must be an elliptic paraboloid and the assertion will be

proved.

• By our assumptionsM is Euclidean complete; the Cheng-Yau Completeness

Criterion states that M is also affine complete.

• For an improper affine sphere, from the integrability conditions we see that

the Ricci curvature satisfies Ric(G) ≥ 0.

Step 2. To prove that M is a quadric we have to show that the Pick invariant

vanishes identically. From formula (4.1.7) we can estimate ∆J from below. We are

going to derive a second PDE for J , giving an estimate for ∆ J from above. We

denote by r the geodesic distance function (with respect to the Blaschke metric G)

from a fixed point p0. For any a > 0, let B̄a(p0, G) = {p ∈ M | r(p) ≤ a} be the

closed geodesic ball with radius a around p0. Define F : B̄a(p0, G) → R by

F (p) := (a2 − r2(p))2J(p),

where J denotes the Pick invariant in the Blaschke geometry (see section 2.4.2). F

attains its supremum at some interior point p∗ of B̄a(p0, G). We may assume that

r2 is a C2-function in a neighborhood of p∗, and that J (p∗) > 0. We choose a local

orthonormal frame field of the Blaschke metric. Then, at p∗,

F,i = 0, and
∑

F,ii ≤ 0. (4.4.1)

To derive a second PDE for ∆J , we calculate both expressions explicitly; as before

the norm is defined in terms of the Blaschke metric G:

J,i

J − (2r2),i

a2−r2 = 0, (4.4.2)

∆J
J −

∑
(J,i)

2

J2 − 2
∑ [(r2)

,i
]2

(a2−r2)2 − 2
∆(r2)
a2−r2 ≤ 0. (4.4.3)

We insert (4.4.2) into (4.4.3) and get

∆J
J ≤ 24 r2‖grad r‖2

(a2−r2)2 + 4 ‖grad r‖2

a2−r2 + 4 r∆r
a2−r2 . (4.4.4)

From step 1 recall that (M,G) is a complete Riemann manifold with nonnegative

Ricci curvature. Thus the Laplacian Comparison Theorem (see section 1.3) implies

the inequality:

r∆r ≤ n− 1. (4.4.5)

Now we discuss this differential inequality (4.4.4):

If p∗ = p0 then we have r(p0, p
∗) = 0.

Otherwise, if p∗ 6= p0, from (4.4.4) and the estimate r∆r ≤ n− 1, it follows that

∆J
J ≤ 24 r2

(a2−r2)2 + 4n
a2−r2 . (4.4.6)
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(4.4.6) obviously holds also if p∗ = p0.

Step 3. From Step 2 we have two estimates for ∆J , one from below and one from

above. We combine both differential inequalities and get:

2(n+ 1)J ≤ 24 r2

(a2−r2)2 + 4n
a2−r2 . (4.4.7)

Multiply both sides of (4.4.7) by (a2 − r2)2 . At p∗ we obtain

(a2 − r2)2 J ≤ 2(n+6)
n+1 a2 . (4.4.8)

(4.4.8) holds at p∗ where F attains its supremum. Hence, at any interior point of

B̄a(p0, G), we finally arrive at the upper estimate:

J ≤ 2(n+6)
n+1 · a2

(a2−r2)2 = 2(n+6)
n+1 · 1

a2
(
1− r2

a2

)2 .

Step 4. If a → ∞ then J → 0. Hence the Blaschke cubic form satisfies A ≡ 0,

and that means the improper affine sphere is a quadric. The improper affine sphere

has a constant field of affine normals, and therefore we can apply the calculation of

A in terms of the graph of the function from section 3.3.4. The cubic form satisfies

0 ≡ Aijk = − 1
2fijk.

Thus f is a quadratic polynomial. This completes the proof of the Theorem of

Jörgens-Calabi-Pogorelov in any dimension. �

4.5 An Extension of the Theorem of Jörgens-Calabi-Pogorelov

To extend the result from the foregoing section, it is natural to study geometric

situations where the Monge-Ampère equation in the Theorem of Jörgens-Calabi-

Pogorelov appears in a more general form; in particular one will try to find geo-

metric situations where the constant in this PDE is replaced by a suitable function.

To make this investigation plausible, we summarize some background from Affine

Kähler geometry.

4.5.1 Affine Kähler Ricci flat equation

The Theorem of Jörgens-Calabi-Pogorelov was recently extended by L. Caffarelli

and Y.Y. Li [16]. We are going to give another extension.

Theorem 4.5.1. [61]. Let u : Rn → R, (ξ1, ..., ξn) 7→ u(ξ1, ..., ξn), be a strictly

convex C∞-function. If u satisfies the PDE of Monge-Ampère type

det
(

∂2u
∂ξi∂ξj

)
= exp

{
−
∑

ci
∂u
∂ξi

− c0

}
, (4.5.1)

where c0, c1,...,cn are real constants, then u must be a quadratic polynomial.

A more precise statement of the assertion in the theorem says that there exists a

solution of the PDE (4.5.1) defined on Rn only if c1 = ... = cn = 0.
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Our proof will show that we can state a stronger version of the foregoing theorem

as follows.

The Extended Theorem for domains. Let u(ξ1, ..., ξn) be a strictly convex C∞-

function defined on a convex domain Ω ⊂ R
n. If u(ξ) satisfies the PDE (4.5.1), and

if u(ξ) → ∞ for ξ → ∂Ω, then u must be a quadratic polynomial.

Remark. While we proved the Theorem of Jörgens-Calabi-Pogorelov with geo-

metric tools from unimodular hypersurface theory, now we will use Calabi’s relative

normalization as tool for the proof. This way we demonstrate the appropriate ge-

ometric modelling for solving certain classes of PDEs. As already stated, before

giving the proof, we consider another geometric background of the PDE (4.5.1).

A background from Affine Kähler geometry. The Monge-Ampère

equation (4.5.1) has another geometric background in affine Kähler geome-

try. Consider the Legendre transformation of u from section 1.4; in terms of

x1, ..., xn and f(x1, ..., xn), the PDE (4.5.1) can be written as

det
(

∂2f
∂xi∂xj

)
= exp

{∑
cix

i + c0

}
, (4.5.2)

or equivalently

∂2

∂xi∂xj

(
ln det

(
∂2f

∂xk∂xl

))
= 0. (4.5.3)

Let M be a graph defined by the function xn+1 = f(x1, ..., xn), namely,

M := { (x, f(x)) | x ∈ R
n} .

Following [19] and [76], we consider the Calabi metric from section 3.3.4:

H :=
∑

fijdx
idxj . (4.5.4)

We note that any affine Kähler manifold can be considered as a totally real subman-

ifold of a complex Kähler manifold in the following way. For each coordinate chart

(x1, x2, . . . , xn), we can consider a tube over the coordinate neighborhood with a

complex coordinate system (x1 +
√
−1y1, x2 +

√
−1y2, . . . , xn +

√
−1yn). The affine

coordinate transformations naturally piece together these tubes to form a complex

manifold. The Hessian metric H can be naturally extended to a Kähler metric of

the complex manifold. The Ricci tensor Ric(H) and the normed scalar curvature

κ(H) of this Kähler metric satisfy the relations

R(H)ij = − ∂2

∂xi∂xj (ln det (fkl)) ,

n(n− 1)κ(H) = − 1
2

∑

i,j

f ij ∂2 (ln[det(fkl)])
∂xi∂xj .

We call Ric(H) and κ(H) the affine Kähler Ricci curvature and the affine Kähler

scalar curvature of the affine Kähler metric, resp. We state:

Regarding equation (4.5.3), it follows that the affine Kähler metric H is Ricci flat.
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Remark. We point out that we do not have global uniqueness for solutions of the

equation (4.5.2) on Rn. For example, the functions f, f ] : Rn → R, given by

f(x1, ..., xn) :=

n∑

i=1

(xi)2 and f ](x1, ..., xn) := exp{x1} +

n∑

i=2

(xi)2,

both satisfy (4.5.2).

4.5.2 Tools from relative geometry

As indicated in the beginning of Chapter 4, to solve the Monge-Ampère equation

in Theorem 4.5.1, we use tools from a different relative hypersurface geometry in

Chapter 3. Now we will apply Calabi’s geometry.

Let f be a strictly convex C∞ function defined on a domain Ω ⊂ Rn, and consider

the graph hypersurface

M := {(x, f(x)) | xn+1 = f(x1, ..., xn), (x1, ..., xn) ∈ Ω}.

For M we choose the canonical relative normalization of Calabi, given by

Y = (0, 0, ..., 1). In section 3.3.4 we listed basic geometric invariants up to the

calculation of the Laplacian. We apply this to calculate the Laplacian for the

functions u and its Legendre transform, the graph function f ; for this we recall

the notation from section 1.4; we recall the involution in the choice of coordinate

systems.

ρ : =
[
det
(

∂2u
∂ξi ∂ξj

)] 1
n+2

=
[
det
(

∂2f
∂xi ∂xj

)] −1
n+2

then in terms of the coordinates x:

∆f = n+ n+2
2ρ H(gradρ, gradf), (4.5.5)

and in terms of the coordinates ξ:

∆u = n− n+2
2ρ H(gradρ, gradu). (4.5.6)

4.5.3 Calculation of ∆Φ in terms of the Calabi metric

In the next step, we recall the definition of the second auxiliary function Φ from

section 1.4, given in terms of u and f , resp., and thus for both possible choices of

coordinates.

The geometric meaning of Φ.

As we are using Calabi’s relative normalization, we would like to point out the

geometric meaning of Φ:

Φ = 4n2

(n+2)2 ‖T‖2.

As stated in section 3.3.2, the Tchebychev vector field T of a relative hypersur-

face (x, U, Y ) vanishes identically if and only if the normalization is the Blaschke
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normalization; as we apply Calabi’s normalization, this means that, for Φ = 0, Cal-

abi’s and Blaschke’s normalization coincide; that means that the hypersurface is an

improper affine sphere. From the definition of ρ, this finally will give:

det(uij) = const

everywhere on M . This is the original Monge-Ampère equation for improper affine

hyperspheres. Thus, from the geometric meaning, we see that our aim is to prove

Φ = 0.

Reformulation of the PDE.

We consider the extended PDE (4.5.1) and reformulate it in terms of its Legen-

dre transform function f = f(x): (4.5.2) or equivalently (4.5.3). From this we

reformulate the original PDE (4.5.1) in terms of the auxiliary function ρ as follows:

0 = ∂2

∂xi∂xj (ln det (fkl)) = −(n+ 2)
(

ρij

ρ − ρi

ρ · ρj

ρ

)
; (4.5.7)

finally we get:

∆ ρ = n+4
2

‖grad ρ‖2

ρ . (4.5.8)

In the following, let f(x1, ..., xn) be a smooth, strictly convex solution of the

PDE

∆ρ = −β ‖grad ρ‖2

ρ , (4.5.9)

where ρ is defined above, and β ∈ R is a constant. Recall section 1.4 and the fact

that the PDE (4.5.1) can be expressed in both coordinate systems, in terms of (x)

as well as in terms of (ξ). For f(x1, ..., xn), we shall derive an estimate for ∆Φ.

Proposition 4.5.2. Let f(x1, ..., xn) be a strictly convex C∞ function satisfying

the PDE (4.5.9). In terms of the Calabi metric, the Laplacian of Φ satisfies the

following inequality:

∆Φ ≥ 2δ
ρ2

∑
(ρ,ij)

2 + n(1−δ)
2(n−1)

‖gradΦ‖2

Φ −
(

2β(n−2+δ)
n−1 + 2n+2nδ−4

n−1

)
H(gradΦ, grad ln ρ)

+
(

(2β2+4β)(1−δ)+2−2nδ
n−1 − (n+2)2(n−1)

8n

)
Φ2

for any 0 ≤ δ < 1.

Proof. At p ∈M we choose a local orthonormal frame field of the metric H. Then

Φ =
∑

(ρ, j)
2

ρ2 , Φ, i = 2
∑

ρ, j ·ρ, ji

ρ2 − 2ρ, i

∑
(ρ, j)

2

ρ3 ,

and

∆Φ = 2
∑

(ρ, ji)
2

ρ2 + 2
∑

ρ, j ·ρ, jii

ρ2 − 8
∑

ρ, j ·ρ, i·ρ, ji

ρ3 + (6 + 2β)Φ2,

where we used (4.5.9).

We discuss two cases, namely Φ(p) = 0 and Φ(p) 6= 0.

1. Assume Φ(p) = 0, then Φ takes a minimum at p and thus gradρ(p) = 0: then,

at p,

∆Φ ≥ 2
∑

(ρ,ij )2

ρ2 .
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2. Assume Φ(p) 6= 0. Around p we choose a local orthonormal frame field of the

metric H such that ρ,1(p) = ‖gradρ‖ (p) > 0, ρ,i(p) = 0 for all i > 1. Then

∆Φ = 2(1 − δ + δ)
∑

(ρ,ij )2

ρ2 + 2
∑

ρ,jρ,jii

ρ2 − 8
(ρ,1)2ρ,11

ρ3 + (6 + 2β)Φ2 (4.5.10)

for any 0 ≤ δ < 1. Applying the inequality of Schwarz and (4.5.9) we get

2
∑

(ρ,ij)
2 ≥ 2(ρ,11)

2 + 4
∑

i>1

(ρ,1i)
2 + 2

n−1 (∆ρ− ρ,11)
2

= 2n
n−1 (ρ,11)

2 + 4
∑

i>1

(ρ,1i)
2 + 4β

n−1
(ρ,1)2ρ,11

ρ + 2β2

n−1
(ρ,1)4

ρ2 . (4.5.11)

An application of the Ricci identities and (4.5.9) shows that

2
ρ2

∑
ρ,jρ,jii = −4β

(ρ,1)2ρ,11

ρ3 + 2βΦ2 + 2R11
(ρ,1)2

ρ2 . (4.5.12)

We insert (4.5.11) and (4.5.12) into (4.5.10) and obtain

∆Φ ≥ 2δ
ρ2

∑
(ρ,ij)

2 + 2n(1−δ)
n−1

(ρ,11)2

ρ2 + 4(1−δ)
ρ2

∑

i>1

(ρ,1i)
2 + 2R11

(ρ,1)
2

ρ2

−
(

4β(n−2+δ)
n−1 + 8

)
(ρ,1)2ρ,11

ρ3 +
(

2β2(1−δ)
n−1 + 6 + 4β

)
Φ2. (4.5.13)

Note that

Φ,i = 2
ρ,1ρ,1i

ρ2 − 2
ρ,i(ρ,1)2

ρ3 .

Hence
∑

(Φ,i)
2

Φ = 4
∑

(ρ,1i)
2

ρ2 − 8
(ρ,1)

2ρ,11

ρ3 + 4
(ρ,1)4

ρ4 . (4.5.14)

Then (4.5.13) and (4.5.14) together give

∆Φ ≥ n(1−δ)
2(n−1)

∑
(Φ,i)

2

Φ −
(

2β(n−2+δ)
n−1 + 4 − 2n(1−δ)

n−1

)
Φ,1

ρ,1

ρ

+ 2δ
ρ2

∑
(ρ,ij)

2 + 2R11
(ρ,1)2

ρ2 + (2β2+4β)(1−δ)+2−2nδ
n−1 Φ2, (4.5.15)

where we use the relation

(ρ,1)2ρ,11

ρ3 = 1
2Φ,1

ρ,1

ρ + Φ2.

Using the same method as in deriving (4.5.11), we get

∑
(Aml1)

2 ≥ (A111)
2 + 2

∑

i>1

(Ai11)
2 + 1

n−1

(∑
Aii1 −A111

)2

≥ n
n−1

∑
(Ai11)

2 − 2
n−1A111

∑
Aii1 + 1

n−1

(∑
Aii1

)2

.

Note that
∑
Aii1 = n+2

2
ρ1

ρ . Therefore

2R11
(ρ,1)2

ρ2 = 2
∑

(Aml1)
2 (ρ,1)2

ρ2 − (n+ 2)A111
(ρ,1)

3

ρ3

≥ 2n
n−1

∑
(Ai11)

2 (ρ,1)2

ρ2 − (n+1)(n+2)
n−1 A111

(ρ,1)3

ρ3 + (n+2)2

2(n−1)Φ
2. (4.5.16)
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The inequality of Schwarz gives

2R11(p)
(ρ,1)2

ρ2 ≥ − (n+2)2(n−1)
8n Φ2. (4.5.17)

A combination of (4.5.15) and (4.5.17) yields Proposition 4.5.2. �

Proposition 4.5.3. Let f be a strictly convex C∞ function satisfying the PDE

(4.5.2). Then the Laplacian of Φ satisfies the following inequality:

∆Φ ≥ n
n−1

‖grad Φ‖2

Φ + n2−3n−10
2(n−1) H(gradΦ, grad ln ρ) + (n+2)2

n−1 Φ2.

Proof. We reformulated the PDE (4.5.2), and arrived at (4.5.8). In (4.5.15) we

choose β = −n+4
2 and δ = 0 and get

∆Φ ≥ n
2(n−1)

∑
(Φ,i)

2

Φ + n2−4
n−1

Φ,1·ρ,1

ρ + 2R11
(ρ,1)

2

ρ2 + (n+2)2

2(n−1)Φ
2. (4.5.18)

In the following we calculate the term 2R11
(ρ,1)2

ρ2 . Choose coordinates x1, ..., xn

around p such that fij(p) = δij and ∂ρ
∂x1 = ‖grad ρ‖(p) > 0, ∂ρ

∂xi (p) = 0 for all i > 1.

From (4.5.7) we easily obtain

ρ,ij = ρij − Γk
ijρk = ρij +Aij1ρ,1 =

ρ,iρ,j

ρ +Aij1ρ,1. (4.5.19)

We insert (4.5.19) into the foregoing expression for Φ,i:

Φ,i = 2
ρ,1ρ,1i

ρ2 − 2
ρ,i(ρ,1)2

ρ3 = 2 Ai11
(ρ,1)2

ρ2 .

It follows that
∑

(Φ,i)
2

Φ = 4
∑

(Ai11)
2 (ρ,1)2

ρ2 ,
∑

Φ,i
ρ,i

ρ = 2A111
(ρ,1)3

ρ3 . (4.5.20)

Therefore, by (4.5.16) and (4.5.20), we obtain

2R11
(ρ,1)2

ρ2 ≥ n
2(n−1)

∑
(Φ,i)

2

Φ − (n+1)(n+2)
2(n−1)

∑
Φ,i

ρ,i

ρ + (n+2)2

2(n−1)Φ
2. (4.5.21)

We insert (4.5.21) into (4.5.18), this finishes the proof of Proposition 4.5.3. �

4.5.4 Extension of the Theorem of Jörgens-Calabi-Pogorelov -

proof for n ≤ 4

In dimension n ≤ 4 the proof of Theorem 4.5.1 is relatively simple. First we consider

this case. We use the Calabi metric; recall section 3.3.4 and the definitions of ρ and

Φ. As sketched above we aim to show that Φ = 0 on M everywhere.

Step 1. Subtracting a linear function we may assume that

u(0) = 0, grad u(0) = 0, u(ξ) ≥ 0, ∀ξ ∈ R
n.

Then, for any constant C > 0, recall the notation for the level set from section 1.1.4

Su(0, C) := {ξ | u(ξ) < C}.
Step 2. In the next two steps, step 2 and step 3, we derive two differential inequal-

ities for ∆Φ. To derive an upper bound for ∆Φ, we use an auxiliary function F on
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a level set (step 2). A lower bound for ∆Φ in terms of ξ-coordinates follows from

Proposition 4.5.3, where we reformulated the PDE (4.5.1) in terms of Φ; here we

point out that the function Φ is a geometric invariant that does not depend on the

choice of coordinates. Namely, for a function u = u(ξ) satisfying the PDE (4.5.1),

we can reformulate Proposition 4.5.3 in terms of the ξ-coordinates.

To derive a differential inequality for ∆Φ, consider the function

F (ξ) := exp
{
− m

C−u

}
Φ,

defined on Su(0, C), where m is a positive constant to be determined later. Clearly,

F attains its supremum at some interior point p∗. Then, at p∗,

Φ,i

Φ − γ u,i = 0,

∆Φ
Φ −

∑
(Φ,i)

2

Φ2 − γ
′ ∑

(u,i)
2 − γ∆u ≤ 0, (4.5.22)

where the norm is taken with respect to the Calabi metric; we fix the notation

γ := m
(C−u)2 and γ

′

:= 2 m
(C−u)3 .

Note that (4.5.22) gives an upper bound for ∆Φ.

Step 3. Proposition 4.5.3 gives a lower bound for ∆Φ; we combine both inequalities

and insert Proposition 4.5.3 and formula (4.5.6) into (4.5.22); we get

(n+2)2

n−1 Φ +
(

1
n−1γ

2 − γ
′
)∑

(u,i)
2 − nγ + (n+2)(n−3)

n−1 γ
∑

ρ,i u,i

ρ ≤ 0.

We apply the inequality of Schwarz:

(n+2)(n−3)
n−1 γ

∑
ρ,i u,i

ρ ≤ 1
2(n−1) γ

2
∑

(u,i)
2 + (n+2)2(n−3)2

2(n−1) Φ.

Therefore

(n+2)2(2−(n−3)2)
2(n−1) Φ +

(
1

2(n−1) γ
2 − γ

′
)∑

(u,i)
2 − n γ ≤ 0.

Now, if n ≤ 4, this implies an upper bound for Φ in terms of ξ-coordinates:

(n+2)2

2(n−1) Φ +
(

1
2(n−1) γ

2 − γ
′
)∑

(u,i)
2 − n γ ≤ 0.

We choose m = 8(n− 1)C, then the factor satisfies 1
2(n−1) γ

2 − γ
′ ≥ 0. Finally

at p∗:

exp
{
− 8(n−1)C

C−u

}
Φ ≤ b

C , (4.5.23)

where b is a positive constant depending only on the dimension n. In the calculation

of (4.5.23) and later we often use the fact that

exp
{
− m

C−u

}
m2

(C−u)2

has a universal upper bound. Since the function F attains its supremum at p∗,
(4.5.23) holds everywhere in Su(0, C). For any fixed point p, we let C → ∞, then

Φ(p) = 0. Therefore Φ = 0 everywhere on M . This finishes the proof in dimension

n ≤ 4. �
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4.5.5 Comparison of two geometric proofs

We would like to comment on the proofs of two Theorems, namely that of Jörgens-

Calabi-Pogorelov in section 4.4 and its extension for n ≤ 4 in the foregoing section;

see also [89]. While both proofs use geometric modelling techniques and thus are

appropriate to demonstrate the geometric ideas, the proof for n > 4, in the sections

following below, is quite technical and complicated and thus not ideal to survey and

comment on geometric modelling techniques.

The Theorem of Jörgens-Calabi-Pogorelov. Our proof of the Theorem

of Jörgens-Calabi-Pogorelov starts with the geometric interpretation of the given

Monge-Ampère equation (4.1.2), using the local characterization of a locally strongly

convex improper affine hypersphere in terms of a PDE, as described in sections 4.1.1

- 4.1.2. We aim to show that the improper affine hypersphere is also a quadric, then

it must be an elliptic paraboloid, and we arrive at the polynomial solution.

For our geometric modelling we use Blaschke’s geometry. A locally strongly convex

quadric can be characterized by the vanishing of its Pick invariant J . Therefore we

aim to estimate J from above.

In a first step, we use the known fact that the Euclidean completeness implies

the affine completeness (section 4.2.2); we recall that the Ricci curvature is non-

negative. In the second step, we use two differential inequalities for the Pick invari-

ant, namely:

(i) For ∆ J , we have the relation in section 4.1.3 as a first differential inequality,

giving a lower estimate for ∆ J .

(ii) To derive a second differential inequality for ∆ J in Step 2 of the proof, we

define the auxiliary function

F (p) := (a2 − r2(p0, p))
2 · J(p)

on a geodesic ball Ba(p0, G) and apply the Laplacian Comparison Theorem; this

gives an upper estimate for ∆ J .

The combination of both inequalities gives an upper estimate for J(p) at an arbitrary

point p ∈ Ba(p0, G):

J(p) ≤ 2(n+6)
n+1 · a2

(a2−r2)2 = 2(n+6)
n+1 · 1

a2
(
1− r2

a2

)2 .

In the final step, for a → ∞ (completeness of the Blaschke metric), we get the

assertion.

The extended Theorem for n ≤ 4. For the given PDE (4.5.1) we consider

the Legendre transform function f of u and the locally strongly convex graph hy-

persurface defined by f . Recall that the Legendre transformation is a useful tool

when studying Monge-Ampère equations.

Now we use Calabi’s graph normalization of f for our geometric modelling (sec-

tion 3.3.4). We aim to show that the Tchebychev vector field T in this geometry

vanishes identically, then the normalization must coincide with Blaschke’s normal-

ization (section 3.3.2), and in this geometry a constant affine normal characterizes
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an improper affine hypersphere (section 4.4.1). This way we want to reduce the

problem to the foregoing Theorem.

Again we derive two differential inequalities, now using the auxiliary function

Φ := 4n2

(n+2)2 · ‖T‖2,

where the norm is taken with respect to the Calabi metric, and aim to prove Φ = 0.

For this we are going to estimate Φ, combining the following steps (i) and (ii):

(i) The first differential inequality for ∆Φ directly comes from Proposition 4.5.3,

giving a lower estimate for ∆Φ, where we use the Legendre transformation of f .

(ii) The second differential inequality, giving an upper estimate for ∆Φ, comes

from a derivation of the auxiliary function

F (ξ) := exp
{
− m

C−u(ξ)

}
Φ(ξ)

on a level set:

Su(0, C) := {ξ ∈ R
n | u(ξ) < C}.

We use the involutionary character of the Legendre transformation and combine

both differential inequalities; this leads to an upper bound at interior points of the

level set:

exp
{
− 8(n−1)C

C−u

}
Φ ≤ b

C .

We apply the Euclidean completeness; C → ∞ then gives Φ = 0 and thus T = 0 on

M .

The comparison of both proofs clearly shows the importance of the geometric

modelling, the analogies in deriving two different differential inequalities on typical

domains (related to the completeness conditions considered), and the final limiting

procedure.

4.5.6 Technical tools for the proof in dimension n ≥ 5

In dimension n > 4 the proof of the extension of the Theorem of Jörgens-Calabi-

Pogorelov is much more difficult than for n ≤ 4. We will prove several estimates

that we will need for the proof of Theorem 4.5.1. As pointed out in the beginning

of section 4.5.2, for a given strictly convex function f we consider its Legendre

transform function u and also the graph hypersurface, defined by f , together with

the canonical normalization introduced by Calabi (sections 3.3.4 and 4.5.2).

Notational agreement. In this section a pair of functions, denoted by u and

f , is always a pair of Legendre transformation functions defined on corresponding

Legendre transform domains. As before we use

ρ : =
[
det
(

∂2u
∂ξi ∂ξj

)] 1
n+2

=
[
det
(

∂2f
∂xi ∂xj

)] −1
n+2

and

Φ :=
‖grad ρ‖2

ρ2 .



March 3, 2010 11:54 World Scientific Book - 9.75in x 6.5in ws-book975x65

70 Affine Bernstein Problems and Monge-Ampère Equations

From section 1.4 recall that we can express such terms in both coordinate systems,

denoted by x and ξ.

If k ∈ N and we have pairs of functions (u(k), f (k)), an obvious analogous notation

yields.

I. A gradient estimate for
∑

( ∂u
∂ξi

)2.

Consider Rn with the canonical Euclidean structure and a bounded convex domain

Ω ⊂ Rn. From [37], p.27, it is known that there exists a unique ellipsoid E, which

attains the minimal volume among all ellipsoids that contain Ω and that are centered

at the center of mass of Ω, such that

n− 3
2E ⊂ Ω ⊂ E,

where n− 3
2E means the (n− 3

2 )-dilation of E with respect to its center. Let T be

an affine transformation such that T(E) = B1(0), the Euclidean ball with radius 1

around 0 ∈ Rn. Put Ω̃ := T(Ω). Then

B
n− 3

2
(0) ⊂ Ω̃ ⊂ B1(0). (4.5.24)

A convex domain Ω is called normalized if T is the identity mapping, and the

minimal ellipsoid is the unit ball with center of mass at 0.

Lemma 4.5.4. Let Ωk ⊂ Rn be a sequence of smooth normalized convex domains,

and u(k) be a sequence of strictly convex smooth functions defined on Ωk. Assume

that

inf
Ωk

u(k) = u(k)(qk) = 0, u(k) = C > 0 on ∂Ωk.

Then there are constants d > C, b > 0, independent of k, such that

∑
i

(
∂u(k)

∂ξi

)2

(d+f (k))2
≤ b, k = 1, 2, ... on Ω̄k,

where f (k) is the Legendre transformation function of u(k) relative to 0.

Proof. We may assume (if necessary we consider a subsequence) that the sequence

of domains Ωk converges to a convex domain Ω (for more details see Lemma 5.3.1

in [37]) and the sequence of functions u(k) locally uniformly converges to a convex

function u∞ in Ω. As dist(0, ∂Ωk) ≥ 1
2n

− 3
2 , we have the uniform estimate

n∑

i=1

(
∂u(k)

∂ξi

)2

(0) ≤ 4n3C2. (4.5.25)

For any k, define

ũ(k) := u(k) −
n∑

i=1

∂u(k)

∂ξi
(0)ξi − u(k)(0). (4.5.26)

Then

ũ(k)(0) = 0, ũ(k)(ξ) ≥ 0, ũ(k)|∂Ωk
≤ C0,
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where C0 is a constant depending only on n and C. As B
n− 3

2
(0) ⊂ Ωk, we have

‖grad ũ(k)‖2

(1 + f̃ (k))2
≤ ‖grad ũ(k)‖2 ≤ C2

0

(dn,k)2
≤ 4n3C2

0

on the ball B
2−1n− 3

2
(0), where f̃ (k) is the Legendre transformation of ũ(k) relative

to 0, and dn,k := dist
(
B

2−1n− 3
2
(0), ∂Ωk

)
. For any p ∈ Ω̄k\B

2−1n− 3
2
(0) we may

assume, by an orthonormal transformation, that p has coordinates p = (ξ1, 0, . . . , 0)

with ξ1 > 0. Then, at p,

C0 + f̃ (k) ≥ ũ(k) + f̃ (k) = ∂ũ(k)

∂ξ1
· ξ1.

It follows that
(

∂ũ(k)

∂ξ1

)2

(C0 + f̃ (k))2
<

1

ξ21
< 4n3.

Therefore there exist constants d̃ > 1, b̃ > 0, depending only on n and C, such that

(∂ũ(k)

∂r )2

(d̃+ f̃ (k))2
< b̃,

where ∂
∂r denotes the radial derivative. From (4.5.25) and (4.5.26) we get

(
∂u(k)

∂r

)2

≤ 2
(

∂ũ(k)

∂r

)2

+ 8n3C2.

Note that

∂ũ(k)

∂ξi
= ∂u(k)

∂ξi
− ∂u(k)

∂ξi
(0), f̃ (k) = f (k) + u(k)(0). (4.5.27)

Then
(

∂u(k)

∂r

)2

(d′+f (k))2
< b′

for some constants d ′ > 1 and b′ > 0, independent of k. Note that

‖gradu(k)(p)‖ = 1
cos αk

·
∥∥∥∂u(k)

∂r (p)
∥∥∥ ,

where αk is the angle between the vectors gradu(k)(p) and ∂u(k)

∂r (p). Since u(k) = C

on ∂Ωk, the vector gradu(k)(p) is perpendicular to the boundary of the domain Ωk

at any p ∈ ∂Ωk. As Ω is convex and 0 ∈ Ω, it follows that the sequence 1
cos αk

has

a uniform upper bound. This proves Lemma 4.5.4. �

Remark. From the second equation in (4.5.27) we know that

f (k) ≥ −C, on Ωk.

Thus we may choose d in Lemma 4.5.4 such that the following holds for any k ∈ N :

d+ f (k) ≥ 2, |u(k)+f (k) |
d+f (k) ≤ 1, on Ωk. (4.5.28)
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II. Further estimates.

From now on we assume that n ≥ 5. We denote by S(Ω, C) the class of strictly

convex C∞-functions u, defined on Ω, such that

inf
Ω
u(ξ) = 0, u|∂Ω = C,

where C is a positive constant. Assume that Ω ⊂ R
n is a normalized domain, and

u ∈ S(Ω, C) with u(p) = 0. We introduce the abbreviations:

A := max
Ω

{
exp

{
− m

C−u

}
ραΦ

(d+f)
2nα
n+2

}
,

B := max
Ω

{
exp

{
− m

C−u + τ
}

(γ+2α)ρα

(d+f)
2nα
n+2

}
,

where

α := n+ 2, for n = 5 and 6;

α := (n+2)(n−3)
2 + n−1

4 , for n ≥ 7,

and

m := 32(n+ 2)C, τ := ε
∑

(xk)2

(d+f)2 .

From Lemma 4.5.4 we choose the constants ε and d such that

τ < 1
30 , d+ f ≥ 2, |u+f |

d+f ≤ 1

on the normalized domain Ω.

The following lemmas are important tools for the proof of the extension of

Pogorelov’s Theorem.

Lemma 4.5.5. Let Ω ⊂ Rn be a normalized domain, and u ∈ S(Ω, C) with u(p) = 0

which satisfies the equation (4.5.1). Then there is a constant d1 > 0, depending only

on n and C, such that

A ≤ d1, B ≤ d1.

Proof. Again we consider the graph hypersurface, defined by the Legendre trans-

form function f of u, together with the normalization by a constant transversal field

such that we can apply the tools from sections 3.3.4 and 4.5.2 as before.

First step. We will prove the inequality A ≤ 30B.
To this end, for 0 < α ∈ R, recall the definitions of the functions ρ and Φ from

section 1.4 and consider the following function

F := exp
{
− m

C−u

}
ραΦ

(d+f)
2nα
n+2
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defined on Ω. Clearly, F attains its supremum at some interior point p∗ of Ω. Thus,

at p∗,

Φ,i

Φ + α
ρ,i

ρ − 2nα
n+2 · f,i

d+f − γ u,i = 0, (4.5.29)

∆Φ
Φ −

∑
(Φ,i)

2

Φ2 + n+2
2 αΦ − 2nα

n+2 · ∆f
d+f

+ 2nα
n+2 ·

∑
(f,i)

2

(d+f)2 − γ
′ ∑

(u,i)
2 − γ∆u ≤ 0, (4.5.30)

where “,” again denotes covariant derivation with respect to the Calabi metric H.

In the calculation of (4.5.30) we used (4.5.8). Next we insert the relations (4.5.5),

(4.5.6) and Proposition 4.5.3 into (4.5.30) and get:
[

n+2
2 α+ (n+2)2

n−1

]
Φ + 1

n−1 ·
∑

(Φ,i)
2

Φ2 + n+2
2 · γ ·

∑
u,i ρ,i

ρ

− nα
∑

f,i ρ,i

(d+f)ρ + 2nα
n+2 ·

∑
(f,i)

2

(d+f)2 + n2−3n−10
2(n−1)

∑
Φ,i

Φ · ρ,i

ρ

− γ
′ ∑

(u,i)
2 − nγ − 2nα

n+2 · n
d+f ≤ 0.

This and (4.5.29) give

1
n−1

∑[
γ u,i + 2nα

n+2 · f,i

d+f − α
ρ,i

ρ

]2
+
[

2(n+2)
n−1 α+ (n+2)2

n−1

]
Φ

+ (n+2)(n−3)
n−1 · γ ·

∑
u,i ρ,i

ρ − 4nα
n−1 ·

∑
f,i ρ,i

(d+f)ρ

+ 2nα
n+2 ·

∑
(f,i)

2

(d+f)2 − γ
′ ∑

(u,i)
2 − n γ − 2n2α

n+2 ≤ 0. (4.5.31)

Obey the inequality

|
∑

u,i f,i|
d+f =

|
∑ ∂u

∂ξi
· ∂f
∂xk ukjuij |
d+f =

|
∑

ξi· ∂u
∂ξi

|
d+f = |u+f |

d+f ≤ 1 (4.5.32)

and insert it into (4.5.31):

1
n−1 · (γ)2

∑
(u,i)

2 +
[

4n2α2

(n+2)2(n−1) + 2nα
n+2

]
·
∑

(f,i)
2

(d+f)2

+ (n+2)(n−3)−2α
n−1 γ

∑
u,i ρ,i

ρ + (α+n+2)2

n−1 Φ − 2n2α
n+2

− 4nα(α+n+2)
(n−1)(n+2) ·

∑
f,i ρ,i

(d+f)ρ − γ
′ ∑

(u,i)
2 −

(
n+ 4nα

(n−1)(n+2)

)
γ ≤ 0. (4.5.33)

We discuss two cases:

(i) For the dimension n = 5 and 6 we choose α = n + 2. In this case it is easy to

check that

4n2α2

(n+2)2(n−1) + 2nα
n+2 = 2n(3n−1)

n−1 .

Using the inequality of Schwarz we get

(n+2)(n−3)−2α
n−1 γ

∑
u,iρ,i

ρ ≤ 1
2(n−1)γ

2
∑

(u,i)
2 + (n+2)2(n−5)2

2(n−1) Φ,

4nα(α+n+2)
(n−1)(n+2)

∑
f,iρ,i

(d+f)ρ ≤ 2n(3n−1)
n−1

∑
(f,i)

2

(d+f)2 + 8n(n+2)2

(3n−1)(n−1)Φ.
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(ii) For n ≥ 7 we choose α = (n+2)(n−3)
2 + n−1

4 . Then it is easy to check that

4n2α2

(n+2)2(n−1) + 2nα
n+2 = 4n2α2

(n+2)2(n−1)

(
1 + (n+2)(n−1)

2nα

)
> 4n2α2

(n+2)(n2−1) .

Again we use the inequality of Schwarz and have

1
2γ
∑

u,iρ,i

ρ ≤ 1
2(n−1)γ

2
∑

(u,i)
2 + n−1

8 Φ,

n(2n+5)α
n+2

∑
f,iρ,i

(d+f)ρ ≤ 4n2α2

(n+2)(n2−1)

∑
(f,i)

2

(d+f)2 + (2n+5)2(n2−1)
16(n+2) Φ.

After the separate discussions of n = 5, 6 in (i) and n ≥ 7 in (ii), we return to

(4.5.33) for all n ≥ 5. Note that 1
2(n−1)γ

2 ≥ γ′. From (4.5.33) and the inequalities

above we get:

1
10

(n+2)2

n−1 Φ −
(
n+ 4nα

(n−1)(n+2)

)
γ − 2n2α

n+2 ≤ 0.

This finally gives the claim in the first step.

Second step. Now we consider the following function

F̃ := exp
{
− m

C−u + τ
}
· (γ+2α)ρα

(d+f)
2nα
n+2

defined on Ω. Clearly, F̃ attains its supremum at some interior point q∗ ∈ Ω. Thus,

at q∗,

−γ u,i +
γ

′
u,i

γ+2α + τ,i + α · ρ,i

ρ − 2nα
n+2 · f,i

d+f = 0, (4.5.34)

and with the definition γ
′′

:= 6m
(C−u)4

(
γ

′′

γ+2α − γ
′2

(γ+2α)2 − γ
′
)∑

(u,i)
2 +

(
γ

′

γ+2α − γ
)

∆u

+ ∆τ + n+2
2 αΦ − 2nα

n+2

(
∆f
d+f −

∑
(f,i)

2

(d+f)2

)
≤ 0. (4.5.35)

We use the inequality of Schwarz and the calculation of the Laplacian in section

3.3.4 to derive the following two relations:
∑

(τ,i)
2 ≤ 8ετ

∑
f ii

(d+f)2 + 8τ2
∑

(f,i)
2

(d+f)2 , (4.5.36)

∆τ = ε ∆(
∑

(xk)2)
(d+f)2 − 4ε H(grad(

∑
(xk)2) , gradf)

(d+f)3

− 2ε ·
∑

(xk)2 ∆f
(d+f)3 + 6ε

∑
(xk)2

∑
(f,i)

2

(d+f)4

= ε
(d+f)2

[
2
∑

f ii + n+2
2 H

(
grad ln ρ , grad

(∑
(xk)2

))]

− 4ε
(d+f)2

H(grad (
∑

(xk)2) , grad f)
d+f + 6ε

∑
(xk)2·∑(f,i)

2

(d+f)4

− 2nε
∑

(xk)2

(d+f)3 − (n+ 2)ε
∑

(xk)2 H(grad ln ρ , grad f)
(d+f)3

≥ ε
(d+f)2

∑
f ii − 27τ

∑
(f,i)

2

(d+f)2 − 3(n+2)2

4 τ Φ − 2nτ. (4.5.37)
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Note that (n+2)2

2 > α ≥ n+ 2 and (4.5.34); we obtain

Φ = 1
α2

∑(
−γu,i +

γ
′
u,i

γ+2α + τ,i − 2nα
n+2

f,i

d+f

)2

≥ 1
2α2

∑(
−γu,i +

γ
′
u,i

γ+2α − 2nα
n+2

f,i

d+f

)2

− 1
α2

∑
(τ,i)

2

≥ γ2

4α2

∑
(u,i)

2 + n2

(n+2)2

∑
(f,i)

2

(d+f)2 − 1
2α2

γ
′2∑(u,i)

2

(γ+2α)2 − 1
α2

∑
(τ,i)

2 − γ,

where we use the fact (4.5.32).

Now we insert (4.5.5), (4.5.6), (4.5.34) and (4.5.36-37) into (4.5.35) and use the

inequality of Schwarz; this gives

ε
2 ·

∑
f ii

(d+f)2 − a0Φ − a1γ − 3nα ≤ 0

for some constants a0 > 0 and a1 > 0, depending only on n. Since
∑
f ii ≥ nρ

n+2
n ,

we get

ρ
n+2

n

(d+f)2 ≤ 1
ε (a0 Φ + 2a1 γ + 6α) .

It follows that

B1+
n+2
nα ≤ a2A + a3B

for some positive constants a2 and a3. In the first step we proved A ≤ 30 · B, this

finally gives

B ≤ d1, A ≤ d1

for some constant d1 depending only on C and n. This proves Lemma 4.5.5. �

For the next Lemma we introduce the following notation and assumptions. Let

u(ξ) ∈ S(Ω, C) (see section 4.5. II). Consider the function

F ] := exp
{
− m

C−u + τ ]
}
·Q · ‖gradK‖2, (4.5.38)

where Q > 0, τ ] > 0 and K are smooth functions defined on the closure Ω. F ]

attains its supremum at an interior point p∗. We choose a local orthonormal frame

field on M such that, at p∗, the function K satisfies K,1 = ‖gradK‖, and K,i = 0,

for all i > 1.

Lemma 4.5.6. Under the forgoing notations and assumptions, at the point p∗, we

have the following estimates

2
(

1
n−1 − δ − 1

)
(K,11)

2 + 2
∑

K,j(∆K),j

+ 2(1 − δ)
∑

A2
ml1 (K,1)

2 − (n+2)2

8δ Φ(K,1)
2 − 2

δ(n−1)2 (∆K)2

+
[
− γ

′ ∑
(u,i)

2 − γ∆u+ ∆τ ] + ∆Q
Q −

∑
(Q,i)

2

Q2

]
(K,1)

2 ≤ 0 (4.5.39)

for any positive number 0 < δ < 1.
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Proof. We can assume that ‖gradK‖(p∗) > 0. Then, at p∗,

F ]
,i = 0 and

∑
F ]

,ii ≤ 0.

Using the definition of F ], we calculate both expressions explicitly and get(
−γu,i + τ ]

,i +
Q,i

Q

)∑
(K,j)

2 + 2
∑

K,j K,ji = 0, (4.5.40)

2
∑

(K,ij)
2 + 2

∑
K,j K,jii + 2

∑(
− γ u,i + τ ]

,i +
Q,i

Q

)
K,j K,ji

+
[
−γ ′ ∑

(u,i)
2 − γ∆u+ ∆τ ] + ∆Q

Q −
∑

(Q,i)
2

Q2

]
(K,1)

2 ≤ 0. (4.5.41)

Let us simplify (4.5.41); (4.5.40) implies

2K,1i =
(
γ u,i − τ ]

,i − Q,i

Q

)
K,1. (4.5.42)

Apply the inequality of Schwarz to (4.5.41):

2
∑

(K,ij)
2 ≥ 2(K,11)

2 + 2
n−1 (∆K −K,11)

2 + 4
∑

i>1

(K,1i)
2

≥ 2
(

n
n−1 − δ

)
(K,11)

2 + 4
∑

j>1

(K,1j)
2 − 2

δ(n−1)2 (∆K)2 (4.5.43)

for any δ > 0. Inserting (4.5.42) and (4.5.43) into (4.5.41), this gives:

2
(

1
n−1 − δ − 1

)
(K,11)

2 + 2
∑

K,j K,jii − 2
δ(n−1)2 · (∆K)2

+
[
− γ

′ ∑
(u,i)

2 − γ∆u + ∆τ ] + ∆Q
Q −

∑
(Q,i)

2

Q2

]
· (K,1)

2 ≤ 0. (4.5.44)

For the third order terms K,jii we apply the Ricci identity with respect to the

Calabi metric and obtain:

2
∑

K,j K,jii = 2
∑

K,j(∆K),j + 2R11(K,1)
2

= 2
∑

K,j(∆K),j + 2
∑

A2
ml1 (K,1)

2 − (n+ 2)
∑

A11k
ρk

ρ · (K,1)
2

≥2
∑

K,j(∆K),j + 2(1 − δ)
∑

A2
ml1 (K,1)

2 − (n+2)2

8δ Φ (K,1)
2.

We insert the last inequality into (4.5.44); this proves the assertion of Lemma 4.5.6.

�

Lemma 4.5.7. Let Ω ⊂ Rn be a normalized domain, and u ∈ S(Ω, C) with u(p) = 0

which satisfies the equation (4.5.1). Then there is a constant d2 > 0, depending

only on n and C, such that

exp
{
− 64(n−1)C

C−u

}
· ρα ∑

uii

(d+f)
2nα
n+2

+2
≤ d2

on Ω, where α is the constant in Lemma 4.5.5.

Proof. Recall the definition of the function F ] in (4.5.38) and choose now the

following explicit functions

τ ] := ε ·
∑

(xk)2

(d+f)2 , K := x1, Q := ρα

(d+f)
2nα
n+2

+2
.
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First step. We want to give a lower estimate for the following expression:

2
∑

K,j(∆K),j + 2(1 − δ)
∑

AmliAmljK,iK,j .

For this purpose we recall the expression for the Laplacian from the end of section

3.3.4 and the fact that, in local terms, the Hessians of the graph functions f and u,

namely fij and uij , give the Calabi metric, resp., and f ij and uij give the inverse

matrices, resp. Now we calculate the following two relations

∆K = n+2
2 · H(grad ln ρ , gradK),

2
∑

K,j(∆K),j = (n+ 2)
(

ρ,11

ρ · (K,1)
2 − (ρ,1)2

ρ2 · (K,1)
2 +

∑
K,1iK,1 · ρ,i

ρ

)

≥ (n+ 2)
∑

ρ,ij

ρ ·K,iK,j − δ
∑

(K,1i)
2 − (n+2)2+1

4δ Φ (K,1)
2

for δ ≤ 1
4(n+2) . In terms of the coordinates ξ1, ..., ξn we calculate the sums

∑
(K,ij)

2 and
∑

A2
ml1(K,1)

2.

We recall the expression for the Christoffel symbols of the Levi-Civita connection:

Γk
ij = 1

2

∑
uklulij , then

K,ij = u1ij − 1
2

∑
u1k u

kl ulij = 1
2u1ij ,

∑
(K,ij)

2 = 1
4

∑
uik ujl u1ij u1kl,

∑
A2

ml1(K,1)
2 = 1

4

∑
uik ujl uijp uklq u

pr u1r u
qs u1s =

∑
(K,ij)

2.

We apply (4.5.7) and calculate in terms of the coordinates x1, ..., xn:

ρij

ρ = ρi

ρ · ρj

ρ and
ρ,ij

ρ = ρi

ρ · ρj

ρ +
∑

Ak
ij

ρk

ρ .

This gives

(n+ 2)
∑

ρ,ij

ρ K,iK,j ≤ δ
∑

(K,ij)
2 + (n+2)2+1

4δ · Φ(K,1)
2 (4.5.45)

and

2
∑

K,j(∆K),j + 2(1 − δ)
∑

Amli Amlj K,iK,j

≥ (2 − 4δ)
∑

(K,ij)
2 − (n+2)2+1

2δ · Φ (K,1)
2. (4.5.46)

Second step. In (4.5.41) the following expression appears (on the left hand side),

and we calculate:
∆Q
Q −

∑
(Q,i)

2

Q2 ≥ − (nα+n+2)(n+2)
8 · Φ − 2n(α+ 1). (4.5.47)

Next we calculate (4.5.42) and use (4.5.32):
∑

(K,1i)
2 =1

4

∑[
γ u,i − α · ρ,i

ρ +
(

2nα
n+2 + 2

)
· f,i

d+f − τ ]
,i

]2
· (K,1)

2

≥
(

1
16

∑[
γ u,i +

(
2nα
n+2 + 2

)
f,i

d+f

]2
− 1

8α
2 Φ − 1

4

∑
(τ ]

,i)
2

)
(K,1)

2

≥ 1
16

[
γ2
∑

(u,i)
2 + 4n2α2

(n+2)2

∑
(f,i)

2

(d+f)2

]
(K,1)

2

− 1
8α

2Φ(K,1)
2 − 1

4 (K,1)
2
∑

(τ ]
,i)

2 − a4γ(K,1)
2 (4.5.48)
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for some positive constant a4.

In the definition of the function F ] there appear constants m and C, while the

constant 1
4(n+2) > δ > 0 in Lemma 4.5.6 is arbitrary so far and appears in (4.5.45);

now we choose

δ = 1
6(n+2) and m = 64(n− 1)C,

insert (4.5.36-37) and (4.5.46-48) into (4.5.39) and apply again the inequality of

Schwarz; we get:

ε
2 ·

∑
f ii

(d+f)2 − a5Φ − a6γ − a7 ≤ 0. (4.5.49)

The constants a4, ..., a7, that appear in the foregoing calculations, depend only on

the dimension n. Note that

∑
f ii ≥ u11 = (K,1)

2.

Using Lemma 4.5.5 we obtain that

exp
{
− m

C−u

}
· ρα u11

(d+f)
2nα
n+2

+2
≤ d2

for some constant d2 that depends only on n and C. Similar inequalities for uii are

true. Thus the proof of Lemma 4.5.7 is complete. �

To sum up, from Lemmas 4.5.5 and 4.5.7, we get the following estimates using our

notational agreement from the beginning of section 4.5.6.

Proposition 4.5.8. Let Ω ⊂ Rn be a smooth normalized convex domain and 0 the

center of Ω. Let u be a strictly convex C∞ function defined on Ω. Assume that

inf
Ω
u = 0, u = C > 0 on ∂Ω

and u satisfies the PDE (4.5.1). Then there exists a constant

α := n+ 2, for n = 5 and 6;

α := (n+2)(n−3)
2 + n−1

4 , for n ≥ 7,

such that

ρ

(d+f)
2n

n+2
≤ d3,

ραΦ

(d+f)
2nα
n+2

≤ d3,
ρα∑uii

(d+f)
2nα
n+2

+2
≤ d3

on Su(C
2 ) := {ξ ∈ Rn | u ≤ C

2 } for some constants d > C and d3 > 0, where d3

depends only on n and C.
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4.5.7 Proof of Theorem 4.5.1 - n ≥ 5

Now we come back to the Monge-Ampère equation in the version (4.5.3) for the

Legendre transform function f of the strictly convex function u : R
n → R. We

recall our notational agreement from section 4.5.6. We equip Rn with the canonical

Euclidean structure.

Step 1. Let p ∈ Rn be any point. By subtraction of a linear function we may

assume that u satisfies

grad u(p) = 0, u(ξ) ≥ u(p) = 0, ∀ξ ∈ R
n.

Choose a sequence {Ck} of positive numbers such that Ck → ∞ as k → ∞. In

analogy to section 4.5.4 we have, for any Ck, that the level set

Su(p, Ck) := {ξ | u(ξ) < Ck}
is a bounded convex domain. Define the sequence u(k) : Rn → R by

u(k)(ξ) := u(ξ)
Ck

, k = 1, 2, . . .

By qk denote the center of mass of Su(p, Ck). We repeat an argument from the

beginning of section 4.5.6, see [37]: For each k there exists the unique minimum

ellipsoid Ek of Su(p, Ck), centered at qk, such that

n− 3
2Ek ⊂ Su(p, Ck) ⊂ Ek.

For fixed k define a linear transformation Tk : Rn → Rn by

Tk : ξ̃i =
∑

aj
i ξj + bi

such that

Tk(qk) = 0, Tk(Ek) = B1(0).

Then

B
n− 3

2
(0) ⊂ Ωk := Tk(Su(p, Ck)) ⊂ B1(0).

Thus we obtain a sequence of convex functions

ũ(k)(ξ̃) := u(k)
(∑

bj1(ξ̃j − bj), ...,
∑

bjn(ξ̃j − bj)
)
,

where ũ(k) : Ωk → R, in terms of the new coordinates ξ̃j , and where (bji ) = (aj
i )

−1.

Step 2. We simplify the notation and proceed with u(k) : Ωk → R instead of ũ(k),

and ξ instead of ξ̃. Considering appropriate subsequences, we then may assume that

the domains Ωk converge to a convex domain Ω and the functions u(k)(ξ) converge

to a convex function, locally uniformly in Ω. For any fixed function u(k) consider

its Legendre transformation with coordinates

xi = ∂u(k)

∂ξi
,

and its Legendre transform functions

f (k)(x1, ..., xn) =
∑

ξi
∂u(k)

∂ξi
− u(k)(ξ1, ..., ξn), (ξ1, ..., ξn) ∈ Ωk,
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defined on the associated Legendre transform domains

Ω∗
k :=

{
(x1, ..., xn) | xi = ∂u(k)

∂ξi

}
.

Obviously, any f (k) satisfies the PDE of type (4.5.3), therefore there exist real

constants d
(k)
1 , ..., d

(k)
n , d

(k)
0 such that

det
(

∂2f (k)

∂xi∂xj

)
= exp

{∑
d
(k)
i xi + d

(k)
0

}
. (4.5.50)

Step 3. Now we will use our technical tools from the foregoing section, namely for

each function u(k) we apply Proposition 4.5.8, where we set C = 1. This way we

get the following uniform estimates

ρ(k)

(d+f (k))
2n

n+2
≤ d4,

(ρ(k))α·Φ(k)

(d+f (k))
2nα
n+2

≤ d4,
(ρ(k))α ∑u

(k)
ii

(d+f (k))
2nα
n+2

+2
≤ d4

on Su(k)(T k(p), 1
2 ) for the same appropriate constant d4 > 0, where α is a positive

constant.

Step 4. Let BR(0) be a Euclidean ball of radius R such that

Su(k) (T k(p), 1
2 ) ⊂ B 1

2 R(0), for all k. The comparison theorem for the normal map-

ping (see section 1.3) yields

B̄∗
δ (0) ⊂ Ω∗

k

for every k, where δ = 1
2R and B̄∗

δ (0) = {x | ∑ (xi)2 ≤ δ2}. Note that uk(T k(p)) = 0

and its image under the normal mapping is (x1, ..., xn) = 0. Restricting to B̄∗
δ (0),

we have

−R′ ≤ f (k) =
∑

ξix
i − u(k) ≤ R′,

where R′ = 1
R +1. Thus the sequence {f (k)} locally uniformly converges to a convex

function f∞ on B̄∗
δ (0); moreover, applying the foregoing to the terms of the form

(d+ f (k)), we conclude that there exist uniform estimates

ρ(k) ≤ d5, (ρ(k))αΦ(k) ≤ d5, (ρ(k))α
∑

u
(k)
ii ≤ d5 (4.5.51)

on B̄∗
δ (0) for the same appropriate constant d5 > 0.

Step 5. Below we apply the following Lemma to any function f (k) from step 4.

Lemma 4.5.9. Let f : x 7→ f(x) be a smooth strictly convex function defined on

B̄∗
δ (0) satisfying

−R′ ≤ f ≤ R′.

Then there exists a point p∗ ∈ B̄∗
δ (0) such that, at p∗,

1
ρ <

(
4R′

δ2

) n
n+2

2
n+1
n+2 =: d6,

where ρ was defined in terms of f according to our notational agreement above.
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Proof. Assume the assertion in Lemma is not correct. Then

1
ρ ≥ d6 on B̄∗

δ (0).

It follows that

det(fij) ≥ (d6)
n+2 on B̄∗

δ (0).

Define the function

F ]](x) :=
(

(d6)
n+2

2n+1

) 1
n
(∑

(xi)2 − δ2
)

+ 2R′ on B̄∗
δ (0).

Then

det(F ]]
ij) = 1

2 · (d6)
n+2 < det(fij) on B̄∗

δ (0)

and

F ]](x) ≥ f(x) on ∂B̄∗
δ (0).

The comparison principle for Monge-Ampère equations (see section 1.3) implies

F ]](x) ≥ f(x) on B̄∗
δ (0).

On the other hand we have

F ]](0) = −
(

dn+2
6

2n+1

) 1
n

δ2 + 2R′ = − 2R′ < f(0).

This is a contradiction, thus Lemma 4.5.9 is proved. �

Step 6. We are now ready for the final steps of the proof of the extension of

Pogorelov’s Theorem. From Lemma 4.5.9 and the uniform estimates in (4.5.51)

it follows that, for fixed k, there exists a point pk ∈ B̄∗
δ (0) such that the four

functions ρ(k), 1
ρ(k) , Φ(k) and

∑
i u

(k)
ii are uniformly bounded at pk. Therefore

there are constants

0 < λ∗ ≤ λ∗ <∞
that are independent of k, such that we get the following lower and upper bound

for the eigenvalues ν(k) of the matrix (f
(k)
ij ) at pk:

λ∗ ≤ ν(k)(pk) ≤ λ∗.

Since each f (k) satisfies the PDE (4.5.50), we have

Φ(k) =
∑

f (k)ij(ln ρ(k))i(ln ρ
(k))j = 1

(n+2)2

∑
f (k)ijd

(k)
i d

(k)
j ,

where the coefficients d
(k)
i appeared in the PDE for f (k). From this it follows that
∑

(d
(k)
i )2 ≤ (n+ 2)2λ∗Φ(k)(pk) ≤ d7

for some constant d7 > 0. Thus

‖grad ln ρ(k)‖2
E

=
∑(

∂ ln ρ(k)

∂xi

)2

= 1
(n+2)2

∑
(d

(k)
i )2 ≤ d7, (4.5.52)

where ‖ · ‖E denotes the norm with respect to the Euclidean metric.
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Step 7. For any unit speed geodesic, starting from pk, it follows that
∣∣∣d ln ρ(k)

ds

∣∣∣ ≤ ‖grad ln ρ(k)‖
E

≤ d7. (4.5.53)

Thus, for any point q ∈ B∗
δ (0), we have

ρ(k)(pk) · exp{− |q − pk|d7} ≤ ρ(k)(q) ≤ ρ(k)(pk) · exp{|q − pk|d7}. (4.5.54)

In particular, we choose q to be the point with coordinates xi = 0 for all i ≥ 1; that

are the x-coordinates of the point p as considered in the beginning of Step 4. From

the inequalities in (4.5.51) it follows that

Φ(k)(q) = ‖grad ρ(k)‖2

(ρ(k))2
(q) ≤ d8 (4.5.55)

for some constant d8 > 0 that is independent of k.

Step 8. Now assume that Φ(p) 6= 0, then a direct calculation gives

Φ(k)(q) = CkΦ(p) → ∞, as k → ∞.

This contradicts (4.5.55), thus

Φ(p) = 0.

Since p is arbitrary we conclude that Φ = 0 everywhere. Consequently we arrive at

the PDE

det
(

∂2u
∂ξi∂ξj

)
= const > 0.

Thus M is a Euclidean complete parabolic affine hypersphere and therefore an

elliptic paraboloid. The proof of the extension of Pogorelov’s Theorem is now

complete. �

4.6 A Cubic Form Differential Inequality with its Applications

The following well-known result of E. Calabi is related to the Theorem of Jörgens-

Calabi-Pogorelov from section 4.4. There we assumed Euclidean completeness, while

the following Theorem states that every affine complete, parabolic affine hyper-

sphere is an elliptic paraboloid [19]. From an analytic point of view this result can

be restated as follows:

Theorem 4.6.1. Let f be a smooth, strictly convex solution of

det
(

∂2f
∂xi∂xj

)
= 1 on Ω

and M = {(x, f(x)) | x ∈ Ω} be the graph defined by f . If M is affine complete

then f must be a quadratic polynomial.

Here we give the following generalization. For the definition of an α-metric we refer

to section 3.3.5.
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Theorem 4.6.2. [62]. Let f(x1, ..., xn) be a strictly convex C∞-function defined

on a domain Ω ⊂ Rn satisfying the PDE (4.5.2). If α 6= n + 2 and the graph

hypersurface M = {(x, f(x))} is complete with respect to the α-metric then M must

be an elliptic paraboloid.

Remark. In case α = n + 2, the foregoing theorem is wrong. We give a counter

example: the graph

h(x1, ..., xn) = exp{x1} +

n∑

i=2

(xi)2

is an (n+ 2)-complete solution of the PDE (4.5.2).

Remark. In case α = 0, we get the following theorem [47].

Theorem. Let M be an affine Kähler manifold. If the Hessian metric of M is

affine Kähler-Ricci flat and complete, then M must be Rn/Γ, where Γ is a subgroup

of the group of isometries which acts freely and properly discontinuously on Rn.

4.6.1 Calculation of ∆J in terms of the Calabi metric

In the following we will use the Calabi metric to calculate. Recall the definition of

the functions ρ and Φ from section 3.3.4:

ϕ := − 1
2 ln det(fij) = n+2

2 ln ρ, Φ := ‖grad ρ‖2

ρ2 = 4
(n+2)2 ‖ grad ϕ ‖2 .

Lemma 4.6.3. Consider a locally strongly convex graph hypersurface with Calabi’s

normalization. In terms of the Calabi metric, the Laplacian of the relative Pick

invariant J (see section 3.3.4) satisfies

∆J ≥ 2
n(n−1)

∑
Aijk ϕ,ijk + 2

n(n−1) ‖ ∇A ‖2 +2J2 − (n+2)4

4 Φ2;

here ∇A denotes the covariant derivative of A, and ∇ denotes the Levi-Civita con-

nection ∇ = ∇(H).

Proof. Choose a locally H-orthonormal frame field x; e1, ..., en and denote by “,”

the covariant derivation with respect to the Calabi metric H. The Ricci identity

and the Codazzi equations (3.3.3) give

∆Aijk =
∑

Aijk,ll =
∑

Aijl,kl

=
∑

Aijl,lk +
∑

AijrRrlkl +
∑

AirlRrjkl +
∑

ArjlRrikl

= ϕ,ijk +
∑

AijrRrlkl +
∑

AirlRrjkl +
∑

ArjlRrikl. (4.6.1)

Therefore
n(n−1)

2 ∆J =1
2∆
(∑

A2
ijk

)
=
∑

(Aijk,l)
2 +

∑
AijkAijk,ll

=
∑

Aijk ϕ,ijk +
∑

(Aijk,l)
2 +

∑
AijkAijrRrlkl

+
∑

(AijkAirl −AijlAirk)Rrjkl. (4.6.2)



March 3, 2010 11:54 World Scientific Book - 9.75in x 6.5in ws-book975x65

84 Affine Bernstein Problems and Monge-Ampère Equations

For any p ∈ Ω, by an appropriate coordinate transformation, we may assume that

fij(p) = δij and Rij(p) = 0 for i 6= j. From (3.3.4) we have

Rii(p) = 1
4

∑

m,j

(fmij)
2 + n+2

4

∑

m

fmii
∂

∂xm ln ρ

≥ 1
4

(∑

m

(fmii)
2 + (n+ 2)

∑

m

fmii
∂

∂xm ln ρ

)

≥ − (n+2)2

16 Φ. (4.6.3)

Inserting (3.3.2) (4.6.3) into (4.6.2) we get

n(n−1)
2 ∆J =

∑
Aijkϕ,ijk +

∑
(Aijk,l)

2 +
∑

(Rijkl)
2 +

∑
AijkAijrRrk

≥
∑

Aijkϕ,ijk + ‖∇A‖2 +
∑

(Rijkl)
2 − (n+2)2

16 (
∑

A2
ijk)Φ. (4.6.4)

By (1.1.3), (3.3.5) and the inequality of Schwarz we have

∑
(Rijkl)

2 ≥ 2
n(n−1)

(∑
A2

ijk −
∑

(ϕi)
2
)2

≥ 3
2n(n−1)

(∑
A2

ijk

)2

− 3(n+2)4

8n(n−1)Φ
2. (4.6.5)

We substitute (4.6.5) into (4.6.4) and use the inequality of Schwarz; we finally get

∆J ≥ 2
n(n−1)

∑
Aijkϕ,ijk + 2

n(n−1)‖∇A‖2 + 2J2 − (n+2)4

4 Φ2. �

In particular, if f satisfies the PDE (4.5.2), we choose the coordinates (x1, ..., xn)

at p such that fij(p) = δij , then we have

ϕ,ijk = n+2
2 ((ln ρ),lAijl),k = n+2

2 ((ln ρ),mAklmAijl + (ln ρ),lAijl,k) .

Young’s inequality [38] and the inequality of Schwarz give

n+2
n(n−1)

∑
AijkAijlAklm(ln ρ),m ≤ 1

2J
2 + 8n2(n− 1)2(n+ 2)4Φ2, (4.6.6)

n+2
n(n−1)

∑
AijkAijl,k(ln ρ),l ≤ 2

n(n−1)

∑
(Aijk,l)

2 + (n+2)2

8 JΦ

≤ 2
n(n−1)

∑
(Aijk,l)

2 + 1
2J

2 + (n+2)4

128 Φ2. (4.6.7)

We insert (4.6.6) (4.6.7) into Lemma 4.6.3 and obtain the following corollary:

Corollary 4.6.4. If f satisfies the PDE (4.5.2) then we have

∆J ≥ J2 − 10(n+ 2)8Φ2. �
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4.6.2 Proof of Theorem 4.6.2

It is our aim to prove Φ ≡ 0; from the definitions of Φ and ρ, this relation implies

that the α-metric and H coincide modulo a positive constant factor, and thus

det(fij) = const

everywhere on M . Then Theorem 4.6.2 follows from Theorem 4.6.1.

Denote by r(p0, p) the geodesic distance function from p0 ∈ M with respect to

the metric G(α) from section 3.3.5. For any positive number a, let

B̄a(p0, G
(α)) := {p ∈ M | r(p0, p) ≤ a}.

In the following we derive an estimate for Φ
ρα in a geodesic ball B̄a(p0, G

(α)). Set

A := max
B̄a(p0,G(α))

{
(a2 − r2)2 Φ

ρα

}
, B := max

B̄a(p0,G(α))

{
(a2 − r2)2 J

ρα

}
.

Lemma 4.6.5. Let f(x1, ..., xn) be a strictly convex C∞-function defined on

B̄a(p0, G
(α)). If f satisfies the PDE (4.5.2) and α 6= n + 2 then there exists a

constant C > 0, depending only on n, α, such that

A ≤ Ca2, B ≤ Ca2.

Proof. Step 1. We will show that

A ≤ C7 B
1
2 a+ C8 a

2,

where C7, C8 are positive constants depending only on α, n. In analogy to section

4.4 where we used the Blaschke metric, consider the function

F := (a2 − r2)2 Φ
ρα ,

defined on B̄a(p0, G
(α)). Obviously, F attains its supremum at some interior point

p∗. We may assume that r2 is a C2-function in a neighborhood of p∗, and Φ(p∗) > 0.

Choose an orthonormal frame field onM around p∗ with respect to the Calabi metric

H. Then, at p∗,
Φ,i

Φ − 4rr,i

a2−r2 − α
ρ,i

ρ = 0, (4.6.8)

∆Φ
Φ −

∑
(Φ,i)

2

Φ2 − (n+2)α
2 Φ − 8r2ρα

(a2−r2)2 − 4r∆r
a2−r2 − 4ρα

a2−r2 ≤ 0, (4.6.9)

where we use the fact

∆ρ = n+4
2

‖grad ρ‖2

ρ , ‖ grad r ‖2= ρα,

“, ” denotes the covariant derivative with respect to the Calabi metric H as before.

We insert Proposition 4.5.3 into (4.6.9) and get

1
n−1

‖grad Φ‖2

Φ2 + n2−3n−10
2(n−1)

∑
Φ,i

Φ
ρ,i

ρ +
(

(n+2)2

n−1 − (n+2)α
2

)
Φ − 12a2ρα

(a2−r2)2 − 4r∆r
a2−r2 ≤ 0.

Substituting (4.6.8) and using the inequality of Schwarz yields

(α−(n+2))2−ε
n−1 Φ − C1

a2ρα

(a2−r2)2 − 4r∆r
a2−r2 ≤ 0, (4.6.10)
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where ε is a small positive constant to be determined later, and C1 is a positive

constant depending only on n, α and ε.

Now we calculate the term 4r∆r
a2−r2 . Denote a∗ = r(p0, p

∗). Assume that

max
B̄a∗ (p0,G(α))

{
Φ
ρα

}
= Φ

ρα (p̃), max
B̄a∗ (p0,G(α))

{
J
ρα

}
= J

ρα (q).

From the PDE (4.5.2) and the definition of the α-Ricci curvature in (3.3.10), we

have

R
(α)
ij = Rij− (n−2)α

2 (ln ρ),k Aijk+ (n−2)α2

4 (ln ρ),i(ln ρ),j− 1
2

(
(n+2)α

2 + (n−2)α2

2

)
ΦHij .

For any p ∈ B̄a∗(p0, G
(α)), by an appropriate coordinate transformation, we may

assume that fij(p) = δij and Rij(p) = 0 for i 6= j. Then from (4.6.3), using the

inequality of Schwarz, we know that the Ricci curvature Ric(M,G(α)) with respect

to the α-metric on B̄a∗(p0, G
(α)) is bounded from below by

Ric(M,G(α)) ≥ −C2

(
Φ
ρα (p̃) + J

ρα (q)
)

(4.6.11)

for some positive constant C2, depending only on n, α. By the Laplacian Compari-

son Theorem (see section 1.3), we get

r∆(α)r ≤ (n− 1)
(
1 + C2

(√
Φ
ρα (p̃) +

√
J
ρα (q)

)
r
)
.

Thus, using the expression for the Laplacian ∆(α) in (3.3.9), we obtain

4r∆r
a2−r2 (p∗) = 4ραr∆(α)r

a2−r2 (p∗) − 2(n−2)αr
a2−r2 H(grad ln ρ, grad r)(p∗)

≤ 4(n−1)aC2ρα

a2−r2 (p∗)
(√

Φ
ρα (p̃) +

√
J
ρα (q)

)

+ ε
n−1 Φ(p∗) + C3

a2ρα

(a2−r2)2 (p∗) (4.6.12)

for some positive constant C3 depending only on n, ε, α.

We insert (4.6.12) into (4.6.10), this gives

(α−(n+2))2−2ε
n−1

Φ
ρα ≤ C4a2

(a2−r2)2 + 4(n−1)aC2

a2−r2

(√
Φ
ρα (p̃) + C3

√
J
ρα (q)

)
, (4.6.13)

where C4 is a positive constant depending only on n, ε, α.

Step 2. To derive an upper bound for Φ
ρα from (4.6.13), note that

A ≥ (a2 − r2)2(p̃) Φ
ρα (p̃) ≥ (a2 − r2)2(p∗) Φ

ρα (p̃),

B ≥ (a2 − r2)2(q) J
ρα (q) ≥ (a2 − r2)2(p∗) J

ρα (q).

Multiplying both sides of (4.6.13) by (a2 − r2)2(p∗), we have

(α−(n+2))2−3ε
n−1 A ≤ C5B

1
2 a+ C6a

2, (4.6.14)

for some positive constants C5, C6 depending only on ε, α, n.

In case α 6= n+2, we may choose ε small enough such that (α−(n+2))2−3ε
n−1 > 0. Then

A ≤ C7B
1
2 a+ C8a

2, (4.6.15)
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where C7, C8 are positive constants depending only on α, n.

Step 3. We will prove the inequality

B ≤ C13A + C14a
2

for some positive constants C13, C14 depending only on n, α.

Consider the following function

F̃ := (a2 − r2)2 J
ρα

defined on B̄a(p0, G
(α)). Obviously, F̃ attains its supremum at some interior point

q∗. Then, at q∗, we get

J,i

J − 4rr,i

a2−r2 − α
ρ,i

ρ = 0, (4.6.16)

∆J
J −

∑
(J,i)

2

J2 − (n+2)α
2 Φ − 8r2ρα

(a2−r2)2 − 4r∆r
a2−r2 − 4ρα

a2−r2 ≤ 0. (4.6.17)

We discuss two cases:

Case 1. J
ρα (q∗) ≤ Φ

ρα (q∗), then

B = (a2 − r2)2 J
ρα (q∗) ≤ (a2 − r2)2 Φ

ρα (q∗) ≤ A.
Then Step 3 is complete.

Case 2. J
ρα (q∗) > Φ

ρα (q∗). We use Corollary 4.6.4, the inequality 1 > Φ
J (q∗),

(4.6.16) and the inequality of Schwarz to obtain

J − C9Φ − 44a2ρα

(a2−r2)2 − 4r∆r
a2−r2 ≤ 0, (4.6.18)

where C9 is a positive constant depending only on n, α.

Denote b∗ := r(p0, q
∗). Assume that

max
B̄b∗ (p0,G(α))

{
Φ
ρα

}
= Φ

ρα (p̃1), max
B̄b∗ (p0,G(α))

{
J
ρα

}
= J

ρα (q1).

As in step 1, from the inequality of Schwarz and Young’s inequality (see [38]) we

get, at q∗,

4r∆r
a2−r2 ≤ 4(n−1)aC2ρα

a2−r2

(√
Φ
ρα (p̃1) +

√
J
ρα (q1)

)
+ Φ + C10

a2ρα

(a2−r2)2 , (4.6.19)

for some positive constant C10 depending only on n, α.

We insert (4.6.19) into (4.6.18) and use the inequality of Schwarz again, then:

(a2 − r2)2 J
ρα (q∗) ≤ C11(a

2 − r2)2 Φ
ρα (q∗) + (a2 − r2)2(q∗) Φ

ρα (p̃1)

+ 1
4 (a2 − r2)2(q∗) J

ρα (q1) + C12a
2,

where C11, C12 are positive constants depending only on n, α.

Using the same method as in Step 1, we obtain the inequality

B ≤ C13A + C14a
2 (4.6.20)
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for some positive constants C13, C14 depending only on n, α. Step 3 is complete.

Step 4. From (4.6.20) and (4.6.15), there exits a positive constant C depending

only on n, α such that

A ≤ Ca2, B ≤ Ca2. �

Proof of Theorem 4.6.2. Using Lemma 4.6.5, at any interior point of

Ba(p0, G
(α)), we obtain

Φ
ρα ≤ C a2

(a2−r2)2 .

For a→ ∞ we get

Φ ≡ 0.

This means that M is an affine complete parabolic affine hypersphere. We apply

Theorem 4.6.1 and conclude that M must be an elliptic paraboloid. This completes

the proof of Theorem 4.6.2. �

Comment on the proof. Recall the comparison of two geometric proofs from

section 4.5.5. In a similar way we would like to comment on the proof of Theorem

4.6.2.

Again we use the Calabi normalization and the Calabi metric for the geometric

modelling; we aim to show that Φ ≡ 0 on M , that means to show that the Tcheby-

chev vector field satisfies T ≡ 0 (compare the comment on the extension of the

Theorem of Jörgens-Calabi-Pogorelov for n ≤ 4 in section 4.5.5); this way we aim

to reduce the problem to Calabi’s Theorem 4.6.1.

As before we apply two differential inequalities.

(i) The first one is given in Corollary 4.6.4; it is an analogue of (4.1.7).

(ii) For a second differential inequality (4.6.9) we consider the functions

F := (a2 − r2)2 Φ
ρα and F̃ := (a2 − r2)2 J

ρα

on the geodesic ball Ba(p0, G
(α)) with respect to the metric G(α), and apply the

Laplacian Comparison Theorem again to get (4.6.13) (note: according to the as-

sumptions the α−metric is complete).

To get an upper estimate for Φ on the geodesic ball we need the joint estimate for

the maxima A and B in Lemma 4.6.5; this need follows from (4.6.15) and (4.6.20).

For any interior point p ∈ Ba(p0, G
(α)) this finally leads to the estimate

Φ
ρα (p) ≤ C · 1

a2(1− r2

a2 )2
.

We apply the completeness assumption: then Φ(p) → 0 for a→ ∞.
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Chapter 5

Affine Maximal Hypersurfaces

5.1 The First Variation of the Equiaffine Volume Functional

We consider a non-degenerate hypersurface x : M → Rn+1 in unimodular affine

space and a (sufficiently small) domain D ⊂M with boundary ∂ D; its volume is

V (D) =

∫

D

dV, (5.1.1)

where the equiaffine volume form was calculated in section 2.2.1. We wish to com-

pute the first variation δV (D) of V , keeping the boundary ∂ D fixed, cf. [27].

We describe this situation analytically. For this, let I be the open interval

− 1
2 < t < 1

2 and f : M × I → Rn+1 be a smooth mapping such that its restriction

to M × {t}, for any t ∈ I , is an immersion, and where f (p, 0) = x (p) for p ∈ M .

We consider a frame field eα (p, t) over M × I such that, for every t ∈ I, ei (p, t)

are tangent vectors, and en+1 (p, t) is parallel to the affine normal of the immersion

f (M × t) at (p, t). We pull the forms ωα, ωβ
α in the frame manifold back to M × I ;

since the vectors ei span the tangent hyperplane at f(p, t), we have

ωn+1 = adt. (5.1.2)

Its exterior differentiation gives
∑

ωi ∧ ωn+1
i + dt ∧

(
a ωn+1

n+1 + da
)

= 0. (5.1.3)

Thus we can set

ωn+1
i =

∑
hijω

j + hidt, (5.1.4)

aωn+1
n+1 + da =

∑
hiω

i + hdt,

where, as before,

hij = hji.

Exterior differentiation of (5.1.4) gives
∑(

dhij −
∑

hik ω
k
j −

∑
hjk ω

k
i + hij ω

n+1
n+1

)
∧ ωj

+
∑(

dhi −
∑

hk ω
k
i + hi ω

n+1
n+1 − a

∑
hij ω

j
n+1

)
∧ dt = 0. (5.1.5)

89
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Hence we can write (see section 2.4.1):

dhij =
∑

hik ω
k
j +

∑
hjk ω

k
i − hij ω

n+1
n+1 +

∑
hijk ω

k + pijdt, (5.1.6)

dhi =
∑

hk ω
k
i − hi ω

n+1
n+1 + a

∑
hij ω

j
n+1 +

∑
pij ω

j + qi dt,

where hijk is symmetric in all three indices, and

pij = pji.

Let (H ik) be the adjoint matrix of (hik), so that, with H := det(hik),
∑

H ij hjk = δi
k H. (5.1.7)

By (5.1.6) we have

dH =
∑

H ij dhij = − (n+ 2)H ωn+1
n+1 +

∑
H ij hijk ω

k +
∑

H ij pij dt. (5.1.8)

An appropriate change of frames

e∗i =
∑

ak
i ek, e∗n+1 = A−1en+1 +

∑
ai

n+1ei ,

where A = det
(
ak

i

)
, gives

∑
H ij hijk = 0.

Geometrically this means that en+1 is parallel to the affine normal of the hyper-

surface f (M × t) at f (p, t). Now the resulting equation (5.1.8) can be written

as

f∗ωn+1
n+1 + 1

n+2 d ln |H | = b dt, (5.1.9)

where

b := 1
(n+2)H

∑
H ij pij .

For later application we differentiate (5.1.7) and use (5.1.6) to obtain

dH ij =
∑

−H ik ωj
k −

∑
Hjk ωi

k +H ij
(
ωn+1

n+1 + d ln |H |
)

− 1
H

∑
H ik Hjl hklr ω

r − 1
H

∑
H ik Hjl pkl dt. (5.1.10)

We abbreviate

hi :=
∑

H ijhj .

(5.1.6) and (5.1.10) imply

dhi =
∑

−hk ωi
k + hi d ln |H | + aHωi

n+1 − 1
H

∑
H ik hl hklr ω

r

+
∑

H ij pjk ω
k − 1

H

∑
H ik hl pkl dt+

∑
H ij qj dt. (5.1.11)
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We use (2.1.5) and the Maurer-Cartan equations (2.1.6) and obtain

d
(
ω1 ∧ · · · ∧ ωn

)

=
∑

i

(−1)
i−1

ω1 ∧ · · · ∧ ωi−1 ∧
(
ωi ∧ ωi

i + ωn+1 ∧ ωi
n+1

)
∧ ωi+1 ∧ · · · ∧ ωn

= ωn+1
n+1 ∧ ω1 ∧ · · · ∧ ωn

+ ωn+1 ∧
∑

i

ω1 ∧ · · · ∧ ωi−1 ∧ ωi
n+1 ∧ ωi+1 ∧ · · · ∧ ωn. (5.1.12)

Pulling back under f , we get

|H |− 1
n+2 d

(
|H | 1

n+2 f∗ (ω1 ∧ · · · ∧ ωn
))

=
(
f∗ωn+1

n+1 + 1
n+2d ln |H | − n |H |− 1

n+2 L1adt
)
∧ f∗ (ω1 ∧ · · · ∧ ωn

)

=
(
b− n |H |− 1

n+2 L1a
)
dt ∧ ω∗1 ∧ · · · ∧ ω∗n,

where ω∗i is defined from f∗ωi by “splitting off ” the term in dt:

f∗ωi = ω∗i + aidt. (5.1.13)

Analogously we decompose the operator d on M × I :

dM + dt ∂
∂t . (5.1.14)

In the above equation we equate the terms in dt and get

∂
∂t

(
|H |

1
n+2 ω∗1 ∧ · · · ∧ ω∗n

)

+ dM

{
|H | 1

n+2

∑

i

(−1)
i
ai ω∗1 ∧ · · · ∧ ω∗,i−1 ∧ ω∗,i+1 ∧ · · · ∧ ω∗n

}

= |H | 1
n+2

(
b− n |H |− 1

n+2 L1 a
)
ω∗1 ∧ · · · ∧ ω∗n.

On ∂D we have ai = 0. Integrating over D and setting t = 0, we find the first

variation of the volume

V ′ (0) =
∂

∂t

∫

D

|H | 1
n+2 ω∗1 ∧ · · · ∧ ω∗n |t=0

=

∫

D

(
b− n |H |− 1

n+2 L1a
)
dV |t=0 . (5.1.15)

The last expression can be simplified; we prove the following:

Lemma 5.1.1. For t = const, the form
(
b− n

n+2 |H |− 1
n+2 L1a

)
dV =

(
b |H | 1

n+2 − n
n+2 L1a

)
ω1 ∧ · · · ∧ ωn

is exact and its integral over D, for t = 0, is zero.
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Proof. We introduce the form

Ω := 1
(n−1)!

∑

εi1··· in

hi1 ωi2 ∧ · · · ∧ ωin

=
∑

i

(−1)
i−1

ω1 ∧ · · · ∧ ωi−1 hi ∧ ωi+1 ∧ · · · ∧ ωn, (5.1.16)

where εi1 ··· in
is +1 or −1 if {i1, · · · , in} is an even or odd permutation of

{1, 2, · · · , n}, and otherwise is zero. From (2.1.5) and (5.1.11) we find

dΩ =
(
ωn+1

n+1 + dH
H

)
∧ Ω +

{
−a
∑

lii + (n+ 2) b
}
Hω1 ∧ · · · ∧ ωn. (5.1.17)

It follows that

d
(
|H |−

n+1
n+2 Ω

)
= |H |−

n+1
n+2

(
dΩ − n+1

n+2 d ln |H | ∧ Ω
)
.

By (5.1.9) we have, for t = const,

d
(
|H |−

n+1
n+2 Ω

)
= (sgn H)

{
−a
∑

lii + (n+ 2) b
}
|H | 1

n+2 ω1 ∧ · · · ∧ ωn. (5.1.18)

Here sgn denotes the sign.

For the variation, we assume that hi(p, 0) = 0 for p ∈ ∂D. Hence the lemma follows.

�

Together with (5.1.15) we arrive at the following result.

Proposition 5.1.2.

V ′ (0) = −n(n+1)
n+2

∫

D

|H |− 1
n+2 L1 a dV |t=0 . (5.1.19)

Corollary 5.1.3. On a locally strongly convex hypersurface, if V ′ (0) = 0 for an

arbitrary function a : D × I → R, satisfying

a (p, 0) = 0, hi (p, 0) = 0, p ∈ ∂D,

we must have L1 = 0, i.e., M is an affine extremal hypersurface.

5.2 Affine Maximal Hypersurfaces

5.2.1 Graph hypersurfaces

Let x : M → Rn+1 be a locally strongly convex hypersurface; the parameter man-

ifold M may be open or compact, and if it has a boundary ∂M this should be

smooth.

Definition 5.2.1. (a) An allowable interior deformation of x is a differentiable

map f : M × I → Rn+1, where I := (−ε , ε) with ε > 0 is an open interval such

that f has the following properties:

(i) For each t ∈ I the map xt : M → Rn+1, defined by xt (p) = f (p, t) , is a locally
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strongly convex hypersurface, and x0 = x for t = 0.

(ii) There exists a compact subdomain N̄ ⊂ M , where N̄ is the closure of a

connected, open subset of N ⊂M with smooth boundary ∂N, and where ∂N may

contain, meet, or be disjoint from ∂M , such that, for each p ∈ M \ N̄ and all

t ∈ I, f (p, t) = x (p) .

(iii) For each p ∈ ∂N̄ and for all t ∈ I, f (p, t) = x (p), the tangent hyperplane

dxt (p) coincides with dx (p).

(b) A locally strongly convex hypersurface x] : M → Rn+1 is said to be interior-

homotopic to x, if there exists an allowable interior deformation f : M × I → Rn+1

with I = (−ε, 1 + ε) such that x0 = x, x1 = x].

In the sequel, when we study variations of the affine invariant volume of x (M)

under interior deformations, we may replace M , without loss of generality, by the

compact subdomain N̄ ⊂ M , or, from the beginning, simply assume that M is

compact with smooth boundary.

Definition 5.2.2. Let x : M → Rn+1 be a locally strongly convex hypersurface. If

L1 = 0 on M then x (M) is called an affine maximal hypersurface.

It is a consequence from (5.1.19) that affine maximal hypersurfaces are critical points

of the equiaffine volume functional. Considering the analogy that in the Euclidean

and in the affine hypersurface theory both Euler-Lagrange equations are given by

the vanishing of the trace of the associated shape operator, Blaschke and his school

originally called hypersurfaces with L1 = 0 affine minimal hypersurfaces without

calculating the second variation of the volume functional. 60 years later this was

done by Calabi [21], and he suggested to call locally strongly convex hypersurfaces

with L1 = 0 affine maximal hypersurfaces because of the following result (in fact,

Calabi’s result is a little more general than the following Theorem 5.2.3, see [21]).

Theorem 5.2.3. Let x, x] : Ω → Rn+1 be two graphs, defined on a compact

domain by locally strongly convex functions f, f ], namely

xn+1 = f(x) and xn+1 = f ](x), where x =
(
x1, · · · , xn

)

resp.; we use an obvious notation to denote invariants of f ]. Assume that, at the

boundary ∂Ω, we have the relations f = f ] and ∂f
∂xi = ∂f]

∂xi for i = 1, 2, · · ·, n. If

L1 = 0 on Ω then ∫

Ω

dV ≥
∫

Ω

dV ],

and equality holds if and only if f = f ] on Ω.

Proof. Choose an allowable interior deformation defined by the linear interpolation

xt : ft (x) = (1 − t) f (x)+ tf ] (x) = f (x)+ t
(
f ] (x) − f (x)

)
, x ∈ Ω, 0 ≤ t ≤ 1.

Then ft (x) is locally strongly convex everywhere in Ω. Let µ1 (x) , · · ·, µn(x), for

each x ∈ Ω, denote the eigenvalues of the matrix

Ci
j :=

∑
f ik
(
f ]

kj − fkj

)
,
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where we use the local notation from sections 1.1.1 and 3.3.4. For each t, the

eigenvalues of the matrix
(

n∑

k=1

f ik ∂2ft

∂xk∂xj

)

are positive, namely they are given by

1 + tµi (x) , 1 ≤ i ≤ n.

The volume element dVt of xt satisfies

dVt =
[
det
(

∂2ft

∂xj∂xi

)] 1
n+2

dx1 ∧ · · · ∧ dxn =
n∏

i=1

(1 + tµi (x))
1

n+2 dV.

We apply the well known geometric-arithmetic-mean inequality to the (n+ 2) pos-

itive numbers 1, 1, 1 + tµ1, ... , 1 + tµn and get

dVt ≤ 1
n+2

(
2 +

n∑

i=1

(1 + tµi (x))

)
dV =

[
1 + t

n+2

(
n∑

i=1

µi (x)

)]
dV ;

equality holds if and only if either t = 0 or µ1 (x) = µ2 (x) = · · · = µn (x) = 0. Then

∂(dVt(x))
∂t |t=0 = 1

n+2

(
n∑

i=1

µi (x)

)
dV

implies

dVt ≤ dV + t
∂ (dVt)

∂t
|t=0 .

Thus ∫

Ω

dVt ≤
∫

Ω

dV + t
∂

∂t

∫

Ω

dVt |t=0 .

From formula (5.1.19) and L1 = 0 we have

∂

∂t

∫

Ω

dVt |t=0= 0,

therefore ∫

Ω

dV ] ≤
∫

Ω

dV .

The equality
∫
Ω
dV ] =

∫
Ω
dV implies that µ1 (x) = µ2 (x) = · · · = µn (x) = 0

for all x ∈ Ω. This means that
(
fij − f ]

ij

)
is identically zero. As f = f ] on the

boundary ∂Ω, we finally have f = f ] on Ω. �

While the foregoing result is restricted to locally strongly convex graph hypersur-

faces in arbitrary dimension, Calabi proved that, for any affine extremal locally

strongly convex surface in R3, the second variation, under all interior deformations

of the equiaffinely invariant volume functional, is negative definite (see [21], Theo-

rem 1.3).
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5.2.2 The PDE for affine maximal hypersurfaces

We derive the differential equation of an affine maximal hypersurface. Again, let

x : Ω → R
n+1 be the graph of a strictly convex function

xn+1 = f(x1, · · ·, xn), where (x1, · · ·, xn) ∈ Ω ⊂ R
n.

We choose a unimodular affine frame field as in section 2.7 and recall from there the

representation of the Blaschke metric G and the conormal field U . The conormal

field satisfies the Schrödinger type PDE (2.3.13), where L1 = 0 for an affine maximal

hypersurface. This gives:

Theorem 5.2.4. Let x : M → Rn+1 be a locally strongly convex hypersurface,

given as graph of a function f ; x is an affine maximal hypersurface if and only if f

satisfies

∆

{[
det
(

∂2f
∂xj∂xi

)] −1
n+2

}
= 0.

Remarks. (a) In section 1.1.2 there is the local representation of the Laplacian.

(b) Obviously, any parabolic affine hypersphere is an affine maximal hypersurface.

In particular, the elliptic paraboloid

xn+1 = 1
2

[(
x1
)2

+ · · · + (xn)
2
]
,

(
x1, · · ·, xn

)
∈ R

n,

is an affine-complete, affine maximal hypersurface.

About complete affine maximal surfaces there are two famous conjectures, one is

Chern’s conjecture (see [26], [27]), the other is called Calabi’s conjecture [21].

Chern’s conjecture 5.2.5. Let x3 = f(x1, x2) be a strictly convex function defined

for all
(
x1, x2

)
∈ R

2. If the graph M =
{
(x1, x2, f(x1, x2)) | (x1, x2) ∈ R

2
}

is an

affine maximal surface then M must be an elliptic paraboloid.

Calabi’s conjecture 5.2.6. A locally strongly convex affine complete surface

x : M → R3 with affine mean curvature L1 ≡ 0 is an elliptic paraboloid.

These conjectures were generalized to higher dimensions [58]. The two conjectures

above differ in the assumption on the completeness of the affine maximal hyper-

surface considered. Both problems are called an affine Bernstein problem. Both

problems were long standing open problems.

Remark. We recall different notions of completeness in affine hypersurface theory

from section 4.2. In Chern’s conjecture one assumes Euclidean completeness, in

Calabi’s conjecture one assumes affine completeness. In section 4.2 we showed

that both completeness assumptions are not equivalent. In 2000, Trudinger and

Wang [91] solved Chern’s conjecture in dimension n = 2. Later, Li and Jia [52],

and also Trudinger and Wang [92], solved Calabi’s conjecture for two dimensions

independently, using quite different methods. Li and Jia used a blow up analysis

to show that, for an affine complete maximal surface, ‖B‖G (the tensor norm of
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the Weingarten tensor B) is bounded above, then they used a result of Martinez

and Milan [70] to complete the proof of Calabi’s conjecture (for details see section

5.5 below). Trudinger and Wang showed that, for affine maximal surfaces, affine

completeness implies Euclidean completeness (see section 4.2.1); then the proof of

Calabi’s conjecture follows from the proof of Chern’s conjecture. So far the higher

dimensional affine Bernstein problems are unsolved. In this monograph we first

give a proof of Calabi’s Conjecture, and then give two different proofs of Chern’s

Conjecture in two dimensions.

As a first step we state a result of Calabi. Under an additional assumption, he

proved the following result [21].

Proposition 5.2.7. Let x : M → R3 be a Euclidean complete affine maximal

surface. If M is also affine complete then x(M) is an elliptic paraboloid.

Proof. Since x (M) is locally strongly convex and Euclidean complete, it follows

from the theorem of Hadamard-Sackstedter-Wu (see section 1.2.1 ) that x(M) is the

graph of some positive convex function, say f(x1, x2). The normed scalar curvature

satisfies the equiaffine Theorema Egregium: κ = J +L1 = J ≥ 0; f is convex thus

det
(

∂2f
∂xj∂xi

)
> 0; the PDE for an affine maximal surface reads

∆F := ∆

{[
det
(

∂2f
∂xj∂xi

)]− 1
4

}
= 0.

The positive function F is harmonic on a complete Riemannian 2-manifold with

non-negative curvature, thus F = const according to a theorem of Yau ( see section

1.2.2). From section 4.1.1 we know that the equation det
(

∂2f
∂xj∂xi

)
= const leads

to an improper affine sphere, and the completeness of (M,G) gives the assertion.

�

5.3 An Affine Analogue of the Weierstrass Representation

5.3.1 The representation formula

Again, we consider a Euclidean inner product on V with normed determinant form

Det. We study affine maximal surfaces in R3.

Let x : M → R3 be a locally strongly convex surface. Choose isothermal pa-

rameters u, v with respect to the Blaschke metric G, and let e1 := ∂ux = xu,

e2 := ∂vx = xv ; denote Uu := ∂U
∂u , Uv := ∂U

∂v . Then G11 = G22 > 0, G12 = G21 = 0.

We have

〈U, xu〉 = 0, 〈Uv , xu〉 = 0, 〈Uu, xu〉 = −G11,

〈U, xv〉 = 0, 〈Uu, xv〉 = 0, 〈Uv, xv〉 = −G22, (5.3.1)

〈U, Y 〉 = 1, 〈Uu, Y 〉 = 0, 〈Uv, Y 〉 = 0.
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We use the cross product construction from section 2.1.1; then

xu = λ[U,Uv], xv = µ[U,Uu], (5.3.2)

Det(xu, xv , Y ) ·Det(Uu, Uv, U) = G2
11,

where λ, µ are differentiable functions. Since

Det(xu, xv , Y ) = | det(hij)|
1
4 = G11,

we have

Det(Uu, Uv, U) = G11 > 0.

From (5.3.1) and (5.3.2),

−G11 = (Uu, xu) = −λ ·Det(Uu, Uv, U) = −λ ·G11.

Hence λ = 1. Similarly, we have µ = −1. Consequently

xu = [U,Uv], xv = −[U,Uu]. (5.3.3)

Thus we obtain the following analogue of the Weierstrass representation:

x =

∫
[U,Uv]du − [U,Uu]dv. (5.3.4)

If x(M) is an affine maximal surface, then

∆U = 0,

where, in the given coordinate system, the Laplacian simplifies to:

∆ = 1
Det(Uu,Uv ,U)

(
∂2

∂u2 + ∂2

∂v2

)
.

It follows that the components U 1(u, v), U2(u, v) and U3(u, v) of U are harmonic

functions.

Conversely, consider a given triple of functions

U =
(
U1(u, v), U2(u, v), U3(u, v)

)
,

defined on a simply connected domain Ω ⊂ R2, that satisfies the following two

conditions:

(i) U1, U2, U3 are harmonic with respect to the canonical metric of R2;

(ii) Det(Uu, Uv, U) > 0 in Ω.

Then we can construct an affine maximal surface x : Ω → A3 as follows:

x(u, v) =

∫ (u,v)

(u0,v0)

[U,Uv]du − [U,Uu]dv, (5.3.4)′

where (u0, v0), (u, v) ∈ Ω. The surface is well defined because the integrability

conditions are satisfied:

[U,Uv ]v + [U,Uu ]u = [U,Uuu + Uvv ] = 0.
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Now let us prove that the surface, defined by (5.3.4)′, is a locally strongly convex

affine maximal surface. From (5.3.4)′ we have

xu = [U,Uv], xv = −[U,Uu], (5.3.3)′

[xu, xv ] = Det(Uu, Uv, U) · U. (5.3.5)

Define

e3 := U
Det(Uu,Uv,U)·〈U,U〉 ,

then

Det(xu, xv , e3) = 1,

i.e., {x;xu, xv, e3} is a unimodular affine frame field, and the structure equations of

Gauß read

xij =
∑

Γk
ijxk + hije3, 1 ≤ i, j ≤ 2.

From (5.3.3)′ and (5.3.5) we have

h11 = h22 = [Det(Uu, Uv, U)]
2
, h12 = h21 = 0.

Hence the bilinear form h and the Blaschke metric G satisfy

Gij = [det (hkl)]
− 1

4 hij ,

i.e., G11 = G22 = Det(Uu, Uv, U) and G12 = G21 = 0.

Thus G is positive definite and therefore x(M) is locally strongly convex. The

conormal vector is given by

[det (hkl)]
− 1

4 · [xu, xv ] = U.

Since U1(u, v), U2(u, v) and U3(u, v) are harmonic functions, x(M) is an affine

maximal surface. We summarize the foregoing results:

Affine Weierstrass Representation. Consider R3 with a Euclidean inner prod-

uct 〈 , 〉 : R3 × R3 → R and a smooth map U : Ω → R3, where Ω ⊂ R2 is a simply

connected domain. Define x : Ω → R3 by

x(u, v) =

∫ (u,v)

(u0,v0)

[U,Uv] du − [U,Uu] dv.

Then x is an affine maximal surface if and only if U with components U i (i = 1, 2, 3)

satisfies the above conditions (i) and (ii).
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5.3.2 Examples

In the following we give some examples of affine maximal surfaces.

Example 1. Consider Ω = R
2 and define U : R

2 → R
3 by U := (1, u, v); then

x =
(

1
2 (u2 + v2), −u, −v

)

is an elliptic paraboloid.

Example 2. Consider Ω :=
{
(u, v) ∈ R2 | u > 0

}
and define U : Ω → R3 by

U := (1, u2 − v2, v), then

Det(Uu, Uv, U) = 2u.

The construction above gives

x =
(

1
3u

3 + uv2,−u,−2uv
)
, u > 0.

Example 3. Let Ω :=
{
(u, v) ∈ R2 | u > 0, v < 0

}
and define U := (u, v, 2uv),

then

Det(Uu, Uv, U) = −2uv.

The integration of (5.3.4)′ gives

x =
(
− 2

3v
3, − 2

3u
3, 1

2 (u2 + v2)
)
, u > 0, v < 0.

From the point of view of local differential geometry, the formula (5.3.4) admits

the construction of all affine maximal surfaces.

5.4 Calabi’s Computation of ∆J in Holomorphic Terms

This section contains a different and very elegant computation of ∆J in terms of

the Blaschke geometry; it is due to Calabi; he used holomorphic parameters in an

elegant special notation. We will follow this notation.

First of all, let us express the structure equations of an affine surface in terms of

holomorphic parameters (see [22], [99]).

Let x : M → R3 be a locally strongly convex surface. The affine structure of

R3 induces an orientation and a conformal structure on M , namely by suitably

oriented relative normalizations (see section 3.1). On R3, define additionally an

appropriate Euclidean structure; then the conformal class contains the (positive

definite) Euclidean second fundamental form of x

II =
∑

hijω
iωj (5.4.1)

as relative metric with respect to the Euclidean normalization. M can be naturally

regarded as a Riemannian surface. Choose isothermal parameters u, v with respect

to (5.4.1) and let ξ = u+
√
−1 · v. The Blaschke metric can be written as

G = 2F (ξ, ξ̄)· | dξ |2 (5.4.2)
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where dξ = du+
√
−1 · dv. As before, denote the components of the cubic Fubini-

Pick form (see section 2.4) and the affine Weingarten form (see section 2.3.2), with

respect to the local coordinate system (u, v), by Aijk and Bij , respectively. Define

α and β by

α := 1
2

(
A111 +

√
−1A222

)
, (5.4.3)

β := 1
2

(
B11−B22

2 −
√
−1B12

)
. (5.4.4)

Then the Fubini-Pick form and the Weingarten form can be expressed by

A = α(dξ)3 + ᾱ(dξ̄)3, (5.4.5)

B = β(dξ)2 + 2FL1dξdξ̄ + β̄(dξ̄)2. (5.4.6)

We use the Cauchy-Riemann operators

∂
∂ξ = 1

2

(
∂

∂u −
√
−1 · ∂

∂v

)
and ∂

∂ξ
= 1

2

(
∂

∂u +
√
−1 · ∂

∂v

)
.

From the theory of complex manifolds, every complex tensor bundle onM is reduced

to a direct sum of bigraded complex line bundles Er,s, where r and s are integers:

locally Er,s is generated by dξr ⊗dξ̄s; here dξr and dξ̄s, for r or s negative, denote

the contravariant tensors
(

∂
∂ξ

)−r

or
(

∂
∂ξ

)−s

, respectively. The tensor products are

regarded to be commutative unless specified otherwise. Thus the metric coefficient

F is the fibre coordinate of a cross section in E1,1. The tangent bundle of M

tensored with C splits into the direct sum of E−1,0 and E0,−1, locally generated by
∂
∂ξ and ∂

∂ξ
, respectively.

The Levi-Civita operator ∇ of covariant derivation on smooth sections in Er,s splits

into

∇ = ∇′ + ∇′′, (5.4.7)

where ∇′ is of bidegree (1,0) and ∇′′ of bidegree (0,1). They satisfy the following:

(1) ∇,∇′ and ∇′′ are linear derivation operators, i.e., for any complex number c

and arbitrary smooth sections f, f1, f2 in Er,s and g in Ep,q , each of them, say ∇,

satisfies

(i) ∇(cg) = c∇g;
(ii) ∇ (f1 + f2) = ∇f1 + ∇f2;
(iii) ∇(f ⊗ g) = (∇f) ⊗ g + f ⊗ (∇g);

(2) if f = f
(
ξ, ξ̄
)

and g = g
(
ξ, ξ̄
)

are the local coefficients of smooth sections in

Er,0 and in E0,s, respectively, then the local coefficients of ∇′′f in Er,1 and of

∇′g in E1,s are
∂f(ξ,ξ)

∂ξ
and

∂g(ξ,ξ)
∂ξ ;

(3) for scalar f , ∇′f = ∂f
∂ξ and ∇′′f = ∂f

∂ξ
;

(4) for the metric coefficient F we have ∇′F = ∇′′F = 0.
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From the properties above one can derive the formulas for the general case, where

f is a smooth section in Er,s:

∇′f = F r ∂
∂ξ (F−rf) = ∂f

∂ξ − rf ∂ ln F
∂ξ , (5.4.8)

∇′′f = F s ∂
∂ξ

(F−sf) = ∂f

∂ξ
− sf ∂ ln F

∂ξ
. (5.4.9)

Computing the second covariant derivatives, one obtains the Ricci identity

[∇′,∇′′]f = ∇′∇′′f −∇′′∇′f = (s− r)Ffκ, (5.4.10)

where as before

κ = −F−1 ∂2 lnF
∂ξ∂ξ

(5.4.11)

denotes the intrinsic Gaußian curvature of the Blaschke metric. The Laplace oper-

ator of the Blaschke metric reads

∆ = 2
F

∂2

∂ξ∂ξ
. (5.4.12)

Since u and v are isothermal parameters relative to (5.4.1), we have

Det
(
xξ , xξ̄ , xξ2

)
= Det

(
xξ , xξ̄ , xξ̄2

)
= 0,

−
√
−1 ·Det

(
xξ , xξ̄ , xξξ̄

)
= F 2 > 0, (5.4.13)

where xξ = ∂x
∂ξ , xξ̄ = ∂x

∂ξ
, xξ2 = ∂2x

∂ξ∂ξ , etc. The affine normal vector field Y and

the conormal vector field U of x(M) satisfy the relations

Y = F−1xξξ̄ , (5.4.14)

U = −
√
−1 F−1 [xξ , xξ̄], (5.4.15)

where the brackets denote the complex “cross” product (see section 2.1.1) on the

complexification TR3 ⊗ C of R3.{
xξ , xξ̄ , Y

}
is a complex frame field on x(M), and

{
U,Uξ, Uξ̄

}
is a complex frame

field on the immersed surface U : M → V ∗. These two frame fields satisfy the

following relations:

Det
(
xξ , xξ̄ , Y

)
= Det

(
U,Uξ, Uξ̄

)
=

√
−1F, (5.4.16)



U

Uξ

Uξ̄


 ·

(
xξ , xξ̄, Y

)
=




0 0 1

0 −F 0

−F 0 0


 (5.4.17)

where the operation “ · ” :
(
R3∗ ⊗ C

)
×
(
R3 ⊗ C

)
→ C denotes the complex inner

product. The covariant structure equations in section 2.4.3 can be rewritten in the

form 



∇′ (xξ , xξ̄, Y
)

=
(
F−1 αxξ̄ , FY, −L1xξ − F−1β xξ̄

)
,

∇′′ (xξ , xξ̄ , Y
)

=
(
FY, F−1ᾱ xξ , −L1xξ̄ − F−1β̄ xξ

)
,

(5.4.18)





∇′ (U,Uξ, Uξ̄

)
=
(
Uξ, −βU − F−1αUξ̄, −L1FU

)
,

∇′′ (U,Uξ, Uξ̄

)
=
(
Uξ̄, −L1FU,−β̄ U − F−1ᾱUξ

)
.

(5.4.19)
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From (5.4.18) and (5.4.19) we obtain

α = −
√
−1 Det

(
Y, xξ , xξ2

)
=

√
−1 Det

(
U,Uξ, Uξ2

)
, (5.4.20)

β =
√
−1 Det (Y, xξ, Yξ) =

√
−1 F−1Det

(
Uξ, Uξ̄, Uξ2

)
. (5.4.21)

In local terms define the forms

α̂ := α (dξ)3 and β̂ := β (dξ)2 .

Obviously, the cubic form α̂ and the quadratic form β̂ are independent of the choice

of the complex parameters, therefore they are globally defined forms on M . We will

call α̂ the Pick form for M . It is easy to see that the zeros of α̂ are the zeros of

the Pick invariant, and the zeros of β̂ are the umbilic points on M . The Codazzi

equations from (2.5.2) and (2.5.4) are expressible as follows

∇′′α = ∂α
∂ξ

= −Fβ and ∇′ᾱ = ∂ᾱ
∂ξ = −F β̄, (5.4.22)

∇′′β = ∂β

∂ξ
= F ∂L1

∂ξ + F−1αβ̄ (5.4.23)

∇′β̄ = ∂β̄
∂ξ = F ∂L1

∂ξ
+ F−1ᾱβ.

The Gauß integrability condition (theorema egregium) reads

κ = F−3 · αᾱ + L1. (5.4.24)

Let x : M → R3 be an affine maximal surface and let M be simply connected.

Choose a complex isothermal coordinate ξ = u +
√
−1 v with respect to the

Blaschke metric such that G = 2F |dξ|2. Then the components of its conormal

vector field U are harmonic functions, thus there are three holomorphic functions

Z(ξ) =
(
Z(ξ)1, Z(ξ)2, Z(ξ)3

)
such that

U =
√
−1

(
Z − Z̄

)
. (5.4.25)

In the following we shall express quantities of the affine maximal surface in terms

of the holomorphic curve Z(ξ) and calculate ∆J , mainly following Calabi [22].

From (5.4.16), (5.4.19) and (5.4.20) we have

F = −
√
−1 Det

(
U,Uξ, Uξ̄

)
= Det

(
Z − Z̄, Z ′, Z̄ ′) > 0, (5.4.26)

α =
√
−1 Det

(
U,Uξ, Uξ2

)
= Det

(
Z − Z̄, Z ′, Z ′′) , (5.4.27)

β = −F−1 ∂α
∂ξ

= Det
(
Z̄ ′, Z ′, Z ′′) [Det

(
Z − Z̄, Z ′, Z̄ ′)]−1

, (5.4.28)

where Z ′ = ∂Z
∂ξ and Z ′′ = ∂2Z

∂ξ2 , etc.

Proposition 5.4.1. Let x : M → R3 be a locally strongly convex affine maximal

surface and ξ = u+
√
−1 v be a local complex isothermal parameter with respect to

the Blaschke metric. Then the vector-valued cubic differential form

Ψ = (αY + βxξ) (dξ)
3
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and the scalar valued differential form of degree six

Θ = (β∇′α− α∇′β) (dξ)6

are holomorphic on M .

To prove the Proposition, we need the following

Lemma 5.4.2. Let a, b, c, d, e be vectors in R
3 (or in C

3). Then

Det (a, b, c) ·Det (d, b, e) −Det (a, b, e) ·Det (d, b, c) = Det (a, b, d) ·Det (c, b, e) .
Proof of Proposition 5.4.1. It is sufficient to prove that Ψ and Θ have the

following representations in terms of Z

Ψ = −
√
−1 [Z ′, Z ′′] (dξ)3 , Θ = Det (Z ′, Z ′′, Z ′′′) (dξ)

6
.

First, from (5.4.16), (5.4.20) and (5.3.3) we get

Y = −
√
−1F−1

[
Uξ, Uξ̄

]
,

xξ = 1
2

(
∂x
∂u −

√
−1 ∂x

∂v

)
= 1

2

([
U, ∂U

∂v

]
+
√
−1

[
U, ∂U

∂u

])
=

√
−1 [U,Uξ] .

Hence

αY +βxξ = −
√
−1

Det(Z−Z̄,Z′,Z′′)
Det(Z−Z̄,Z′,Z̄′)

[
Z ′, Z̄ ′]−

√
−1

Det(Z̄′,Z′,Z′′)
Det(Z−Z̄,Z′,Z̄′)

[(
Z − Z̄

)
, Z ′] .

Using Lemma 5.4.2, we obtain

Det
(
Z − Z̄, Z ′, Z ′′) [Z ′, Z̄ ′]−Det

(
Z ′, Z̄ ′, Z̄ ′′) [(Z − Z̄

)
, Z ′]

= Det
(
Z − Z̄, Z ′, Z̄ ′) [Z ′, Z ′′] .

Consequently we arrive at the following two equations:

Ψ = −
√
−1 [Z ′, Z ′′] (dξ)

3
,

β∇′α− α∇′β = − Det(Z′,Z̄′,Z′′)·Det(Z−Z̄,Z′,Z′′′)
Det(Z−Z̄,Z′,Z̄′)

+
Det(Z−Z̄,Z′,Z′′)·Det(−Z̄′,Z′,Z′′′)

Det(Z−Z̄,Z′,Z̄′)
.

Again we apply Lemma 5.4.2:

−Det
(
Z ′, Z̄ ′, Z ′′)Det

(
Z − Z̄, Z ′, Z ′′′) + Det

(
Z − Z̄, Z ′, Z ′′)Det

(
Z ′, Z̄ ′, Z ′′′)

= Det
(
Z − Z̄, Z ′, Z̄ ′)Det (Z ′, Z ′′, Z ′′′) .

Hence

Θ = Det (Z ′, Z ′′, Z ′′′) (dξ)
6
. �

Lemma 5.4.3. The affine Weierstrass representation in section 5.3.1 can be rewrit-

ten in terms of the holomorphic curve Z as follows (see [22]):

x = −
√
−1

([
Z, Z̄

]
+

∫
[Z, dZ] −

∫ [
Z̄, dZ̄

])
.
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Calabi [22] computed the Laplacian of J = κ = F 3 ·αᾱ on affine maximal surfaces;

for this computation we again recall the notions of the derivations ∇′, ∇′′ and

basic formulas from (5.4.7) - (5.4.23):

1
2∆J = F−4∇′′∇′ (αᾱ) = F−4 ∇′′ ((∇′α) ᾱ+ α

(
∇′′α

))

= F−4
{
(∇′α)

(
∇′α

)
+ (∇′∇′′α+ 3F κα) ᾱ + ∇′′ (−αF β̄

)}

= ‖∇′α‖2
+ 3J2 + F−4

[
−∇′′ (Fβ) ᾱ− F

(
−Fβ β̄ + α

(
∇′β

) )]

= ‖∇′α‖2
+ 3J2 + ‖β‖2 − 2F−3Re (ᾱ∇′β) ,

where ‖∇′α‖2
= F−4 (∇′α)

(
∇′α

)
and ‖β‖2

= F−2β β̄. By ϕ denote the local

coefficient of Θ, i.e.,

ϕ = β∇′α− α∇′β = Det (Z ′, Z ′′, Z ′′′) .

When α 6= 0, we get the following two relations:

ᾱ∇′β = ᾱ
α (β∇′α− ϕ) ,

‖∇′α‖2
+ ‖β‖2 − 2F−3Re

( ᾱ
α

(β∇′α− ϕ)
)
≥
∥∥∥∇′α− Fαβ̄

ᾱ

∥∥∥
2

− 2 ‖ϕ‖ .

Substituting the last inequality into the foregoing calculation of ∆J , we get

1
2∆J ≥ 3J2 − 2 ‖ϕ‖ . (5.4.29)

(5.4.29) holds at each point where α 6= 0. Let p be a point such that α = 0. If

there is a neighborhood D of p such that α ≡ 0 in D, then β ≡ 0 and so ϕ ≡ 0 in

D. Hence (5.4.29) holds. If there is a point in every neighborhood of p such that

α 6= 0, then it follows from a continuity argument that (5.4.29) holds at p. Thus

(5.4.29) holds everywhere. �

5.4.1 Computation of ∆
(
J + ‖B‖

2
)

Applying the above calculation, Calabi computed

∆
(
J + ‖B‖2

)
= ∆(‖α‖2 + 2 ‖β‖).

Now

∆ ‖β‖ =
∥∥β−1

∥∥ · F−3 ∇′′∇′ (ββ̄
)
− 1

2 ‖β‖
−3 F−5

(
∇′ (ββ̄

)) (
∇′′ (ββ̄

))

= ‖β‖−1 F−3
[
5F−2 αᾱββ̄ + 2F−1Re

(
(∇′α) β̄2

)
+ (∇′β)

(
∇′β

)]

− 1
2 ‖β‖

−3
F−5

[
ββ̄ (∇′β)

(
∇′β

)
+ F−2 αᾱ β2β̄2 + 2F−1Re

(
α (∇′β) β̄3

)]

= 9
2 ‖α‖

2 ‖β‖ + 1
2 ‖β‖

−1 ‖β‖2
+ 2 ‖β‖−1

F−4Re
(
(∇′α) β̄2

)

− F−6 ‖β‖−3
Re
(
α (∇′β) β̄3

)
.
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It follows from the above calculation of ∆J that

∆
(

1
2J + ‖β‖

)
= ∆

(
1
2 ‖α‖

2
+ ‖β‖

)

= 3 ‖α‖4
+

∥∥∥∥∇′α+ F β
3
2 (β̄)

− 1
2

∥∥∥∥
2

+ ‖β‖−2

∥∥∥∥αβ̄
3
2 − ᾱβ

3
2

∥∥∥∥
2

+ 1
2 ‖β‖−1 {∥∥∇′β − 2 ‖β‖ α − F−1 ᾱ β2 β̄−1

∥∥}2

≥ 3 ‖α‖4 + ‖β‖−2

∥∥∥∥αβ̄
3
2 − ᾱβ

3
2

∥∥∥∥
2

≥ 0.

We use this inequality to prove the following theorem which first was obtained by

Martinez and Milan [70]:

Theorem 5.4.4. Let x : M → R3 be a locally strongly convex, affine complete,

affine maximal surface. If there is a constant N > 0 such that the norm of the

Weingarten form ‖B‖2
G satisfies ‖B‖2

G < N everywhere on M then x(M) is an

elliptic paraboloid.

Proof. The condition ‖B‖2
G < N implies that ‖β‖ is bounded above by a positive

constant C. On the other hand, we have

∆
(

1
2J + ‖β‖

)
≥ 3 J2 ≥ 6 ·

(
1
2 J + ‖β‖

)2 − 12 ‖β‖2

≥ 6
(

1
2J + ‖β‖

)2 − 12C2. (5.4.30)

We apply Corollary 2.5.10 from ([58], p.125), which implies that 1
2J+‖β‖ is bounded

from above. Thus we have a bounded subharmonic function on a complete surface

with κ ≥ 0, thus the sum 1
2J + ‖β‖ must be a constant. It follows from (5.4.30)

that J = 0 everywhere on M , therefore x(M) is an elliptic paraboloid. �

5.5 Calabi’s Conjecture

In this section we will give a proof of Calabi’s conjecture for two dimensions (see
[52]). For the proof we use the above Theorem 5.4.4 and a useful Lemma of Hofer
[39], which was applied several times in symplectic geometry.

Lemma 5.5.1. ([39], p.535). Let (X, d) be a complete metric space with metric

d, and B̄a(p, d) := {x | d(p, x) ≤ a} be a ball with center p and radius a. Let Ψ

be a non-negative continuous function defined on B̄2a(p, d). Then there is a point

q ∈ B̄a(p, d) and a positive number ε < a
2 such that

Ψ(x) ≤ 2Ψ(q) for all x ∈ B̄ε(q, d) and εΨ(q) ≥ a
2Ψ(p).

As in section 5.4, we choose isothermal parameters u, v such that the Blaschke

metric is given by G = F (du2 + dv2), where F > 0 is a function of u, v. Suppose

that M is an affine maximal surface. The formula ∆U = −2L1U implies that U is

harmonic with respect to u, v. Let ξ = u +
√
−1 v. Define α and β as in (5.4.3)
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and (5.4.4), respectively. As before, let ‖ · ‖G denote the norm with respect to the

Blaschke metric, then we have

‖ α ‖2:=
(

F
2

)−3 · αᾱ = 1
2 ‖ A ‖2

G, ‖ β ‖2:=
(

F
2

)−2 · ββ̄ = 1
2 ‖ B ‖2

G . (5.5.1)

5.5.1 Proof of Calabi’s Conjecture for dimension n = 2

From the assumption x : M → R3 is a locally strongly convex affine maximal

surface, which is complete with respect to the Blaschke metric. We want to show

that there is a constant N > 0 such that ‖B‖2
G ≤ N everywhere.

We assume that ‖B‖2
G is not bounded above. Then there is a sequence of points

p` ∈ M such that ‖B‖2
G(p`) → ∞. We may assume that M is simply connected,

otherwise we consider its universal covering space. As M is non-compact, but

complete with κ = J +L1 ≥ 0, it is conformally equivalent to the complex plane C.

Then we may choose global isothermal parameters u,v on M such that the Blaschke

metric is given by G = F (du2 +dv2). Let B̄1(p`, G) be the geodesic ball with center

p` and radius 1. Consider a family Ψ(`) : B̄2(p`, G) → R of functions, ` ∈ N, defined

by

Ψ(`) = ‖grad lnF‖G + ‖A‖G + ‖B‖
1
2

G.

In terms of u, v we have

‖grad lnF‖2
G = 1

F

((
∂ ln F

∂u

)2
+
(

∂ ln F
∂v

)2)
,

‖A‖2
G = 1

F

∑
(Ak

ij)
2, ‖B‖2

G = 1
F 2

∑
(Bij)

2.

Using Hofer’s Lemma we find a sequence of points q` and positive numbers ε` such

that

Ψ(x) ≤ 2Ψ(q`) for all x ∈ B̄ε`
(q`, G), (5.5.2)

ε`Ψ(q`) ≥
1

2
Ψ(p`) → ∞. (5.5.3)

The restriction of the surface x to the balls B̄ε`
(q`, G) defines a family M(`) of

maximal surfaces. For every `, we normalize M(`) as follows:

Step 1. Denote by u(`), v(`) the restriction of the isothermal parameters of M to

M(`). First we take a parameter transformation:

û(`) = c(`)u(`), v̂(`) = c(`)v(`), c(`) > 0, (5.5.4)

where c(`) is a constant. Choosing c(`) appropriately and using an obvious notation

F̂ , we may assume that, for every `, we have F̂ (q`) = 1. Note that, under the

parameter transformation (5.5.4), Ψ is invariant.

Step 2. We use the Weierstrass representation for affine maximal surfaces (see

section 5.3) to define, for every `, a new surface M̃(`) from M(`) via its conormal

by

Ũ(`) = λ(`)U(`), λ(`) > 0;
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we introduce new parameters ũ(`), ṽ(`) by

ũ(`) = b(`)û(`), ṽ(`) = b(`)v̂(`), b(`) > 0,

where λ(`) and b(`) are constants. From the foregoing conormal equation one easily

verifies that each M̃(`) again is a locally strongly convex maximal surface (see

section 5.3.1). We now choose λ(`) = (b(`))
2
3 , b(`) = Ψ(q`). Using again an obvious

notation F̃ , Ψ̃, one can see that

F̃ = F̂ , Ψ̃(`) = 1
b(`)Ψ(`).

In fact, the first equation is trivial. Now we calculate the second one. We can easily

get

‖ grad ln F̃ ‖G̃= 1
b ‖ grad ln F̂ ‖Ĝ .

From (5.5.1), (5.4.20), (5.4.21), (5.4.26) and our choice λ3 = b2 we have

‖ B̃ ‖2
G̃
= 2 ‖ β̃ ‖2= 2 1

b4 ‖ β ‖2= 1
b4 ‖ B ‖2

G,

‖ Ã ‖2
G̃

= 2 ‖ α̃ ‖2= 2 1
b2 ‖ α ‖2= 1

b2 ‖ A ‖2
G .

Then the second equality follows.

We denote B̄a(q`, G̃) := {x ∈ M̃(`) | r̃(`)(x, q`) ≤ a}, where r̃(`) is the geodesic

distance function with respect to the Blaschke metric G̃ on M̃(`). Then Ψ̃(`) is

defined on the geodesic ball B̄ε̃(`)(q`, G̃) with ε̃(`) = ε`Ψ(q`) ≥ 1
2Ψ(p`) → ∞. From

(5.5.2) we have

Ψ̃(q`) = 1, Ψ̃(x) ≤ 2, ∀x ∈ B̄ε̃(`)(q`, G̃).

Step 3. For any ` we introduce new parameters ξ1(`), ξ2(`) as follows:

ξ1(`) = ũ(`) − ũ(`)(q`), ξ2(`) = ṽ(`) − ṽ(`)(q`).

Then, at q`, (ξ1, ξ2) = (0, 0) for any `, and we can identify the parametrization

(ξ1, ξ2) for any index `. Let x̃(`) denote the position vector of M̃(`). An appropriate

unimodular affine transformation gives

x̃(`)(0) = 0, (5.5.5)

x̃ξ1(`)(0) = e1 = (1, 0, 0), (5.5.6)

x̃ξ2(`)(0) = e2 = (0, 1, 0), (5.5.7)

Ỹ (`)(0) = (0, 0, 1). (5.5.8)

Consider the open geodesic balls

Bε̃(`)(0, G̃) := {(ξ1, ξ2) ∈ R
2 | r̃(`)(0, ξ) < ε̃(`)}

and the sequence M̃(`) of maximal surfaces x̃(`) : Bε̃(`)(0, G̃) → R3. They satisfy

(5.5.5) - (5.5.8) and the conditions

F̃ (`)(0) = 1, (5.5.9)

Ψ̃(`)(0) = 1, Ψ̃(`)(ξ) ≤ 2 ∀ξ ∈ Bε̃(`)(0, G̃), (5.5.10)

ε̃(`) → ∞.
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It follows from (5.3.1) and (5.5.6) - (5.5.9) that, for any `, (Ũξ1 , Ũξ2 , Ũ)(0) = I ,

where I is the unit matrix. We need the following lemma

Lemma 5.5.2. Let M be an affine maximal surface defined in a neighborhood of

0 ∈ R2. Suppose that, with the notations from above,

(i) F (0) = 1, (Uξ1 , Uξ2 , U)(0) = I,

(ii)

(
1
F

∑(
∂ ln F
∂ξi

)2
) 1

2

+
(

1
F

∑
(Ak

ij)
2
) 1

2

+

(
1
F

(∑
(Bij)

2
) 1

2

) 1
2

≤ 2.

Denote B̄√
2

2

(0) := {(ξ1, ξ2) | ξ21 + ξ22 ≤ 1
2}. Then there is a constant C1 > 0, such

that, for (ξ1, ξ2) ∈ B̄√
2

2

(0), the following estimates hold

(1) 4
9 ≤ F ≤ 4;

(2) ‖U‖+ ‖Uξ1‖ + ‖Uξ2‖ ≤ C1, where ‖ · ‖ denotes the canonical norm in R3;

(3) denote ro = 1
3 ; then B̄ro

(0, G) ⊂ {ξ21 + ξ22 <
1
4} ⊂ B̄√

2
2

(0), where Ωro
is the

geodesic ball with center 0 and radius ro with respect to the Blaschke metric

G.

Proof. (1) Consider an arbitrary curve

Γ = {ξ1 = a1s, ξ2 = a2s; a
2
1 + a2

2 = 1, s ≥ 0}.
By assumption we have

1
F

(
∂ ln F

∂s

)2 ≤ 2, F (0) = 1.

Solving this differential inequality with F (0) = 1, we get
(

1

1+
√

2
2 s

)2

≤ F (s) ≤
(

1

1−
√

2
2 s

)2

.

From the assumption we have s ≤ 1√
2
, then (1) follows.

(2) Note that the Christoffel symbols are given by ∂ ln F
∂ξi

. Along the curve Γ the

structure equation U,ij = −∑Ak
ijU,k − BijU gives an ODE, which can be written

in matrix form:

dX
ds = XD, (5.5.11)

where X = (Uξ1 , Uξ2 , U), and D is a matrix, whose elements depend on Bij , A
k
ij

and ∂ ln F
∂ξi

. From (5.5.11) it follows that

dXt

ds = DtXt, (5.5.12)

where we use an obvious notation for the transpose of a matrix. Then

d(XtX)
ds = DtXtX +XtXD. (5.5.13)

Denote f := tr(X tX). Taking the trace of (5.5.13) we get

df
ds = tr(DtXtX) + tr(XtXD) ≤ Cf, (5.5.14)
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where C is a constant. Deriving the last inequality we use (1) and the condition

(ii). Solving (5.5.14) with the condition (i) we get (2).

(3) From (1) we immediately get (3). �

We continue with the proof of Calabi’s conjecture. Since ε̃(`) → ∞, we have the

relation B̄√
2

2

(0) ⊂ Bε̃(`)(0, G̃) for ` big enough. In fact, by (1), the geodesic distance

from 0 to the boundary of B̄√
2

2

(0) with respect to the Blaschke metric on M̃(`) is

less than
√

2. Using (2) and a standard elliptic estimate, we get a Ck-estimate,

independent of `, for any k. It follows that there is a ball {ξ2
1 + ξ22 ≤ C2} and a

subsequence (still indexed by `) such that Ũ(`) converges to Ũ on the ball, and

correspondingly all derivatives, where C2 <
1
2 is close to 1

2 . Thus, as limit, we get a

maximal surface M̃ , defined on the ball, which contains a geodesic ball B̄ro
(0, G̃).

We now extend the surface M̃ as follows: For every boundary point p = (ξ1o, ξ2o)

of the geodesic ball B̄ro
(0, G̃) we first make the parameter transformation:

ξ̃i = b(ξi − ξio) such that, at p, (ξ̃1, ξ̃2) = (0, 0), and for the limit surface M̃ we have

F̃ (p) = 1. We choose a frame e1, e2, e3 at p such that e1 = x̃ξ̃1
, e2 = x̃ξ̃2

, e3 = Ỹ .

We have

F̃ (`)(p) → F̃ (p) = 1,
(
Ũξ̃1

(`), Ũξ̃2
(`), Ũ(`)

)
(p) → I as `→ ∞. (i′)

It is easy to see that, under the conditions (i’) and (ii) in Lemma 5.5.2, the estimates

(1), (2) and (3) in Lemma 5.5.2 hold again. By the same argument as above we

conclude that there is a ball around p and a subsequence `k, such that Ũ(`) converges

to Ũ ′ on the ball, and correspondingly all derivatives. As limit, we get a maximal

surface M̃ ′, which contains a geodesic ball of radius ro around p. Then we return

to the original parameters ξ1, ξ2 and the original frame e1, e2, e3 at 0. Note that the

geodesic distance is independent of the choice of the parameters and the frames. It

is obvious that M̃ and M̃ ′ agree on the common part. We repeat this procedure

to extend M̃ to be defined on B̄2ro
(0, G̃), etc. In this way we may extend M̃ to be

an affine complete maximal surface defined in a domain Ω ∈ R2; using (5.5.9) and

(5.5.10) we get

‖ B̃ ‖G̃≤ 4, Ψ̃(0) = 1.

By Theorem 5.4.4, M̃ must be an elliptic paraboloid, given by

x3 =
1

2
((x1)2 + (x2)2), (5.5.15)

where x1, x2, x3 are the coordinates in R3 with respect to the frame e1, e2, e3.

For a paraboloid we have ‖ Ã ‖G̃= 0, ‖ B̃ ‖2
G̃
= 0, R̃ = 0 identically, and

G̃ = (dx1)2 + (dx2)2. Thus

‖ grad ln F̃ ‖G̃ (0) = 1. (5.5.16)

We consider ln F̃ as a function of x1, x2. Since the scalar curvature vanishes iden-

tically, R̃ = 0, from the formula

∆ ln F̃ = −R̃
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we conclude that ln F̃ is a harmonic function. As ‖ grad ln F̃ ‖≤ 2, ln F̃ must be

a linear function. In view of (5.5.15), without loss of generality, we may assume

that ln F̃ = x1. We introduce complex coordinates and write w = ξ1 +
√
−1 ξ2,

z = x1 +
√
−1 x2, then w(z) is a holomorphic or anti-holomorphic function. We

consider the case that w is holomorphic. For the case that w is anti-holomorphic,

the discussion is similar. Since G̃ = |dz|2 = F̃ |dw|2, we have |w′|2 = F̃−1 = e−x1

.

Let Q = e
z
2 . Then |w′Q| = 1. From the maximum principle we get w′Q = C, where

C is a constant with |C| = 1. So w′ = Ce−
z
2 . It follows that w = −2Ce−

z
2 + E,

where E is a constant. Since e−
z
2 has period 2π for x2, we have a covering map

R2 → Ω; this is impossible. We get a contradiction. So ‖B‖G must be bounded

above on M . By Theorem 5.4.4, M is an elliptic paraboloid. We have proved

Calabi’s Conjecture in dimension n = 2. �

5.6 Chern’s Conjecture

In this section we study a nonlinear, fourth order partial differential equation for a

convex function f on a convex domain Ω in Rn. The equation can be written as

n∑

i,j=1

F ijwij = −L], w :=
[
det
(

∂2f
∂xi∂xj

)]a
, (5.6.1)

where L] : Ω → R is some given C∞ function, (F ij) denotes the cofactor matrix of

the Hessian matrix
(

∂2f
∂xi∂xj

)
and a 6= 0 is a real constant.

In the case when a = −n+1
n+2 and L] = 0, the PDE (5.6.1) is the equation for affine

maximal hypersurfaces (see section 5.2.2).

In the case when a = −1, the PDE (5.6.1) is called the Abreu equation, which

appears in the study of the differential geometry of toric varieties (see [1], [29], [30],
[31]), where L] is the scalar curvature of the Kähler metric. About the Bernstein

property for the Abreu equation we would like to pose the following conjecture:

Conjecture 5.6.1. Let f(x1, ..., xn) be a smooth, strictly convex function defined

for all x ∈ Rn. Assume that f satisfies the Abreu equation

n∑

i,j=1

F ijwij = 0, w :=
[
det
(

∂2f
∂xi∂xj

)]−1

.

Then f must be a quadratic polynomial.

Note that the PDE (5.6.1) with L] = 0 is the Euler-Lagrange equation of a

volume variational problem. In fact, let f(x) be a smooth, strictly convex function

defined in a convex domain Ω ∈ Rn, then

M := {(x1, · · · , xn, f(x)) | (x1, ..., xn) ∈ Ω}
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is a locally strongly hypersurface immersed in Rn+1. As in section 3.3.5, for the

above graph, we introduce the α-metric

G(α) = ραH,

where H and ρ are defined in section 3.3.4, and α = − (n+2)(2a+1)
n ; then the G(α)-

volume is given by

V (f, α) =

∫

Ω

[
det
(

∂2f
∂xi∂xj

)]a+1

dx1 ∧ · · · ∧ dxn. (5.6.2)

Let ft(x) = f(x) + tϕ(x), where ϕ(x) ∈ C∞
0 (Ω), then

d

dt
|t=0V (ft, α) =(a+ 1)

∫

Ω

[det(fij)]
a
∑

F ijϕij dx
1 · · · dxn

= − a(a+ 1)

∫

Ω

[det(fij)]
a−1

∑
F ijϕi[det(fij)]j dx

1 · · · dxn

=(a+ 1)

∫

Ω

(∑
F ijwij

)
ϕ dx1 · · · dxn.

It is easy to see that, in case that a 6= 0 and a 6= −1, if f is a critical point under

any interior variation then

n∑

i,j=1

F ijwij = 0,

where w was defined in (5.6.1).

Denote by ∆ and ‖ ·‖ the Laplacian and the tensor norm with respect to the Calabi

metric H, respectively. Recall the definition of ρ from section 1.4. In terms of the

Calabi metric the PDE (5.6.1) can be rewritten as

∆ρ = −β ‖grad ρ‖2

ρ + 1
a(n+2)L

]ρ(a+1)(n+2)+1, (5.6.3)

where

β := − (n+2)(2a+1)+2
2 .

Note that the PDE (5.6.3) with L] = 0 includes the cases a = 0, a = −1.

In this section we shall prove

Theorem 5.6.2. [55]. Let f be a smooth, strictly convex function defined for all

(x1, x2) ∈ R2. If f satisfies the PDE

2∑

i,j=1

F ijwij = 0 (5.6.4)

with w from (5.6.1) and a ≤ − 3
4 then f must be a quadratic polynomial.
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Remark.

(1) When a = − 3
4 Theorem 5.6.2 gives a new analytic proof for Chern’s conjecture

on affine maximal surfaces.

(2) When a = −1 Theorem 5.6.2 solves the above Conjecture 5.6.1 affirmatively for

n = 2.

(3) In [93] Trudinger and Wang proved that the global solution of the PDE (5.6.4)

on R2 with a > 0 must be a quadratic polynomial.

(4) When a = 0, n = 2 and L] = 0 the PDE (5.6.3) reduces to ∆ρ = 3 ‖grad ρ‖2

ρ ,

which is equivalent to

2∑

i,j=1

f ij ∂2

∂xi∂xj [ln det(fkl)] = 0. (5.6.5)

The global solution of the PDE (5.6.5) on R2 is not unique. In fact, the two examples

in section 4.5.1, restricted to n = 2, are global solutions of (5.6.5).

To prove Theorem 5.6.2, we will derive a series of estimates in the subsections

5.6.1 - 5.6.4. The proof of Theorem 5.6.2 follows in subsection 5.6.5.

5.6.1 Technical estimates

Let Ω be a convex domain and 0 ∈ Ω be the center of Ω (for the definition of the

center of a bounded convex domain please see section 1.8 in [37]). Let f be a strictly

convex function defined on Ω ⊂ Rn. Assume that

inf
Ω
f = 0, f = C > 0 on ∂Ω.

In the following we use the Calabi metric H. Consider the function

F := exp
{

−m
C−f + τ ]

}
Q‖grad h‖2, (5.6.6)

where Q > 0, τ ] > 0 and h are smooth functions defined on Ω. Clearly, F attains

its supremum at some interior point p∗. We choose a local orthonormal frame field

such that, at p∗, h,1 = ‖grad h‖, h,i = 0, for all i > 1. By the same calculation as

in the proof of Lemma 4.5.6, we get the following Lemma (for details see [55]):

Lemma 5.6.3. At the point p∗, we have the following estimate:

2
(

1
n−1 − δ − 1

)
(h,11)

2 + 2
∑

h,j(∆h),j + 2(1 − δ)
∑

A2
ml1(h,1)

2

− (n+2)2

8δ Φ(h,1)
2 − 2

δ(n−1)2 (∆h)2

+
[
∆τ ] − g′

∑
(f,i)

2 − g∆f + ∆Q
Q −

∑
(Q,i)

2

Q2

]
(h,1)

2 ≤ 0 (5.6.7)

for any 0 < δ < 1, where here and later

g := m
(C−f)2

, g′ := 2 m
(C−f)3

.
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Consequences. In the following we calculate the expression

2
∑

h,j(∆h),j + 2(1− δ)
∑

AmliAmljh,ih,j

for the cases h = f and h = ξ1, respectively.

1. The case h = f .

Using the formula (4.5.5) we have

2
∑

f,j(∆f),j = (n+ 2)
[

ρ,11

ρ (f,1)
2 − (ρ,1)2

ρ2 (f,1)
2 +

∑
f,1if,1

ρ,i

ρ

]
. (5.6.8)

Note that

f,ij = Aij1f,1 + fij

and
∑

(f,ij)
2 =

∑
A2

ij1(f,1)
2 + n+ (n+ 2)

ρ,1f,1

ρ . (5.6.9)

Similar to (4.5.43) we get
∑

(f,ij)
2 ≥ ( n

n−1 − δ)(f,11)
2 + 2

∑

i>1

(f,1i)
2 − 1

δ(n−1)2 (∆f)2

for any 0 < δ < 1. Thus combination of (5.6.8) and (5.6.9) gives (recall the definition

of Φ from section 1.4)

2
∑

f,j(∆f),j + 2(1 − δ)
∑

A2
ml1(f,1)

2

≥2n−5nδ
n−1 (f,11)

2 + (4 − 8δ)
∑

i>1

(f,1i)
2 − 2

δ(n−1)2 (∆f)2

+ (n+ 2)
ρ,11

ρ (f,1)
2 −

(
(n+2)2

4δ + (n+ 2)
)

Φ(f,1)
2

− 2n− 2(n+ 2)(1 − δ)
ρ,1f,1

ρ (5.6.10)

for any 0 < δ < 1. In particular, for n = 2, we have

2
∑

f,j(∆f),j + 2(1 − δ)
∑

A2
ml1(f,1)

2

≥ 4
ρ,11

ρ (f,1)
2 + (4 − 10δ)

∑
(f,1i)

2 −
(

4
δ + 8

)
Φ(f,1)

2 − 2
δ (∆f)2 − 8. (5.6.11)

2. The case h = ξ1.

By (3.3.8) we have

∆h = −n+2
2 H(grad ln ρ, grad h).

It follows that

2
∑

h,j(∆h),j = − (n+ 2)
[

ρ,11

ρ (h,1)
2 − (ρ,1)2

ρ2 (h,1)
2 +

∑
h,1ih,1

ρ,i

ρ

]

≥− (n+ 2)
ρ,11

ρ (h,1)
2 − δ

∑
(h,1i)

2 − (n+2)2

4δ Φ(h,1)
2
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for any 0 < δ < 1
3 . Now we use the coordinates x1, ..., xn to calculate

∑
(h,ij)

2 and∑
A2

ml1(h,1)
2. Recall that the Christoffel symbols satisfy Γk

ij = 1
2

∑
fklflij . Hence

h,ij = f1ij − 1
2

∑
f1kf

klflij = 1
2f1ij ,

∑
(h,ij)

2 = 1
4

∑
f ikf jlf1ijf1kl,

∑
A2

ml1(h,1)
2 = 1

4

∑
f ikf jlfijpfklqf

prf1rf
qsf1s =

∑
(h,ij)

2.

Consequently, we obtain

2
∑

h,j(∆h),j + 2(1 − δ)
∑

AmliAmljh,ih,j

≥ (2 − 3δ)
∑

(h,ij)
2 − (n+ 2)

ρ,11

ρ (h,1)
2 − (n+2)2

4δ Φ(h,1)
2

≥ 2n−5nδ
n−1 (h,11)

2 + (4 − 6δ)
∑

i>1

(h,1i)
2 − (n+ 2)

ρ,11

ρ (h,1)
2

−
(

(n+2)2

4δ + (n+2)2

δ(n−1)2

)
Φ(h,1)

2 (5.6.12)

for any 0 < δ < 1
3 .

5.6.2 Estimates for the determinant of the Hessian

In this subsection we shall estimate the determinant of the Hessian of certain func-

tions from above. For this we use ‖·‖E to denote the norm of a vector with respect to

the canonical Euclidean metric in Rn. For affine maximal hypersurfaces, Trudinger

and Wang [91] obtained upper bounds for the determinant of the Hessian.

Lemma 5.6.4. Let f be a nonnegative convex C∞ function defined on the section

Sf (C), satisfying the PDE (4.5.9). If β > −n+4
2 then the following estimate holds:

det(fij) ≤ b0 for x ∈ Sf (C ′),

where b0 is a constant depending only on β, C > 0, C′

C < 1 and max‖grad f‖E.

Proof. Consider the function

F := exp
{

−m
C−f + ε

∑
(ξk)2

} 1

ρ

defined on the section Sf (C), wherem and ε are positive constants to be determined

later. Clearly, F attains its supremum at some interior point p∗ of Sf (C). We choose

a local orthonormal frame field of the metric H on M near p∗. Then, at p∗,

−gf,i + ε
(∑

(ξk)2
)

,i
− ρ,i

ρ = 0, (5.6.14)

−g′
∑

(f,i)
2 − ng−n+2

2

∑(
gf,i + ε

(∑
(ξk)2

)
,i

)
ρ,i

ρ

+ 2ε
∑

uii + (1 + β)Φ ≤ 0, (5.6.15)
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where g, g′ were defined in Lemma 5.6.3. We inserting (5.6.14) into (5.6.15):

2ε
∑

uii−g′
∑

(f,i)
2−ng+(n+4

2 +β)Φ−(n+2)ε
∑

ρ,i

ρ

(∑
(ξk)2

)
,i
≤ 0. (5.6.16)

Using the inequality of Schwarz yields

(n+ 2)ε
∑

ρ,i

ρ

(∑
(ξk)2

)
,i
≤ 8(n+2)2ε2

n+4+2β ‖grad f‖2
E

∑
uii + n+4+2β

8 Φ.

From (5.6.14) we have

Φ ≥ 1
2g

2
∑

(f,i)
2 − 4ε2‖grad f‖2

E

∑
uii.

Then
(
2ε−

[
(n+ 4 + 2β) + 8(n+2)2

n+4+2β

]
ε2‖grad f‖2

E

)∑
uii

+(n+4+2β
8 g2 − g′)

∑
(f,i)

2 − ng ≤ 0.

Choose ε such that
[
(n+ 4 + 2β) + 8(n+2)2

n+4+2β

]
max ‖grad f‖2

E · ε ≤ 1

and m = 16C
n+4+2β . Note that

∑
uii ≥ nρ−

n+2
n . We use the inequality of Schwarz

and get

1
ρ ≤ a0g

n
n+2

for some constant a0 depending only on β, n and max ‖grad f‖E. Thus we complete

the proof of Lemma 5.6.4. �

Lemma 5.6.5. Let u be a nonnegative convex C∞ function defined on the section

Su(C), satisfying the PDE (4.5.9). If β < n
2 then the following estimate holds:

det(uij) ≤ b0, for ξ ∈ Su(C ′),

where b0 is a constant depending only on β, C > 0, C′

C < 1 and max‖grad u‖E .

Proof. Consider the function

F := exp
{

−m
C−u + ε

∑
(xk)2

}
ρ

defined on the section Su(C), wherem and ε are positive constants to be determined

later. Clearly, F attains its supremum at some interior point p∗ of Su(C). We choose

a local orthonormal frame field of the metric H on M near p∗. Then, at p∗,

−γu,i + ε
(∑

(xk)2
)

,i
+

ρ,i

ρ = 0, (5.6.17)

−γ′
∑

(u,i)
2 − nγ + n+2

2

∑
ρ,i

ρ

(
γu,i + ε

(∑
(xk)2

)
,i

)

+ 2ε
∑

f ii − (1 + β)Φ ≤ 0, (5.6.18)
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where γ and γ′ are the functions defined in section 4.5.4. Inserting (5.6.17) into

(5.6.18) yields

(n+ 2)ε
∑

ρ,i

ρ

(∑
(xk)2

)
,i
− γ′

∑
(u,i)

2 − nγ + 2ε
∑

f ii +
(

n
2 − β

)
Φ ≤ 0.

Again we use the inequality of Schwarz and get

(n+ 2)ε
∑

ρ,i

ρ

(∑
(xk)2

)
,i
≤ 8(n+2)2ε2

n−2β ‖grad u‖2
E

∑
f ii + n−2β

8 Φ.

From (5.6.17) we have

Φ ≥ 1
2γ

2
∑

(u,i)
2 − 4ε2‖grad u‖2

E

∑
f ii.

Then(
2ε−

[
(n− 2β) + 8(n+2)2

n−2β

]
ε2‖grad u‖2

E

)∑
f ii +(n−2β

8 γ2−γ′)
∑

(u,i)
2−nγ ≤ 0.

Choose [
(n− 2β) + 8(n+2)2

n−2β

]
max ‖grad u‖2

E · ε ≤ 1

and m = 16C
n−2β . The inequality of Schwarz gives

ρ ≤ a0γ
n

n+2

for some constant a0 depending only on β, n and max ‖grad u‖E. Thus we complete

the proof of Lemma 5.6.5. �

In the following we estimate the determinant det
(

∂2f
∂xi∂xj

)
from below and above.

We restrict to functions f of two variables. In this case we can estimate the de-

terminant in a convex domain Ω ⊂ R
2, while usual estimates hold only in sections,

just like in Lemmas 5.6.4 and 5.6.5. For simplicity, we restrict to the case L] = 0

in (5.6.3). In fact, the following Lemmas 5.6.6 and 5.6.7 hold for L] = const, see

Lemmas 6.1.4 and 6.1.5 below, or [53].

Lemma 5.6.6. Let f be a smooth, strictly convex function defined on a bounded

convex domain Ω ⊂ R2, satisfying the PDE (4.5.9). As before denote by Ω∗ the

Legendre transformation domain of f . Let Ω′∗ be an arbitrary subdomain of Ω∗

with dist(Ω′∗, ∂Ω∗) > 0. Then the following estimate holds:

det(fij) ≥ b0 for ξ ∈ Ω′∗,

where b0 is a constant depending only on dist(Ω′∗, ∂Ω∗), diam(Ω), diam(Ω∗) and

β.

Proof. For any ξ0 = (ξ01 , ξ
0
2) ∈ Ω∗ choose δ > 0 such that 0 < δ < dist(ξ0, ∂Ω∗). By

an orthogonal transformation we may assume that ξ0 = 0. Consider the function

F := − m
(δ2−θ)` + ρk

(
1 + εJ ]

)

defined on B∗
δ (0), where θ :=

∑
(ξk)2, J] :=

∑
(xk)2 and m, k, ` and ε are positive

constants to be determined later. Clearly, F attains its supremum at some interior
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point ξ∗ of B∗
r (0). We choose a local orthonormal frame field e1, e2 of the metric H

on M near ξ∗. Then, at ξ∗,

− m`
(δ2−θ)`+1 θ,i + ερkJ]

,i + kρk−1(1 + εJ ])ρ,i = 0, (5.6.19)

− m`(`+1)
(δ2−θ)`+2

∑
(θ,i)

2 − m`
(δ2−θ)`+1 ∆θ + ερk∆J] + kρk−1(1 + εJ ])∆ρ

+k(k − 1)ρk−2(1 + εJ ])
∑

(ρ,i)
2 + 2εkρk−1

∑
ρ,iJ

]
,i ≤ 0. (5.6.20)

Using the formulas (3.3.6) and (3.3.7), we obtain

− 4m`(`+1)
(δ2−θ)`+2

∑
uijξiξj − 2m`

(δ2−θ)`+1

∑
uii + 2m`

(δ2−θ)`+1

∑
ρ,i

ρ θ,i + 2ερk
∑

f ii

+ (k(k − 1) − kβ) ρk−2(1 + εJ ])
∑

(ρ,i)
2 + 2ε(k + 1)ρk−1

∑
ρ,iJ

]
,i ≤ 0.

By (5.6.19)

2m`
(δ2−θ)`+1

∑
ρ,i

ρ θ,i ≥ − 2ε
k

m`
(δ2−θ)`+1

∑
J]

,iθ,i

≥ − 8ε
k

m`
(δ2−θ)`+1 δ diam(Ω).

Here we used the fact
∑
J]

,iθ,i = 4
∑
xiξi ≤ 4δ · diam(Ω). We choose a positive

number k, depending only on β, such that k(k − 1 − β) ≥ 1. The inequality of

Schwarz gives

− 4m`(`+1)
(δ2−θ)`+2

∑
uijξiξj − 2m`

(δ2−θ)`+1

∑
uii + 2ερk

∑
f ii

− 4ε2(k + 1)2ρk
∑

f ijxixj − 8ε
k

m`
(δ2−θ)`+1 d(Ω

∗) d(Ω) ≤ 0, (5.6.21)

where d(Ω∗) and d(Ω) denote diam(Ω∗) and diam(Ω), respectively. Choose ε such

that 4ε(k + 1)2d(Ω)2 ≤ 1. By λ1, λ2 denote the eigenvalues of
(

∂2u
∂ξi∂ξj

)
= (uij).

From (5.6.21) we have

ερk(λ1 + λ2) ≤
[

4m`(`+1)δ2

(δ2−θ)`+2 + 2m`
(δ2−θ)`+1

] (
1
λ1

+ 1
λ2

)
+ 8ε

k
m`

(δ2−θ)`+1 d(Ω
∗)d(Ω).

Namely

ερk+4 ≤ 4`(`+2)md2(Ω∗)
(δ2−θ)`+2 + 8ε

k
m`

(δ2−θ)`+1 d(Ω
∗)d(Ω)ρ2.

Using Young’s inequality we have

8ε
k

m`
(δ2−θ)`+1 d(Ω

∗)d(Ω)ρ2 ≤ ε
2ρ

k+4 +
[

8
k

m`
(δ2−θ)`+1 d(Ω

∗)d(Ω)
] k+4

k+2
.

It follows that

ρk+4
(
1 + ε

∑
(xk)2

)k+4
k ≤ m

k+4
k+2 C

(δ2−θ)`+2 ,

where we choose ` = k
2 , and C > 1 is a constant depending only on k, ` and d(Ω∗),

d(Ω). Then

ρk
(
1 + ε

∑
(xk)2

)
≤ m

k
k+2 C

k
k+4

(δ2−θ)
(`+2)k

k+4

.
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Choose m = C
k(k+2)
2(k+4) , then

− m
(δ2−θ)` + ρk

(
1 + ε

∑
(xk)2

)
≤ 0.

It follows that

ρk ≤ m
(

4
δ2

)`

in B∗
δ
2

(0). We use a covering argument to complete the proof of Lemma 5.6.6. �

Using the same method we can prove

Lemma 5.6.7. Let f be a smooth and strictly convex function defined on a bounded

convex domain Ω ⊂ R2 satisfying the PDE (4.5.9). Let Ω′ be an arbitrary subdomain

of Ω with dist(Ω′, ∂Ω) > 0. Denote by Ω∗ the Legendre transformation domain of

f . Then the following estimate holds:

det(fij) ≤ b0 for x ∈ Ω′,

where b0 is a constant depending only on dist(Ω′, ∂Ω), diam(Ω), diam(Ω∗) and β.

Proof. Let ẋ = (ẋ1, ẋ2) ∈ Ω be an arbitrary point. By a translation and subtract-

ing a linear function, we may assume that ẋ = (0, 0), f(ẋ) = 0 and grad f(ẋ) = 0.

Choose δ > 0 such that

0 < δ < dist(ẋ, ∂Ω).

Consider the function

F := − m
(δ2−J])` + 1

ρk (1 + εθ)

defined on Bδ(0), where

θ :=
∑

(ξj)
2 , J] :=

∑(
xj
)2
,

and where m, k, ` and ε are real positive constants to be determined later. Clearly,

F attains its supremum at some interior point x̂ of Bδ(0). We choose a local

orthonormal frame field e1, e2 of the metric H on M near x̂. Then, at x̂,

− 4m`(`+1)δ2

(δ2−J])`+2

∑
f ii − 2m`

(δ2−J])`+1

∑
f ii − ε

k
8m`d(Ω)d(Ω∗)
(δ2−J])`+1 + 2ε 1

ρk

∑
fii

+ k ((k + 1) + β) 1
ρk+2 (1 + εθ)

∑
(ρ,i)

2 − 2ε (k + 1) 1
ρk+1

∑
ρ,iθ,i ≤ 0.

We choose a positive number k, depending only on β, such that

k(k + 1 + β) ≥ 1.

It follows that

− 2m`
(δ2−J])`+1

(
2(`+1)δ2

δ2−J] + 1
) ∑

f ii − ε
k

8m`
(δ2−J])`+1 d(Ω) d(Ω∗)

+ 2ε
ρk

(
1− 2ε (k + 1)

2
d(Ω∗)2

)∑
fii ≤ 0.
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Choose ε > 0 such that 4ε(k + 1)2diam(Ω∗)2 ≤ 1. Then we get

1
ρk (1 + εθ) ≤ m

k
k+2

(δ2−J])

(`+2)k
k+4

C
k

k+4 ,

where C > 1 is a constant depending only on k, ` and diam(Ω∗), diam(Ω). Choose

m = C
k(k+2)
2(k+4) , ` = k

2 . We obtain

− m
(δ2−J])` + 1

ρk (1 + εθ) ≤ 0,

and Lemma 5.6.7 follows. �

Similar to Lemma 4.5.4, we obtain the following Lemma (for details see [55]):

Lemma 5.6.8. Let Ωk ⊂ Rn be a sequence of smooth normalized convex domains,

f (k) be a sequence of strictly convex C∞ functions defined on Ωk. Assume that

inf
Ωk

f (k) = fk(qk) = 0, f (k) = C > 0 on ∂Ωk.

Then there are constants d > C, b > 0 independent of k such that

∑
i

(
∂f (k)

∂xi

)2

(d+u(k))2
≤ b, k = 1, 2, . . . on Ω̄k,

where u(k) is the Legendre transformation function of f (k) relative to 0.

Lemma 5.6.9. Let Ω be a normalized convex domain. Assume that f ∈ S(Ω, C)

and f satisfies the PDE (4.5.9) with β > 0. Assume that u is the Legendre trans-

formation function of f relative to 0. Then the following estimate holds:

det(fij )
(d+u)n+2 ≤ b0 for x ∈ Sf (C ′) = {x ∈ Ω | f(x) ≤ C ′} ,

where C ′ < C, and b0 is a constant depending only on C′

C , C, and β.

Proof. Recall the definition of ρ and Φ from section 1.4. Consider the function

F := exp
{
− m

C−f + P
}

1
ρ(d+u)

defined on the level set Sf (C), where

P := ε
∑

(ξk)2

(d+u)2 ,

m = 4C and ε is a positive constant to be determined later. From Lemma 5.6.8

we know that P has an upper bound. Clearly, F attains its supremum at some

interior point p∗. g, g′ are defined as in Lemma 5.6.3. Near p∗ we choose a local

orthonormal frame field of the Calabi metric H. Then, at p∗,

−gf,i + P,i − ρ,i

ρ − u,i

d+u = 0,

−g′
∑

(f,i)
2 − 2g − 2g

∑
ρ,if,i

ρ + (1 + β)Φ − 2
d+u + 2

∑
ρ,iu,i

ρ(d+u) +
∑

(u,i)
2

(d+u)2 + ∆P ≤ 0.
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Using the inequality of Schwarz we get

−
(
g′ + 4

β g
2
)∑

(f,i)
2 + β

4 Φ + β
2+β

∑
(u,i)

2

(d+u)2 + ∆P − 2g − 2
d+u ≤ 0. (5.6.22)

Now we calculate ∆P . By (3.3.7)

∑
(P,i)

2 ≤ 8εP
∑

uii

(d+u)2 + 8P 2
∑

(u,i)
2

(d+u)2 , (5.6.23)

and

∆P = ε∆(
∑

(ξk)2)
(d+u)2 − 4εH(grad

∑
(ξk)2, grad u)

(d+u)3 − 2ε
∑

(ξk)2∆u
(d+u)3 + 6ε

∑
(ξk)2

∑
(u,i)

2

(d+u)4

= ε
(d+u)2

[
2
∑

uii − 2H(grad ln ρ, grad (
∑

(ξk)2)) − 4H(grad
∑

(ξk)2, grad u)
d+u

]

+ 6ε
∑

(ξk)2
∑

(u,i)
2

(d+u)4 + 4ε
∑

(ξk)2H(grad ln ρ, grad u)
(d+u)3 − 4ε

∑
(ξk)2

(d+u)3 .

Note that

‖grad
(∑

(ξi)
2
)
‖2 = 4

∑
uijξiξj .

Using the inequality of Schwarz we get

∆P ≥ ε
2(d+u)2

∑
uii − 18εbΦ− 60εb

∑
(u,i)

2

(d+u)2 − 4εb. (5.6.24)

We choose ε such that

εb ≤ min
{

β
72 ,

β
60(2+β) , 1

}
.

Insert (5.6.24) into (5.6.22), then

ε
2(d+u)2

∑
uii −

(
g′ + 4

β g
2
)∑

(f,i)
2 − 2g − 6 ≤ 0.

Note that
∑

(f,i)
2 =

∑
f ijξiξj ≤ b(d+ u)2

∑
f ii,

where b is the constant in Lemma 5.6.8. Denote by µ1, µ2 the eigenvalues of (uij),

we have

ε
2(d+u)2 (µ1 + µ2) −

(
g′ + 4

β g
2
)
b(d+ u)2

(
1

µ1
+ 1

µ2

)
− 2g − 6 ≤ 0.

Thus

ε
2ρ4(d+u)4 − (g + 3) 1

ρ2(d+u)2 −
(
g′ + 4

β g
2
)
b ≤ 0,

where we used the inequality µ1 + µ2 ≥ 2
√
µ1µ2. It follows that

exp
{
− m

C−f + P
}

1
ρ(d+u) ≤ b1

for some constant b1 depending on C and β. �
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5.6.3 Estimates for the third order derivatives

In the following we derive estimates for the third order derivatives, this is the core

of the proof of Theorem 5.6.2. We still restrict to functions of two variables. Let

Ω be a normalized domain and f ∈ S(Ω, C). Without loss of generality we assume

that Φ 6≡ 0. We introduce the following notations:

A : = max
Ω

{
exp

{
− m

C−f

}
Φ

ρα(d+u)α

}
,

D : = max
Ω

{
exp

{
− m

C−f +K
}

g2‖grad f‖2

ρα(d+u)α

}
,

where

K := N
A exp

{
− m

C−f

}
Φ

ρα(d+u)α ,

and m, α and N are positive constants to be determined later.

Lemma 5.6.10. Assume that Ω ⊂ R2 is a normalized domain and f ∈ S(Ω, C)

satisfies the PDE (4.5.9) with β > 0, and that there exists a constant b > 0 such

that in Ω:

1
ρ(d+u) < b.

Then there are constants α > 0, N and m such that

A ≤ max{d1,
4

αβD},

where d1 is a constant depending only on α, C, b and β.

Proof. To prove this lemma we consider the function

F := exp
{
− m

C−f

}
W

defined on Ω, where

W := Φ
ρα(d+u)α .

Clearly, F attains its supremum at some interior point p∗ in Ω. We may assume

that Φ(p∗) ≥ 1, otherwise the proof is complete. Choose a local orthonormal frame

field on M with respect to the Calabi metric. Then, at p∗,

W,i

W − gf,i = 0,

∆W
W − ‖grad W‖2

W 2 − g′‖grad f‖2 − g∆f ≤ 0.

A direct calculation gives

W,i = W
[

Φ,i

Φ − α
ρ,i

ρ − α
u,i

d+u

]
.

From Proposition 4.5.2, we have

∆Φ ≥ ‖grad Φ‖2

Φ + (2β2 + 4β + 1)Φ2.
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Thus we get

∆W =
∑

(W,i)
2

W +W

[
∆Φ
Φ −

∑
(Φ,i)

2

Φ2 + βαΦ + α
∑(

ρ,i

ρ +
u,i

d+u

)2

− 2α
d+u

]

≥
∑

(W,i)
2

W +W

[
(βα + 2β2 + 4β + 1)Φ + α

∑(
ρ,i

ρ +
u,i

d+u

)2

− 2α
d+u

]

≥
∑

(W,i)
2

W +W
[
(βα + 2β2 + 4β + 1)Φ − 2α

]
.

We choose m = 4C, then 2g′ ≤ g2. Using the inequality of Schwarz we get
[
βα + 2β2 + 4β

]
Φ − 2g2‖grad f‖2 − 2α− 2g ≤ 0.

We discuss two cases:

Case (i). If, at p∗,

2g2‖grad f‖2 ≤ 2α+ 2g,

then,

exp
{
− m

C−f

}
Φ

ρα(d+u)α ≤ d′

for some constant d′ > 0 depending only on α, β, b and C.

Case (ii). In the following we assume that

2g2‖grad f‖2(p∗) ≥ 2α+ 2g.

Then we have

αβΦ ≤ 4g2‖grad f‖2.

Multiply both sides with exp{− m
C−f +K} 1

ρα(d+u)α (p∗), we have

exp{N}A ≤ 4
αβ exp

{
− m

C−f +N
}

g2‖grad f‖2

ρα(d+u)α (p∗).

Note that K(p∗) = N. Hence

exp{N}A ≤ 4
αβD.

In (i) and (ii) we got upper estimates, thus Lemma 5.6.10 is proved. �

Lemma 5.6.11. Let Ω ⊂ R2 be a normalized convex domain, f ∈ S(Ω, C) satisfying

the PDE (4.5.9) with β > 0. Assume that there exists a constant b > 0 such that

in Ω:

1
ρ(d+u) < b.

Then there exist constants α > 0, N and m such that

A ≤ d2, D ≤ d2

for some constant d2 > 0 depending only on α, b, β and C.

Proof. Without loss of generality we may assume that 4
αβD ≥ d1. We put

τ ] := K, Q := g2 1
ρα(d+u)α , h := f
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in (5.6.6). Suppose that F attains its supremum at the point q∗. Choose a local

orthonormal frame field with respect to the Calabi metric H near q∗. From

F,i(q
∗) = 0 we have, at q∗,
(
−gf,i + 4

C−f f,i − α
ρ,i

ρ − α
u,i

d+u +K,i

)
(f,1)

2 + 2
∑

f,jf,ji = 0. (5.6.25)

We insert (5.6.11) into (5.6.7) and choose δ = 1
10 , and get, at q∗,

2(f,11)
2 + 2(f,12)

2 + 4
ρ,11

ρ (f,1)
2 + (βα− 388)Φ(f,1)

2 − 328 + ∆K(f,1)
2

−
(
g′(f,1)

2 + 2
(
g − 4

C−f

)
+ 2

(
g − 4

C−f

)
ρ,1

ρ f,1

−α
∑(

ρ,i

ρ +
u,i

d+u

)2

+ 2α
d+u

)
(f,1)

2 ≤ 0. (5.6.26)

Consider the inequality (5.6.26). In the following we choose N >> 10 and calculate

estimates for the terms (f,11)
2 + (f,12)

2, ∆K and 4
ρ,11

ρ (f,1)
2, respectively.

(1) Estimate for (f,11)
2 + (f,12)

2.

From (5.6.25) we have

2(f,11)
2 = 1

2

[
gf,1 − 4

C−f f,1 + α
(

ρ,1

ρ +
u,1

d+u

)
−K,1

]2
(f,1)

2

≥ 3
4N

[(
g − 4

C−f

)
f,1 + α

(
ρ,1

ρ +
u,1

d+u

)]2
(f,1)

2 − 9
10

(K,1)
2

K (f,1)
2, (5.6.27)

where we used the fact K ≤ N and the elementary inequality

(a+ b)2 ≥ (1 − δ)a2 − ( 1
δ − 1)b2

with a :=
(
(g − 4

C−f )f,1 + α
(

ρ,1

ρ +
u,1

d+u

))
, b := K,1, and δ := 10K

18+10K . Similarly

2(f,12)
2 ≥ 3

4N α
2
(

ρ,2

ρ +
u,2

d+u

)2

(f,1)
2 − 9

10
(K,2)

2

K (f,1)
2. (5.6.28)

(2) Estimate for ∆K.

K,i = K
(

Φ,i

Φ − α
ρ,i

ρ − α
u,i

d+u − gf,i

)
, (5.6.29)

∆K =
∑

(K,i)
2

K +K

(
(βα+ 2β2 + 4β + 1)Φ + α

∑(
ρ,i

ρ +
u,i

d+u

)2
)

−K
(
g′(f,1)

2 + 2g + 2α
d+u + 2g

ρ,1

ρ f,1

)
. (5.6.30)

Then we get

∆K ≥ ‖grad K‖2

K − 2Kg
ρ,1f,1

ρ −N
(
g′(f,1)

2 + 2g + 2α
d+u

)
. (5.6.31)
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(3) Estimate for 4
ρ,11

ρ (f,1)
2.

First, we choose a frame ẽ1, ẽ2 such that ρ,1 = ‖grad ρ‖. Note that

Φ,i =
2ρ,1ρ,1i

ρ2 − 2
ρ,i(ρ,1)2

ρ3 .

It is easy to check

(ρ,11)2+(ρ,12)2

ρ2 ≤
∑

(Φ,i)
2

2Φ + 2Φ2.

Then

∑
(ρ,ij)

2

ρ2 =
(ρ,11)2+2(ρ,12)2+

(
β(ρ,1)

2

ρ +ρ,11

)2

ρ2

≤ 3((ρ,11)2+(ρ,12)2)
ρ2 + 2β2Φ2 ≤ 3

∑
(Φ,i)

2

2Φ + (6 + 2β2)Φ2.

Next, we return to the frame e1, e2. It follows that

4
|ρ,11|

ρ (f,1)
2 ≤2

√
6 ‖grad Φ‖√

Φ
(f,1)

2 + 4
√

6 + 2β2 Φ(f,1)
2

≤4
√

3
√

Φ

([∑(
Φ,i

Φ − gf,i − α
(

ρ,i

ρ +
u,i

d+u

))2
]1/2

+

[∑(
gf,i + α

(
ρ,i

ρ +
u,i

d+u

))2
]1/2

)
(f,1)

2 + (12 + 8β)Φ(f,1)
2.

(5.6.32)

We apply the inequality of Schwarz and (5.6.29) and get

4
√

3
√

Φ

[∑(
Φ,i

Φ − gf,i − α
(

ρ,i

ρ +
u,i

d+u

))2
]1/2

(f,1)
2

≤ 1
20

‖grad K‖2

K (f,1)
2 + 240

N A exp
{

m
C−f

}
ρα(d+ u)α(f,1)

2, (5.6.33)

4
√

3
√

Φ

[∑(
gf,i + α

(
ρ,i

ρ +
u,i

d+u

))2
]1/2

(f,1)
2 ≤ 300NΦ(f,1)

2

+ 1
12N

∑[(
g − 4

C−f

)
f,i + α

(
ρ,i

ρ +
u,i

d+u

)]2
(f,1)

2 + 4
3N

1
(C−f)2 (f,1)

4. (5.6.34)

From Lemma 5.6.10, note that K(p∗) = N , then

exp{N}A ≤ 4
αβ exp

{
− m

C−f +K
}

g2‖grad f‖2

ρα(d+u)α (q∗).

It follows that, at q∗,

240
N A exp

{
m

C−f

}
ρα(d+ u)α(f,1)

2 ≤ 960
Nαβ g2(f,1)

4. (5.6.35)

We inserting (5.6.33), (5.6.34) and (5.6.35) into (5.6.32) and obtain

4
|ρ,11|

ρ (f,1)
2 ≤ 1

20
‖grad K‖2

K (f,1)
2 + 960

Nαβ g
2(f,1)

4

+ 4
3N

1
(C−f)2 (f,1)

4 + (302N + 8β)Φ(f,1)
2

+ 1
12N

∑[(
g − 4

C−f

)
f,i + α

(
ρ,i

ρ +
u,i

d+u

)]2
(f,1)

2. (5.6.36)
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We insert (5.6.27), (5.6.28), (5.6.31) and (5.6.36) into (5.6.26), this gives

2
3N

∑[(
g − 4

C−f

)
f,i + α

(
ρ,i

ρ +
u,i

d+u

)]2
(f,1)

2 + α
∑(

ρ,i

ρ +
u,i

d+u

)2

(f,1)
2

+ (αβ − 340N − 8β) Φ(f,1)
2 − 2

(
Kg + g − 4

C−f

)
ρ,1

ρ (f,1)
3 − 328

−
[
(N + 1)g′ + 1000

Nαβ g
2 + 4

3N
1

(C−f)2

]
(f,1)

4 − 2(N + 1)
(
g + α

d+u

)
(f,1)

2 ≤ 0.

(5.6.37)

We choose N and α such that

1 +N = 2α
3N , i.e., α = 3N(1+N)

2 , (5.6.38)

and choose N large enough so that

βα− 340N − 8β =
(

3N(1+N)
2 − 8

)
β − 340N > 200N.

We choose m ≥ 2CαβN(N + 1), then

g′(N + 1) ≤ 1
Nαβ g

2, 4
3N

1
(C−f)2 <

1
N2αβ g

2.

In the following we discuss two cases:

Case 1:
∑ ρ,if,i

ρ > 0. In this case, by (5.6.38), we have

2
3N

[(
g − 4

C−f

)
f,i + α

(
ρ,i

ρ +
u,i

d+u

)]2
(f,1)

2 − (2 + 2N)
(
g − 4

C−f

)
ρ,1

ρ (f,1)
3

≥ 2
3N

(
g − 4

C−f

)2

(f,1)
4 − 2(N + 1)

(
g − 4

C−f

)
(f,1)

2 ≥ 1
3N g

2(f,1)
4 − C0,

where we used the fact
|∑ f,iu,i|

d+u = |f+u|
d+u < 1 (see (4.5.28)); here C0 is a constant

depending only on β. Note that K ≤ N , we have

2N
(
g − 4

C−f

)
ρ,1f,1

ρ − 2gK
ρ,1f,1

ρ ≥ − 8N
C−f

ρ,1f,1

ρ ≥ −200NΦ− 3
50αβ g

2(f,1)
2.

Then, we have

1
6N g

2(f,1)
4 − 2(N + 1)

(
g + α

d+u

)
(f,1)

2 − C1 ≤ 0

for some constant C1 depending only on β.

Case 2:
∑ ρ,if,i

ρ ≤ 0. By the inequality of Schwarz we have

2
3N

∑[(
g − 4

C−f

)
f,i + α

(
ρ,i

ρ +
u,i

d+u

)]2
(f,1)

2 + α
∑(

ρ,i

ρ +
u,i

d+u

)2

(f,1)
2

≥ 2
2α+3N

(
g − 4

C−f

)2

(f,1)
4 ≥ 1

2α+3N g
2(f,1)

4.

Then

1
4α+6N g

2(f,1)
4 − 2(N + 1)

(
g + α

d+u

)
(f,1)

2 − 328 ≤ 0.
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Consequence: In both cases, we have an inequality of the type

a0g
2(f,1)

4 − (a1g + a2)(f,1)
2 − a3 ≤ 0,

where a0, a1, a2 and a3 are positive constants depending only on β. Consequently

exp
{
− m

C−f +K
}
g2 1

ρα(d+u)α ‖grad f‖2 ≤ a4.

Together with Lemma 5.6.10, Lemma 5.6.11 follows. �

As a corollary of Lemma 5.6.11, we get the following estimates:

Proposition 5.6.12. Let Ω ⊂ R2 be a normalized convex domain and 0 ∈ Ω be the

center of Ω. Let f be a strictly convex C∞ function defined on Ω. Assume that

inf
Ω
f = 0, f = C > 0 on ∂Ω

and that f satisfies the PDE (4.5.9) with β > 0. Then there exists a constant α > 0

such that, on ΩC
2

:= {x ∈ Ω | f(x) < C
2 },

Φ
ρα(d+u)α ≤ d3,

‖grad f‖2

ρα(d+u)α ≤ d3

for some constant d3 > 0 depending only on β and C.

Proposition 5.6.13. Let Ω ⊂ R2 be a normalized convex domain and 0 ∈ Ω be the

center of Ω. Let f be a strictly convex C∞ function defined on Ω. Assume that

inf
Ω
f = 0, f = C > 0 on ∂Ω

and that f satisfies the PDE (4.5.9) with β = 0, and that there is a constant b > 0

such that, in Ω,

1
ρ ≤ b.

Then there exists α > 0 such that the following estimates hold on ΩC
2
:

Φ
ρα ≤ d4,

‖grad f‖2

ρα ≤ d4

for some constant d4 > 0 depending only on α, b and C.

Since the proof is very similar to the proof of Proposition 5.6.12, we omit it here.

5.6.4 Estimates for
∑

fii

In the following we will derive an upper bound for
∑
fii.

Proposition 5.6.14. Let Ω ⊂ R2 be a normalized convex domain. Let f ∈ S(Ω, C)

be a smooth and strictly convex function defined in Ω, which satisfies the equation

(4.5.9) with β > 0. Assume that there are constants d3 > 0 and α > 1 such that,

in Ω,

Φ
ρα(d+u)α < d3,

1
ρ(d+u) < d3.
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Then there exists a constant d5 > 0, depending only on α, β, d3 and C, such that

exp
{
− 32(2+d3)C

C−f

} ∑
fii

ρα(d+u)α+2 ≤ d5

on Ω.

Proof. Put

h := ξ1, τ ] := W + P, Q := 1
ρα(d+u)α+2

in (5.6.6), where

P := ε
∑

(ξk)2

(d+u)2 , W := Φ
ρα(d+u)α .

We choose ε such that P ≤ 1
30 on Ω. F attains its supremum at some point p∗.

Choose a local orthonormal frame field on M with respect to the Calabi metric H

near p∗. From F,i(p
∗) = 0 we have, at p∗,

(
−gf,i − α

ρ,i

ρ − (α + 2)
u,i

d+u +W,i + P,i

)∑
(h,j)

2 + 2
∑

h,jh,ji = 0. (5.6.39)

We insert (5.6.12) into (5.6.7) with δ := 1
12 , and use the inequality of Schwarz, this

gives, at p∗,

3
∑

(h,1i)
2 + (∆W + ∆P )(h,1)

2 − 4
ρ,11

ρ (h,1)
2 − a1Φ(h,1)

2 + (α + 1)
∑

(u,i)
2

(d+u)2 (h,1)
2

−
[(
g′ + 1

32(2+d3)
g2
)∑

(f,i)
2 + 2g + 2(α+ 2)

]
(h,1)

2 ≤ 0, (5.6.40)

where here and later we use ai to denote constants depending only on α and β.

We calculated ∆P in Section 5.6.2 (see (5.6.24)). Now we estimate ∆W . We use

Propositions 4.5.2 and (5.6.12) with δ = 1
16α to obtain

∆W ≥
(
1− 1

2α

) ∑(W,i)
2

W +
∑

(ρ,ij )2

8αρα+2(d+u)α − a2Φ − a3. (5.6.41)

By the inequality of Schwarz we have

4
|ρ,11|

ρ ≤
∑

(ρ,ij)
2

8αρα+2(d+u)α + 32αρα(d+ u)α. (5.6.42)

Now we calculate
∑

(h,1i)
2. From (5.6.39) we get

∑
(h,1i)

2 = 1
4

∑(
gf,i + α

ρ,i

ρ + (α+ 2)
u,i

d+u −W,i − P,i

)2

(h,1)
2.

We estimate

1
4

∑(
gf,i + α

ρ,i

ρ + (α+ 2)
u,i

d+u −W,i − P,i

)2

≥ 1
8

∑(
gf,i + (α+ 2)

u,i

d+u −W,i

)2

− 1
2

∑
(P,i)

2 − 1
2α

2Φ

≥ 1
8(1+W )

∑(
gf,i + (α+ 2)

u,i

d+u

)2

−
∑

(W,i)
2

8W − 1
2

∑
(P,i)

2 − 1
2α

2Φ

≥ 1
8(1+d3)

g2
∑

(f,i)
2 − (α+ 2)g −

∑
(W,i)

2

8W − 1
2

∑
(P,i)

2 − 1
2α

2Φ. (5.6.43)
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In the second inequality above we used the inequality (a+b)2 ≥ (1−η)a2−( 1
η −1)b2

with η = W
1+W . In the third inequality above we used the fact

|
∑

f,iu,i|
d+u = |f+u|

d+u < 1.

We choose m = 32(2 + d3)C, then
(
g′ + 1

32(2+d3)
g2
)
< 3

32(2+d3)
g2. Since

(
∂2u

∂ξi∂ξj

)
=
(

∂2f
∂xi∂xj

)−1

and (h,1)
2 =

∑
f1if1jf

ij = f11,

we have
∑
uii ≥ (h,1)

2. Choose ε as in Lemma 5.6.9. We insert (5.6.23), (5.6.24),

(5.6.41), (5.6.42), (5.6.43) into (5.6.40) and obtain

ε
10(d+u)2 (h,1)

2 − a6Φ − a7g − a8ρ
α(d+ u)α − a9 ≤ 0.

It follows that

exp
{
− 32(2+d3)C

C−f

}
‖grad ξ1‖2

ρα(d+u)α+2 ≤ d5

for some constant d5. As ‖grad ξ1‖2 = f11, we can prove this inequality for any fii

in the same way. This completes the proof. �

In a similar way we can prove the following Proposition:

Proposition 5.6.15. Let x3 = f(x1, x2) be a smooth and strictly convex function

defined on a normalized convex domain Ω ⊂ R2, which satisfies the equation (4.5.9)

with β = 0. Assume that f ∈ S(Ω, C), and that there exist constants α ≥ 0 and

d4 ≥ 0 such that

Φ
ρα ≤ d4,

1
ρ ≤ d4

on Ω̄. Then there is a constant d5 > 0, depending only on α, d4 and C, such that

exp
{
− 32(2+d4)C

C−f

} ∑
fii

ρα(d+u)α+2 ≤ d5

on Ω.

Remark. It is easy to see that Propositions 5.6.14 and 5.6.15 hold for any dimen-

sion.

5.6.5 Proof of Theorem 5.6.2

We begin with the following Lemma:

Lemma 5.6.16. Let Ωk ⊂ R2 be a sequence of smooth normalized convex domains,

converging to a convex domain Ω, and let f (k) ∈ S(Ωk , C) with fk(qk) = 0. Assume

that the functions f (k) satisfy the PDE (4.5.9) with β ≥ 0. Then there exists a

subsequence f (i`) that locally uniformly converges to a convex function f ∈ C0(Ω)

with d(po, ∂Ω) > 0, where po is the point such that f(po) = 0. Moreover, there

is an open neighborhood N of po such that f (i`) converges to f , and also all their

derivatives converge, therefore f is smooth and strictly convex in N .
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Proof. Case β > 0. Let 0 ∈ Ωk be the center of Ωk and u(k) the Legendre

transformation function of f (k) relative to 0.

To simplify the notations we will use f (k) to denote f (i`). By Lemmas 5.6.8,

5.6.9 and Propositions 5.6.12, 5.6.14 we have the uniform estimates

Φ(k)

ρα(d+u(k))α ≤ d6,
1

ρα(d+u(k))α ≤ d6,
∑

f
(k)
ii

ρα(d+u(k))α+2 ≤ d6

in

Sf (k) (qk,
C
2 ) := {x ∈ Ωk | f (k) < C

2 },
where d6 is a positive constant depending only on β and C. We may assume that

qk converges to po. Let BR(qk) be a Euclidean ball such that Ω ⊂ BR
2
(qk). Then

the Legendre transformation domain of Ω satisfies that B∗
δ (0) ⊂ Ω∗, where δ = C

2R

and B∗
δ (0) = {ξ | ξ21 + ξ22 < δ2}. By Lemma 5.6.6, we have

det(fij) ≥ b3

for ξ ∈ B∗
δ
2

(0) where b3 is constant depending only on C and β. Restricting to

B∗
δ (0), we have

− C
2R − C ≤ u(k) =

∑
ξix

i − f (k) ≤ C
2R .

Therefore, the sequence u(k) locally uniformly converges to a convex function u∞

in B∗
δ (0), and there are constants 0 < λ ≤ Λ <∞ such that the following estimates

hold in B∗
δ
2

(0)

λ ≤ λ
(k)
i ≤ Λ, for i = 1, 2, · · · , n, k = 1, 2, · · ·

where λ
(k)
1 , · · · , λ(k)

n denote the eigenvalues of the matrix (f
(k)
ij ). Then, by standard

elliptic estimates, Lemma 5.6.16 follows in case β > 0.

Case β = 0. Denote D := {x | f(x) = 0}. Again we have two subcases.

(i) If D
⋂
∂Ω = ∅ then there is a constant h > 0 such that the level set satisfies

S̄f (po, h) ⊂ Ω, and so we have a uniform estimate for
∑(

∂f (k)

∂xi

)2

in S̄f (k)(pk, h).

From Lemma 5.6.4, it follows that there is a uniform estimate for 1
ρ in S̄

(k)
f (pk,

h
2 ).

Then we use Propositions 5.6.13 and 5.6.15 and the same argument as above to

complete the proof.

(ii) In case D
⋂
∂Ω 6= ∅, let p ∈ D

⋂
∂Ω. Since the PDE (4.5.9) with β = 0 is an

equiaffine invariant, we may choose a new coordinate system such that
∑(

∂f (k)

∂xi

)2

is uniformly bounded in S̄f (k)(p, h). Then the same argument shows that f is

smooth in a neighborhood of p, and we get a contradiction. This excludes the case

D
⋂
∂Ω 6= ∅ and thus completes the proof of this lemma. �

Remark. Here we have shown that there is a uniform estimate

0 < b4 < det(u
(k)
ij ) < b5 <∞
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in B∗
δ
2

(0) for some constants b4, b5. We can use the convex body theory and a

theorem of Aleksandrov ([13] p.35) to conclude that u∞ is strictly convex. Then

we can also use the Caffarelli-Gutierrez theory to prove this lemma, for details see
[53].

Proof of Theorem 5.6.2. Let x : M → R3 be a locally strongly convex surface,

given as graph of a smooth, strictly convex function f defined for all (x1, x2) ∈ R2.

Assume that f satisfies the PDE (4.5.9) with β ≥ 0. Given any p ∈ M , by adding

a linear function, we may assume that

f(p) = 0, ∂f
∂xi (p) = 0, i = 1, 2.

Choose a sequence {Ck} of positive numbers such that Ck → ∞ as k → ∞. Then,

for any Ck, the section

Sf (p, Ck) =
{
(x1, x2) ∈ R

2 | f(x1, x2) < Ck

}

is a bounded convex domain in R2. It is well-known that (see section 4.5.6) there

exists a unique ellipsoid Ek which attains the minimum volume among all ellipsoids

that contain Sf (p, Ck) and that are centered at the center of mass of Sf (p, Ck) such

that

2−
3
2Ek ⊂ Sf (p, Ck) ⊂ Ek.

Let Tk be an affine transformation such that

Tk(Ek) = B1(0) =
{
(x1, x2) ∈ R

2 | (x1)2 + (x2)2 < 1
}
.

Define the functions

f (k)(x) =
f(T−1

k
x)

Ck
.

Then

B
2− 3

2
(0) ⊂ Ωk ⊂ B1(0),

where

Ωk =
{
(x1, x2) ∈ R

2 | f (k)(x1, x2) < 1
}
.

Taking subsequences we may assume that {Ωk} converges to a convex domain Ω and

{f (k)} converges to a convex function f∞, locally uniformly in Ω. By Lemma 5.6.16

the function f∞ is smooth and strictly convex in a neighborhood of T k(p) ∈ Ω. It

follows that the functions Φ(k)(T k(p)) are uniformly bounded.

Assume that Φ(p) 6= 0; by a direct calculation we have

Φ(k)(T k(p)) = CkΦ(p) → ∞,

thus we get a contradiction, and thus Φ(p) = 0. Since p is arbitrary, we have

Φ = 0 everywhere on M . It follows that det(fij) = const. So f must be a quadratic

polynomial. This completes the proof of Theorem 5.6.2. �
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5.7 An Affine Bernstein Problem in Dimension 3

In this section we use the following standard notation: we consider a domain

Ω ⊂ Rn, n ≥ 2, and a locally strongly convex function f : Ω → R. We consider the

graph xn+1 = f(x1, ..., xn) and consider the hypersurface M = {(x, f(x)) | x ∈ Ω}.
For a fixed point p0 ∈ M denote by d(p0, p) the geodesic distance from p to p0

with respect to the Calabi metric H, and by r : p 7→ r(p0, p) = d(p0, p) the geodesic

distance function. For any 0 < a ∈ R let B̄a(p0,H) := {p ∈ M | d(p0, p) ≤ a}
be a closed geodesic ball. From section 1.4 recall the definition of Φ, and define

F : B̄a(p0,H) 7→ R by

F (p) := (a2 − r2(p0, p))
2Φ(p).

Obviously, F attains its supremum at some interior point p∗. We may assume that

r2 is a C2-function in a neighborhood of p∗, and Φ > 0 at p∗.

We start this section with Theorem 5.7.1, and extend this result in section 5.8

below.

Theorem 5.7.1. [54]. Let xn+1 = f(x1, · · · , xn) be a locally strongly convex

function defined in a domain Ω ⊂ Rn. If M = {(x, f(x)) | x ∈ Ω} is an affine

maximal hypersurface, and if M is complete with respect to the Calabi metric H,

then, for dimension n = 2 or n = 3,M must be an elliptic paraboloid.

We divide the proof of Theorem 5.7.1 into two parts:

(I) We show that, if the maximal hypersurface M is complete with respect to the

metric H and if the norm of its Ricci curvature ‖Ric‖H is bounded above then M

must be an elliptic paraboloid.

(II) We use Hofer’s Lemma (see section 5.5) to verify that ‖Ric‖H must be bounded.

5.7.1 Proof of Part I

First we prove the following lemma:

Lemma 5.7.2. Let x : M → Rn+1 be a locally strongly convex affine maximal

hypersurface, which is given as graph of a locally strongly convex function:

xn+1 = f(x1, · · · , xn).

If M is complete with respect to the metric H, and if there is a constant N > 0 such

that ‖Ric‖H ≤ N everywhere then, for dimension n = 2 or n = 3, M must be an

elliptic paraboloid.

Proof. For the structure of the following proof recall section 4.5.5.

Let p0 ∈M be an arbitrary fixed point. Adding a linear function and by an appro-

priate parameter transformation, we may assume that p0 has coordinates (0, · · · , 0)
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and

f(0) = 0, fi(0) = 0, fij(0) = δij .

Consider the function

F = (a2 − r2)2Φ

defined on B̄a(p0,H). Then, at p∗,

F,i = 0,
∑

F,ii ≤ 0,

where “ , ” denotes the covariant differentiation with respect to the Calabi metric.

We calculate both expressions explicitly

Φ,i

Φ − 2(r2),i

a2−r2 = 0, (5.7.1)

∆Φ
Φ −

∑
(Φ,i)

2

Φ2 − 2‖grad r2‖2

(a2−r2)2 − 2∆(r2)
a2−r2 ≤ 0. (5.7.2)

We insert (5.7.1) into (5.7.2) and get

∆Φ
Φ ≤ 6‖grad r2‖2

(a2−r2)2 + 2∆(r2)
a2−r2 = 24r2

(a2−r2)2 + 4
a2−r2 + 4r∆r

a2−r2 . (5.7.3)

Recall that (M,H) is a complete Riemann manifold with Ricci curvature bounded

from below by a constant −N, (N > 0). We apply the Laplacian Comparison

Theorem and have

r∆r ≤ (n− 1)(1 +
√
Nr).

Consequently, from (5.7.3), it follows that

∆Φ
Φ ≤ 24r2

(a2−r2)2 + 4n
a2−r2 + 4(n−1)

√
N ·r

a2−r2 . (5.7.4)

Case n = 3. In Proposition 4.5.2, choose β = n−2
2 , δ = 0, then we have

∆Φ ≥ 3
4
‖grad Φ‖2

Φ − 3
2

∑
Φ,i

ρ,i

ρ + 1
6Φ2. (5.7.5)

Thus by (5.7.1) and the inequality of Schwarz we have

∆Φ
Φ ≥ 3

4

∑
(Φ,i)

2

Φ2 − 3
2

∑
Φ,i

Φ · ρ,i

ρ + 1
6Φ

≥− 6
∑

(Φ,i)
2

Φ2 + 1
12Φ ≥ − 100r2

(a2−r2)2 + 1
12Φ. (5.7.6)

Insert (5.7.6) into (5.7.4); this gives

Φ ≤ 1488r2

(a2−r2)2 + 144
a2−r2 + 96

√
N ·r

a2−r2 . (5.7.7)

Multiply both sides of (5.7.7) by (a2 − r2)2. We obtain, at p∗,

(a2 − r2)2Φ ≤ b1a
2 + b2a

3, (5.7.8)

for some positive constants b1 and b2.

Case n = 2. Choose β = n−2
2 , δ = 0 in Proposition 4.5.2, then we have

∆Φ ≥ ‖grad Φ‖2

Φ + Φ2. (5.7.9)
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Similar to the case n = 3, it is easy to verify that (5.7.8) holds also for n = 2.

Hence, at any interior point of B̄a(p0,H), we have

Φ ≤ b1
1

a2(1 − r2

a2 )2
+ b2

1

a(1 − r2

a2 )2
.

Let a→ ∞, then

Φ ≡ 0. (5.7.10)

It follows that

det
(

∂2f
∂xi∂xj

)
= 1.

Thus the Calabi metric and the Blaschke metric satisfy

H = G.

This means that M is an affine complete parabolic affine hypersphere. By Theorem

4.6.1 we conclude that M must be an elliptic paraboloid. �

5.7.2 Proof of Part II: Affine blow-up analysis

Now we want to show that there is a constant N > 0 such that ‖Ric‖H ≤ N

everywhere. To this end, we need Hofer’s Lemma (see section 5.5).

Assume that ‖Ric‖H is not bounded above. Then there is a sequence of points

p` ∈ M such that ‖Ric‖H(p`) → ∞. Let B̄1(p`,H) be the closed geodesic ball with

center p` and radius 1. Consider a family Ψ(`) : B̄2(p`,H) → R of functions, ` ∈ N,

defined by

Ψ(`) := ‖Ric‖H + Φ + 4n(n− 1)J, (5.7.11)

where Φ and J are defined in section 3.3.4. In this subsection, if no confusion is

possible, we simplify the notation again and write Ψ instead of Ψ(`). We use Hofer’s

Lemma with Ψ
1
2 and find a sequence of points q` and positive numbers ε` such that

Ψ
1
2 (x) ≤ 2Ψ

1
2 (q`), ∀ x ∈ B̄ε`

(q`,H), (5.7.12)

ε`Ψ
1
2 (q`) ≥ 1

2Ψ
1
2 (p`) → ∞. (5.7.13)

The restriction of the hypersurface x to the balls B̄ε`
(q`,H) defines a family

M(`) of maximal hypersurfaces. For every `, we normalize M(`) as follows:

Step 1. By adding a linear function and by an appropriate coordinate transforma-

tion we may assume that q` has coordinates (0, · · · , 0) and

f(0) = 0, grad f(0) = 0.

We take a parameter transformation:

x̂i(`) =
∑

ai
j(`)x

j(`), (5.7.14)
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where aj
i (`) are constants. Choosing aj

i (`) appropriately and using an obvious

notation f̂ , Ψ̂, we may assume that, for every `, we have f̂ij(0) = δij . Note that,

under the parameter transformation (5.7.14), Ψ̂ is invariant.

Step 2. We take an affine transformation by

x̃i(`) = a(`)x̂i(`), 1 ≤ i ≤ n,

x̃n+1(`) = λ(`)x̂n+1(`),

where λ(`) and a(`) are constants. It is easy to verify that each M̃(`) again is a

locally strongly convex maximal hypersurface. Now we choose λ(`) = a(`)2 = Ψ̂(q`).

Using again an obvious notation f̃ , Ψ̃, one can see that

f̃ij(`) = f̂ij(`), Ψ̃(`) = 1
λ(`) Ψ̂(`). (5.7.15)

The first equation in (5.7.15) is trivial. We calculate the second one. From the

definition of Φ and Ric (see section 3.3.4) we easily get

Φ̃ = 1
λ(`) Φ̂, ‖R̃ic‖H̃ = 1

λ(`)‖R̂ic‖Ĥ
, J̃ = 1

λ(`) Ĵ .

Then the second equality in (5.7.15) follows.

We denote B̄a(q`, H̃) := {x ∈ M̃(`) | r̃(`)(q`, x) ≤ a}, where r̃(`) is the geodesic

distance function with respect to the metric H̃ on M̃(`). Then Ψ̃(`) is defined on

the geodesic ball B̄d(`)(q`, H̃) with d(`) = ε`Ψ
1
2 (q`) ≥ 1

2Ψ
1
2 (p`) → ∞. From (5.7.12)

to (5.7.15) we have

Ψ̃(q`) = 1,

Ψ̃(x) ≤ 4, ∀x ∈ B̄d(`)(q`, H̃). (5.7.16)

We may identify the parametrization and write (ξ1, · · · , ξn) for any index `.

Then f̃(`) is a sequence of functions defined in a domain Ω(`) with 0 ∈ Ω(`). Thus

we have a sequence M̃(`) of maximal hypersurfaces, given by f̃(`), and the following

relations:

f̃(`)(0) = 0, ∂f̃(`)
∂ξi

(0) = 0, ∂2f̃(`)
∂ξiξj

(0) = δij , (5.7.17)

Ψ̃(`)(0) = 1, (5.7.18)

Ψ̃(`)(p) ≤ 4, ∀p ∈ B̄d(`)(0, H̃), (5.7.19)

d(`) → ∞, as `→ ∞. (5.7.20)

To continue with the proof of Part II of Theorem 5.7.1, we need the following

lemma:

Lemma 5.7.3. Let M be an affine maximal hypersurface defined in a neighborhood

of 0 ∈ Rn. Suppose that, with the notations from above,

(i) fij(0) = δij ,
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(ii) ‖Ric‖H + Φ + 4n(n− 1)J ≤ 4.

Denote B̄ 1
2n

(0) := {(ξ1, · · · , ξn)| ∑(ξi)
2 ≤ 1

4n2 }. Then there is a constant C1 > 0

such that, for (ξ1, · · · , ξn) ∈ B̄ 1
2n

(0), the following estimates hold:

(1)
∑

fii ≤ 4n,

(2) 1
C1

≤ det(fij) ≤ C1.

(3) Define do by d2
o := 1

7n2(4n)n−1C1
then B̄do

(0,H) ⊂ {∑(ξi)
2 < 1

7n2 } ⊂ B̄ 1
2n

(0),

where Bdo
(0,H) is the geodesic ball with center 0 and radius do with respect to the

metric H.

Proof of Lemma 5.7.3.

(1) Consider an arbitrary curve Γ = {ξ1 = a1s, · · · , ξn = ans |
∑
a2

i = 1, s ≥ 0}.
From the assumptions we have

∑
f ilf jmfkrfijkflmr ≤ 4,

∑
fii(0) = n.

Since
∑
f ilf jmfkrfijkflmr is independent of the choice of the coordinates ξ1, . . . , ξn,

for any point ξ(s) we may assume that fij = λiδij . Then
∑

f ilf jmfknfijkflmn =
∑

1
λiλjλk

f2
ijk ≥

∑
f2

ijk

(
∑

fii)
3 .

It follows that
∑

f2
iik

(
∑

fii)3
≤ 1

(
∑

fii)3

∑
f2

ijk ≤ 4,

and hence

1

(
∑

fii(ξ(s)))
3
2

d(
∑

fii(ξ(s)))
ds = 1

(
∑

fii(ξ(s)))
3
2

∑
fiik(ξ(s))ak

≤ √
n
( ∑

f2
iik(ξ(s))

(
∑

fii(ξ(s)))3

) 1
2
(∑

a2
k

) 1
2

≤ 2
√
n.

Solving this differential inequality with
∑
fii(0) = n, we get

1√
n
− s

√
n ≤ 1

(
∑

fii(ξ(s)))
1
2
.

From the assumptions we have s ≤ 1
2n , then (1) follows.

(2) Consider again an arbitrary curve

Γ = {ξ1 = a1s, · · · , ξn = ans |
∑

a2
i = 1, s ≥ 0}.

From the assumptions we have
∑

f ijρiρj

ρ2 ≤ 4.

It follows that
∑

(ρi)
2

(
∑

fii)ρ2 ≤ 4.
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By (1) we get

1
ρ

dρ(ξ(s))
ds ≤ 4

√
n.

Solving this differential inequality with ρ(0) = 1, we obtain

−4
√
ns ≤ ln ρ(ξ(s)) ≤ 4

√
ns.

Recall that s ≤ 1
2n , then (2) follows.

(3) Denote by λmin, λmax the minimal and maximal eigenvalues of (fij) , resp.

Then, from (1) and (2), we have λmax ≤ 4n and

1
C1

≤ det (fij) ≤ λminλ
n−1
max ≤ (4n)

n−1
λmin. (5.7.21)

Hence, by (1) and (5.7.21), the geodesic distance function r satisfies

4n
∑

(ξi)
2 ≥ r2 ≥ 1

C1(4n)n−1

∑
(ξi)

2, (5.7.22)

and (3) follows. This finishes the proof of Lemma 5.7.3. �

To prove Part II of Theorem 5.7.1, we apply Lemma 5.7.3 to verify the following

Claim:

Claim: The sequence f̃(`) locally uniformly converges in C∞ to a smooth function

f̃ that we consider as graph function of a locally strongly convex hypersurface; this

hypersurface is complete with respect to the Calabi metric and satisfies the maximal

hypersurface equation with bounded Ψ̃ := lim Ψ̃(`).

Once the claim is proved, by Lemma 5.7.2, f̃ must be a quadric. Hence Ψ̃ ≡ 0. But

Ψ̃(0) = lim
`→∞

Ψ̃(`)(0) = 1.

We get a contradiction. Thus we show that there is a constant N > 0 such that

‖Ric‖H ≤ N everywhere.

Proof of the Claim: Since d(`) → ∞, we have B̄ 1
2n

(0) ⊂ Ω(`) for ` big enough.

In fact, by (5.7.22), the geodesic distance from 0 to the boundary of B̄ 1
2n

(0), with

respect to the metric H̃ on M̃(`), is less than 1√
n
. By Lemma 5.7.3 and bootstrap-

ping, we get a Ck-estimate, independent of `, for any k. It follows that there is a

ball B√
C2

(0) := {∑(ξi)
2 ≤ C2} and a subsequence (still indexed by `) such that

f̃(`) converges to f̃ on this ball, and correspondingly all derivatives, where C2 <
1

4n2

is very close to 1
4n2 . Thus, as limit, we get a maximal hypersurface M̃ , defined on

this ball B√
C2

(0), which contains a geodesic ball B̄do
(0, H̃). In the following we will

extend the hypersurface M̃ , and inductively show the statement

(*) f̃(`) uniformly converges to f̃ in Bm do
2

(0, H̃), m ∈ Z+. Moreover, for each

m <∞, Bm do
2

(0, H̃) is bounded in Rn.

We verify the statement (*) by induction on m. Assume (*) is true for m. Set

B(m− 1) := ∂B(m−1) do
2

(0, H̃)
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and

λ`,min(m− 1) := inf
ξ∈B(m−1)

λmin(D2f̃(`)(ξ)),

λ`,max(m− 1) := sup
ξ∈B(m−1)

λmax(D
2f̃(`)(ξ)),

where D2f̃(`) denotes the Hessian matrix of the function f̃(`). Since B(m − 1) is

compact, there exists εm−1 > 0 such that

εm−1 ≤ λ`,min(m− 1) ≤ λ`,max(m− 1) ≤ ε−1
m−1.

In fact, this is true for lim ` = ∞, then by convergence, this is true for all `.

Now we fix an arbitrary ξo ∈ Bm−1. Consider the convergence of f̃(`) in the

neighborhood of ξo. Note that the sequence {f̃(`)}` converges in B do
2

(ξo, H̃). We

want to show that it converges in Bdo
(ξo, H̃). Again, analogously to step 1 above,

we assume that ξo = 0, gradf̃(`)(0) = 0. We consider a parameter transformation:

ξ̂i(`) =
∑

aj
i (`)ξj(`), (5.7.23)

where aj
i (`) are constants. Choosing aj

i (`) appropriately and using an obvious

notation f̂ , Ψ̂, we may assume that, for every `, we have f̂ij(0) = δij . Note that,

under the parameter transformation (5.7.23), Ψ̂ is invariant. It is easy to verify

that each M̂(`) again is a locally strongly convex maximal hypersurface, and

∂2f̂(`)

∂ξ̂iξ̂j

(0) = δij ,

Ψ̂(`)(p) ≤ 4, ∀p ∈ B̄d(`)(0, Ĥ),

d(`) → ∞, as `→ ∞.

Now we apply Lemma 5.7.3 again to conclude that f̂(`) converges to f̂ in B√
C2

(0)

and hence on the geodesic ball Bdo
(ξo, Ĥ). Note that the upper and lower bounds

of eigenvalues of (aj
i (`)) only depend on λ`,min(m−1) and λ`,max(m−1), and hence

on εm−1. Put A∞ := lim`→∞(aj
i (`)). Hence A−1

∞ (B√
C2

(0)) is bounded.

Now, we reverse the above affine rescaling and conclude that:

f̃(`) converges to f̃ in a bounded domain D(ξo) := A−1
∞ (B√

C2
(0)) and thus on the

subset Bdo
(ξo, H̃).

The choice of ξo was arbitrary. If ξ = ξo runs over B(m− 1), we conclude that

f̃(`) uniformly converges to f̃ in B(m+1) do
2

(0, H̃). Moreover, it is easy to see that

B(m+1) do
2

(0, H̃) ⊂ Bm do
2

(0, H̃)
⋃

ξ∈B(m−1)

D(ξ)

which is bounded; here D(ξ) is defined in analogy to D(ξo). This proves (*).

Now from (*) the claim follows immediately. This completes the proof of Part II

and thus of Theorem 5.7.1. �
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We pose the following problem for higher dimension:

Problem 5.7.4. Let x : M → Rn+1 be a locally strongly convex hypersurface, given

as graph of a convex function

xn+1 = f(x1, · · · , xn),

defined on a domain Ω ⊂ Rn. If x(M) is an affine maximal hypersurface and if

x(M) is complete with respect to the metric H, is it an elliptic paraboloid ?

5.8 Another Method of Proof for some Fourth Order PDEs

In this section we shall prove Bernstein properties for complete hypersurfaces of

dimension n ≥ 2, satisfying the PDE (4.5.9), where we consider two different com-

pleteness conditions, namely Calabi completeness in Theorem 5.8.1 and Euclidean

completeness in Theorem 5.8.2.

For the proof of Theorem 5.7.1 we used analytic blow up techniques. For the proof

of the following Theorem 5.8.1 we follow ideas of A.M. Li and F. Jia, introduced

in [45]; there both authors studied the constant affine mean curvature equation. In

our proof below we give a lower bound for the Ricci curvature, calculating with the

Calabi metric. Then we apply the Laplacian Comparison Theorem.

Theorem 5.8.1. Let f(x1, ..., xn) be a strictly convex C∞-function defined on a

convex domain Ω ∈ Rn satisfying the PDE (4.5.9). Define

M := {(x, f(x)) | xn+1 = f(x), x := (x1, ..., xn) ∈ Ω}.
If M is complete with respect to the Calabi metric H and

β 6∈
[
− (n+2)(n−1)

4
√

n
− 1, (n+2)(n−1)

4
√

n
− 1
]

then M must be an elliptic paraboloid.

Proof. Recall the beginning of the proof of Lemma 5.7.2. Define the geodesic

distance from po with respect to the Calabi metric: a∗ = r(p0, p
∗). We discuss the

two cases p∗ 6= p0 and p∗ = p0.

1. In case p∗ 6= p0 we have a∗ > 0. Let B̄a∗(p0,H) := {p ∈M | r(p0, p) ≤ a∗}.
We choose δ = 0 and

β 6∈
[
− (n+2)(n−1)

4
√

n
− 1, (n+2)(n−1)

4
√

n
− 1
]

in Proposition 4.5.2, and apply the maximum principle, then we have

max
B̄a∗ (p0,H)

Φ = max
∂B̄a∗ (p0,H)

Φ.

Observe that a2 − r2 = a2 − a∗2 on ∂B̄a∗(p0,H), thus it follows that

max
B̄a∗ (p0,H)

Φ = Φ(p∗).

Consider p ∈ B̄a∗(p0,H); we choose an affine coordinate neighborhood {U,ϕ} with

p ∈ U such that

Rij(p) = 0, for i 6= j, and fij(ϕ(p)) = ∂2f
∂xi∂xj

(ϕ(p)) = δij , 1 ≤ i, j ≤ n,
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in U . From (4.6.3) we get

Rii(p) ≥ − (n+2)2

16 Φ(p) ≥ − (n+2)2

16 Φ(p∗).

We apply the Laplacian Comparison Theorem from section 1.3 and obtain

r∆r ≤ (n− 1)
(
1 + n+2

4

√
Φ(p∗) · r

)
. (5.8.1)

2. In case p∗ = p0 we have r(p0, p
∗) = 0. Consequently, from (5.7.3), (5.8.1) and

the inequality of Schwarz it follows that

∆Φ
Φ ≤ C1

a2

(a2−r2)2 + εΦ, (5.8.2)

where ε > 0 is a small constant to be determined later, and C1 is a positive constant

depending only on n and ε. (5.8.2) gives an upper estimate for the expression ∆Φ
Φ .

In the next step we calculate a lower estimate. Namely, by Proposition 4.5.2 with

δ = 0 and the inequality of Schwarz we have

∆Φ
Φ ≥ −16 (β+1)2(n−2)2

(n−1)2ε
a2

(a2−r2)2 +
(

2(β+1)2

n−1 − (n+2)2(n−1)
8n − ε

)
Φ; (5.8.3)

here we used (5.7.1). We combine (5.8.2) with (5.8.3) and have

F (β, ε)Φ ≤ C2
a2

(a2−r2)2 ,

where

F (β, ε) := 2(β+1)2

n−1 − (n+2)2(n−1)
8n − 2ε

and C2 is a positive constant depending only on n and ε. We may choose a suffi-

ciently small number ε(β) > 0 s. t. F (β, ε) > 0. Hence, at p∗,

Φ ≤ C3
a2

(a2−r2)2 ,

for some positive number C3 depending only on n and β. Thus, at any interior

point of B̄a(p0,H), we obtain

Φ ≤ C3
a2

(a2−r2)2 .

For a→ ∞ we get

Φ ≡ 0.

This means that M is an affine complete parabolic hypersphere. We apply Theorem

4.6.1 and conclude that M must be an elliptic paraboloid. This completes the proof

of Theorem 5.8.1. �

Remark. For affine maximal hypersurfaces we know that β = n−2
2 in the PDE

(4.5.9). It is easy to check that Theorem 5.7.1 is a special case of Theorem 5.8.1.

Following Li and Jia’s idea, several authors obtained similar results, see [44], [71]

and [101] .

In [46] the authors proved the following Bernstein property. However in [46] the

calculations are very complicated. Later, in [102], we gave a relatively simple proof,

using the Calabi metric.
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Theorem 5.8.2. Let x : M → Rn+1 be a locally strongly convex hypersurface,

which is given as graph of a locally strongly convex function:

xn+1 = f(x1, · · · , xn),

defined on R
n. If f satisfies the PDE (4.5.9) then there is a positive constant K(n)

depending only on the dimension n, such that, if |β| ≥ K(n) then f must be a

quadratic polynomial.

To structure the proof of Theorem 5.8.2, we first prove the Propositions 5.8.3

and 5.8.4 below.

For any fixed convex domain Ω ⊂ Rn, and any constant C > 0, let f ∈ S(Ω, C) (see

section 1.1.4). Assume that the function Φ does not vanish identically on Ω. For

the sake of simplicity, we introduce the following notations:

A := max
Ω

{
exp

{
− m

C−f

}
Φ
}
,

K := 1
|β|A exp

{
− m

C−f

}
Φ,

D := max
Ω

{
exp

{
− m

C−f +K
}
g2‖gradf‖2

}
,

where the function g is defined in Lemma 5.6.3, and m is a positive constant to be

determined later. We may assume that |β| ≥ 1.

Proposition 5.8.3. On a convex domain Ω, assume that f ∈ S(Ω, C) satisfies the

PDE (4.5.9). Then there is a positive constant K1(n), depending only on n, such

that, if |β| > K1(n) then the following estimate holds:

A ≤ a0(D + 1
C ),

where

a0 := 16n2

(β+1)2−(n+2)3 > 0.

Proof. To prove this proposition we consider the function

F := exp
{
− m

C−f

}
Φ,

defined on Ω, where m is a positive constant to be determined later. Clearly, F

attains its supremum at some interior point p∗. Around p∗ choose a local orthonor-

mal frame field with respect to the Calabi metric H. Recall the definitions of g and

g′ from Lemma 5.6.3. Then, at p∗,
Φ,i

Φ − gf,i = 0, (5.8.4)

∆Φ
Φ − ‖grad Φ‖2

Φ2 − g′‖gradf‖2 − g∆f ≤ 0. (5.8.5)

Proposition 4.5.2 with δ = 0, formula (5.8.4) and the inequality of Schwarz give:

∆Φ
Φ − ‖grad Φ‖2

Φ2 ≥− 1
2
‖grad Φ‖2

Φ2 − 2 (β+1)(n−2)
n−1

∑
Φ,i

Φ
ρ,i

ρ +
(

2(β+1)2

n − (n+2)2

8

)
Φ

≥− 2n ‖grad Φ‖2

Φ2 +
(

(β+1)2

n − (n+2)2

8

)
Φ

≥− 2ng2‖gradf‖2 +
(

(β+1)2

n − (n+2)2

8

)
Φ. (5.8.6)
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Again we apply the inequality of Schwarz; it follows that

g∆f ≤ ng + (n+2)2

8n Φ + n
2 g

2‖gradf‖2. (5.8.7)

Choose m ≥ 4C, then g′ ≤ g2. Insert (5.8.6) and (5.8.7) into (5.8.5); we obtain
(

(β+1)2

n − (n+2)2

4

)
Φ − 4ng2‖gradf‖2 − ng ≤ 0. (5.8.8)

Put

a0 := 16n2

(β+1)2−(n+2)3 ,

then there clearly exists a constantK1(n) such that a0 > 0 in case that |β| > K1(n).

Therefore

Φ ≤ a0g
2‖gradf‖2 + a0g. (5.8.9)

Multiply both sides of (5.8.9) with the factor exp
{
− m

C−f +K
}

(p∗), and use

K(p∗) = 1
|β| ; this gives the asserted inequality

A ≤ a0(D + 1
C ).

Proposition 5.8.3 is proved. �

Proposition 5.8.4 On a convex domain Ω, assume that f ∈ S(Ω, C) satisfies the

PDE (4.5.9). Then there is a positive constant K2(n), depending only on n, such

that, if |β| > K2(n) then the following estimates hold:

A ≤ d1

C , D ≤ d1

C

for some constant d1 > 0 depending only on β and n.

Proof. First we use Lemma 5.6.3 and (5.6.10) to obtain the following estimates:

4−6nδ
n−1

∑
(f,1i)

2 + (n+ 2)
ρ,11

ρ (f,1)
2 − 3(n+2)3

8δ Φ(f,1)
2 − 4n− 4

δ(n−1)2 (∆f)2

+
(
∆τ ] − g′(f,1)

2 − g∆f + ∆Q
Q −

∑
(Q,i)

2

Q2

)
(f,1)

2 ≤ 0 (5.8.10)

for any number δ ∈ (0, 1
2 ). Put τ ] := K, Q := g2 in (5.8.10). Assume that F,

defined by (5.6.6), attains its supremum at some point q∗. Then, from F,i(q
∗) = 0,

we have at q∗:
(
−gf,i + 4

C−f f,i +K,i

)
(f,1)

2 + 2
∑

f,jf,ji = 0. (5.8.11)

We use formula (5.8.10) with δ = 1
8n ; then we know that, at q∗,

3
n−1

∑
(f,1i)

2 + (n+ 2)
ρ,11

ρ (f,1)
2 − 10(n+ 2)4Φ(f,1)

2 − 100n3 + ∆K(f,1)
2

−
(
g′(f,1)

2 + ng + n+2
2

(
g − 4

C−f

)
ρ,1

ρ f,1

)
(f,1)

2 ≤ 0. (5.8.12)

In the following we compute the two terms
∑

(f,1i)
2 and ∆K, respectively.

For this we note that K ≤ 1
|β| , and also the elementary inequality

(a+ b)2 ≥ (1 − ε)a2 − ( 1
ε − 1)b2, for any ε > 0. (5.8.13)
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In (5.8.13) choose

a =
(
g − 4

C−f

)
f,1, b = K,1, ε = 5K

1+5K .

Then, from (5.8.11), it follows that

4
∑

(f,1i)
2 =

∑(
gf,i − 4

C−f f,i −K,i

)2

(f,1)
2

≥ |β|
|β|+5

(
g − 4

C−f

)2

(f,1)
2
∑

(f,i)
2 − 1

5

∑
(K,i)

2

K (f,1)
2. (5.8.14)

Next we find that

K,i =K
(

Φ,i

Φ − gf,i

)
,

∆K =
∑

(K,i)
2

K +K
(

∆Φ
Φ − ‖grad Φ‖2

Φ2

)
−K

(
g′(f,1)

2 + g∆f
)
.

By virtue of Proposition 4.5.2 with δ = 1
8n , (5.8.7) and the inequality of Schwarz

we get

∆K ≥
∑

(K,i)
2

K + 1
4n

K
Φ

∑
(ρ,ij)

2

ρ2 − 1
|β|
(
(n

2 g
2 + g′)(f,1)

2 + ng
)

+K
(

15−8n
16(n−1)

‖grad Φ‖2

Φ2 − 8n(n−2)(β+1)+(β+n)
4n(n−1)

∑
Φ,i

Φ
ρ,i

ρ − (n+ 2)2Φ
)

≥
∑

(K,i)
2

K + 1
4n

K
Φ

∑
(ρ,ij)

2

ρ2 − 1
|β|
(
(n

2 g
2 + g′)(f,1)

2 + ng
)

−K
(

1
2
‖grad Φ‖2

Φ2 +
(
n(β + 1)2 + (n+ 2)2

)
Φ
)
. (5.8.15)

Since

6
10

∑
(K,i)

2

K = 6
10K

(
Φ,i

Φ − gf,i

)2

≥ 1
2K

‖grad Φ‖2

Φ2 − 3Kg2(f,1)
2, (5.8.16)

we have

∆K ≥ 1
4n

K
Φ

∑
(ρ,ij)

2

ρ2 + 2
5

∑
(K,i)

2

K − a1
1
|β|Φ

− 1
|β|
(
((n+ 3)g2 + g′)(f,1)

2 + ng
)
, (5.8.17)

where

a1 := n(β + 1)2 + (n+ 2)2.

The inequality of Schwarz gives

(n+ 2)
ρ,11

ρ (f,1)
2 ≤ 1

4n
K
Φ

∑
(ρ,ij)

2

ρ2 (f,1)
2 + n(n+ 2)2 Φ

K (f,1)
2. (5.8.18)

Insert (5.8.14), (5.8.17) and (5.8.18) into (5.8.12) and use the inequality of Schwarz

again; we get

|β|
2(n−1)(|β|+5)

(
g − 4

C−f

)2

(f,1)
4 − a2Φ(f,1)

2 − n(n+ 2)2 Φ
K (f,1)

2

−
(

n+3
|β| g

2 + 1+|β|
|β| g

′
)

(f,1)
4 − 2ng(f,1)

2 − 100n3 ≤ 0, (5.8.19)
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where

a2 := a1

|β| + 11(n+ 2)4.

Choose m ≥ 2000(n− 1)C so that

g′ < |β|2
16(n−1)(|β|+5)2 g

2, 4
C−f <

1
2g.

Thus (
|β|

16(n−1)(|β|+5) − n+3
|β|

)
g2(f,1)

4 − a2Φ(f,1)
2

− n(n+ 2)2 Φ
K (f,1)

2 − 2ng(f,1)
2 − 100n3 ≤ 0. (5.8.20)

Choose |β| large enough such that

a3 := 16(n−1)(|β|+5)|β|
|β|2−16(n+3)2(|β|+5) > 0.

Then

1
2g

2(f,1)
4 − a2a3Φ(f,1)

2 − n(n+ 2)2a3
Φ
K (f,1)

2 − 2n2a2
3 − 100n3a3 ≤ 0. (5.8.21)

Multiply both sides of (5.8.21) with the factor exp
{
− 2m

C−f + 2K
}
g2(q∗); we have

D2 ≤a3 exp
{
− 2m

C−f + 2K
}
g2
{
2a2Φ(f,1)

2 + 2n(n+ 2)2 Φ
K (f,1)

2
}

+ exp
{
− 2m

C−f + 2K
}
g2
{
4n2a2

3 + 200n3a3

}

≤a3 exp
{

1
|β|

} (
2a2 + 2n(n+ 2)2|β|

)
AD + a4

≤a5AD + a4, (5.8.22)

where

a4 := 160
m2 (4n2a2

3 + 200n3a3), a5 := 6a3(a2 + n(n+ 2)2|β|).
Recall the definition of a0 in Proposition 5.8.3, and note that, when |β| is sufficiently

large,

2a0a5 = 192n2

(β+1)2−(n+2)3

(
a2 + |β|n(n+ 2)2

)
a3 ∼ 1

|β| . (5.8.23)

Thus there exists a positive constant K2(n), depending only on n, such that, if

|β| > K2(n), a3 > 0, 2a0a5 <
1
2 ,

we get

D ≤ a6

C ,

where a6 is a positive constant depending only on β and n. This together with

Proposition 5.8.3 gives Proposition 5.8.4. �

Proof of Theorem 5.8.2. Let f be a strictly convex function satisfying (4.5.9).

Modulo an affine transformation of Rn+1, we can assume that f(0) = 0 and f > 0

on Rn\{0}. Consider the sections of f :

Sf (0, C) := {p ∈ R
n | f(p) < C}, ∀C > 0.
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They are convex open domains in Rn. For any point p ∈ M , choose a sufficiently

large constant C0 > 0 such that p ∈ Sf (0, C0). Then, for all C ≥ C0, we have

p ∈ Sf (0, C0) ⊂ Sf (0, C). From Proposition 5.8.4, we know that the inequality

exp
{
− m

C−f

}
Φ ≤ d1

C

holds on each section Sf (0, C) with C ≥ C0. In particular, we have

exp
{
− m

C−f(p)

}
Φ(p) ≤ d1

C . (5.8.24)

Now take C → +∞ in (5.8.24); it follows that 0 ≤ Φ(p) ≤ 0, which implies the

equation Φ(p) = 0. But the choice of p ∈ M was arbitrary, thus Φ vanishes

identically on M . This means that ρ =const and thus M is a Euclidean complete,

parabolic affine hypersphere. An application of Pogorelov’s theorem (see section

4.4) implies that M must be an elliptic paraboloid; this completes the proof of

Theorem 5.8.2. �

5.9 Euclidean Completeness and Calabi Completeness

Recall different notions of completeness given in section 4.2. In this section, under

additional assumptions, we shall prove that, for a graph hypersurface

M = {(x, f(x))} the Euclidean completeness of M implies the Calabi completeness.

Remarks and Examples. (i) Generally, the notions of Calabi completeness and

Euclidean completeness on M are not equivalent. For example, the global graph

over Rn in Rn+1, given by

h(x) = exp{x1} +

n∑

i=2

(xi)2

is Euclidean complete, but not Calabi complete.

(ii) Generally, the notions of Calabi completeness and affine completeness on M

are not equivalent. For example, the one-sheeted hyperboloid (see [45])

f(x1, x2) = (1 + (x1)2 + (x2)2)
1
2

M := {(x1, x2, f(x1, x2)) | (x1, x2) ∈ R
2}

is Euclidean complete and affine complete, but not Calabi complete.

Theorem 5.9.1. Let xn+1 = f(x) be a strictly convex function defined on a convex

domain Ω ⊂ Rn satisfying the PDE (5.6.3) with L] = const. Assume that

M = {(x, f(x)) | x ∈ Ω} is a Euclidean complete hypersurface and that Φ is bounded

then M is complete with respect to the Calabi metric H.

In [45] the authors prove such a conclusion for a locally strongly convex hypersur-

face with constant affine mean curvature, which is a special case of Theorem 5.9.1.
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Namely Theorem 5.9.1 is more general than Theorem 1 of [45]. In the following we

use the Calabi metric to prove Theorem 5.9.1.

Proof. Let p ∈ M be any fixed point. Up to an affine transformation of Rn+1, we

may assume that p has coordinates (0, · · · , 0, 0) and

f(0) = 0, ∂f
∂xi (0) = 0, 1 ≤ i ≤ n.

The key point of the proof of Theorem 5.9.1 is to estimate ‖grad f‖2

(1+f)2
. We shall show

that it is bounded if Φ is bounded. To estimate ‖grad f‖2

(1+f)2
, we consider the following

function

F := exp
{

−m
C−f + Ψ

}
‖grad f‖2

(1+f)2
(5.9.1)

defined on the section Sf (0, C), where

Ψ := exp{Φ},
andm is a positive constant to be determined later. Clearly, F attains its supremum

at some interior point p∗ of Sf (0, C). We can assume that ‖grad f‖ > 0 at p∗.
Choose a local orthonormal frame field of the Calabi metric e1, · · · , en on M such

that, at p∗, f,1 = ‖grad f‖ > 0, f,i = 0 (i ≥ 2). Then, at p∗,

F,i = 0, (5.9.2)
∑

F,ii ≤ 0. (5.9.3)

Now we calculate both expressions (5.9.2) and (5.9.3) explicitly. By (5.9.2) and

(5.9.3), we have

2
∑

f,jf,ji +
(
−gf,i − 2

f,i

1+f + Ψ,i

)∑
(f,j)

2 = 0, (5.9.4)

2
∑

(f,ij)
2 + 2

∑
f,jf,jii + 2

∑(
−gf,i − 2

f,i

1+f + Ψ,i

)
f,jf,ji

+
[
−g′

∑
(f,i)

2 − g∆f + 2
∑

(f,i)
2

(1+f)2 − 2 ∆f
1+f + ∆Ψ

]∑
(f,j)

2 ≤ 0, (5.9.5)

where, as before, g and g′ are defined in Lemma 5.6.3.

Let us simplify (5.9.5). From (5.9.4) we have

2f,1i =
(
gf,i + 2

f,i

1+f − Ψ,i

)
f,1. (5.9.6)

Similar to (4.5.43), applying the inequality of Schwarz, we get

2
∑

(f,ij)
2 ≥ 2

(
n

n−1 − δ
)

(f,11)
2 + 4

∑

i>1

(f,1i)
2 − 2

δ(n−1)2 (∆f)2, (5.9.7)

for any 0 < δ < 1. We insert (5.9.6) and (5.9.7) into (5.9.5) and obtain
[
2
(

n
n−1 − δ

)
− 4
]
(f,11)

2 + 2
∑

f,jf,jii − 2
δ(n−1)2 (∆f)2

+
[
−g′(f,1)

2 − g∆f + 2
(f,1)2

(1+f)2 − 2 ∆f
1+f + ∆Ψ

]
(f,1)

2 ≤ 0. (5.9.8)
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Now we calculate ∆Ψ. We use a calculation similar to Proposition 4.5.2 and obtain

∆Φ ≥ 2δ
ρ2

∑
(ρ,ij)

2 − C(n, δ, β)Φ2, (5.9.9)

where C(n, δ, β) is a positive constant depending only on n, δ and β. Then we get

Ψ,i = ΨΦ,i, (5.9.10)

and

∆Ψ ≥ Ψ
∑

(Φ,i)
2 + Ψ 2δ

ρ2

∑
(ρ,ij)

2 − C(n, δ, β)ΨΦ2. (5.9.11)

Let us now compute the terms
∑
f,jf,jii from (5.9.8). An application of the Ricci

identity shows that

2
∑

f,jf,jii = 2
∑

f,j(∆f),j + 2
∑

Rijf,if,j .

We use (3.3.4) and (4.5.5) to obtain

2
∑

f,jf,jii =(n+ 2)
(
f,ij

ρ,i

ρ + f,i
ρ,ij

ρ − f,i
ρ,iρ,j

ρ2

)
f,j + 2

∑
R11(f,1)

2

=(n+ 2)
(

ρ,11

ρ (f,1)
2 − (ρ,1)2

ρ2 (f,1)
2 + f,1if,1

ρ,i

ρ −A11k
ρk

ρ (f,1)
2
)

+ 2
∑

A2
ml1(f,1)

2

≥(n+ 2)
ρ,11

ρ (f,1)
2 − C(n, δ)Φ(f,1)

2

− δ
∑

(f,1i)
2 + (2 − δ)

∑
A2

ml1(f,1)
2, (5.9.12)

where δ is a positive constant as before, and C(n, δ) is a positive constant depending

only on n and δ. A combination of (5.6.9) and (5.9.7) gives

2
∑

f,jf,jii ≥(2 − 6δ)
∑

(f,1i)
2 − 2

δ(n−1) (∆f)2

+ (n+ 2)
ρ,11

ρ (f,1)
2 − C(n, δ)Φ(f,1)

2 − 2n

≥(2 − 6δ)
∑

(f,1i)
2 − 2

δ(n−1) (∆f)2 − 2δΨ
∑

(ρ,ij)
2

ρ2 (f,1)
2

− (n+2)2

8δ (f,1)
2 − C(n, δ)Φ(f,1)

2 − 2n. (5.9.13)

We insert (5.9.11), (5.9.13) into (5.9.8) and use (5.9.6):
(

1
2(n−1) − 2δ

)(
gf,1 + 2

f,1

1+f − Ψ,1

)2

(f,1)
2 − 4

(n−1)δ (∆f)2 − C(n, δ)Φ(f,1)
2

− (n+2)2

8δ (f,1)
2 + Ψ

∑
(Φ,i)

2(f,1)
2 − C(n, δ, β)ΨΦ2(f,1)

2 − 2n

+
[
−g′(f,1)

2 − g∆f + 2
(f,1)

2

(1+f)2 − 2 ∆f
1+f

]
(f,1)

2 ≤ 0. (5.9.14)

We choose the following values for δ and m:

δ := 1
16(n−1) , m := 40 (3n+ exp{N})C,

where N = supx∈Ω Φ(x). To simplify the expression we denote

a1 := 1
2(n−1) − 2δ, a2 := 4

(n−1)δ ,
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a3 := C(n, δ)N + (n+2)2

8δ + C(n, δ, β) exp{N}N2, a4 := a1

1+a1 exp{N} .

Recall that Ψ,i = ΨΦ,i. Then we have

a1

(
gf,1 + 2

f,1

1+f − Ψ,1

)2

+ Ψ
∑

(Φ,i)
2 ≥ a4

(
gf,1 + 2

f,1

1+f

)2

. (5.9.15)

Inserting (5.9.15) into (5.9.14) we get

a4

(
gf,1 + 2

f,1

1+f

)2

(f,1)
2 − a2(∆f)2 − a3(f,1)

2

+
(
−g′(f,1)

2 − g∆f + 2
(f,1)

2

(1+f)2 − 2 ∆f
1+f

)
(f,1)

2 − 2n ≤ 0. (5.9.16)

Multiply both sides of (5.9.16) by 1
(1+f)2 . Then we obtain

a4

(
gf,1 + 2

f,1

1+f

)2
(f,1)2

(1+f)2 − a2

(
∆f
1+f

)2

− a3
(f,1)

2

(1+f)2

− g′ (f,1)4

(1+f)2 − g∆f
(f,1)2

(1+f)2 + 2
(f,1)4

(1+f)4 − 2
(

∆f
1+f

)
(f,1)2

(1+f)2 − 2n ≤ 0. (5.9.17)

Using g′ ≤ a4

20g
2, to further estimate (5.9.17), we have the following three inequali-

ties:

g′ (f,1)4

(1+f)2 ≤ a4

10

(
gf,1 + 2

f,1

1+f

)2
(f,1)2

(1+f)2 ,

(
∆f
1+f

)2

≤ 2n2 + 2n2Φ
(f,1)2

(1+f)2 ,

2
(

∆f
1+f

)
(f,1)2

(1+f)2 ≤ 2n
(f,1)2

(1+f)2 +
(f,1)4

(1+f)4 + n2Φ
(f,1)2

(1+f)2 .

We use the inequality of Schwarz and obtain

g∆f
(f,1)2

(1+f)2 = ng
(f,1)2

(1+f)2 + n+2
2 g

∑
ρ,i

ρ f,i
(f,1)2

(1+f)2

≤ 5n2

2a4
+ a4

10 g
2 (f,1)4

(1+f)4 + 10(n+2)2

16a4
Φ

(f,1)2

(1+f)2 + a4

10 g
2 (f,1)4

(1+f)2

≤ a4

5

(
gf,1 + 2

f,1

1+f

)2
(f,1)

2

(1+f)2 + 5n2

2a4
+ 5n2

2a4
Φ

(f,1)
2

(1+f)2 .

We insert these inequalities into (5.9.17) and get

(f,1)
4

(1+f)4 − a
(f,1)2

(1+f)2 − b ≤ 0, (5.9.18)

where we use the abbreviations:

a :=
(
2n2a2 + 5n2

2a4
+ n2

)
N + 2n+ a3,

b := 2n2a2 + 5n2

2a4
+ 2n.

The left hand term in (5.9.18) is a quadratic expression in
(f,1)2

(1+f)2 . If one considers

its zeroes it follows that

(f,1)2

(1+f)2 ≤ a+
√
b.

Thus from (5.9.1) we get, with our special choice of δ and m:

F ≤ exp{exp{N}}(a+
√
b),
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which holds at p∗, where F attains its supremum. Hence, at any interior point of

Sf (0, C), we have

‖grad f‖2

(1+f)2 ≤ exp{exp{N}}(a+
√
b) exp

{
40(3n+exp{N})C

C−f

}
. (5.9.19)

Let C → ∞ then

‖grad f‖2

(1+f)2 ≤ exp {exp{N}+ 40(3n+ exp{N})} (a+
√
b) := Q, (5.9.20)

where Q is a constant.

Using the gradient estimate (5.9.20) we can prove that M is complete with respect

to the Calabi metric, namely: for any unit speed geodesic, starting from p,

σ : [0, S] →M

we have

df
ds ≤ ‖grad f‖ ≤

√
Q(1 + f).

It follows that

s ≥ 1√
Q

∫ xn+1(σ(S))

0

df
1+f . (5.9.21)

Since ∫ ∞

0

df
1+f = ∞

and f : Ω → R is proper (i.e., the inverse image of any compact set is compact),

(5.9.21) implies that M is complete with respect to the Calabi metric. This com-

pletes the proof of Theorem 5.9.1. �
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Chapter 6

Hypersurfaces with Constant Affine Mean

Curvature

6.1 Classification

The classification of locally strongly convex, affine-complete affine hyperspheres

had attracted many geometers since about 1920. For the history of this problem

and the contributions of different authors we refer to the monograph [58], pp. 84-

85. Obviously, every affine hypersphere has constant affine mean curvature L1.

Thus the next interesting and important problem is the classification of locally

strongly convex, complete affine hypersurfaces with constant affine mean curvature

L1. We shall show that the study of locally strongly convex, Euclidean complete

hypersurfaces with constant affine mean curvature L := L1 is equivalent to the

study of the convex solutions of the fourth order PDE

∆
[
det
(

∂2f
∂xi∂xj

)] −1
n+2

= −nL
[
det
(

∂2f
∂xi∂xj

)] −1
n+2

, (6.1.1)

where ∆ denotes the Laplacian with respect to the Blaschke metric. Here, we

consider the convex solutions of the equation (6.1.1) for f : R2 → R. We shall prove

that

a) if L > 0, then there is no convex solution of (6.1.1) which is defined for all(
x1, x2

)
∈ R

2;

b) if L = 0 and f(x1, x2) is a convex solution of (6.1.1), which is defined for all(
x1, x2

)
∈ R2, then f(x1, x2) must be a quadratic polynomial.

In the language of affine differential geometry, we are going to prove the following

theorems:

Theorem 6.1.1. [53]. Every locally strongly convex, Euclidean complete surface

with constant affine mean curvature is affine complete.

To state our Theorem 6.1.2 we introduce the following terminology. A locally

strongly convex hypersurface is called to have finite geometry , if ‖B‖k and ‖A‖k

149
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are bounded, where

‖B‖k := ‖B‖ + ‖∇B‖ + ‖∇2B‖ + · · · + ‖∇kB‖,
‖A‖k := ‖A‖ + ‖∇A‖ + ‖∇2A‖ + · · · + ‖∇kA‖,

and where, according to chapter 2, B denotes the Weingarten form and A the cubic

form. The norm ‖ · ‖ and the covariant derivative ∇ are defined with respect to the

Blaschke metric, and ∇k := ∇(∇k−1).

Using Theorem 6.1.1 we immediately get the following result (see [53]):

Theorem 6.1.2. Let M be a locally strongly convex, Euclidean complete surface in

R
3 with constant affine mean curvature L.

(a) If L > 0 then M is an ellipsoid.

(b) If L = 0 then M is an elliptic paraboloid.

(c) If L < 0 then M has “finite geometry”.

As a corollary of Theorem 6.1.2, we present a new proof of Chern’s conjecture about

affine maximal surfaces. We state the following conjecture for higher dimension:

Conjecture 6.1.3. Let M be a locally strongly convex, Euclidean complete hyper-

surface in Rn+1 with constant affine mean curvature L.

(a) If L > 0 then M is an ellipsoid.

(b) If L = 0 then M is an elliptic paraboloid.

(c) If L < 0 then M has “finite geometry”.

6.1.1 Estimates for the determinant of the Hessian

As in section 5.6.2 we prove two lemmas in order to estimate the determinant of

the Hessian of certain functions from above. We use the definition of ρ in sections

1.4 and 3.3.4, and formula (3.3.9). In terms of the Calabi metric the PDE (6.1.1)

can be rewritten as

∆ρ = 2−n
2

‖grad ρ‖2

ρ − nLρ2. (6.1.2)

In particular, when n = 2, the PDE (6.1.2) reduces to

∆ρ = −2Lρ2.

Note that, when a = − 3
4 , the PDE (5.6.3) reduces to

∆ρ = − 1
3L

]ρ2.

Both equations are of the same type of PDEs. Thus, for a constant affine mean

curvature surface, we can use Lemmas 5.6.6 and 5.6.7 to obtain the estimates for

the determinant:
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Lemma 6.1.4. Let Ω be a bounded convex domain with (0, 0) ∈ Ω, and f be

a strictly convex function defined on Ω satisfying the PDE (6.1.1). Let u be the

Legendre transform function of f and Ω′∗ be an arbitrary subdomain of the Legendre

transform domain Ω∗ such that dist(Ω′∗, ∂Ω∗) > 0. Then the following estimate

holds:

det(uij) ≤ C1, for ξ ∈ Ω′∗,

where C1 is a constant depending only on dist(Ω′∗, ∂Ω∗), diam(Ω), diam(Ω∗) and

|L|.

Lemma 6.1.5. Let Ω be a bounded convex domain, and f be a strictly convex

function defined on Ω satisfying the PDE (6.1.1). Let Ω′ be an arbitrary subdomain

of Ω with dist(Ω′, ∂Ω) > 0. Then the following estimate holds:

det(fij) ≤ C2, for x ∈ Ω′,

where C2 is a constant depending only on dist(Ω′, ∂Ω), diam(Ω), diam(Ω∗) and |L|.

6.1.2 Proof of Theorem 6.1.1

Suppose that M is a locally strongly convex, Euclidean complete affine surface.

Obviously, M is affine complete if M is compact. Therefore, it is enough to consider

the case when M is a non-compact, Euclidean complete, locally strongly convex

surface with constant affine mean curvature L. From Hadamard’s Theorem (see

section 1.2.1) M is the graph of a strictly convex function x3 = f(x1, x2) defined

in a convex domain V ⊂ R2. To prove Theorem 6.1.1, we need the completeness

criterion, see section 4.2.2.

Now we use arguments from blow-up analysis to show that there is a constantN > 0

such that the Weingarten form satisfies ‖B‖2
G ≤ N everywhere; the proof of this

upper bound will take all of subsection 6.1.2. Then Theorem 6.1.1 follows from the

completeness criterion.

To this end, assume that ‖B‖2
G is unbounded. Then there exists a sequence of

points {pk} ⊂M such that

‖B‖2
G(pk) → ∞

as k → ∞. For each pk ∈ M we may assume that the plane x3 = 0 is the tangent

plane of M at pk and pk has the coordinates (0, 0). With respect to this coordinate

system, we have f ≥ 0, and for any real number C > 0 the section

Sf (0, C) =
{
(x1, x2) ∈ V | x3 = f(x1, x2) < C

}

is a bounded convex domain in R2. As already stated several times (see [37], p.27),

there exists a unique ellipsoid E, which attains the minimum volume among all

ellipsoids that contain Sf (0, C) and that are centered at the center of mass of

Sf (0, C) such that

1
2
√

2
E ⊂ Sf (0, C) ⊂ E, (6.1.3)
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where 1
2
√

2
E means the 1

2
√

2
-dilation of E with respect to its center. By an or-

thogonal linear transformation, we may assume that the equation of the minimum

ellipsoid E is
(x1−ẋ1)2

a2
1

+ (x2−ẋ2)2

a2
2

= 1,

where ẋ is the center of mass of Sf (0, C). By the following unimodular affine

transformation

x̂1 =
√
C · a2

a1
· x1, x̂2 =

√
C · a1

a2
· x2, x̂3 = 1

C · x3, (6.1.4)

M is given as a graph of a strictly convex function f̂(x̂1, x̂2) defined on a convex

domain Ω̂ ⊂ R2. Denote by LC the linear transformation

x̂1 =
√
C · a2

a1
· x1, x̂2 =

√
C · a1

a2
· x2.

Then, LC(E) is the ball Bδ with center
(√

C · a2

a1
· ẋ1,

√
C · a1

a2
· ẋ2
)

and radius

δ =
√
Ca1a2. Setting ΩC = LC(Sf (0, C)), (6.1.3) becomes

1
2
√

2
Bδ ⊂ ΩC ⊂ Bδ . (6.1.5)

Obviously, we have

ΩC =
{

(x̂1, x̂2) ∈ Ω̂ | f̂(x̂1, x̂2) < 1
}
.

It is easy to see that the function

V : (0,∞) → R, V(C) = π · C · a1(C)a2(C)

is continuous. Note that V((0,∞)) = (0,∞). It follows that there exists a number

C(k) > 0, such that C(k)a1(C
(k))a2(C

(k)) = 1. This implies that, by a unimodular

affine transformation (6.1.4) with C = C(k), M is given by a strictly convex function

f (k) defined in a convex domain in R2 such that

B 1
2
√

2

(x(k)) ⊂ Ωk ⊂ B1(x
(k)),

where

Ωk :=
{

(x1, x2) | f (k) < 1
}
.

Thus, we would obtain a sequence of convex functions {f (k)} and a sequence of

points {x(k)} such that f (k) ≥ 0, and such that B 1
2
√

2
(x(k)) ⊂ Ωk ⊂ B1(x

(k)).

Therefore, we may assume, by taking subsequences, that {Ωk} converges to a convex

domain Ω and {f (k)} converges to a convex function f∞, locally uniformly in Ω.

For x ∈ ∂Ω, we define f∞(x) = limy→x,y∈Ωf∞(y).

In the following we shall give uniform estimates of det
(

∂2u(k)

∂ξi∂ξj

)
from below and

above (where u(k) denotes the Legendre transformation relative to f (k)), and use

the Caffarelli-Gutierrez theory to obtain a Hölder estimate for det
(

∂2u(k)

∂ξi∂ξj

)
(see

[15] or [91], Theorem 4.1). Then we use the Caffarelli-Schauder estimate for the

Monge-Ampère equation [14] to get a C2,α estimate, to show that the limit surface

is a smooth surface.
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I. Estimate for det
(

∂2u(k)

∂ξi∂ξj

)
from below.

Let us denote

D :=
{
x ∈ Ω | f∞(x) = 0

}
,

where Ω denotes the closure of Ω. It is easy to see that D is a closed subset of Ω and

(0, 0) ∈ D. To estimate det
(

∂2u(k)

∂ξi∂ξj

)
, we shall consider different cases according to

the location of D:

Case 1: D ⊂ Ω.

Case 2: D ∩ ∂Ω 6= ∅.

Our aim is to show that the Case 2 cannot take place.

We consider Case 1. In this case, there exists a number b, 0 < b < 1, such that the

set

Ω2b ⊂ Ω,

where Ω2b :=
{
(x1, x2) ∈ Ω | f∞(x1, x2) < 2b

}
. Put

Ωk,b :=
{
(x1, x2) ∈ Ωk | f (k)(x1, x2) < b

}
.

Since {f (k)} converges to f∞ locally uniformly, we have

Ωk,b ⊂ Ω2b ⊂ Ω

for k large enough. It follows that

dist (Ωk,b, ∂Ωk) > d

for k large enough, where d > 0 is a constant independent of k. Now we use Lemma

6.1.5 to conclude that

det
(

∂2f (k)

∂xi∂xj

)
≤ d1, for x ∈ Ωk,b, (6.1.6)

where d1 > 0 is a constant depending only on |L| and d. Consider the Legendre

transformation relative to f (k):

ξ
(k)
i = ∂f (k)

∂xi , u(k) =
∑

xi ∂f (k)

∂xi − f (k).

Set

Ω∗
k =

{
(ξ

(k)
1 (x), ξ

(k)
2 (x)) | (x1, x2) ∈ Ωk

}
,

Ω∗
k,b =

{
(ξ

(k)
1 (x), ξ

(k)
2 (x)) | (x1, x2) ∈ Ωk,b

}
.

Then, by (6.1.6), we have

det
(

∂2u(k)

∂ξi∂ξj

)
≥ 1

d1
, for ξ ∈ Ω∗

k,b. (6.1.7)
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II. Estimate for det
(

∂2u(k)

∂ξi∂ξj

)
from above.

To get the estimate, we need some important results from the classical theory of

convex bodies in Euclidean space (see [5], [13]). Let F be a convex hypersurface in

Rn+1 and e be a subset of F . We denote by ψF (e) the Euclidean spherical image

of e. If the set e is a Borel set, the spherical image of the set e is also a Borel set

and therefore it is measurable. Denote by σF (e) the area (measure) of the spherical

image ψF (e) of the Borel set e of F and call it the integral Gaußian curvature of e.

Denote by A(e) the measure (or area) of the Borel set e on F . The ratio σF (e)
A(e) is

called the specific curvature of e. The following theorems hold (see [5], or [13], p.

35):

Theorem 6.1.6. (A.D. Aleksandrov). A convex surface whose specific curvature

is bounded away from zero is strictly convex.

Theorem 6.1.7. Let a sequence of closed convex hypersurfaces Fk converge to a

closed convex hypersurface F and a sequence of closed subset Mk of Fk converge to

a closed subset M of F ; then

σF (M) ≥ limk→∞σFk
(Mk).

Claim: First of all, we claim that there exists a ball B∗
δ (0) such that

B∗
δ (0) ⊂ Ω∗

k,b, for k = 1, 2, · · ·
In fact, since Ω is bounded, there is a ball Br1(0) with the center (0, 0) and the

radius r1 such that

Ωb :=
{
(x1, x2) ∈ Ω | f∞(x1, x2) ≤ b

}
⊂ Br1(0).

Since {f (k)} converges to f∞ locally uniformly in Ω, we see that

Ωk, b
2

:=
{
(x1, x2) ∈ Ωk | f (k)(x1, x2) ≤ b

2

}
⊂ Br1(0)

for k large enough. Consider the convex cone K with vertex (0, 0) and the base
{

(x1, x2, b
2 ) | (x1, x2) ∈ ∂Ωk, b

2

}
.

Then we have the normal mapping relation (see section 1.3)

∂f (k)
(
Ωk, b

2

)
⊃ ∂K

(
Ωk, b

2

)
.

On the other hand, since

Ωk, b
2
⊂ Br1(0),

we see that (see [5], p.126, or [37], p.1)

∂K
(
Ωk, b

2

)
⊃ B∗

b
2r1

(0)

and the claim follows.
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Next, we want to prove that u∞ is strictly convex at (0, 0).

In fact, since the functions u(k) are convex and bounded, we may assume, by taking

subsequences, that {u(k)} converges to a convex function u∞, locally uniformly in

Ω∗
b

2r1

=
{

(ξ1, ξ2) |
∑

(ξi)
2 < b2

4r2
1

}
. Let e be a closed subset of Ω∗

b
2r1

with eo 6= ∅,
where eo denotes the interior of e. By F and F (k) we denote the graphs of the

functions u∞ : Ω∗
b

2r1

→ R and u(k) : Ω∗
b

2r1

→ R, respectively.

Set

Fe = {(ξ1, ξ2, u∞(ξ1, ξ2)) | (ξ1, ξ2) ∈ e} ,

F (k)
e =

{(
ξ1, ξ2, u

(k)(ξ1, ξ2)
)

| (ξ1, ξ2) ∈ e
}
.

Then, by Theorem 6.1.7 and (6.1.7), we get

σF (Fe) ≥ limk→∞σF (k) (F (k)
e )

= limk→∞

∫

F
(k)
e

det
(

∂2u(k)

∂ξi∂ξj

)

(
1+
∑(

∂u(k)

∂ξi

)2
)2 dp

≥ b2limk→∞A(F (k)
e )

= b2A(Fe),

where b2 is a constant depending only d1 and diam(Ω), i.e.,

σF (Fe)
A(Fe) ≥ b2 > 0. (6.1.8)

We apply Theorem 6.1.6 and conclude that u∞ is strictly convex at (0,0).

Now we are ready to estimate det
(

∂2u(k)

∂ξi∂ξj

)
from above. Since u∞ is strictly convex

at (0, 0), there exists a positive constant 0 < h1 < 1, such that

Ω∗
h1

=

{
(ξ1, ξ2) ∈ Ω∗

b
2r1

| u∞(ξ1, ξ2) < h1

}

is a bounded convex domain. Then we choose 0 < h2 < h1 such that Ω∗
2h2

⊂ Ω∗
h1
,

where

Ω∗
2h2

=
{
(ξ1, ξ2) ∈ Ω∗

h1
| u∞(ξ1, ξ2) < 2h2

}
.

Put

Ω∗
k,h2

:=
{
(ξ1, ξ2) ∈ Ω∗

k | u(k)(ξ1, ξ2) < h2

}
.

Since u(k) converges to u∞ locally uniformly, we have Ω∗
k,h2

⊂ Ω∗
h1

, and there exists

a constant d2 > 0 such that

dist
(
Ω∗

k,h2
, ∂Ω∗

h1

)
> d2
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for k large enough. Clearly, there is a uniform estimate

∑(
∂u(k)

∂ξi

)2

≤ diam(Ω), for ξ ∈ Ω∗
b

2r1

.

Now we use Lemma 6.1.4 to conclude that

det
(

∂2u(k)

∂ξi∂ξj

)
< d3, for ξ ∈ Ω∗

k,h2
, (6.1.9)

for k large enough, where d3 > 0 is a constant depending only on diam(Ω), d2 and

|L|. (6.1.9) gives the upper bound. �

Now we are ready to prove the following lemma:

Lemma 6.1.8. There exists a neighborhood U of (0,0) such that

D2u(k) ≥ C3I, |Dlu(k)| ≤ C4, for k, l = 1, 2, · · · , (6.1.10)

where C3 and C4 are constants. C3 depends only on d2, diam(Ω), |L| and d, while

C4 depends additionally on l.

Proof. We set

v = 1
ρ , ρi = ∂ρ

∂ξi
, vi = ∂v

∂ξi
vij = ∂2v

∂ξi∂ξj
.

Then, by (2.7.8), in terms of the Blaschke metric, we get:

∆
(

1
v

)
= 1

ρ

∑
uij
(
− vij

v2 + 2
vivj

v3

)
− 2

ρ2

∑
uij vivj

v4 = −ρ
∑

uijvij .

On the other hand, by (2.7.2), we have

∆
(

1
v

)
= ∆ρ = −nLρ

and it follows that
∑

uijvij − nL = 0.

Therefore, setting

Ψ := v − Lu+ 2|L|,
we obtain

∑
uijΨij = 0, (6.1.11)

where
(
uij
)

is the inverse matrix of (uij) . By (6.1.7), (6.1.9) and (6.1.11), we may

use the Caffarelli-Gutierrez theory to obtain a Hölder estimate for det
(

∂2u(k)

∂ξi∂ξj

)
(see

[15] or [91], Theorem 4.1). Then, to get a C2,α estimate, we use the Caffarelli-

Schauder estimate for the Monge-Ampère equation [14]. Finally, by bootstrapping,

Lemma 6.1.8 follows. �

Consequently, from Lemma 6.1.8 it follows that u∞ is a smooth strictly convex

function in a neighborhood of (0,0), and hence f∞ is a smooth strictly convex

function in a neighborhood of (0,0).
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Now it is our purpose to show that Case 2 in subsection (I) cannot take place. Let

Vk :=
{
(x1, x2, x3) ∈ R

3 | f (k)(x1, x2) ≤ x3 ≤ 1, (x1, x2) ∈ Ωk

}
,

V∞ :=
{
(x1, x2, x3) ∈ R

3 | f∞(x1, x2) ≤ x3 ≤ 1, (x1, x2) ∈ Ω
}
.

Then the sequence of convex bodies {Vk} converges to the convex body V∞.

Claim: The set D, defined in (I) above, is a line segment or a single point.

To prove this claim, first we show that there exists a ball B∗
r0

(0) with center (0,0)

and the radius r0 such that

B∗
r0

(0) ⊂ Ω∗
k for k = 1, 2, · · ·

As before, we choose a ball Bl(0) with center (0,0) and radius l such that Ω ⊂ Bl(0).

Since Ωk converges to Ω, we see that

Ωk ⊂ Bl(0)

for k large enough. Then it is easy to see that Ω∗
k ⊃ B∗

1
l

(0) for k = 1, 2, · · ·

Now we prove our claim. By contradiction let us assume that there exists a ball

Bε(x0) =
{

(x1, x2) |
∑

(xi − (x0)
i)2 < ε2

}
,

such that Bε(x0) ⊂ D. Since {f (k)} converges to f∞ locally uniformly, there is a

positive number k0, such that

0 ≤ f (k)(x) < r0ε
8 , for x ∈ B ε

2
(x0), (k > k0).

Clearly, there exists a uniform estimate

∑(
∂f (k)

∂xi

)2

<
r2
0

4 , for x ∈ B ε
4
(x0), (k > k0).

Put

Ω∗
k,

ε
4

=
{
(ξ

(k)
1 (x), ξ

(k)
2 (x)) | x ∈ B ε

4
(x0)

}
.

Then we have

Ω∗
k,

ε
4
⊂ B∗

r0

2
(0) ⊂ Ω∗

k, for k > k0.

Note that Br0(0)∗ ⊂ Ω∗
k for k = 1, 2, · · · . Hence we use Lemma 6.1.4 to conclude

that there exists a constant d4 > 0, depending only on r0, diam(Ω) and |L|, such

that

det
(

∂2u(k)

∂ξi∂ξj

)
< d4 for ξ ∈ B∗

r0

2
(0).

This implies that

det
(

∂2f (k)

∂xi∂xj

)
> 1

d4
, for x ∈ B ε

4
(x0), (k > k0). (6.1.12)
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Therefore we can apply the argument of Case 1 to {f (k)} and conclude that the

function f∞ is strictly convex at x0. This contradiction shows that D must be a

line segment or a single point.

Now we are ready to prove that Case 2 cannot take place. We shall consider the

following two cases:

Case 2.1. D ∩ ∂Ω contains at most two points.

Case 2.2. D is a line segment with D ⊂ ∂Ω.

Case 2.1. Let p ∈ D ∩ ∂Ω and let l be a supporting line of Ω at p. The line l and

the unit normal ν of the (x1, x2)-plane determine a plane. We denote this plane by

P . Then the plane P and the (x1, x2)-plane divide the space R3 into four closed

subspaces such that V∞ lies completely in one of them. Let α be a supporting plane

of V∞ containing the line l such that it intersects P and forms an angle ∠(α, P ) = θ

with P , where θ > 0 is sufficiently small (see Figure 1). Since p ∈ ∂V∞ and α

pθ

P

α

l

Figure 1.

is a supporting plane of V∞, there is a neighborhood U ⊂ ∂V∞, which projects

orthogonally and one-to-one onto a convex domain Ω(1) ⊂ α. This implies that,

near to the point p, ∂V∞ can be represented as the graph of a convex function g

defined in Ω(1). Obviously, g is strictly convex at p but it is not necessarily smooth

at p. We choose a number b, 0 < b < 1, such that

Ω(2) =
{
(y1, y2) ∈ Ω(1) | g(y1, y2) < b

}

is a bounded convex domain in R2. Then we choose a new coordinate system

{y1, y2, y3} such that

1) p has coordinates (0, 0, 1) .

2) The equation of α is y3 = 1.

Since the sequence of convex bodies {Vk} converges to the convex body V∞, we

see that the boundary ∂Vk of Vk can also be represented as the graph of a convex

function g(k) for sufficiently large k. Obviously, g(k) → g + 1 in a bounded convex
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domain Ω(3). Note that the graph of g(k) is a locally strongly convex surface with

constant affine mean curvature L. We can therefore apply the argument of Case 1

to {g(k)} and conclude that the function g is a smooth function near the point p.

The contradiction shows that Case 2.1 cannot take place.

Case 2.2. In this case, we have p = (0, 0) ∈ ∂Ω. Let l be the line containing D. We

choose a new coordinate system {y1, y2, y3} as in Case 2.1 (see Figure 2). Then, the

pθ

P

α

l

Figure 2.

boundary ∂V∞ of V∞ can be represented as the graph of a convex function g defined

on a convex domain Ω(3). With respect to this coordinate system we have g ≥ 1.

The boundary ∂Vk of Vk can also be represented as a graph of a convex function

g(k) for sufficiently large k. Obviously, g(k) → g in Ω(3). Note that the graph of g(k)

is a locally strongly convex surface with constant affine mean curvature L. Again,

we shall consider different cases according to the location of

D] :=
{

(y1, y2) ∈ Ω
(3) | g(y1, y2) = 1

}
.

Case 2.2.1 D] ⊂ Ω(3).

Case 2.2.2 D] ∩ ∂Ω(3) 6= ∅.

Case 2.2.1 Note that D] is a line segment. Since D] ⊂ Ω(3), we can apply the

argument of Case 1 to Case 2.2.1 and conclude that Case 2.2.1 cannot take place.

Case 2.2.2 In this case, D] ∩ ∂Ω(3) contains at most two points. Therefore we can

apply the argument of Case 2.1 to Case 2.2.2 and conclude that Case 2.2.2 cannot

take place.

Now we are in a position to prove that ‖B‖2
G is bounded. By Lemma 6.1.8, we have

D2u(k) ≥ C3I, |Dlu(k)| ≤ C4, l = 0, 1, 2, · · ·
in a neighborhood U of (0,0), where C3 and C4 are constants. C3 depends only

on d, d2, diam(Ω) and |L|, and C4 additionally depends on l. Note that ‖B‖2
G is

equiaffinely invariant. By (2.7.6), we have

‖B‖2
G(pk) =

∑
Gis

(k)G
jt
(k)B

(k)
ij B

(k)
st

∣∣
(0,0) ,
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where

B
(k)
ij = − 1

ρ(k)

∂2ρ(k)

∂xi∂xj + 2
(ρ(k))2

∂ρ(k)

∂xi

∂ρ(k)

∂xj +
∑

f (k)st

ρ(k)

∂ρ(k)

∂xs

∂f
(k)
ij

∂xt ,

ρ(k) =
[
det
(

∂2f (k)

∂xi∂xj

)]− 1
4

, G
(k)
ij = ρ(k) ∂2f (k)

∂xi∂xj .

Note that

∂ρ(k)

∂xi =
∑

∂ρ(k)

∂ξl
u(k)li,

∂f
(k)
ij

∂xl =
∑

∂u(k)ij

∂ξs
u(k)sl,

∂2ρ(k)

∂xi∂xj =
∑

∂2ρ(k)

∂ξl∂ξs
u(k)liu(k)sj +

∑
∂ρ(k)

∂ξl

∂u(k)li

∂ξs
u(k)sj .

Consequently, from Lemma 6.1.8, it follows that there exists a number N > 0 such

that

‖B‖2
G(pk) ≤ N, k = 1, 2, · · ·

On the other hand, we have

‖B‖2
G(pk) → ∞, as k → ∞.

The contradiction shows that there must exist a number N > 0, such that

‖B‖2
G ≤ N on M . Then, by the completeness criterion, Theorem 6.1.1 follows. �

6.1.3 Proof of Theorem 6.1.2

Recall that there is no locally strongly convex, compact hypersurface without

boundary and with non-positive affine mean curvature (see [58], p.121). This im-

plies that M is non-compact if M is a complete, locally strongly convex surface with

constant affine mean curvature L ≤ 0; this concerns the cases (b) and (c) below.

(a) Denote by R the scalar curvature, we have R = 2(J+L) ≥ 2L > 0 (see (2.5.8)).

Moreover, if M is Euclidean complete, by Theorem 6.1.1, M is also affine complete.

This implies that (M,G) is a complete Riemannian manifold with Ricci curvature

bounded from below by a positive constant 2L > 0. By Myers’ Theorem (see section

1.2.1) M is compact and thus an ovaloid. It follows that M is an ellipsoid (see [58],

p.121).

(b) Since M is a Euclidean complete and also an affine complete affine maximal

surface, by Proposition 5.2.7, M must be an elliptic paraboloid.

(c) Since the tensor norm of the Fubini-Pick tensor is equiaffinely invariant, we

replace ‖B‖2
G by this tensor norm; then a similar argument shows that the tensor

norms of the Fubini-Pick tensor and the affine Weingarten tensor and the tensor

norms of their k-th covariant derivatives all are bounded. This completes the proof

of Theorem 6.1.2. �
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6.2 Hypersurfaces with Negative Constant Mean Curvature

In affine hypersurface theory, many geometric problems can be reduced to the study

of a higher order PDE; for recent work see [53], [54], [57], [58], [59], [61], [62], [65],
[91], [94], [102], [103], ect.

It is an interesting and important problem to classify all locally strongly convex,

complete affine hypersurfaces with constant affine mean curvature. In this direction,

in [53], the authors proved Theorems 6.1.1 and 6.1.2 (see section 6.1), where the first

one, for surfaces with constant affine mean curvature, clarifies the relation between

Euclidean and affine completeness; this result generalizes a known result for affine

hyperspheres (see section 4.2.2).

Trivially, every hyperbolic affine hypersphere has constant affine mean curvature

L < 0. As the class of complete hyperbolic affine hyperspheres is very large, there

are many complete affine hypersurfaces with constant affine mean curvature L < 0.

Recall that there is no explicit classification of all hyperbolic affine hyperspheres so

far; see e.g. [41], [43].

We raise the following

Problems 6.2.1.

(i) Is there a complete affine hypersurface with constant affine mean curvature

L < 0 that is not an affine hypersphere?

(ii) If such a hypersurface in (i) exists, give an explicit representation.

(iii) Classify all affine hypersurfaces with constant affine mean curvature L < 0.

Let us recall the rough classification of complete hyperbolic affine hyperspheres and

the construction of Euclidean complete affine hypersurfaces with constant affine

Gauß-Kronecker curvature. The classification of complete hyperbolic affine hyper-

spheres is reduced to the study of the following boundary value problem, where

Ω ⊂ Rn is a bounded convex domain and L < 0 is a real constant:

det(uij) = (Lu)−n−2 in Ω, (6.2.1)

u = 0 on ∂Ω. (6.2.2)

This boundary value problem has a smooth and strictly convex solution u(ξ1, .., ξn)

in Ω. The following theorem is well-known (see [25], [58]).

Theorem 6.2.2. (1)Let Ω ⊂ Rn be a bounded convex domain and L < 0 be a

constant, then there is a unique solution u ∈ C∞(Ω)
⋂
C0(Ω̄) of the boundary value

problem (6.2.1)-(6.2.2). Put

M = { (x, f(x)) } ,
where f = f(x) is the Legendre transformation function of u = u(ξ), then M is a

complete hyperbolic affine hypersphere with constant affine mean curvature L < 0.

(2)Every complete hyperbolic affine hypersphere can be obtained in this way.
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In [57], the authors studied the construction of Euclidean complete hypersurfaces

with constant affine Gauß-Kronecker curvature. The problem is reduced to the

study of the following two linked boundary value problems, where ϕ is prescribed

on the boundary ∂Ω of the bounded convex domain Ω:

det(uij) = (−u∗)−n−2 in Ω, (6.2.3)

u = ϕ on ∂Ω, (6.2.4)

where u∗ is the solution of the following boundary value problem

det(u∗ij) = (−u∗)−n−2 in Ω, (6.2.5)

u∗ = 0 on ∂Ω. (6.2.6)

They proved the following:

Theorem 6.2.3. There is a unique solution u ∈ C∞(Ω)
⋂
C0(Ω̄) of the boundary

value problem (6.2.3) - (6.2.6). The hypersurface M , constructed from the solution

u as in Theorem 6.2.2, is a Euclidean complete hypersurface with constant affine

Gauß-Kronecker curvature.

In this section we study the construction of Euclidean complete affine hypersur-

faces with negative constant affine mean curvature L. In the following subsection

6.2.1 we show that the construction can be reduced to the study of the PDE
∑

uijVij = nL, (6.2.7)

where here and later V := [det(uij)]
−1

n+2 .

Theorems 6.2.2 and 6.2.3 suggest to pose the following conjecture:

Conjecture 6.2.4.

(1) Let 0 > L ∈ R, and let Ω ⊂ Rn be a bounded convex domain, ϕ be a smooth,

strictly convex function defined in a domain containing Ω̄, satisfying

det(ϕij) ≤ d
2 ,

where

d =
(
2
√
n diam(Ω)

)−n(n+2)
n+1 .

Then there is a solution u ∈ C∞(Ω)
⋂
C0(Ω) of the following boundary value prob-

lem
∑

uijVij = nL in Ω, (6.2.8)

u = ϕ on ∂Ω, (6.2.9)

where det(uij) := V −n−2 in Ω, (6.2.10)
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V = 0 on ∂Ω. (6.2.11)

Again, if we define M := {(x, f(x))} as in Theorem 6.2.2 then the hypersurface

M is a Euclidean complete affine hypersurface with constant affine mean curvature

L < 0.

(2) Every Euclidean complete affine hypersurface with negative constant affine mean

curvature can be obtained in this way.

Here we solve the first part of this conjecture, namely we consider the following

boundary value problem: Let Ω be a bounded convex domain with smooth bound-

ary, let ϕ, ψ be given smooth functions on ∂Ω such that ψ satisfies

C−1 ≤ ψ ≤ C

for some constant C > 0. Solve the problem:
∑

uijVij = −n in Ω, (6.2.12)

u = ϕ on ∂Ω (6.2.13)

det(uij) := V −n−2 in Ω, (6.2.14)

V = ψ on ∂Ω. (6.2.15)

Remark. In [94], Trudinger and Wang studied the construction of hypersurfaces

with given affine mean curvature function g defined on a convex domain in the

coordinate plane R2. In our notation, they studied the following boundary value

problem:
∑

F ijwij = g, w := [det(fij)]
−n+1

n+2 in Ω,

where (F ij) is the cofactor matrix of the Hessian matrix (fij);

f = ϕ, w = ψ on ∂Ω,

where ϕ and ψ are prescribed functions on the boundary. As before,

M = { (x, f(x)) }
describes the hypersurface as a graph over Ω.

Using the method of Trudinger and Wang, one can prove:

Proposition 6.2.5. The boundary value problem (6.2.12) − (6.2.15) has a unique

solution (u, V ) ∈ C∞(Ω)
⋂
C0(Ω̄).

The proof follows the lines of [91], thus we omit it here.

Later we are going to apply Proposition 6.2.5 and Proposition 6.2.8 below to con-

struct a hypersurface with constant affine mean curvature L < 0 from the solution
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u of (6.2.12) and (6.2.15) as follows. Put M := {(x, f(x))} as in Theorem 6.2.2,

then M is an affine hypersurface with constant affine mean curvature L < 0.

In particular we are interested to construct Euclidean complete hypersurfaces with

L < 0. To this end we consider the following boundary value problem: Consider

the PDEs (6.2.12) - (6.2.14) and

V = t on ∂Ω, (6.2.16)

where Ω is a bounded convex domain with smooth boundary, t > 0 is a given real

constant, and ϕ is a given smooth function prescribed on the boundary ∂Ω as in

the Conjecture above.

By Proposition 6.2.5 we get a family of solutions (ut, Vt) of the PDEs (6.2.12),

(6.2.13), (6.2.14) and (6.2.16). Let t → 0. We can prove that ut converges to a

smooth, strictly convex function u; from u we can construct a Euclidean complete

hypersurface with affine mean curvature L < 0 as before.

Theorem 6.2.6. [97]. Let Ω ⊂ Rn be a bounded convex domain with smooth

boundary, ϕ be a smooth strictly convex function defined in a domain containing Ω̄,

satisfying

det(ϕij) ≤ d
2 ,

where

d =
(
2
√
n diam(Ω)

)−n(n+2)
n+1 .

Then there is a function u ∈ C∞(Ω)
⋂
C0(Ω̄) such that

• u satisfies∑
uijVij = nL, det(uij) := V −n−2 in Ω, (6.2.17)

u = ϕ, V = 0 on ∂Ω. (6.2.18)

• The hypersurface M , defined by the graph of the Legendre transform func-

tion f of u, is a Euclidean complete affine hypersurface with constant affine

mean curvature L < 0. Moreover, when n=2, M is also complete with re-

spect to the Blaschke metric.

Remark. For a general convex domain Ω, i.e., a domain Ω with continuous bound-

ary, we approximate Ω by convex domains that have a smooth boundary. The

following result can be easily proved:

Theorem 6.2.7. Let Ω ⊂ Rn be a bounded convex domain with continuous bound-

ary, ϕ be a smooth strictly convex function defined in a domain containing Ω̄, sat-

isfying

det(ϕij) ≤ d
2 ,

where

d =
(
2
√
n diam(Ω)

)−n(n+2)
n+1 .

Then there is a function u ∈ C∞(Ω)
⋂
C0(Ω̄) such that
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• u satisfies
∑

uijVij = nL, det(uij) = V −n−2 in Ω, (6.2.19)

lim
p→∂Ω

u ≤ ϕ, V = 0 on ∂Ω. (6.2.20)

• The hypersurface M , defined by the graph of the Legendre transform f of

u, is a Euclidean complete affine hypersurface with constant affine mean

curvature L < 0. Moreover, when n=2, M is also complete with respect to

the Blaschke metric.

The proof is contained in the sections 6.2.1 - 6.2.2.

6.2.1 Proof of the existence of a solution

Recall the definition of ρ from section 1.4. Denote ρi := ∂ρ
∂ξi

, Vi := ∂V
∂ξi

, Vij := ∂2V
∂ξi∂ξj

,

then (2.7.8) gives

∆
(

1
V

)
= 1

ρ

∑
uij
(
− Vij

V 2 + 2
ViVj

V 3

)
− 2

ρ2

∑
uij ViVj

V 4 = −ρ
∑

uijVij .

On the other hand, by (2.7.2) we have

∆
(

1
V

)
= ∆ρ = −nLρ.

It follows that
∑

uijVij = nL;

as before (uij) is the inverse matrix of (uij) and V = [det(uij)]
− 1

n+2 . Thus we have

Proposition 6.2.8. Let x : M → Rn+1 be a hypersurface given by the graph of a

strictly convex C∞-function

xn+1 = f(x1, ..., xn).

Then M has negative constant affine mean curvature L < 0 if and only if the Leg-

endre transformation function u of f satisfies the following second order nonlinear

PDE system




∑
uijVij = nL

det(uij) = V −n−2.

(6.2.21)

We assume that Ω is a bounded convex domain with smooth boundary. For the

bounded convex domain with continuous boundary we use convex domains with

smooth boundaries to approximate the given domain. As our estimates are uniform,

the result follows. Without loss of generality we assume that L = −1.

The proof of Proposition 6.2.5 is the same as in [91], as already stated we omit it

here. Now we consider the boundary value problem stated in (6.2.12) - (6.2.14) and

(6.2.16). By Proposition 6.2.5 we get a one-parameter family of solutions (u(t), V (t))
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of the system. Let t → 0. We are going to prove that there exists a limit function

u ∈ C∞(Ω)
⋂
C0(Ω̄), which satisfies the equations (6.2.12) - (6.2.14). To this end

we give uniform estimates for |u(t)|, V (t) and ρ(t). To simplify the notation in the

following estimates we use u, V, ρ instead of u(t), V (t), ρ(t), respectively.

(1) Estimate for V (t).

For any t ∈ (0, 1], consider the function

F := lnV +m
∑

(ξi)
2

defined on Ω, where m is a positive constant to be determined later. If F attains

its maximum at the boundary of ∂Ω, it is easy to see that V has a uniform upper

bound. We assume that F attains its maximum at an interior point ξ0 ∈ Ω, then

at ξ0, we have

0 = Fi = Vi

V + 2mξi,

0 ≥
∑

uijFij = − n
V −

∑
uijViVj

V 2 + 2m
∑

uii.

Without loss of generality, we may assume that the matrix (uij) is diagonal at ξ0,

then we have

0 ≥ − n
V − 4m2

∑
ξ2i u

ii + 2m
∑

uii.

We choose m = 1
4d2 , where d := diam(Ω). Then

0 ≥ − n
V +m

∑
uii,

i.e.,

V
∑

uii ≤ n
m .

Thus, at ξ0, ∑
uii =

∑
1

uii
≥ n

(Πuii)
1
n

= nV
n+2

n .

It follows that

V ≤
(
2
√
n diam(Ω)

) n
n+1 . (6.2.22)

Obviously, (6.2.22) holds everywhere in Ω.

(2) Estimate for ρ.

By the convexity of u, for any point p ∈ Ω, the graph of u lies above the tangent

plane of u at p. Subtracting a linear function we may assume that

u(p) = 0, grad u(p) = 0, u(ξ) ≥ 0, ∀ξ ∈ Ω.

Consider the function

F := exp
{

−m
C−u

}
ρ,
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defined on the section Su(p, C) = {ξ | u(ξ) < C}, where ρ := [det(uij)]
1

n+2 , and

m > 0 is a constant to be determined later. It is easy to see that F attains its

maximum at an interior point p∗ of the domain Su(p, C). Around p∗ choose a local

orthonormal frame field {e1, ..., en} with respect to the Blaschke metric. Denote by

“, ” covariant derivation with respect to the Levi-Civita connection. Then, at p∗,
we have

− mu,i

(C−u)2 +
ρ,i

ρ = 0, (6.2.23)

− 2m
∑

(u,i)
2

(C−u)3 − m∆u
(C−u)2 −

∑
(ρ,i)

2

ρ2 + ∆ρ
ρ ≤ 0. (6.2.24)

By (2.7.8) a direct calculation gives

∆u = n
ρ − 2

∑
ρ,i

ρ u,i. (6.2.25)

We insert (6.2.23), (6.2.25) and (2.7.2) into (6.2.24) and get

− nm
ρ(C−u)2 +

[
1 − 2(C−u)

m

]
1
ρ2

∑
(ρ,i)

2 + n ≤ 0.

We choose m = 2C. Then

ρ ≤ 2C
(C−u)2 .

It follows that

exp
{

−2C
C−u

}
ρ ≤ exp

{
−2C
C−u

}
2C

(C−u)2 ≤ a
C , (6.2.26)

where a is a universal constant. (6.2.26) holds at p∗, where F attains its maximum.

Therefore (6.2.26) holds everywhere in the section Su(p, C).

(3) Estimate for |u(t)|.

Adding a constant we may assume that minΩ{ϕ} = 0. Let (u, V ) be a solution

of the system (6.2.12) - (6.2.14) and (6.2.16). Then




uij(u+ V )ij = 0 in Ω

u+ V = ϕ+ t > 0 on ∂Ω.

The maximum principle implies

u ≥ −V ≥ −
(
2
√
n diam(Ω)

) n
n+1 ,

then

|u| ≤ max
Ω

{ϕ} − min
Ω

{ϕ} +
(
2
√
n diam(Ω)

) n
n+1 + 1,

where we used the estimate (6.2.22).

The estimate (3) implies that the expression |u(t)| is uniformly bounded for all t.

For any compact set D ⊂ Ω also the gradient ‖grad u(t)‖ is uniformly bounded on

D. It follows that there is a convex function u, defined on Ω, such that, for any
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compact set D ⊂ Ω, there is a subsequence u(ti) converging uniformly to u on D.

We need to prove that u is smooth and strictly convex. We simplify the notation

and write u(i) := u(ti). By a standard result ([17], p.369) we can find a smooth

convex function ϕ′ such that

det(ϕ′
kj) = 3

4 d, ϕ′|∂Ω = ϕ|∂Ω,

where

d :=
(
2
√
n diam(Ω)

)−n(n+2)
n+1 .

(6.2.22) gives a uniform estimate

det(u
(i)
kj ) ≥ d.

Since u(i) = ϕ on ∂Ω, det(ϕij) ≤ d
2 ; the maximum principle implies

ϕ ≥ ϕ′ > u(i) in Ω.

It follows that

ϕ ≥ ϕ′ > u. (6.2.27)

Let qo = (ξo, u(ξo)) ∈ M (∞) be an arbitrary point. By (6.2.27), there is a support

hyperplane H of M (∞) at qo

H : ξn+1 = u(ξo) + grad u(ξo)(ξ − ξo),

and a constant a > 0 such that

• the set

S(ξo, a) = {ξ ∈ Ω | u(ξ) ≤ u(ξo) + grad u(ξo)(ξ − ξo) + a}
is not compact;

• the set

S(ξo, a− ε) = {ξ ∈ Ω | u(ξ) ≤ u(ξo) + grad u(ξo)(ξ − ξo) + (a− ε)}
is compact for any ε > 0.

Then there is a sequence ξ
(i)
o → ξo such that, for any small ε > 0, the sets

Si(ξ
(i)
o , a− ε) =

{
ξ ∈ Ω | u(i)(ξ) ≤ u(i)(ξ(i)o ) + grad u(i)(ξ(i)o )(ξ − ξ(i)o ) + (a− ε)

}

are also compact for i large enough. We use the estimates (1) and (2) to conclude

that the expressions det(u
(i)
kl ) are uniformly bounded, both from above and from

below. Finally we apply the Caffarelli-Gutierrez theory (see [15]) and the standard

Caffarelli-Schauder estimate to conclude that u is a smooth function in S(ξo, a)

and that u satisfies the system (6.2.12) - (6.2.14). As ξo is arbitrary, u is smooth

and strictly convex.

Now we prove

lim
p→∂Ω

u = ϕ.

Since u is smooth and strictly convex in Ω, the limit of the left hand side exists.

Denote it by ϕ′. Obviously, ϕ′ ≤ ϕ. We are going to prove that ϕ′ = ϕ. Assume

that there is a point ξ̄ ∈ ∂Ω such that ϕ′(ξ̄) < ϕ(ξ̄). Without loss of generality we

may assume that
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• ϕ(ξ̄) = 1, ϕ′(ξ̄) = 0,

• ξ̄ = (0, ..., 0), and the equation of the tangent hyperplane of ∂Ω at ξ̄ is

ξ1 = 0, and Ω ⊂ {ξ1 > 0},
• for ε > 0 sufficiently small we have ϕ′ < 1

10 on {ξ1 ≤ ε}⋂∂Ω.

We construct a function ũ

ũ = 2u− bξ1 + 1
2 .

We choose b sufficiently large and have ũ+ 1
3 ≤ u(i) on ∂∆′, where

∆′ := {ξ ∈ Ω | ξ1 ≤ ε}.
For any positive real δ > 0, let Dδ = {ξ ∈ ∆′ | dist(ξ, ∂∆′) ≥ δ}. Then, for δ small

enough and i large enough, we have

ũ < u(i) on ∂Dδ,

det(ũkl) > det(u
(i)
kl ).

It follows that u(i) ≥ ũ on Dδ. For δ → 0, i → ∞ we get ũ ≤ u in ∆′. But

ũ(ξ̄) = 1
2 > ϕ′(ξ̄), and both, ũ and u, are smooth in the interior of ∆′; this gives a

contradiction. Thus ϕ′ = ϕ on ∂Ω.

Put

xi := ∂u
∂ξi
, and f(x1, ..., xn) :=

∑
ξi

∂u
∂ξi

− u(ξ1, ..., ξn),

M = {(x, f(x))} ,
then M is an affine hypersurface with constant affine mean curvature −1.

6.2.2 Proof of the Euclidean completeness

Next we prove that M is Euclidean complete. If we prove that ‖grad u‖E → ∞
when the point tends to the boundary ∂Ω then it is easy to see that M is Euclidean

complete. First we use a method of [57] to show that, for any point ξ̄ ∈ ∂Ω,

we can find an affine transformation such that u(t)(ξ̄) = 0, and u(t)(ξ) < 0 for

all ξ ∈ ∂Ω\{ξ̄}. To simplify the notation, in the following we omit the index t.

Without loss of generality, we may assume that

ξ̄ = (0, . . . , 0, ξ̄n), ξ̄n < 0,

and the exterior unit normal vector of ∂Ω at ξ̄ is γ = (0, . . . , 0,−1). The smooth

boundary is convex, thus locally, i.e., in a neighborhood Nε of ξ̄ on ∂Ω, the bound-

ary ∂Ω can be expressed by

ξn = q(ξ1, . . . , ξn−1),

where q(ξ1, . . . , ξn−1) is a convex function such that

∂q
∂ξi

(ξ̄) = 0, for i = 1, 2, . . . , n− 1.
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Consider the function

F := u+ b1ξ1 + . . .+ bnξn + d,

where bi, d are constants to be determined later.

Claim. We aim to choose bi, d such that F attains its maximum on ∂Ω at ξ̄, and

F (ξ̄) = 0. (6.2.28)

To do this, we take

∂F
∂ξi

(ξ̄) = 0, for i = 1, 2, . . . , n− 1, (6.2.29)

and (6.2.28), (6.2.29) give

bn = ϕ(ξ̄)+d

−ξn

, (6.2.30)

bi = − ∂ϕ
∂ξi

(ξ̄), for i = 1, 2, . . . , n− 1.

Moreover, at ξ̄, we need

0 ≥ ∂2F
∂ξi∂ξj

= ∂2ϕ
∂ξi∂ξj

+
(

∂ϕ
∂ξn

+ bn

)
∂2q

∂ξi∂ξj

= ∂2ϕ
∂ξi∂ξj

+
(

∂ϕ
∂ξn

+ ϕ(ξ̄)+d

−ξn

)
∂2q

∂ξi∂ξj
.

Denote by λ the smallest eigenvalue of the matrix
(

∂2q
∂ξi∂ξj

)
, and by

d1 := −
maxNε

{∑
i,j

∣∣∣ ∂2ϕ
∂ξi∂ξj

∣∣∣
}
|ξ̄n|

minNε{λ} − max |ϕ| − max
Nε

∣∣∣ ∂ϕ
∂ξn

ξ̄n

∣∣∣ .

If we choose d < d1, then F attains its maximum at ξ̄ in Nε, and (6.2.28) holds.

On the other hand, when we restrict F to ∂Ω by (6.2.13) and (6.2.30), we have

F = ϕ(ξ) +

n−1∑

i=1

biξi +
(

ϕ(ξ̄)+d

−ξn

)
ξn + d.

Denote

d2 := − max
∂Ω\Nε

{
−ξn

−ξn+ξn

}
max
∂Ω

{
|ϕ(ξ)| +

∣∣∣∣∣
n−1∑

i=1

biξi

∣∣∣∣∣+
∣∣∣ϕ(ξ̄)

ξn

ξn

∣∣∣
}
.

When d < d2, we have F < 0 on ∂Ω\Nε. We choose d = 2 min{d1, d2}, then our

claim is proved. �

Remark. It is easy to see that F also satisfies (6.2.12), (6.2.14), and that the

Euclidean gradient ‖grad (F − u)‖E has a uniform upper bound. So if ‖grad F‖E

tends to infinity, the term ‖grad u‖E tends to infinity too.

Lemma 6.2.8. There exist a constant β > 0 and a small number t0 > 0 such that,

for any t ∈ (0, t0], the gradient of u(t) satisfies

‖grad u(t)‖∂Ω ≥ Ct−β ,
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where C is an appropriate positive constant.

Proof. Let ξ̄ ∈ ∂Ω be an arbitrary point. For a given t ∈ (0, 1], by an appropriate

transformation, we may assume that u(t)(ξ̄) = −t, and u(t)(ξ) < −t for ξ ∈ ∂Ω\{ξ̄}.
Again, to simplify the notation, we write u, V instead of u(t), V (t). We have

∑
uij(u+ V )ij = 0 in Ω,

u+ V ≤ 0 on ∂Ω.

We apply the maximum principle and get

−V ≥ u on Ω̄,

i.e.,

V ≤ |u| on Ω̄. (6.2.31)

Let Bδ(ξ0) ⊂ Ω be a disk which is tangent to ∂Ω at ξ̄, with radius δ and center ξ0.

Denote a := ‖grad u(ξ̄)‖E .

(1) If a = ∞ the lemma is proved.

(2) Now we assume that a <∞. From (6.2.31), for δ sufficiently small, we have

V ≤ |u| ≤ 2δa+ t on B̄δ(ξ0). (6.2.32)

We construct a new function û on Bδ(ξ0) by

û := b(|ξ − ξ0|2 − δ2) − t,

where b is a constant to be determined later. Then

∂û
∂γ (ξ̄) = 2δb,

det(ûij) = (2b)n,

where γ is the exterior unit normal vector of ∂Ω at ξ̄.

We take b = 1
δtβ and δ = t1−ε+β, where β = 1−2ε

n , and where ε is a sufficiently

small positive real.

Claim. We claim that a ≥ 2bδ.

Assume the contrary, then (6.2.32) gives

det(uij) ≥ (2δa+ t)−n−2 > (4δ2b+ t)−n−2 > 5−(n+2)t−(n+2)(1−ε) in Bδ(ξ0),

while

det(ûij) = (2b)n = 2n

δnt1−2ε = 2n

tn(1−ε)+2(1−2ε) .

Obviously,

det(uij) ≥ det(ûij) in Bδ(ξ0)

for t small. Note that û = −t ≥ u on ∂Bδ(ξ0); the maximum principle gives

û ≥ u on B̄δ(ξ0). As û(ξ̄) = −t = u(ξ̄), we have ∂û
∂γ (ξ̄) ≤ ∂u

∂γ (ξ̄), i.e., a ≥ 2δb;
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this gives a contradiction to the assumption. The claim is proved.

Therefore,

‖grad u(t)‖E ≥ 2δb = 2
tβ ,

and Lemma 6.2.8 is proved. �

In the proof of Lemma 6.2.8 we obtained the inequality (6.2.31), this means that

for any t ∈ (0, 1], we have V (t) ≤ |u(t)|; then the limit solutions u, V also satisfy

the inequality V ≤ |u|, We apply the affine transformation used in Lemma 6.2.8;

this gives u(t)(ξ̄) = −t → 0 = u(ξ̄), thus we have V (ξ̄) = 0. On the other hand, V

is invariant under the transformation in Lemma 6.2.8, and ξ̄ is an arbitrary point

of ∂Ω, so V = 0 on ∂Ω.

Denote by f (t)(x) and f(x) the Legendre transformation functions of u(t) and

u, respectively. For any sufficiently large number R] > 0, by Lemma 6.2.8, there

exists a number t0 > 0 such that, for 0 < t < t0, the function f (t) is defined on

the disk BR](0). Since the norms ‖grad f (t)‖ are uniformly bounded on BR](0),

there is a subsequence f (ti) converging to f . Hence f(x) is defined on BR](0). As

R] is arbitrary, f(x) is defined on Rn, i.e., the hypersurface M constructed from u

is Euclidean complete. When n = 2, by Theorem 6.1.1, M is also complete with

respect to the Blaschke metric. �
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[83] R. Schoen, S.T. Yau: Lectures on differential geometry, International Press, Cambridge

(1994).
[84] U. Simon: The Pick invariant in equiaffine differential geometry, Abh. Math. Semin.

Univ. Hamb. 53 (1983), 225-228.
[85] U. Simon: Hypersurfaces in equiaffine differential geometry, Geom. Dedicata, 17

(1984), 157-168.
[86] U. Simon: Affine differential geometry, Handbook of differential geometry, Vol. I,

905-961, North-Holland, Amsterdam (2000).
[87] U. Simon: Affine hypersurface theory revisited: gauge-invariant structures, Russian

Math. (Iz. VUZ) 48 (2004), 48-73.
[88] U. Simon, A. Schwenk-Schellschmidt, H. Viesel: Introduction to the affine differential

geometry of hypersurfaces, Lecture Notes, Science University of Tokyo (1991), ISBN:
3-7983-1529-9.

[89] U. Simon, R. Xu: Geometric modelling techniques for the solution of certain Monge-

Ampère equations, Preprint TU Berlin 2009.
[90] H. Trabelsi: Propertiétés de l’application centre d’une hypersurface affine, These Doc-

torat en Math., Univ. de Valenciennes, France (2006).
[91] N.S. Trudinger, X.-J. Wang: The Bernstein problem for affine maximal hypersurfaces,

Invent. Math. 140 (2000), 399-422.
[92] N.S. Trudinger, X.-J. Wang: Affine complete locally convex hypersurfaces, Invent.

Math. 150 (2002), 45-60.
[93] N.S. Trudinger, X.-J. Wang: The Bernstein-Jörgens theorem for a fourth order partial

differential equation, J. Partial Diff. Equations, 15 (2002), 78-88.
[94] N.S. Trudinger, X.-J. Wang: The affine Plateau problem, J. Amer. Math. Soc. 18

(2005), 253-289.



March 3, 2010 11:54 World Scientific Book - 9.75in x 6.5in ws-book975x65

Bibliography 177

[95] L. Vrancken: The Magid-Ryan conjecture for equiaffine hyperspheres with constant

sectional curvature, J. Diff. Geom. 54 (2000), 99-138.
[96] L. Vrancken, A.-M. Li, U. Simon: Affine spheres with constant affine sectional curva-

ture, Math. Z. 206 (1991), 651-658.
[97] B.F. Wang, A.-M. Li: The Euclidean complete hypersurfaces with negative constant

affine mean curvature, Results Math. 52 (2008), 383-398.
[98] B.F. Wang: The affine complete hypersurfaces of constant Gauss-Kronecker curvature,

Acta Math. Sinica, English Series 25(8) (2009), 1353-1362.
[99] C.P. Wang: Some examples of complete hyperbolic affine 2-spheres in R

3, Proc. Conf.
Global Diff. Geom. Global Analysis, Berlin 1990, Lecture Notes Math. 1481 (1991),
272-280.

[100] H. Wu: The spherical images of convex hypersurfaces, J. Diff. Geom. 9 (1974), 279-
290.

[101] M. Xiong: Some properties of compact α-Hessian manifold, J. Sichuan University,
45(5) (2008), 1031-1036.

[102] R. Xu, A.-M. Li, X.X. Li: Euclidean complete α relative extremal hypersurfaces, J.
Sichuan University, 46(5) (2009), 1217-1223.

[103] R. Xu: Bernstein properties for some relative parabolic affine hyperspheres, Results
Math. 52 (2008), 409-422.

[104] S.T. Yau: Harmonic functions on complete Riemannian manifolds, Comm. Pure.
Appl. Math. 28 (1975), 201-228.



March 3, 2010 11:54 World Scientific Book - 9.75in x 6.5in ws-book975x65

This page intentionally left blankThis page intentionally left blank



March 3, 2010 11:54 World Scientific Book - 9.75in x 6.5in ws-book975x65

Index

α-Ricci curvature, 42, 86
α-metric, 42, 82

Abreu equation, 110
affine

Bernstein problem, 95, 131

completeness, 50
connection, 1
conormal Gauß map, 22
geometry, 12

hypersphere, 30
mappings, 12
maximal hypersurface, 93, 110, 131
normal, 17

normal field, 40
support function, 24
transformation, 12

apolarity condition, 17

Blaschke
geometry, 40
hypersurface, 15

metric, 15
blow-up analysis, 151

Calabi completeness, 50, 138, 144

Calabi geometry, 44
Calabi metric, 41
Calabi’s conjecture, vi, 95, 105
Cartan’s Lemma, 2

Chern’s conjecture, vi, 95, 150
Christoffel symbols, 2
covariant Hessian, 2
cross product, 12

cubic form, 22, 38, 49, 61, 102, 150
curvature tensor, 2

equiaffine geometry, 12

equiaffine normalization, 21
equiaffine theorema egregium, 26

Euclidean completeness, 50, 68, 82, 95,
138, 144, 169

exterior

algebra, 1

derivative, 2
differentiation, 1

finite geometry, 149

Fubini-Pick form, 22, 27, 49, 100

gauge

invariants, 44
transformations, 44

Hessian metric, 41

Hofer’s Lemma, 105, 131, 133

identities

Bianchi, 3
Ricci, 3, 54, 65

improper affine hypersphere, 30

integrability conditions, 26

Legendre transformation, 9

level set, 6, 66, 79, 119, 129

Maximum principle, 7, 43, 57, 59, 110,
138, 167, 171

non-degenerate, 15, 34

normal mapping, 8, 80, 154
normalization, 33

normalized hypersurface, 33

179



March 3, 2010 11:54 World Scientific Book - 9.75in x 6.5in ws-book975x65

180 Affine Bernstein Problems and Monge-Ampère Equations

proper affine hypersphere, 30

relative
hypersurface, 35
hypersurface theory, 33
normal, 35
normalizations, 35
Pick invariant, 37
support function, 37
Tchebychev form, 37
Tchebychev vector field, 37, 41, 63, 68

section, 6
structure equations, 26

Theorem
Hadamard - Sacksteder - Wu, 7, 52, 96,

151

Hadamard-Cartan, 7
Hopf-Rinow , 7
Laplacian Comparison, 8, 43, 60, 68,

86, 132, 138
Myers, 7, 57, 59, 160

unimodular affine frame, 13
unimodular affine structure, 11
unimodular space, 12

Viscosity solution, 8

Weingarten
equation, 18
operator, 18

Weyl conformal curvature tensor, 4
Weyl geometry, 44


	Contents
	Preface
	1. Basic Tools
	1.1 Differentiable Manifolds
	1.1.1 Manifolds, connections and exterior calculus
	1.1.2 Riemannian manifolds
	1.1.3 Curvature inequalities
	1.1.4 Geodesic balls and level sets

	1.2 Completeness and Maximum Principles
	1.2.1 Topology and curvature
	1.2.2 Maximum principles

	1.3 Comparison Theorems
	1.4 The Legendre Transformation

	2. Local Equiaffine Hypersurfaces
	2.1 Hypersurfaces in Unimodular Affine Space
	2.1.1 The ambient space
	2.1.2 Affine hypersurfaces

	2.2 Structure Equations and Berwald-Blaschke Metric
	2.2.1 Structure equations - preliminary version
	2.2.2 Covariant Gau  equations - preliminary

	2.3 The Affine Normalization
	2.3.1 The affine normal
	2.3.2 Affine shape operator and affine extrinsic curvature
	2.3.3 The affine conormal
	2.3.4 The conormal connection
	2.3.5 Affine Gau  mappings

	2.4 The Fubini-Pick Form
	2.4.1 Properties of the Fubini-Pick form
	2.4.2 The Pick invariant
	2.4.3 Structure equations - covariant notation
	2.4.4 The affine support function

	2.5 Integrability Conditions
	2.5.1 Integration via moving frames
	2.5.2 Covariant form of the integrability conditions

	2.6 Fundamental Theorem
	2.7 Graph Immersions with Unimodular Normalization
	2.8 Affine Spheres and Quadrics
	2.8.1 Affine hyperspheres
	2.8.2 Characterization of quadrics


	3. Local Relative Hypersurfaces
	3.1 Hypersurfaces with Arbitrary Normalization
	3.1.1 Structure equations
	3.1.2 Fundamental theorem for non-degenerate hypersurfaces

	3.2 Hypersurfaces with Relative Normalization
	3.2.1 Relative structure equations and basic invariants
	3.2.2 Relative integrability conditions
	3.2.3 Classical version of the integrability conditions
	3.2.4 Classical version of the fundamental theorem

	3.3 Examples of Relative Geometries
	3.3.1 The Euclidean normalization
	3.3.2 The equiaffine (Blaschke) normalization
	3.3.3 The centroaffine normalization
	3.3.4 Graph immersions with Calabi metric
	3.3.5 The family of conformal metrics G( )
	3.3.6 Comparison of different relative geometries
	3.3.7 Different versions of fundamental theorems

	3.4 Gauge Invariance and Relative Geometry

	4. The Theorem of Jorgens-Calabi-Pogorelov
	4.1 Affine Hyperspheres and their PDEs
	4.1.1 Improper affine hyperspheres
	4.1.2 Proper affine hyperspheres
	4.1.3 The Pick invariant on affine hyperspheres

	4.2 Completeness in Affine Geometry
	4.2.1 Affine completeness and Euclidean completeness
	4.2.2 The Cheng-Yau criterion for affine completeness
	4.2.3 Proof of the Estimate Lemma
	4.2.4 Topology and the equia ne Gau  map

	4.3 Affine Complete Elliptic Affine Hyperspheres
	4.4 The Theorem of Jorgens-Calabi-Pogorelov
	4.5 An Extension of the Theorem of Jorgens-Calabi-Pogorelov
	4.5.1 Affine Kahler Ricci flat equation
	4.5.2 Tools from relative geometry
	4.5.3 Calculation of    in terms of the Calabi metric
	4.5.4 Extension of the Theorem of Jorgens-Calabi-Pogorelov proof for n   4
	4.5.5 Comparison of two geometric proofs
	4.5.6 Technical tools for the proof in dimension n   5
	I. A gradient estimate for    
	II. Further estimates.

	4.5.7 Proof of Theorem 4.5.1 - n   5

	4.6 A Cubic Form Differential Inequality with its Applications
	4.6.1 Calculation of  J in terms of the Calabi metric
	4.6.2 Proof of Theorem 4.6.2


	5. Affine Maximal Hypersurfaces
	5.1 The First Variation of the Equiaffine Volume Functional
	5.2 Affine Maximal Hypersurfaces
	5.2.1 Graph hypersurfaces
	5.2.2 The PDE for affine maximal hypersurfaces

	5.3 An Affine Analogue of the Weierstrass Representation
	5.3.1 The representation formula
	5.3.2 Examples

	5.4 Calabi's Computation of  J in Holomorphic Terms
	5.4.1 Computation of   (J + kBk2)

	5.5 Calabi's Conjecture
	5.5.1 Proof of Calabi's Conjecture for dimension n = 2

	5.6 Chern's Conjecture
	5.6.1 Technical estimates
	5.6.2 Estimates for the determinant of the Hessian
	5.6.3 Estimates for the third order derivatives
	5.6.4 Estimates for   fii
	5.6.5 Proof of Theorem 5.6.2

	5.7 An Affine Bernstein Problem in Dimension 3
	5.7.1 Proof of Part I
	5.7.2 Proof of Part II: Affine blow-up analysis

	5.8 Another Method of Proof for some Fourth Order PDEs
	5.9 Euclidean Completeness and Calabi Completeness

	6. Hypersurfaces with Constant Affine Mean Curvature
	6.1 Classification
	6.1.1 Estimates for the determinant of the Hessian
	6.1.2 Proof of Theorem 6.1.1
	6.1.3 Proof of Theorem 6.1.2

	6.2 Hypersurfaces with Negative Constant Mean Curvature
	6.2.1 Proof of the existence of a solution
	6.2.2 Proof of the Euclidean completeness


	Bibliography
	Index



