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Preface

In general it is difficult to obtain analytic approximations of nonlinear prob-
lems with strong nonlinearity. Traditionally, solution expressions of a nonlin-
ear problem are mainly determined by the type of nonlinear equations and the
employed analytic techniques, and the convergence regions of solution series
are strongly dependent of physical parameters. It is well known that analytic
approximations of nonlinear problems often break down as nonlinearity be-
comes strong and perturbation approximations are valid only for nonlinear
problems with weak nonlinearity.

In this book we introduce an analytic method for nonlinear problems in
general, namely the homotopy analysis method. We show that, even if a non-
linear problem has a unique solution, there may exist an infinite number of
different solution expressions whose convergence region and rate are depen-
dent on an auxiliary parameter. Unlike all previous analytic techniques, the
homotopy analysis method provides us with a simple way to control and adjust
the convergence region and rate of solution series of nonlinear problems. Thus,
this method is valid for nonlinear problems with strong nonlinearity. More-
over, unlike all previous analytic techniques, the homotopy analysis method
provides great freedom to use different base functions to express solutions of a
nonlinear problem so that one can approximate a nonlinear problem more ef-
ficiently by means of better base functions. Furthermore, the homotopy anal-
ysis method logically contains some previous techniques such as Adomian’s
decomposition method, Lyapunov’s artificial small parameter method, and
the d-expansion method. Thus, it can be regarded as a unified or generalized
theory of these previous methods.

The book consists of two parts. Part I (Chapter 1 to Chapter 5) deals
with the basic ideas of the homotopy analysis method. In Chapter 2, the ho-
motopy analysis method is introduced by means of a rather simple nonlinear
problem. The reader is strongly advised to read this chapter first. In Chapter
3, a systematic description is given and a convergence theorem is described for
general cases. In Chapter 4 we show that Lyapunov’s artificial small parame-
ter method, the d-expansion method, and Adomian’s decomposition method
are simply special cases of the homotopy analysis method. In Chapter 5 the
advantages and limitations of the homotopy analysis method are briefly dis-
cussed and some open questions are pointed out. In Part I (Chapter 6 to
Chapter 18), the homotopy analysis method is applied to solve some non-
linear problems, such as simple bifurcations of a nonlinear boundary-value
problem (Chapter 6), multiple solutions of a nonlinear boundary-value prob-
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lem (Chapter 7), eigenvalue and eigenfunction of a nonlinear boundary-value
problem (Chapter 8), the Thomas-Fermi atom model (Chapter 9), Volterra’s
population model (Chapter 10), free oscillations of conservative systems with
odd nonlinearity (Chapter 11), free oscillations of conservative systems with
quadratic nonlinearity (Chapter 12), limit cycle in a multidimensional sys-
tem (Chapter 13), Blasius’ viscous flow (Chapter 14), boundary-layer flows
with exponential property (Chapter 15), boundary-layer flows with algebraic
property (Chapter 16), Von Kdrmén swirling viscous flow (Chapter 17), and
nonlinear progressive waves in deep water (Chapter 18). In Part II, only
Chapters 14, 15, and 18 are adapted from published articles of the author.

I would like to express my sincere thanks to Professor P. Hagedorn (Darm-
stadt University of Technology, Germany) and Professor Y.Z. Liu (Shanghai
Jiao Tong University, China) for reading Part I of the manuscript and giv-
ing their valuable comments. Thanks to Robert B. Stern, Jamie B. Sigal,
and Amy Rodriguez (CRC Press) for their editorial help as well as Nishith
Arora for assistance on KWTEX. I would like to express my sincere acknowl-
edgement to Professor J.M. Zhu and Professor Y.S. He (Shanghai Jiao Tong
University, China), Professor Chiang C. Mei (Department of Civil and En-
vironmental Engineering, Massachusetts Institute of Technology, Cambridge,
MA) and Professor D.Y. Hsieh (Division of Applied Mathematics, Brown Uni-
versity, Providence, RI) for their continuous encouragement over the years.
Thanks to my co-authors of some articles, Professor Antonio Campo (College
of Engineering, Idaho State University); Professor Kwok F. Cheung (Depart-
ment of Ocean and Resources Engineering, University of Hawaii at Monoa);
Professor Allen T. Chwang (Department of Mechanical Engineering, Hong
Kong University, Hong Kong, China); and Professor Ioan Pop (Faculty of
Mathematics, University of Cluj, Romania), for their cooperation and valu-
able discussions. This work is partly supported by National Natural Science
Fund for Distinguished Young Scholars of China (Approval No. 50125923),
Li Ka Shing Foundation (Cheung Kong Scholars Programme), Ministry of
Education of China, Shanghai Jiao Tong University, and German Academic
Exchange Service (DAAD, Sandwich Programme).
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PART 1

BASIC IDEAS

The way that can be spoken of is not the constant way;
The name that can be named is not the constant name.

Lao Tzu, an ancient Chinese philosopher
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1

Introduction

Most phenomena in our world are essentially nonlinear and are described by
nonlinear equations. Since the appearance of high-performance digit comput-
ers, it becomes easier and easier to solve a linear problem. However, generally
speaking, it is still difficult to obtain accurate solutions of nonlinear problems.
In particular, it is often more difficult to get an analytic approximation than
a numerical one of a given nonlinear problem, although we now have high-
performance supercomputers and some high-quality symbolic computation
software such as Mathematica, Maple, and so on. The numerical techniques
generally can be applied to nonlinear problems in complicated computation
domain; this is an obvious advantage of numerical methods over analytic ones
that often handle nonlinear problems in simple domains. However, numerical
methods give discontinuous points of a curve and thus it is often costly and
time consuming to get a complete curve of results. Besides, from numerical
results, it is hard to have a whole and essential understanding of a nonlinear
problem. Numerical difficulties additionally appear if a nonlinear problem
contains singularities or has multiple solutions. The numerical and analytic
methods of nonlinear problems have their own advantages and limitations, and
thus it is unnecessary for us to do one thing and neglect another. Generally,
one delights in giving analytic solutions of a nonlinear problem.

There are some analytic techniques for nonlinear problems, such as per-
turbation techniques [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12] that are well known
and widely applied. By means of perturbation techniques, a lot of impor-
tant properties and interesting phenomena of nonlinear problems have been
revealed. One of the astonishing successes of perturbation techniques is the
discovery of the ninth planet in the solar system, found in the vast sky at a
predicted point. Recently, the singular perturbation techniques are considered
to be one of the top 10 progresses of theoretical and applied mechanics in the
20th century [13]. It is therefore out of question that perturbation techniques
play important roles in the development of science and engineering. For fur-
ther details, the reader is referred to the foregoing textbooks of perturbation
methods.

Perturbation techniques are essentially based on the existence of small or
large parameters or variables called perturbation quantity. Briefly speaking,
perturbation techniques use perturbation quantities to transfer a nonlinear
problem into an infinite number of linear sub-problems and then approximate
it by the sum of solutions of the first several sub-problems. The existence of
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perturbation quantities is obviously a cornerstone of perturbation techniques,
however, it is the perturbation quantity that brings perturbation techniques
some serious restrictions. Firstly, it is impossible that every nonlinear problem
contains such a perturbation quantity. This is an obvious restriction of pertur-
bation techniques. Secondly, analytic approximations of nonlinear problems
often break down as nonlinearity becomes strong, and thus perturbation ap-
proximations are valid only for nonlinear problems with weak nonlinearity.
Consider the drag of a sphere in a uniform stream, a classical nonlinear prob-
lem in fluid mechanics governed by the famous Navier-Stokes equation, for
example. Since 1851 when Stokes [14] first considered this problem, many
scientists have attacked it by means of linear theories [15, 16], straightfor-
ward perturbation technique [17], and matching perturbation method [18, 19].
However, all these previous theoretical drag formulae agree with experimen-
tal data only for small Reynolds number, as shown in Figure 1.1. Thus, as
pointed out by White [20], “the idea of using creeping flow to expand into the
high Reynolds number region has not been successful”. This might be partly
due to the fact that perturbation techniques do not provide us with any ways
to adjust convergence region and rate of perturbation approximations.

There are a few nonperturbation techniques. The dependence of pertur-
bation techniques on small/large parameters can be avoided by introducing
a so-called artificial small parameter. In 1892 Lyapunov [21] considered the
equation

dzx
& _
oA

where A(t) is a time periodic matrix. Lyapunov [21] introduced an artificial
parameter € to replace this equation with the equation

Z—ag =cAlt) x
and then calculated power series expansions over € for the solutions. In many
cases Lyapunov proved that series converge for ¢ = 1, and therefore we can
put in the final expression by setting ¢ = 1. The above approach is called
Lyapunov’s artificial small parameter method [21]. This idea was further em-
ployed by Karmishin et al. [22] to propose the so-called d-expansion method.
Karmishin et al. [22] introduced an artificial parameter § to replace the equa-
tion

P rr=1 (1.1)

with the equation
=1 (1.2)

and then calculated power series expansions over ¢ and finally gained the ap-
proximations by converting the series to [3,3] Padé approximants and setting
0 = 4. In essence, the §-expansion method is equivalent to the Lyapunov’s
artificial small parameter method. Note that both methods introduce an ar-
tificial parameter, although it appears in a different place and is denoted by
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different symbol in a given nonlinear equation. We additionally have great
freedom to replace Equation (1.1) by many different equations such as

2% +a=1 (1.3)

As pointed out by Karmishin et al. [22], the approximation given by the
above equation is much worse than that given by Equation (1.2). Both the
artificial small parameter method and the d-expansion method obviously need
some fundamental rules to determine the place where the artificial parameter
€ or 0 should appear. Like perturbation techniques, both the artificial small
parameter method and the d-expansion method themselves do not provide us
with a convenient way to adjust convergence region and rate of approximation
series.

Adomian’s decomposition method [23, 24, 25] is a powerful analytic tech-
nique for strongly nonlinear problems. The basic ideas of Adomian’s decompo-
sition method is simply described in §4.1. Adomian’s decomposition method
is valid for ordinary and partial differential equations, no matter whether
they contain small/large parameters, and thus is rather general. Moreover,
the Adomian approximation series converge quickly. However, Adomian’s
decomposition method has some restrictions. Approximates solutions given
by Adomian’s decomposition method often contain polynomials. In general,
convergence regions of power series are small, thus acceleration techniques are
often needed to enlarge convergence regions. This is mainly due to the fact
that power series is often not an efficient set of base functions to approximate a
nonlinear problem, but unfortunately Adomain’s decomposition method does
not provide us with freedom to use different base functions. Like the artificial
small parameter method and the d-expansion method, Adomian’s decompo-
sition method itself also does not provide us with a convenient way to adjust
convergence region and rate of approximation solutions.

In summary, neither perturbation techniques nor nonperturbation methods
such as the artificial small parameter methods, the d-expansion method, and
Adomian’s decomposition method can provide us with a convenient way to
adjust and control convergence region and rate of approximation series. The
efficiency to approximate a nonlinear problem has not been taken into enough
account, therefore it is necessary to develop some new analytic methods such
that they

1. Are valid for strongly nonlinear problems even if a given nonlinear prob-
lem does not contain any small/large parameters

2. Provide us with a convenient way to adjust the convergence region and
rate of approximation series

3. Provide us with freedom to use different base functions to approximate
a nonlinear problem.
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A kind of analytic technique, namely the homotopy analysis method [26,
27, 28, 29, 30], was proposed by means of homotopy [31], a fundamental con-
cept of topology [32]. The idea of the homotopy is very simple and straight-
forward. For example, consider a differential equation

Afu(t)] = 0, (1.4)

where A is a nonlinear operator, ¢ denotes the time, and u(t) is an unknown
variable. Let wug(t) denote an initial approximation of u(t) and £ denote an
auxiliary linear operator with the property

Lf=0 when f = 0. (1.5)
We then construct the so-called homotopy
Hlo(t:q):q) = (1 = q) L[t q) — uo(t)] + g Alo(t; q)], (1.6)

where ¢ € [0,1] is an embedding parameter and ¢(¢;¢) is a function of ¢ and
q. When ¢ =0 and ¢ = 1, we have

H[o(t:0); qll =0 = L[(t;0) — uo(t)]

and
Kot a); allg=1 = Als(t; 1)],
respectively. Using (1.5), it is clear that

¢(t;0) = uo(t)

is the solution of the equation

Ho(t;q); dllg=0 = 0.

And
o(t;1) = u(t)

is therefore obviously the solution of the equation

H[p(t;q); qllg=1 = 0.

As the embedding parameter g increases from 0 to 1, the solution ¢(t;q) of
the equation

H[p(t;9);9) =0

depends upon the embedding parameter ¢ and varies from the initial approx-
imation ug(t) to the solution u(t) of Equation (1.4). In topology, such a kind
of continuous variation is called deformation.

Based on the idea of homotopy, some numerical techniques such as the
continuation method [33] and the homotopy continuation method [34] were
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developed. In fact, the artificial small parameter method and the §-expansion
method can be described by the homotopy if we replace the artificial parame-
ter € or § by the embedding parameter ¢, as shown in Chapter 4. However, al-
though the above-mentioned traditional way to construct the homotopy (1.6)
might be enough from viewpoints of numerical techniques, it is not good
enough from viewpoints of analytic ones. This is manly because we have
great freedom to choose the so-called auxiliary operator £ and the initial ap-
proximations but lack any rules to direct their choice. More importantly, the
traditional way to construct a homotopy cannot provide a convenient way to
adjust convergence region and rate of approximation series.

In this book the basic ideas of the homotopy analysis method are described
in details and some typical nonlinear problems in science and engineering are
employed to illustrate its validity and flexibility. To simply show the validity
of the homotopy analysis method, we point out that the 10th-order drag
formula of a sphere in a uniform stream given by the homotopy analysis
method agrees well with experimental data in a considerably larger region
than all previous theoretical drag formulae published in the past 150 years,
as shown in Figure 1.1. In short, the homotopy analysis method is based on
the concept of homotopy. However, instead of using the traditional homotopy
(1.6), we introduce a nonzero auxiliary parameter i and a nonzero auxiliary
function H(t) to construct such a new kind of homotopy

H(®;q,h, H) = (1—q) L[®(t; g, h, H)—uo(t)]—q h H(t) A[®(t;q,h, H)], (1.7)

which is more general than (1.6) because (1.6) is only a special case of (1.7)
when i = —1 and H(t) =1, i.e.,

H(¢;q) = H(®;q,—1,1). (1.8)

Similarly, as ¢ increases from 0 to 1, ®(¢;q, h, H) varies from the initial ap-
proximation ug(t) to the exact solution u(t) of the original nonlinear problem.
However, the solution ®(¢; g, h, H) of the equation

H[P(t;q,h, H)] =0 (1.9)

depends not only on the embedding parameter ¢ but also on the auxiliary
parameter % and the auxiliary function H(t). So, at ¢ = 1, the solution
still depends upon the auxiliary parameter i and the auxiliary function H(t).
Thus, different from the traditional homotopy (1.6), the generalized homotopy
(1.7) can provide us with a family of approximation series whose convergence
region depends upon the auxiliary parameter i and the auxiliary function
H(t), as illustrated later in this book. More importantly, this provides us
with a simple way to adjust and control the convergence regions and rates of
approximation series.

The homotopy analysis method is rather general and valid for nonlinear
ordinary and partial differential equations in many different types. It has been
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successfully applied to many nonlinear problems such as nonlinear oscillations
[35, 36, 37, 38, 39], boundary layer flows [28, 29, 40, 41, 42, 43], heat transfer
[44, 45], viscous flows in porous medium [46], viscous flows of Oldroyd 6-
constant fluids [47], magnetohydrodynamic flows of non-Newtonian fluids [48],
nonlinear water waves [49, 50], Thomas-Fermi equation [51], Lane-Emden
equation [30], and so on. To show its validity and flexibility, we give many
new applications of the homotopy analysis method in this book.

Chester & Breach (1969)
10° |
- 10°
= =
2 -
= B Proudman & Pearson
&= |
)
4 |
[ ]
%ﬂ 10' |
- Oseen (1910)
a u
B Van Dyke
B (1970)
Stokes
10| (1851) “
- Liao
B (2002)
N | | | Y | N |
10® 10" 10° 10' 10
Reynolds number
FIGURE 1.1

Comparison of experimental data of drag coefficient of a sphere in a uni-
form stream with theoretical results. Symbols: experimental data; solid line:
theoretical results. (Modified from International Journal of Non-Linear Me-
chanics, 37, Shi-Jun Liao, “An analytic approximation of the drag coefficient
for the viscous flow past a sphere”, 1-18, Copyright (2002), with permission
from Elsevier)
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2

Illustrative description

In this chapter we use a simple nonlinear ordinary differential equation as an
example to introduce the basic ideas of the homotopy analysis method.

2.1 An illustrative example

Consider a free sphere dropping in the air from a static state. Let # denote
the time, U(#) the velocity of the sphere, m the mass, and g the acceleration
of gravity. Assume that the air resistance on the sphere is a U?(t), where a is
a constant. Then, due to Newton’s second law, it holds

au(t) _ 27
m—p— =mg = aU=(t), (2.1)

subject to the initial condition
U(0)=0. (2.2)

Physically speaking, the speed of a freely dropping sphere is increased due to
the gravity until a steady velocity Uy, is reached. So, even not knowing the
solution U(t) in detail, we can gain the limit velocity Uy directly from (2.1),
ie.,

U =] —. (2.3)
Using Uy, and Uy, /g as the characteristic velocity and time, respectively, and
writing

Uso

f:(if)u Ut) = U V(t), (2.4)

we have the dimensionless equation
V) + Vi) =1, t>0, (2.5)

subject to the initial condition
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where t denotes the dimensionless time and the dot denotes the derivative
with respect to t. Obviously, as t — +oo, i.e., t — oo and U(f) — Uy, we
have from (2.4) that

lim V(t) = (2.7)

t——+oo

even without solving Equations (2.5) and (2.6).
The exact solution of Equations (2.5) and (2.6) is

V(t) = tanh(t), (2.8)

useful for the comparisons of different approximations.

2.2 Solution given by some previous analytic techniques

For the sake of comparison, we first apply some well-known previous analytic
techniques to solve the illustrative nonlinear problem.

2.2.1 Perturbation method

To give perturbation approximation, we assume that the dimensionless time
t is a small variable (called perturbation quantity) and then express V (¢) in
a power series

V(t) =+ a1t + a2t2 + 043t3 + - (29)
Using the initial condition (2.6) we gain oy = 0. Then, substituting the above
expression into Equation (2.5), we obtain

+oo k

Z (k+1) agyr + ZOLjOLk_j th =1,

k=0 §=0
which holds for any ¢ > 0, provided

= 17 (210)
k
1
ak+1 e _k—_|_]_ Zajak_j7 k Z 1 (211)
3=0

We therefore have the perturbation solution

1, 2
Viert(t) =t — =3+ —t° — —17 + 2t 2.12
pert (¢) 57 T 15 315 ZO‘Q 1 (2.12)

which converges in a rather small region 0 < ¢ < pg, where pg & 3/2, as shown
in Figure 2.1. Note that the convergence region and rate of the perturbation
solution (2.12) are uniquely determined.
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2.2.2 Lyapunov’s artificial small parameter method

By Lyapunov’s artificial small parameter method we first replace Equation
(2.5) by the equation )
V() +e Vi) =1 (2.13)

and then write
V(t) = Vo(t) +e Vi(t) +&* Va(t) +---, (2.14)

where ¢ is an artificial small parameter. Substituting Equation (2.14) into
Equations (2.13) and (2.6) and then balancing the coefficients of power series
of €, we obtain the equations

%(t) = 17 VO(O) = 07
Vi(t) + V2(t) =0, 141(0) =0,

which give
Vo) =, Vit = - vy = 2
0 ) 1 - 3 3 2 - 15 ) ;
successively. Finally, setting ¢ = 1 in Equation (2.14), we have
1, 2 17 =
Vt)=t— 3+t — T4 ... = g1 70 2.15
®) CHE T T A D Qi ’ (2.15)

n=0

which is exactly the same as the perturbation solution (2.12) and thus is
valid in a rather restricted region of ¢, as shown in Figure 2.1. Note that
the convergence region and rate of the solution (2.15) given by Lyapunov’s
artificial small parameter method are also uniquely determined.

2.2.3 Adomian’s decomposition method

By Adomian’s decomposition method we first replace Equations (2.5) and
(2.6) by

t
V(t)=t —/ V2(t)dt. (2.16)
0
The solution is given by

+oo
V() =Vo(t) + > Vi),
k=1

where

t
Vilt) = — | A1) dt, k>1
0
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and

ZV Vi—n(t

is the so-called Adomian polynomial. We gain successively

3 2t® 17
Vi(t) = ——, Vu(t)=— t) = 7,
1(t) 3 2(t) 15 3(t) 315
such that
1 2 17
Vt)=t—t34+ =" - —¢" 2t 217
(t) 3 + 15 315 Zaz +1 ( )

which is exactly the same as the perturbation result (2.12), and thus is also
valid in a rather small region, as shown in Figure 2.1. Note that the conver-
gence region and rate of the solution (2.17) given by Adomian’s decomposition
method are also uniquely determined.

2.2.4 The j)-expansion method
By the d-expansion method we first replace Equation (2.5) by

V(t)+ VIt =1, (2.18)
where ¢ is a real number. Write

+oo
)+ > Valt) 0. (2.19)

n=1
Then we expand V!*9(¢) in the power series of § as follows:

VT = Vo + Vi + VoIn V)6
1
(V1(1—|-1nVo)+§Voln2V0+V2} 24 (2.20)

Substituting Equations (2.19) and (2.20) into Equation (2.18) and balancing
the power series of d, we have the following equations:

Vo+Vo=1, V5(0)=0,
Vi+Vi=-V,InVy, Vi(0)=0,

. 1
Vo+Vo=-Vi(1+1InVp) — 5V0 m?Vy,  V2(0) =0,
- 1
Va+Vs=—-V2(1+InVy) -V, <1+ 21nVo> InVy

\4

77V0 111 V() 2%
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Solving the above linear equations successively, we obtain
Vo(t) = 1 —exp(—1),

2

Vi) = exp(0) o - 5

G PR - e - e,

where
+oo L

I z
k=1
is the nth polylogarithm function of z. The first-order approximation is

V(t) ~1+exp(—t) |t — %2 -1+ PQL(et)] —(1—eHIn(l—e™"). (2.21)

The first several approximations of this kind of solution seem to be valid
in the whole region 0 < t < +o0o. However, due to the appearance of the
special function PE(2), it becomes more and more difficult to get higher order
approximations.

It is interesting that the solutions given by the perturbation method,
Lyapunov’s artificial small parameter method, and Adomian’s decomposition
method are the same for the illustrative problem. However, this solution is
valid in a rather small region 0 < ¢t < 3/2. This illustrates that, like perturba-
tion approximations, solutions given by previous nonperturbation techniques
such as Lyapunov’s artificial small parameter method and Adomian’s decom-
position method might break down as physical parameters or variables in-
crease and nonlinearity goes stronger. This fact also implies that there might
exist some relationships between them. It should be emphasized that the con-
vergence region and rate of solutions given by all of these previous analytic
methods are uniquely determined, and neither perturbation techniques nor
previous nonperturbation methods such as Lyapunov’s artificial small param-
eter method, Adomian’s decomposition method, and the §-expansion method
can provide us with a convenient way to control and adjust convergence re-
gion and rate of solution series. Furthermore, the important property (2.7) of
V(t) at infinity, which we obtain without solving the problem, seems useless
for all of these previous analytic techniques. This example illustrates that,
in essence, neither perturbation techniques nor the previous nonperturbation
methods can provide us with any ways to utilize such kinds of valuable in-
formation to approximate a given nonlinear problem more efficiently. Finally,
note that the artificial parameters ¢ and § appear in the different places in
Equations (2.13) and (2.18), respectively, but the solution (2.21) given by
the d-expansion method is valid in the whole region 0 < ¢t < 400 and thus
is much better than the solution (2.15) given by Lyapunov’s artificial small
parameter method. As mentioned in Chapter 1, Equations (2.13) and (2.18)
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can be regarded as a kind of homotopy, if we define € and ¢ as the embedding
parameter. This example illustrates that, in order to approximate a given
nonlinear problem more efficiently, it seems important to properly construct
a homotopy. However, up to now, we have not had any fundamental rules to
direct us.

2.3 Homotopy analysis solution

In this section the basic ideas of the homotopy analysis method are introduced
by the same illustrative problem mentioned above.

2.3.1 Zero-order deformation equation

Let Vp(t) denote an initial guess of V(¢), which satisfies the initial condition
(2.6), i.e.,
Vo(0) = 0. (2.22)

Let ¢ € [0,1] denote the so-called embedding parameter. The homotopy
analysis method is based on a kind of continuous mapping V(t) — ®(¢;q)
such that, as the embedding parameter ¢ increases from 0 to 1, ®(¢; ¢) varies
from the initial guess Vj(t) to the exact solution V(). To ensure this, choose
such an auxiliary linear operator as

0%(t; q)

L[O(t;q)] = nt)—p—

+72(t) (t;9), (2.23)

where ~1(t) # 0 and 75(¢) are real functions to be determined later. From
Equation (2.5), we define the nonlinear operator

0%(t;q)

N[®(t;q)] = 5t

+ ®%(t;q) — 1. (2.24)

Let i # 0 and H(t) # 0 denote the so-called auxiliary parameter and auxiliary
function, respectively. Using the embedding parameter ¢ € [0, 1], we construct
a family of equations

(1—q) L[2(t;q) = Vo(t)] = hq H(t) N[®(t; )], (2.25)
subject to the initial condition
®(0;9) = 0. (2.26)

It should be emphasized that we have great freedom to choose the auxiliary
parameter fi, the auxiliary function H(t), the initial approximation V(t), and
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the auxiliary linear operator L. It is such freedom that plays important roles
and establishes the cornerstone of the validity and flexibility of the homotopy
analysis method, as shown later in this book.

When ¢ = 0, Equation (2.25) becomes

LI[®(t;0)—Vo(t)]=0, ¢>0, (2.27)
subject to the initial condition
$(0;0) = 0. (2.28)

According to Equations (2.22) and (2.23), the solution of Equations (2.27)
and (2.28) is simply
O(t;0) = Vo (t). (2.29)

When g = 1, Equation (2.25) becomes
RH@) N[®(t;1)] =0, t>0, (2.30)
subject to the initial condition
o(0;1) = 0. (2.31)

Since fi # 0, H(t) # 0 and by means of the definition (2.24), Equations (2.30)
and (2.31) are equivalent to the original equations (2.5) and (2.6), provided

B(t:1) = V(1) (2.32)

Therefore, according to Equations (2.29) and (2.32), ®(t;¢) varies from the
initial guess V(¢) to the exact solution V(t) as the embedding parameter ¢
increases from 0 to 1. In topology, this kind of variation is called deformation,
and Equations (2.25) and (2.26) construct the homotopy ®(¢; ¢). For brevity,
Equations (2.25) and (2.26) are called the zero-order deformation equations.

Having the freedom to choose the auxiliary parameter A, the auxiliary
function H(t), the initial approximation Vj(t), and the auxiliary linear op-
erator £, we can assume that all of them are properly chosen so that the
solution ®(t;q) of the zero-order deformation equations (2.25) and (2.26) ex-
ists for 0 < ¢ < 1, and besides its mth-order derivative with respect to the
embedding parameter g, i.e.,

" d(t;q)
Vi) = =2 2.33
GRURES i (23
exists, where m = 1,2,3,---. For brevity, Vo[m] (t) is called the mth-order
deformation derivative. Define
vimley 1 ome;
m! ml dg™ |,
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By Taylor’s theorem, we expand ®(¢;¢) in a power series of the embedding
parameter g as follows:

+oo
1 0™®(t;q)
®(t;q) = D(t;0) + — =7 m. 2.35
() = 80+ 30 5 =5 n | (2.35)

From Equations (2.29) and (2.34), the above power series becomes

+oo
O(t;q) = Volt) + Y Vin(t) ¢ (2.36)

m=1

Assume that the auxiliary parameter %, the auxiliary function H(t), the ini-
tial approximation V(¢), and the auxiliary linear operator £ are so properly
chosen that the series (2.36) converges at ¢ = 1. Then, at ¢ = 1, the series
(2.36) becomes

“+oo
O(t;1) = Vo(t) + > Vin(t). (2.37)

Therefore, using Equation (2.32), we have

+oo
V() =Vo(t) + Y Vin(t). (2.38)

m=1

The above expression provides us with a relationship between the initial
guess Vy(t) and the exact solution V(¢) by means of the terms V,,(t) (m =
1,2,3,--+), which are unknown up to now.

2.3.2 High-order deformation equation

Define the vector
Vi = {Vo (1), Vi(£), Va(t), -+, Vu (1)} -

According to the definition (2.34), the governing equation and corresponding
initial condition of V,,,(t) can be deduced from the zero-order deformation
equations (2.25) and (2.26). Differentiating Equations (2.25) and (2.26) m
times with respect to the embedding parameter ¢ and then setting ¢ = 0
and finally dividing them by m!, we have the so-called mth-order deformation
equation

LV () = Xm Vin1(®)] = R H(t) Rin(Vin—1), (2.39)

subject to the initial condition

V;(0) = 0, (2.40)
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where

m—1 .
B (Vinr) = (mi 1)! ’ 82@??,(1)} - (2.41)
and
= e 242
From Equations (2.24) and (2.41), we have
— . m—1
Rm( m—l) = Vm—l(t) + Vj(t)vm—l—j(t) - (1 - Xm)~ (2~43)
j=0

Notice that R, ( _’m_l) given by the above expression is only dependent upon
VO(t)7 m(t)a ‘/Q(t)v Tt Vm—l(t)7

which are known when solving the mth-order deformation equations (2.39)
and (2.40). Thus, according to the definition (2.23) of the auxiliary operator
L, Equation (2.39) is a linear first-order differential equation, subject to the
linear initial condition (2.40). Therefore, the solution V;,(t) of high-order
deformation equations (2.39) and (2.40) can be easily gained, especially by
means of computation software such as Mathematica, Maple, MathLab, and so
on. According to (2.38), we in essence transfer the original nonlinear problem,
governed by Equations (2.5) and (2.6), into an infinite number of linear sub-
problems governed by high-order deformation equations (2.39) and (2.40),
and then use the sum of the solutions V;,(¢) of its first several sub-problems
to approximate the exact solution. Note that such a kind of transformation
needs not the existence of any small or large parameters in governing equation
and initial/boundary conditions.
The mth-order approximation of V' (t) is given by

m

V)~ ) Valt). (2.44)
n=0

It should be emphasized that the zero-order deformation equation (2.25) is de-
termined by the auxiliary linear operator £, the initial approximation Vj(t),
the auxiliary parameter 7, and the auxiliary function H(t). Theoretically
speaking, the solution V() given by the above approach is dependent of the
auxiliary linear operator £, the initial approximation V;(t), the auxiliary pa-
rameter f, and the auxiliary function H(t). Thus, unlike all previous analytic
techniques, the convergence region and rate of solution series given by the
above approach might not be uniquely determined. This is indeed true, as
shown later in this chapter.
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2.3.3 Convergence theorem

THEOREM 2.1

As long as the series (2.38) converges, where Vi, (t) is governed by the high-
order deformation equations (2.39) and (2.40) under the definitions (2.42)
and (2.43), it must be the exact solution of Equations (2.5) and (2.6).

Proof: If the series

+oo
> Vinlt)
m=0
converges, we can write
+oo
St) = Vul(t)
m=0
and it holds
liril Vin(t) = 0. (2.45)

Using the definition (2.42) of x;,, we have

n

D V) = X Vinea (8)]

m=1
=Vi+(Va=Vi)+ (Va=Va)+ -+ (Vo = V1)
= ‘/”(t)a
which gives us, according to (2.45),
“+o0
Z [‘/Tﬂ(t) - Xm Vm—l(t)] = lim Vn(t) =0.

n—-+oo
m=1

Furthermore, using the above expression and the definition (2.23) of L, we
have

oo
Zﬁ Xom Vit (0] = £ 3 Vint) = Xom Vin1 ()] = 0.

m=1

From the above expression and Equation (2.39), we obtain

Zc Xm Vim—1(t)] = h H(t ZRV

which gives, since i # 0 and H (t) # 0, that

+oo
> Rn(Vin-1) =0. (2.46)

m=1

© 2004 CRC Press LLC



From (2.43), it holds

+o00 00 m—1
Z Ry (Vin—1) = Z Vin-1(t) + Vj(t)vm—l—j(t) = (1= Xm)
m=1 m=1 7=0
400 m-—1
=D V() =1+ Vit)Vina (1)
m=1 j=0
+00 ) 00 400
=D Va®) =14 > Vi(t)Vior—(1)
m=0 7=0 m=j+1
“+ o0 . “+ o0 400
=D V() =1+ V(1) D_Vilt)
m=0 §=0 i=0
= S(t) + S*(t) — 1. (2.47)
From Equations (2.46) and (2.47), we have
S(t) +S%(t) —1=0, t>0.

From Equations (2.22) and (2.40), it holds

OO +OO
= 3" V0) = Vo(0) + 3 Vin(0) = Vi(0) = 0.

Therefore, according to the above two expressions, S(t) must be the exact
solution of Equations (2.5) and (2.6). This ends the proof.

Note that the above theorem is valid for the auxiliary linear operator
L defined by (2.23) in a rather general form, where ~;(t) # 0 and ~2(t)
can be different functions, as illustrated later. This convergence theorem is
important. It is because of this theorem that we can focus on ensuring that
the approximation series converge. It is clear that the convergence of the
series (2.38) depends upon the auxiliary parameter f, the auxiliary function
H(t), the initial guess Vj(t), and the auxiliary linear operator L. Fortunately,
the homotopy analysis method provides us with great freedom to choose all of
them. Thus, as long as i, H(t), Vy(t), and L are so properly chosen that the
series (2.38) converges in a region 0 < t < tg, it must converge to the exact
solution in this region. Therefore, the combination of the convergence theorem
and the freedom of the choice of the auxiliary parameter h, the auxiliary
function H(t), the initial guess Vy(t), and the auxiliary linear operator £
establishes the cornerstone of the validity and flexibility of the homotopy
analysis method.

2.3.4 Some fundamental rules

As mentioned above, we have great freedom to choose the auxiliary linear
operator £, the initial approximation Vj(t), and the auxiliary function H(t)
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to construct the zero-order deformation equation. Theoretically, the foregoing
freedom is so great that we can choose a lot of different auxiliary functions
H(t), initial approximations Vy(t), and auxiliary linear operators £. How-
ever, from the practical point of view, the freedom seems too great and it is
necessary for us to have some fundamental rules to direct us.

Given a nonlinear problem, the essence of analytic approximation is to
express its solution by a proper set of base functions. It is well known that
a real function f(z) can be approximated by many different base functions
and thus can be more efficiently approximated by a relatively better set of
base functions. The type of base functions is therefore rather important for
the efficiency of approximating a nonlinear problem. The key of efficiently
approximating a given nonlinear problem is to choose a relatively better set
of base functions. Fortunately, using the freedom in the choice of the auxiliary
linear operator £, the initial approximation V;(¢), and the auxiliary function
H(t), we can obtain many solution expressions of V' (t) presented by different
base functions from which we might choose a better one to approximate a
given nonlinear problem more efficiently.

In many cases, by mean of analyzing its physical background and/or its
initial/boundary conditions and/or its type of nonlinearity, we might know
what kinds of base functions are proper to represent the solution, even without
solving a given nonlinear problem. For example, let

denote such a set of base functions for the illustrative problem considered in
this chapter. We can represent the solution in a series

+oo
V()= cner(t), (2.49)
n=0

where ¢, is a coefficient. As long as such a set of base functions is determined,
the auxiliary function H(t), the initial approximation Vj(t), and the auxiliary
linear operator £ must be chosen in such a way that all solutions of the
corresponding high-order deformation equations exist and can be expressed by
this set of base functions. This provides us with a fundamental rule to direct
the choice of the auxiliary function H(t), the initial approximation Vy(¢), and
the auxiliary linear operator L, called the rule of solution expression. This
rule plays an important role in the frame of the homotopy analysis method,
as shown in this chapter.

As mentioned above, a real function f(x) might be expressed by many
different base functions. Thus, there might exist some different kinds of rule
of solution expressions and all of them might give accurate approximations
for a given nonlinear problem. In this case we might gain the best one by
choosing the best set of base functions.

To further restrict the choice of the auxiliary function H(t), it seems nec-
essary to propose the so-called rule of coefficient ergodicity, i.e., all coefficients
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in the solution expression, such as ¢, in (2.49), can be modified to ensure the
completeness of the set of base functions. In many cases, by means of the rule
of solution expression and the rule of coefficient ergodicity, auxiliary functions
can be uniquely determined. It is clear that the high-order deformation equa-
tions should be closed and have solutions. This provides us with the so-called
rule of solution existence.

The so-called rule of solution expression, rule of coefficient ergodicity, and
rule of solution existence play important roles and greatly simplify the appli-
cation of the homotopy analysis method.

2.3.5 Solution expressions

Different from the foregoing solution expressions given by the perturbation
and nonperturbation methods mentioned above, the solution given by the ho-
motopy analysis method can be represented by many different base functions,
as shown in this subsection.

2.3.5.1 Solution expressed by polynomial functions

Note that the perturbation solution (2.12) is a power series of ¢t. So, it is
straightforward to use the set of base functions

{£#"* 'm=0,1,2,3,--} (2.50)
to represent V(t), i.e.,

+oo
V()= ap ", (2.51)
m=0

where a,, is a coefficient. This provides us with the first rule of solution
expression of the illustrative problem.

Under the first rule of solution expression and according to the initial
condition (2.22), it is straightforward to choose

Vo(t) =t (2.52)
as the initial approximation of V'(¢), and to choose an auxiliary linear operator

00(t; q
cla(: ) = 2200 (2.53)
with the property

L(Cy) =0, (2.54)

where C; is an integral constant. Under the first rule of solution expression
denoted by (2.51) and from Equation (2.39), the auxiliary function H(t) can
be chosen in the form

H(t) = t*". (2.55)
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According to (2.54), the solution of Equation (2.39) becomes
t —
Vi (t) = X Vim—1(t) + h/ 72 Ry (Vin—1) d7 + Cy,
0

where the integral constant C; is determined by the initial condition (2.40).
It is found that when x < —1 the term ¢! appears in the solution expres-
sion of V,,(t), which disobeys the first rule of solution expression denoted by
(2.51). In addition, when x > 1, the base t> always disappears in the solution
expression of V,,(t) so that the coefficient of the term 3 is always zero and
thus cannot be modified even if the order of approximation tends to infinity.
This, however, disobeys the so-called rule of coefficient ergodicity. In order to
obey both of the first rule of solution expression denoted by (2.51) and the
rule of coefficient ergodicity, we had to set x = 0. This uniquely determines
the corresponding auxiliary function

H(t)=1. (2.56)
We now successively obtain

1
Vi(t) = ghtg,

1 2
Vo(t) = h(1 + R)t3 + —h2tP
2(t) 3(+) + T

1 2 17
Va(t) = =h(1+ )23 + =h2(1+ W)t® + — K37
3(t) 3(+) +15(+)+315 ,

It is found that the corresponding mth-order approximation can be expressed
by

~ Z Vk(t) = Z /ng’n(h) [a2n+1 t2n+1] R (257)
k=0 n=0

where aia, 41 is the same coefficient as that which appeared in the perturbation
solution (2.12), and the function pg""(h) is defined by

m—n

J(R) = (=h)" < -1 ﬂ) (1+h). (2.58)

Jj=0

Although the initial approximation Vg(t), the auxiliary linear operator L,
and the auxiliary function H(¢) have been determined, we still have freedom
to choose a proper value of the auxiliary parameter /i. Equation (2.57) denotes
a family of solution expressions in auxiliary parameter A. It is easy to prove
that the function """ (k) mentioned above has the property

po " (=1) =1, whenn <m. (2.59)
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For any a finite positive integer n, it holds

. mme | 1, when |1+ k| <1,
mLHEoo Ho () = {oo7 when |1+ h| > 1. (2.60)
These two properties will be proved later in this chapter. So, when h = —1,
we have from (2.59), (2.57), and (2.12) that
V(t) = Vpert (2). (2.61)

Therefore, the perturbation solution (2.12) is only a special case of the so-
lution expression (2.57) when i = —1, as are the solution (2.15) given by
Lyapunov’s artificial small parameter method and the solution (2.17) given
by Adomian’s decomposition method. Equation (2.57) logically contains the
solution expression given by perturbation method, Lyapunov’s artificial small
parameter method, and Adomian’s decomposition method and thus is more
general.

Note that the coefficients of the solution expression (2.57) depend upon
the auxiliary parameter i. According to (2.60), the necessary condition for
the series (2.57) to be convergent is |1 + k| < 1, i.e.,

—-2<h<0.

It is interesting that the convergence region of the solution series (2.57) de-
pends upon the value of fi. The closer the value of i (—2 < i < 0) is to zero,
the larger the convergence region of the series (2.57), as shown in Figure 2.1.
It is found that the solution series (2.57) converges in the region

2
0<t<po W_l’

where pg & 3/2 is the convergence radius of the perturbation solution (2.12).
So, as i (—2 < h < 0) tends to zero from below, the solution series (2.57)
converges to the exact solution V' (¢) = tanh(¢) in the whole region

0<1?t< +o0.

Unlike all previous analytic techniques, we can adjust and control the conver-
gence region of the solution series (2.57) by assigning /i a proper value. The
auxiliary parameter /i therefore provides us with a convenient way to adjust
and control convergence regions of solution series.

2.3.5.2 Solution expressed by fractional functions

Although the solution expression (2.57) represented by the base functions
(2.50) can be valid in the whole region

0<t< +o0
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as i (=2 < h < 0) tends to 0, the order of approximation must be very
high to give an accurate enough result when the absolute value of /i (—2 <
h < 0) is small. This kind of approximation is barely efficient, although
theoretically it is better and more general than the solution (2.12) given by
the perturbation method, Lyapunov’s artificial small parameter method, and
Adomian’s decomposition method. It is therefore necessary to choose a better
set of base functions to approximate V (t) more efficiently.

As mentioned before, even without solving Equations (2.5) and (2.6), it is
easy to know the limit velocity

V(+o0) =1.

The initial approximation (2.52) obviously does not satisfy this property. Gen-
erally, a power series converges in a finite region, therefore, the set (2.50) of
polynomial functions is not proper to efficiently approximate V' (¢) in the whole
region 0 <t < +o0.
Notice that it holds
1

li —Q— =0 > 1.
t—}-&-moo (1 + t)m ’ =

Thus, a function expressed by the set of base functions
{A+¢)™™|m=0,1,2,3,---} (2.62)

has a finite value as t — +o0o. We can assume that the solution V(¢) can be
expressed by

+oo b
Vi)=Y —— (2.63)

m=0 (1 + t)m

where b, is a coefficient to be determined. This provides us with the second
rule of solution expression of the illustrative problem.

Under the second rule of solution expression and using the initial condition
(2.6) and the limit velocity (2.7), it is straightforward to choose

1
Wit)=1—- —— 2.64
o) =11 (2.64)
as the initial approximation of V'(¢), and to choose the corresponding auxiliary
linear operator
09(t;q)
ot

c (ﬂft) =0, (2.66)

L[O(t;q)] = (1 +1) + ®(t; q) (2.65)

with the property
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where Cj is an integral constant. Under the definition (2.65) of £, the solution
of the high-order deformation equation (2.39) becomes
hooft Cy

_ ¥ >

where the integral constant Cy is determined by the initial condition (2.40).
Under the second rule of solution expression denoted by (2.63) and from Equa-
tion (2.39), the auxiliary function H(¢) should be in the form

1

H(t) = —, 2.67
0= 55 (267)
where k is an integer. It is found that, when x < 0, the solutions of the

high-order deformation equations (2.39) contain the term

In(1 +¢)
1+¢

which incidentally disobeys the second rule of solution expression denoted by
(2.63). When & > 1, the base (1 +t)~2 disappears in the solution expression
of V,(t) so that the coefficient of the term (1 + ¢)~2 is always zero and thus
cannot be modified even if the order of approximation tends to infinity. This,
however, disobeys the so-called rule of coefficient ergodicity. Thus, to obey
both the second rule of solution expression and rule of coefficient ergodicity, we
had to choose k = 1, which uniquely determines the corresponding auxiliary

function
1

H(t)= ¢ (2.68)
Thereafter, we successively obtain
lt) = _1~hH - (1?15)2 - (1ft)3’
=14 )y et
7 1 10R? 5h?
- (1 + §h> (141)3 * 31+6)4 4(1+1)5

It is found that the corresponding mth-order approximation of V() can be

expressed by
2m—+1

Vt) ~ Z

n=0

Binn ()
(T +0)m

(2.69)

where G, » (%) is a coefficient dependent upon #.
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Note that we still have freedom to choose the auxiliary parameter h. So,
(2.69) is in fact a new family of solution expressions. To investigate the influ-
ence of i on the solution series (2.69), we can first consider the convergence
of some related series such as V'(0), V”(0), V"’ (0), and so on. It is found that
V’(0) = 1 holds for all results at any order of approximations, thus it cannot
provide us with any useful information about the choice of i. However, V"'(0)
and V'"(0) are dependent of h. Let Ry, denote a set of all possible values of
by means of which the corresponding series of V"/(0) converges. For brevity,
we call the set Ry the valid region of h for V”(0). According to Theorem
2.1, for each h € Ry, the corresponding series of V”/(0) converges to the same
result. The curve V”(0) versus A contains a horizontal line segment above the
valid region Ry. We call such a kind of curve the h-curve, which clearly indi-
cates the valid region Ry, of a solution series. The so-called ki-curves of V" (0)
and V"”(0) given by the solution expression (2.69) are as shown in Figure 2.2.
From Figure 2.2 it is clear that the series of V" (0) and V'”(0) given by the
solution series (2.69) are convergent when

—3/2<h<—1/2.

This is indeed true. For example, for five different values of A in the region
—3/2 < h < —1/2, the series of V”(0) and V'’(0) given by (2.69) converge
to the corresponding exact value 0 and -2, respectively, as shown in Tables
2.1 and 2.2. It is interesting that the convergence rate of the approximation
series depends upon the value of k, and the series of V" (0) and V7 (0) given
by (2.69) converge fastest when i = —1, as shown in Tables 2.1 and 2.2.
This indicates that we can adjust the convergence rate of the solution series
(2.69) by means of the auxiliary parameter /. It is also true that, as long as
the series of V”(0) and V'”(0) are convergent, the series (2.69) converge in
the whole region 0 < ¢ < +o00. Thus, according to Theorem 2.1, all of these
convergent series must be the exact solution of the original nonlinear problem.
For example, when h = —1, the series (2.69) converges to the exact solution
in the whole region 0 < t < 400, as shown in Table 2.3. In general, by means
of the so-called A-curves, it is straightforward to know the corresponding valid
region of . Choosing a value of /i in the valid region, we can ensure that the
corresponding solution series is convergent. In this way, we can control and
adjust the convergence region and rate of solution series. Thus, the auxiliary
parameter /& plays an important role within the frame of the homotopy analysis
method.

Uunlike the solution (2.12) given by the perturbation method, Lyapunov’s
artificial small parameter method, and Adomian’s decomposition method, the
solution series (2.69) converges to the exact solution in the whole region 0 <
t < 400 when —3/2 < h < —1/2. The solution series (2.69) is therefore
almost more efficient than (2.57), although, theoretically speaking, both of
them may converge to the exact solution in the whole region 0 < t < +4oc.
This is mainly because, for the illustrative problem, the base functions (2.62)
are better and thus more efficient than (2.50).
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Finally, let us investigate the relationship between the solution expression
(2.69) with the perturbation solution (2.12). Substituting # = —1 and

1
el R B T
1+1¢ + +
into the 10th-order approximation of V() given by (2.69), we have

1 2 17 62
V() ~mt— 34 25 — T 9.
®) 3" 75 315" Tagzs T

whose first several terms are exactly the same as the perturbation series (2.12).

2.3.5.3 Solution expressed by exponential functions

It is well known that

i — = > 1.
tluﬁlooexp( nt)=0, n>1

So, a function expressed by the set of base functions
{ exp(—nt) [ n>0 } (2.70)

is finite as ¢ tends to infinity. Considering the limit velocity (2.7), the above
base functions are better than (2.50). Assume that V' (¢) can be expressed by

+oo
V({t)=> cn exp(—nt), (2.71)
n=0

where ¢, is a coefficient. This provides us with the third rule of solution
expression of the illustrative problem.

Under the third rule of solution expression and from (2.6) and (2.7), it is
straightforward to choose

Vo(t) = 1 — exp(—t) (2.72)

as the initial approximation of V(¢), and to choose the auxiliary linear oper-
ator 99 (t:q)
4
LIo(tq)] = —5,— + 2(tq) (2.73)
with the property

L[C3 exp(—t)] =0, (2.74)

where C is an integral coefficient. In this case, the solution of the mth-order
deformation equation (2.39) becomes

Vin(t) = XomVin1(£) + i exp(—1) /O exp(r) H(r) Ry (V1) dr

+ Csexp(—t), m>1,
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where the integral constant Cj5 is determined by (2.40). According to the
third rule of solution expression denoted by (2.71) and from Equation (2.39),
the auxiliary function H(t) should be in the form

H(t) = exp(—k t), (2.75)

where k is an integer. It is found that, when x < 0, the solutions of the
high-order deformation equations (2.39) contain the term

t exp(—t),

which incidentally disobeys the third rule of solution expression denoted by
(2.71). When k > 2, the base exp(—2t) always disappears in the solution ex-
pressions of the high-order deformation equation (2.39) so that the coefficient
of the term exp(—2 t) cannot be modified even if the order of approximation
tends to infinity. This, however, disobeys the so-called rule of coefficient er-
godicity. Thus, to obey both of the third rule of solution expression denoted
by (2.71) and the rule of coefficient ergodicity, we had to set k = 1, which
uniquely determines the corresponding auxiliary function

H(t) = exp(—t). (2.76)
Therefore, we have

h h
Vi(t) = ~3 ety he?— 3 e 3¢,

h h h h

— _ - 1 o —t 1 o =2t 7 1 —3t

Va(t) 2<+2)e +h(+2>e 2( +h)e

(TR

+?6 Z@ ,

It is found that the corresponding mth-order approximation of V() can be
generally expressed by

2m—+1
V(t) ~ Z Ym.n(B) exp(—n t), (2.77)
n=0

where v, () is a coefficient dependent of h.

Equation (2.77) is also a family of solution expressions in the auxiliary
parameter h. To investigate the influence of A on the convergence of the
solution series (2.77), we first plot the so-called ki-curves of V" (0) and V"(0),
as shown in Figure 2.3. According to these fi-curves, it is easy to discover the
valid region of A, which correspond to the line segments nearly parallel to the
horizontal axis. The so-called valid regions of & are enlarged as the order of
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approximations increases, as shown in Figure 2.3. So, it is clear that the series
of V"(0) and V""(0) given by (2.77) converge if % belongs to the corresponding
valid regions of h. According to Theorem 2.1, they must converge to the
exact values of V”/(0) and V'”(0), respectively. This is indeed true, as shown
in Tables 2.4 and 2.5 when A = —3/2,—5/4,—1,—3/4 and —1/2. Note that
the series seems to converge fastest when i = —1. Furthermore, as long as
the series of V”(0) and V"’(0) converge, the corresponding solution series
(2.77) of V (t) also converges to the exact solution (2.8) in the whole region
0 <t < +00. For example, the approximation result of V(¢) given by (2.77),
when i = —1, agrees well with the exact result (2.8), as shown in Table 2.6.
Generally, it is convenient to investigate the influence of / on the convergence
of solution series by means of such kinds of A-curves.

Note that the solution expression (2.77) is valid in the whole region 0 <
t < +o00. Comparing Tables 2.4 to 2.6 with Tables 2.1 to 2.3, respectively, we
find that, by means of the same value of ki, the solution series (2.77) converges
faster than (2.69), and even the 10th-order approximation of (2.77) when
h = —1 agrees very well with the exact solution. So, the solution expression
(2.77) is better and thus more efficient than (2.69) and, as mentioned before,
(2.69) is more efficient than (2.57). These therefore illustrate that we may
approximate a given nonlinear problem more efficiently by choosing a better
set of base functions within the frame of the homotopy analysis method.

It is found that the mth-order approximation (2.77) of V() can be explic-
itly expressed by

12 ) esnln] i (5)
— exp(—1) [(1 + g) + g exp(—Qt)]m, (2.78)

where the function """ (z) is defined by (2.58). It is interesting that the func-
tion py"" (k) appears again. Due to the property (2.59), the above expression
becomes, when A = —2,

V(it)=1+2 i(—l)" exp(—nt) 4+ (=1)" exp[—(2m + 1) t]. (2.79)

n=1

Note that the exact solution (2.8) can be expanded as a series

~ 142 Z " exp(—nt), (2.80)

which converges to the exact solution in the region 0 < ¢ < +o0o0 but diverges
at the point t = 0 where it gives either 1 or -1. However, with an additional
term

(1) exp[—(2m +1)],
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the expression (2.79) converges to the exact solution in the whole region 0 <
t < 400 including the point ¢ = 0. In fact, even the third-order approximation
of V(t) given by (2.79), i.e.,

V(t)~1—2exp(—2t)+2exp(—41t) —2exp(—61t) +exp(—T7¢t), (2.81)

agrees very well with the exact solution, as shown in Figure 2.4.
The idea to avoid the appearance of the term such as

In(1+¢)/(1+1t), texp(—t)

in approximate expansions is not new. To gain uniformly valid approxima-
tions, some perturbation techniques were developed to avoid the appearance
of the so-called secular terms such as

tsint, tcost

in perturbation solutions. This kind of technique goes back to various sci-
entists in the 19th century such as Lindstedt [52], Bohlin [53], Poincaré [54],
Gyldén [55], and so on. The idea was further developed by many scientists
such as Lighthill [56, 57], Malkin [58], Kuo [59, 60], and Tsien [61]. However,
the terms In(1+¢)/(1+t) and ¢t exp(—t) tend to zero as t — +o00. Therefore,
these terms do not belong to the so-called secular term in perturbation tech-
niques. Thus, the rule of solution expression can be seen as the generalization
of this idea.

To show that the term texp(—t) indeed does not belong to the so-called
secular terms in perturbation methods, we point out that V(¢) can be ex-
pressed by the base functions

{t™ exp(—nt) | m>0,n>1}. (2.82)

Using the same initial approximation as (2.72), the same auxiliary linear op-
erator as (2.73) but the auxiliary function

H(t) =1 (2.83)

different from (2.76), we can obtain in the similar way the corresponding
mth-order approximation of V' (¢), which can be explicitly expressed by

m+1 m+l-n 3 (—nt)k
Viym1+2Y Y o) [(—U" 3l eXp(_”t)}’ (284)
n=1 k=0 '
where 1
op () = 5 [ug”’"““(h) + uS”’"*'“_l(ﬁ)} : (2.85)

It is interesting that the function pg""(h) appears once again. By means of
the so-called Ai-curves of the corresponding V" (0) and V'”(0), it is found that,
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when —2 < /i < 0, the solution series (2.84) converges to the exact solution
(2.8) in the whole region 0 <t < 400, as shown in Table 2.7.

It should be emphasized that, in the frame of the homotopy analysis
method, the solution V' (¢) may be expressed by four different base functions
(2.50), (2.62), (2.70), and (2.82), although the illustrative problem has only
a unique solution. Correspondingly, we gain four families of solution expres-
sions (2.57), (2.69), (2.78), and (2.84). Theoretically, all of them can converge
to the same exact solution V(¢) = tanh(¢) in the whole region 0 < t < +o0.
However, the solution expression (2.57) is least efficient among the four so-
lution expressions and is therefore the worst because it is convergent in a
finite region for a given value of —2 < A < 0. By means of comparing Ta-
bles 2.3, 2.6, and 2.7 with each other, the solution expression (2.78) based on
the pure exponential functions is more efficient than the solution expression
(2.69) based on fractional functions and the solution expression (2.84) based
on combined polynomial and exponential functions, and thus is the best. The
solution expression (2.84) is more efficient than the solution expression (2.69).
This example clearly illustrates that, in the frame of the homotopy analysis
method, the solution of a given nonlinear problem can be expressed by many
different base functions and thus can be more efficiently approximated by a
better set of base function, even if the solution is unique.

Indeed, this illustrative example is very simple and the exact solution is
known. However, it clearly illustrates that, by means of the homotopy analysis
method, convergence region and rate of solution series can be adjusted and
controlled by means of plotting the so-called h-curves and then choosing 7 in
the corresponding valid regions of i. Even when it is unnecessary to enlarge
convergence regions, we can give a more efficient solution series by assigning
h a proper value. This illustrative example also shows the important roles of
the rule of solution expression and rule of coefficient ergodicity in choosing the
initial approximation, the auxiliary linear operator, and the auxiliary function.

2.3.6 The role of the auxiliary parameter i

As mentioned before, the homotopy analysis method is based on the homo-
topy, a basic concept of topology. The nonzero auxiliary parameter 7 is intro-
duced to construct the so-called zero-order deformation equation, which gives
a more general homotopy than the traditional one. Thus, unlike all previous
analytic techniques, the homotopy analysis method provides us with a family
of solution expressions in the auxiliary parameter . As a result, the con-
vergence region and rate of solution series are dependent upon the auxiliary
parameter /i and thus can be greatly enlarged by means of choosing a proper
value for h. This provides us with a convenient way to adjust and control
convergence region and rate of solution series given by the homotopy analysis
method, as illustrated above.

In this subsection we prove in a completely different way that convergence
regions of series can be indeed adjusted and controlled by introducing an
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auxiliary parameter. This proof can provide us with a rational base for the
validity of the homotopy analysis method.

First, we emphasize that the definition (2.58) of pg""(h) is gained in the
homotopy analysis method, which appears in the solution expressions (2.57),
(2.78), and (2.84). It is interesting that the same definition can be deduced
directly from the famous Newtonian binomial theorem. To show this, consider
a series

1 o 2 3 o : - nyn
Tt t+~—mﬂk§3 M, < 1 (2.86)
n=0
Define
r=14+h+ht,
which gives
1 h

1+t  (1-a)
When |z| = |1+ A+ kAt <1and |1+ 7 <1, ie,

2
—-1l<t<—-1, —-2<h<0,
Il
it holds
L:—L:—h(1+x+x2+ac3+- :—hz L+h+ht)"
1+t 1—2 ’
Thus,
1 , u
is valid in the region
2
1<t<ﬁ 1 (-2<h<0)

We have
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k=0 =0
= > (=1 (),
n=0
where
P (h) = (bt <n ]+ J) (1+h). (2.87)
=0

Comparing the above to the definition (2.58), we gain the relationship

() = g T (). (2.88)
Thus, it holds
L = I % m+1,n+1 n oan
i D DY AR O NCS R (2.89)
n=0
in the region
2
_1<t<ﬁ_1 (-2 < h<0).
Obviously, the convergence region is =1 < ¢t < 1 when A = -1, -1 <t <

3 when i = —1/2, and —1 < ¢t < 99 when i = —1/50, respectively. In
particular, the convergence region becomes

—1<t< 400

as h tends to zero from below. Thus, the convergence region of the series
(2.89) can be indeed adjusted and controlled by the auxiliary parameter 7.
What we should emphasize here is that the same definition pg""(h) is first
obtained in the frame of the homotopy analysis method and then deduced
from the famous Newtonian binomial theorem. This fact logically shows the
validity and reasonability of the homotopy analysis method.

The foregoing ideas can be employed to give such a generalized theorem
as the one below.

THEOREM 2.2
It holds

(1+H)*= lim iw%m(o‘) tn (2.90)
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for a real number a (o #0,1,2,3,--+) in the region

2
“1<t<—-1 (-2<h<0),

|l
where
(a) _ ala—1)(a—2)--(a—n+1)
n n!
and -
e = o Sy (T Jaen oy
3=0

Proof: Write z =1+ A+ At Let |[2] <1 and |1+ A <1, i.e.,
2
_1<t<ﬁ_1’ —-2<h<0.

By the traditional Newton binomial theorem [62], it holds when |z| < 1 and
11+ h| <1 that

= «
1+ = ()71 =) = (=h)™* 3 (=1)" ( ) 2"

n=0 n
400
= (-n)~* Y (-1)" (g) (1+h+ht)"
n=0
= lim (=h)™ ;::0(—1)" (2‘) (14+h+ht)"

The sum of the first m terms of above series is given by

(—h) Zm:(—m (‘;) (1+h+ht)"

=(=h %(—1)” (fj) Z: (;‘) (1+h)"7 1 1

I

|
=

|

Q
[

~+

<
[

I
Naw)
7 N\
3 9
N————
7N
<. 3
_

+
G
3

|

<.
=
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where
n

) = (e S (T ) ey
j=0
This ends the proof.
Although the definition (2.91) is deduced for real numbers —oo < o < +00
except integers « = 0, 1,2, 3, - - -, it is valid for all real numbers. For any integer
k, we have using the definition (2.91) that

" (h) = (=h)"* i (n B k]_ 1 +j> (1+ h)7, (2.92)
7=0

which contains the definition (2.58) of ug""(h) and the definition (2.87) of

m,n

w7 (). It can be proved that for any real number o € (—o0, +00) it holds
P (1) = 1 (2.99)

and
lim pi"(h) =1, when |14+h| <1 (2.94)

feY
m——+00

for any finite positive integer n. According to the definitions (2.58) and (2.91),
it holds for the integer [ > 0 that

P (R) = gt (), (2.95)

The proof of (2.93) is straightforward. When |1 + %] < 1 it holds from the
definition (2.91) that

lim Mm,n (h)

e

m——+00

+oo

= e (T
k=0
+oo

= (=Y (Y ) (—1-n)t
> (")

= (~R)" L+ (1 - R)* "

=1.

This ends the proof of (2.94).
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It should be emphasized that p("" (k) defined by (2.58) and p";" (k) defined
by (2.87) are only special cases of (2.91) when o« = 0 and aw = —1, respectively.
All of these logically verify the reasonableness and validity of the solutions
(2.57), (2.78) and (2.84) given by the homotopy analysis method.

The rationality of solutions (2.57), (2.78), and (2.84) can be explained
another way. It is known that the Taylor series of any a given function is
unique. According to the property (2.60), when |1 + f| < 1, it holds for any
a given finite positive integer N that

N N
lim Z (a2n+1t2n+1) ugb,n(h) _ Z a2n+1t2’ﬂ+l.
n=0

m——+oo
n=0

Therefore, given any finite positive integer IV, the sum of the first IV terms
of the solution (2.57) is the same as the sum of the first N terms of the
perturbation solution (2.12), if the order of approximation tends to infinity.
Thus, the series (2.57) obeys the uniqueness of the Taylor series, but now in
a more general meaning. Let

(alaa?n A5, Qi7y - - )

denote a point in a space S, where ay, (kK =1,3,5,--) is the coefficient in the
perturbation solution (2.12). The perturbation solution (2.12) can be regarded
as an approach to the point (a1, as, a5, a7, --) along such a traditional path
I'y defined by:

(a1a070507 o ')7
(041,043,0,0, o ')1

(041,0137015,0, o ')7

However, the solution series (2.57) can be regarded as an approach to the
same point
(041, asz, s, Qg, - - )

but along such a more general path I'(%) defined by:
(041M870(h)> 07 07 07 te ')7

(Oéllu‘(l)’o(h), OZSM(I)’l(h)v Oa Oa T ')7
(ot (h), euapig ™ (h), s ® (1), 0, -+,

Notice that the path T'(h) depends on the auxiliary parameter fi. According
to (2.59), the path I'(—1) (when i = —1) is exactly the same as the traditional
one I'y. When |1 + A| < 1 but & # —1, the path I'(h) is different from the
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traditional path I'g. Even in this case, according to the property (2.60), all of
them approach to the same point (a1, as, a5, a7, - +). Therefore, the solution
series (2.57) can be regarded as a kind of limit process along an infinite number
of approaching paths I'(%) to the same point (aq, as, as, ar,---). It is well
known that the result of such kind of limit process often depends upon the
approaching path. For example, consider the limit

1m
(z.y)—(0,0) ||

There are a lot of approaching paths to (0,0). For simplicity, let us consider
the path y = Bx, where [ is a real number. It obviously holds that

\/m\/m

lim
(z.y)—(0,0) |z

The limit is therefore dependent upon the approaching path to the point (0,0).
This clearly explains why the convergence region of the solution series (2.57)
is dependent upon the auxiliary parameter f, because the function pgy""(h)
defines different approaching paths by different values of A.

According to above explanation, the function p™ (%) can be used to define
different approaching paths for a limit process by different values of @ and #.
For the sake of this reason, the function "™ (k) is called the approach function
of the first kind. To generalize the definition (2.85) of o("" (h), we define

1
51
as the approach function of the second kind, where |14+ k| < 1 and —oo < a <
+oo. It is easy to prove that, for o € (—o00,4+00) and 0 < n < m+ 1, it holds

Um,n,k(h)

[e3

Mg@ n+k(h) 4 ’um ntk— 1(h)] (296)

mak 1y J 1, when0<k<m+1—n,
oa ™" ( 1)—{1/2’Whenk:m+1_n7 (2.97)
and | |
m,n,k _ ]-, when |1+ A <1,
ml_lf.?ooa (h) = {007 when |1+ A| > 1, (2.98)

where n and k are finite positive integers.

The approach functions ™" (h) and ¢ (h) have rather general mean-
ing and therefore could be employed to greatly enlarge convergence regions of
approximation series. For example, from the traditional Taylor series

I rn)(y,
Z / ( 0) ( s — Zo)n

n!
n=0

of a function f(z), we can define the generalized Taylor series of the first kind

(2o
lim Zum" { (' )(zfzo)"

© 2004 CRC Press LLC



and the generalized Taylor series of the second kind

i (n)
. m,n,0 f (ZO) n
LB e,

where 7" (h) and o7>™C(h) are defined by (2.91) and (2.96), respectively.
The convergence regions of these generalized Taylor series might be greatly
enlarged by choosing proper values of 7 and a. To illustrate this, we can
generalize the mth-order approximations (2.57), (2.78), and (2.84) by

0% S 0) Lo £, (2.99)
~1+2 Z " exp(—nt)] <g>
~ exp(—t) [(1 + g) + g exp(—2t)r (2.100)

and

m+1 m+l-—n

)
~1+221 Z o™k (p {(—1)”( k!t) exp(—nt)], (2.101)

respectively, where |1 + k| < 1 and o € (—00,+00). For example, when o =
7/4, the convergence region of the approximation (2.99) becomes larger and
larger as K tends to zero from below, as shown in Figure 2.5. And when A =
—1, all of the 20th-order approximations of (2.100) given by a = +1/2, 7 /4
agree with the exact solution, as shown in Table 2.8. When i = —1/2, all
of the 20th-order approximations of (2.101) given by a = +1/2, +7/4 agree
with the exact solution, as shown in Table 2.9. So, the functions u""™ (%) and
o™k (h) have indeed rather general meaning.

In this subsection we point out that the definition (2.58) of p("" (), which
is first obtained in the homotopy analysis method, can be independently de-
duced from the Newtonian binomial theorem. Furthermore, we prove that
convergence region and rate of a series can be indeed adjusted and controlled
by introducing an auxiliary parameter. We also point out that the functions
um™ " (h) and o™ "k (h) define different approaching paths by different values
of h and a. All of these provide us with a rational base for the validity of the
homotopy analysis method.

2.3.7 Homotopy-Padé method

The homotopy analysis method is based on such an assumption that the series
(2.36) of ®(¢; q) converges at ¢ = 1 for the illustrative problem. Fortunately, as
mentioned above, we have great freedom to choose the initial approximation
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Vo(t), the auxiliary linear operator £, the auxiliary function H(t), and the
auxiliary parameter A in the frame of the homotopy analysis method. If all
of them are properly chosen, the series (2.36) can be convergent at ¢ = 1, as
shown above. Besides, the convergence region and rate of the solution series
given by the homotopy analysis method depend upon the auxiliary parameter
h. Therefore, the auxiliary parameter i provides us with a convenient way
to adjust and control the convergence region and rate of solution series, as
shown above.

There exist some techniques to accelerate the convergence of a given series.
Among them, the so-called Padé technique is widely applied. For a given series

+oo

E cp ",

n=0

the corresponding [m, n] Padé approximant is expressed by
m
> m g F
k=0

ni )

Z bm,k l’k

k=0
where Gy, i, by 1 are determined by the coefficients ¢; (7 =0,1,2,3,---, m+n).
In many cases the traditional Padé technique can greatly increase the conver-
gence region and rate of a given series. For example, employing the traditional
Padé technique to the perturbation series (2.12), we have the [1,1],[2, 2] and
[3, 3] Padé approximants

; 3t t(15 + t2)
T3 4+t27 15+6t2 7

respectively. In general, the [m,m]| Padé approximant can be expressed by

m
> oag"
—_— when m is an odd number, (2.102)

by "t
or

when m is an even number, (2.103)

where ag”" and by"" are coefficients. Note that all of these traditional Padé

approximants tend to either infinity or zero as t — +o0. The [4, 4] and [10, 10]
Padé approximants of the perturbation solution (2.12) are as shown in Figure
2.6.
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The so-called homotopy-Padé technique [50] was proposed by means of
combining the above-mentioned traditional Padé technique with the homo-
topy analysis method. To ensure that the series (2.36) is convergent at ¢ = 1,
we first employ the traditional [m,n] Padé technique about the embedding
parameter ¢ to obtain the [m,n| Padé approximant

= (2.104)

where the coefficients A, x(t) and By, x(t) are determined by the first several
approximations

Vo), Vi(t), Va(t), -+, Vinsn ().

Then, setting ¢ = 1 in (2.104) and using (2.32), we have the so-called [m,n]
homotopy-Padé approximant

e (2.105)

For the illustrative problem, the coefficients A,, ,,(t) and B, ,(t) are de-
pendent of the base functions used to present the solution V' (¢). Using the base
functions denoted by (2.62), we have the corresponding [1, 1] homotopy-Padé
approximant

t(12 + 16t + 7t?)

(1 +)(12 + 4t + 7£2)
and the [2, 2] homotopy-Padé approximant

£(168000 + 362880 ¢ 4 238000 ¢2 + 14160 ¢* — 47124 t* — 36308 ¢ — 13419 ¢°)
3(1 + )(56000 + 64960 ¢ + 33040 ¢2 + 12000 £3 — 2508 t4 — 9076 ¢> — 4473 {6)’

respectively. In general, the [m, m] homotopy-Padé approximation can be
expressed by
m24+m+1 mon
> agtn
n=1
W, (2.106)
by ¢
n=0
where a5 and by are coefficients. It is very interesting that a;"" and by""
are found to be independent of the auxiliary parameter i. Comparing (2.106)
with (2.102) and (2.103), we find that in accuracy the [m, m] homotopy-Padé
approximant is equivalent to the traditional [m? +m + 1,m? +m + 1] Padé
approximant. Unlike the traditional Padé approximants (2.102) and (2.103)
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which tend to either infinity or zero as ¢ — +oo, all of the homotopy-Padé
approximant (2.106) correctly tend to 1 as ¢ — +oo. Thus, for a given m, the
[m, m] homotopy-Padé approximant (2.106) is much more accurate than the
traditional [m,m] Padé approximants (2.102) and (2.103). For example, the
[4,4] homotopy-Padé approximant is more accurate and much better than the
traditional [4,4] Padé approximant and is even better than the [10,10] tradi-
tional Padé approximant, as shown in Figure 2.6. In particular, using the base
functions denoted by (2.70), we have the [1, 1] homotopy-Padé approximant

1 — exp(—2t)

—_— 2.1
1+ exp(—2t)’ (2.107)

which is just the exact solution V'(t) = tanh(¢). Thus, the so-called homotopy-
Padé method is indeed much more efficient than the traditional Padé tech-
nique.

Similarly, the so-called homotopy-Padé technique can be applied to accel-
erate the convergence of the related series. For example, to accelerate the
series of V" (0) and V"”(0), we first apply the traditional Padé technique to
the series

92 (t: q) =
? _ V/I O n
e |, ;O 7 (0) ¢
and N
83@(t§Q) = 11 n
a t3 o - ;Vn (0) q

to get their [m,n] Padé approximants about the embedding parameter g,
respectively, and then set ¢ = 1 to obtain the corresponding [m, n] homotopy-
Padé approximants. The homotopy-Padé approximations of V"/(0) and V'"'(0),
corresponding to the solution expression (2.69) expressed by the fractional
functions, are listed in Table 2.10. The homotopy-Padé approximations of
V"(0) and V"’(0), corresponding to the solution expression (2.78) expressed
by the exponential functions are listed in Table 2.11. In both cases, the
homotopy-Padé technique greatly accelerates the convergence of V" (0) and
VW(O).

For the illustrative problem, it is found that all of the [m,m] homotopy-
Padé approximants do not depend upon the auxiliary parameter h. Thus,
even if we choose a bad value of /i such that the corresponding solution series
diverges, we can still employ the homotopy-Padé technique to get a conver-
gent result. As shown later in this book for other nonlinear problems, the
[m, m] homotopy-Padé approximants are often independent of the auxiliary
parameter i. However, up to now, we cannot give a mathematical proof about
it in general cases.

All of these illustrate that the so-called homotopy-Padé technique can
greatly enlarge the convergence region and rate of the solution series given
by the homotopy analysis method.
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In summary, we introduce in this chapter the basic ideas of the homotopy
analysis method by means of a simple example. We show that, unlike all
previous analytic techniques, the homotopy analysis method always gives a
family of solution expressions in the auxiliary parameter i, which may be
expressed by different base functions. Using the freedom in choosing the
initial guess, the auxiliary linear operator, and the auxiliary function, we can
express the solution in many different base functions, and thus approximate a
nonlinear problem more efficiently by choosing a better set of base functions.
The rule of solution expression, the rule of coefficient ergodicity, and the rule
of solution ezistence are proposed to direct the choice of the initial guess,
the auxiliary linear operator, and the auxiliary function. These rules greatly
simplify the application of the homotopy analysis method. We demonstrate
that the convergence region and rate of the solution series may be adjusted
and controlled by means of the auxiliary parameter . By plotting the so-
called Ai-curves, it is easy to find out a proper value of & to ensure that the
solution series converge. Furthermore, the so-called homotopy-Padé technique
is proposed to accelerate the convergence of solution series, which is often
much more efficient than the traditional Padé technique.
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TABLE 2.1
Approximations of V" (0) given by (2.69) for different values of h.

order h=-1/2 h=-3/4 h=-1 h=-5/4 h=-3/2

5 -0.062500  -0.001953 0 -0.001953 0.062500
10 -0.001953  -1.9 x10~° 0 -1.9 x107%  -0.001953
15 -0.000061  -1.9x107? 0 1.9x107° 0.000061
20 -1.9x1076%  -1.9x10712 0 -1.9x10712 -1.9x1076

0

0

0

0

25  -6.0x107% -1.8x10715 1.8x1071%  6.0x10°8
30 -1.9x1079? -1.7x10°18 -1.7x10718%  -1.9%x107°
35 -5.8x107' -1.7x1072! 1.7x10721  5.8x10~ 1!
40  -1.8x10712 _1.7x10~24 -1.7x1072% -1.9x10712

TABLE 2.2
Approximations of V"/(0) given by (2.69) for different values
of h.

order h=-1/2 h=-3/4 h=-1 h=-5/4 h=-3/2

5 -3.312500 -2.138672 -2 -2.251953  -6.937500
10 -2.089844 -2.000278 -2 -1.999516 -1.699219
15 -2.004333 -2.000000 -2 -2.000001 -2.013977
20 -2.000183 -2.000000 -2 -2.000000  -1.99942
25 -2.000007 -2.000000 -2 -2.000000 -2.000023
30 -2.000000 -2.000000 -2 -2.000000 -1.999999
35 -2.000000 -2.000000 -2 -2.000000 -2.000000
40  -2.000000 -2.000000 -2 -2.000000 -2.000000

TABLE 2.3
Comparison of the exact solution (2.8) with the mth-order
approximations of V() given by (2.69) when h = —1.

t 10th-order 20th-order 40th-order 60th-order exact

approx. approx. approx. approx. result

1/4 0.2449 0.2449 0.2449 0.2449 0.2449
1/2 0.4621 0.4621 0.4621 0.4621 0.4621
3/4 0.6349 0.6351 0.6351 0.6351 0.6351
1 0.7516 0.7616 0.7616 0.7616 0.7616

3/2 0.9082 0.9053 0.9051 0.9051 0.9051
2 0.9720 0.9644 0.9640 0.9640 0.9640

5/2 0.9982 0.9870 0.9866 0.9866 0.9866
3 1.0082 0.9950 0.9950 0.9951 0.9951

4 1.0110 0.9979 0.9992 0.9993 0.9993

) 1.0082 0.9973 0.9997 0.9999 0.9999

10 0.9984 0.9968 1.0003 1.0001 1.0000
100 0.9987 0.9998 1.0001 1.0000 1.0000
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TABLE 2.4
Approximations of V" (0) given by (2.77) for different values of h.

order h=-1/2 h=-3/4 h=-1 h=-5/4 h=-3/2
5 -0.031250 -0.000977 0 -0.000977 0.031250
10 -0.000977 -9.5 x10~7 0 -9.5 x10~7  -0.000977
15 -0.000031  -9.3x10~10 0 9.3x10710 0.000031
20 -9.5x1077 -9.1x10~13 0 -9.1x10713  -9.5x1077
25 -3.0x107% -8.9x10716 0 8.8x10716  3.0x1078
30 -9.3x10710  -8.7x1071° 0 -8.7x10719 -9.3x1010
35 -2.9x10711 -8.5x107%2 0 8.5x10722  2.9x10~1!
40 -9.1x107% -8.3x10~% 0 -8.3x107%%  -9.1x10~ %3
TABLE 2.5
Approximations of V"’(0) given by (2.77) for different values of
h.
order h=-1/2 h=-3/4 h=-1 h=-5/4 h=-3/2
5 -2.375000 -2.041016 -2 -2.076172 -3.500000
10 -2.026367 -2.000083 -2 -1.999854 -1.909180
15 -2.001282 -2.000000 -2 -2.000001 -2.004211
20 -2.000054 -2.000000 -2 -2.000000 -1.999825
25 -2.000002 -2.000000 -2 -2.000000 -2.000007
30 -2.000000 -2.000000 -2 -2.000000 -2.000000
35 -2.000000 -2.000000 -2 -2.000000 -2.000000
40  -2.000000 -2.000000 -2 -2.000000 -2.000000
TABLE 2.6

Comparison of the exact solution (2.8) with the approximations
of V(t) given by (2.77) when h = —1.

t  bth-order 10th-order 15th-order 20th-order exact

approx. approx. approx. approx. result

1/4 0.2449 0.2449 0.2449 0.2449 0.2449
1/2 0.4619 0.4621 0.4621 0.4621 0.4621
3/4  0.6342 0.6351 0.6351 0.6351 0.6351
1 0.7596 0.7616 0.7616 0.7616 0.7616

3/2 0.9020 0.9051 0.9051 0.9051 0.9051
2 0.9612 0.9639 0.9640 0.9640 0.9640

5/2 0.9845 0.9866 0.9866 0.9866 0.9866
3 0.9937 0.9950 0.9951 0.9951 0.9951

4 0.9988 0.9993 0.9993 0.9993 0.9993

5 0.9997 0.9999 0.9999 0.9999 0.9999

10 1.0000 1.0000 1.0000 1.0000 1.0000
100 1.0000 1.0000 1.0000 1.0000 1.0000
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TABLE 2.7
Comparison of the exact solution (2.8) with the approximations
of V(t) given by (2.84) when h = —1.

t 10th-order 20th-order 40th-order 50th-order exact
approx. approx. approx. approx. result
1/4 0.2449 0.2449 0.2449 0.2449 0.2449
1/2 0.4621 0.4621 0.4621 0.4621 0.4621
3/4 0.6351 0.6351 0.6351 0.6351 0.6351
1 0.7616 0.7616 0.7616 0.7616 0.7616
3/2 0.9051 0.9051 0.9051 0.9051 0.9051
2 0.9640 0.9640 0.9640 0.9640 0.9640
5/2 0.9866 0.9866 0.9866 0.9866 0.9866
3 0.9953 0.9950 0.9951 0.9951 0.9951
4 0.9990 0.9993 0.9993 0.9993 0.9993
5 0.9975 0.9999 0.9999 0.9999 0.9999
10 1.0021 0.9982 0.9999 1.0000 1.0000
100 1.0000 1.0000 1.0000 1.0000 1.0000
TABLE 2.8

Comparison of the exact solution (2.8) with the 20th-order
approximation of V'(t) given by (2.100) when = —1 and

a =41/2, +7/4.

when when when when exact

t a=-7/4 a=-1/2 a=1/2 a=x/4 result
1/4 0.2449 0.2449 0.2449 0.2449  0.2449
1/2 0.4621 0.4621 0.4621 0.4621 0.4621
3/4 0.6351 0.6351 0.6351 0.6351 0.6351
1 0.7616 0.7616 0.7616 0.7616 0.7616
3/2 0.9051 0.9051 0.9051 0.9051  0.9051
2 0.9640 0.9640 0.9640 0.9640 0.9640
5/2 0.9866 0.9866 0.9866 0.9866  0.9866
3 0.9951 0.9951 0.9951 0.9951 0.9951
4 0.9993 0.9993 0.9993 0.9993  0.9993
5 0.9999 0.9999 0.9999 0.9999  0.9999
10 1.0000 1.0000 0.9999 1.0000 1.0000
100 1.0000 1.0000 1.0000 1.0000  1.0000
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TABLE 2.9
Comparison of the exact solution (2.8) with the 20th-order
approximation of V' (¢) given by (2.101) when h = —1/2 and
a=41/2, +r/4.
when when when when  exact
t a=-7/4 a=-1/2 a=1/2 a=x/4 result

1/4 0.2449 0.2449 0.2449  0.2449 0.2449
1/2 0.4621 0.4621 0.4621 0.4621  0.4621
3/4  0.6351 0.6351 0.6351 0.6351  0.6351
1 0.7616 0.7616 0.7616  0.7616 0.7616
3/2 0.9051 0.9051 0.9051 0.9051  0.9051
2 0.9640 0.9640 0.9640  0.9640 0.9640
5/2 0.9866 0.9866 0.9866  0.9866  0.9866
3 0.9951 0.9951 0.9951 0.9951  0.9951
4 0.9993 0.9993 0.9993  0.9993  0.9993
5 0.9999 0.9999 0.9999  0.9999  0.9999
10 1.0000 1.0000 0.9999 1.0000  1.0000
100 1.0000 1.0000 1.0000 1.0000  1.0000

TABLE 2.10
The [m, m| homotopy-Padé approximation of
V"(0) and V'’(0) corresponding to (2.69).
[m, m] V"(0) V")
-3
-2
-2
-2
-2
-2

)
)
)

[
2,2]
3,3
[4,4]
[5,5]

b

= HSTTISCINCH=
= Ot o N
coococoo

[10, 10]

)

TABLE 2.11

The [m, m| homotopy-Padé approximation of

V"(0) and V'’(0) corresponding to (2.78).
[m,m] V" (0) V"' (0)

[1,1] 0 -5.57143
-2
-2
-2
-2
-2

SO O OO
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FIGURE 2.1

Comparison of the exact solution (2.8) with the solution expression (2.57).
Symbols: exact solution; solid line: perturbation solution (2.12); dashed line:
solution (2.57) when i = —1/2; dash-dotted line: solution (2.57) when i =
—1/5; dash-dot-dotted line: solution (2.57) when h = —1/10.
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FIGURE 2.2

The fi-curve of V”(0) and V'(0) given by (2.69) when H(t) = 1/(1 + ¢t).
Dash-dotted line: 20th-order approximation of V”(0); solid line: 20th-order
approximation of V"7(0).
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VvV "(0),V’(0)

FIGURE 2.3

The #A-curves of V”(0) and V"/(0) given by (2.77) when H(t) = exp(—t).
Dash-dotted line: 10th-order approximation of V”'(0); solid line: 20th-order
approximation of V”(0); dashed lined: 10th-order approximation of V'(0);
dash-dot-dotted line: 20th-order approximation of V"”(0).
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FIGURE 2.4
The comparison of the third-order approximation (2.81) of V'(¢) with the exact
solution (2.8). Solid line: third-order approximation (2.81); symbols: exact
solution (2.8).
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FIGURE 2.5

Comparison of the exact solution (2.8) with the solution expression (2.99) at
the 31st-order of approximation when o = 7 /4. Symbols: exact solution; solid
line: (2.99) when A = —1; dashed line: (2.99) when h = —1/2; dash-dotted
line: (2.99) when i = —1/5; dash-dot-dotted line: (2.99) when & = —1/10.
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FIGURE 2.6

Comparison of the exact solution (2.8) with the homotopy-Padé approxima-
tion (2.106) and traditional Padé approximant (2.103) of V(¢). Symbols:
exact solution; solid line: [4,4] homotopy-Padé approximant of V(t); dash-
dotted line: [4,4] traditional Padé approximant of V' (t); dash-dot-dotted line:
[10,10] traditional Padé approximant.
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3

Systematic description

In Chapter 2 the basic ideas of the homotopy analysis method are illustrated
by a simple nonlinear problem. Here a systematic description is given for
general nonlinear problems.

3.1 Zero-order deformation equation

In most cases a nonlinear problem can be described by a set of governing
equations and initial and/or boundary conditions. For brevity, let us consider
here only one nonlinear equation in a general form:

Nu(r,t)] =0, (3.1)

where N is a nonlinear operator, u(r,t) is an unknown function, and r and ¢
denote spatial and temporal independent variables, respectively.

Let ug(r,t) denote an initial guess of the exact solution wu(r,t), i # 0 an
auxiliary parameter, H(r,t) # 0 an auxiliary function, and £ an auxiliary
linear operator with the property

L[f(r,t)]=0 when f(r,t) = 0. (3.2)

Then, using ¢ € [0,1] as an embedding parameter, we construct such a homo-
topy

H[®(r,t;q); uo(r,t), H(r,t), h,q]
= (1 =) {L[®(r,t;q) —uo(r,t)]} —q h H(r,t) N[®(r,t;q)].  (3.3)

It should be emphasized that the above homotopy contains the so-called auxil-
iary parameter /i and the auxiliary function H (r, ). To the best of the author’s
knowledge, the nonzero auxiliary parameter i and auxiliary function H(r,t)
are introduced for the first time in this way to construct a homotopy. So,
such a kind of homotopy is more general than traditional ones. The auxiliary
parameter i and the auxiliary function H(r,t) play important roles within
the frame of the homotopy analysis method. It should be emphasized that
we have great freedom to choose the initial guess uo(r, t), the auxiliary linear
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operator £, the nonzero auxiliary parameter h, and the auxiliary function
H(r,t).

Let ¢ € [0,1] denote an embedding parameter. Enforcing the homotopy
(3.3) to be zero, i.e.,

H[®(r, t;q); uo(r, t), H(r, 1), h,q] = 0,
we have the so-called zero-order deformation equation
(1 - q) {E[‘I)(I‘, ty Q) - ’U/O(ra t)]} =q h H(I’, t) N[(b(ra ty q)]? (34)

where ®(r,t;¢q) is the solution which depends upon not only the initial guess
up(r, t), the auxiliary linear operator £, the auxiliary function H (r,t¢) and the
auxiliary parameter h but also the embedding parameter ¢ € [0,1]. When
g = 0, the zero-order deformation equation (3.4) becomes

L[P(r,t;0) — up(r,t)] =0, (3.5)
which gives, using the property (3.2),
D(r,t;0) = ug(r, t). (3.6)

When ¢ = 1, since h # 0 and H(r,t) # 0, the zero-order deformation equation
(3.4) is equivalent to
N[®(r,11)] =0, (3.7)

which is exactly the same as the original equation (3.1), provided
O(r,t;1) = u(r,t). (3.8)

Thus, according to (3.6) and (3.8), as the embedding parameter ¢ increases
from 0 to 1, ®(r, ¢; ¢) varies (or deforms) continuously from the initial approxi-
mation ug(r, t) to the exact solution u(r,t) of the original equation (3.1). Such
a kind of continuous variation is called deformation in homotopy. This is the
reason why we call (3.4) the zero-order deformation equation.

Define the so-called mth-order deformation derivatives

_0"e(r,t;q)

ul™(r, ) S (3.9)

q=0

By Taylor’s theorem, ®(r,t;¢q) can be expanded in a power series of ¢ as

follows:
+oo u[m] (I‘ t)
O(r,t;q) = B(r, 0) + »_ 20—

m=1

q". (3.10)

m!
Writing
() 1 0m(r,tiq)

U (r,t) = ——2 = —_— (3.11)

m! m! oq™ =0
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and using (3.6), the power series (3.10) of ®(r,?;¢) becomes

+oo
O(r,t;q) = uo(r,t) + Y um(r,t) ¢ (3.12)

m=1

Note that we have great freedom to choose the initial guess ug(r,t), the aux-
iliary linear operator £, the nonzero auxiliary parameter h, and the auxiliary
function H(r,t). Assume that all of them are properly chosen so that:

1. The solution ®(r, t; q) of the zero-order deformation equation (3.4) exists
for all ¢ € [0,1].

2. The deformation derivative ugn] (r,t) exists for m =1,2,3,-- -, +o0.

3. The power series (3.12) of ®(r,t; q) converges at g = 1.

Then, from (3.8) and (3.12), we have under these assumptions the solution
series

+o0
u(r,t) = up(r,t) + Z U (T, 1). (3.13)

This expression provides us with a relationship between the exact solution
u(r,t) and the initial approximation ug(r,¢) by means of the terms u,(r,t)
which are determined by the so-called high-order deformation equations de-
scribed below.

3.2 High-order deformation equation

For brevity, define the vector
ﬂ"ﬂ = {Uo(r, t)a Uy (I', t)a Ug(r, t)7 ) un(r, t)} .

According to the definition (3.11), the governing equation of w,,(r,t) can
be derived from the zero-order deformation equation (3.4). Differentiating
the zero-order deformation equation (3.4) m times with respective to the
embedding parameter g and then dividing it by m! and finally setting ¢ = 0,
we have the so-called mth-order deformation equation

L [um(r,t) — Xm Um—1(r,t)] = h H(r,t) Ry (tUm-1,r,1), (3.14)
where x,,, is defined by (2.42) and

1 O IN[®(r,t;q)]

Rm(ﬁm—lara t) = (m — 1)' aqm71

(3.15)

q=0
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Substituting (3.12) into the above expression, we have

. 1 amfl +oo N
Rm(um—l,rat) = (m — 1>| {8qm_1N L;OUn(rat) q ] }

Note that the high-order deformation equation (3.14) is governed by the same
linear operator £, and the term R,,(@,—1,r,t) can be expressed simply by
(3.15) for any given nonlinear operator . According to the definition (3.15),
the right-hand side of Equation (3.14) is only dependent upon @, 1. Thus, we
gain u (r,t), us(r,t), - - - by means of solving the linear high-order deformation
equation (3.14) one after the other in order. The mth-order approximation of
u(r,t) is given by

(3.16)

q=0

u(r,t) ~ Z ug(r, ). (3.17)
k=0

We can construct the zero-order deformation equation in a form even more
general than (3.4). Let A(q), B(q) be complex functions analytic in the region
lg] <1, called the embedding functions, which satisfy

A(0)=B(0) =0, A(l)=DB(1) =1, (3.18)
respectively. Let
+oo +oo
A => ard", Bl@=>_ Bd" (3.19)
k=1 k=1

denote the Maclaurin series of A(q) and B(q), respectively. Because A(q) and
B(q) are analytic in the region |¢| < 1, we have from (3.18) that

“+oo +oo
Zak =1, Zﬁk =1 (3.20)
k=1 k=1

Then, we construct the zero-order deformation equation in a more general
form

[1 - B(Q)] {,C[(I)(I‘, t; Q) - uO(r’ t)}} = A(Q) h H(I‘, t) N[@(I‘, t; q)] (321)

All other related formulae are the same, except the high-order deformation
equation which is now in a more general form

m—1
L \um(r,t) = > Br ik (r,t)| = B H(x,t) Ry (1,1, 1), (3.22)
k=1
where .
R (lfn—1,7,t) = Y _ 0t (T, 1) (3.23)
k=1
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under the definition

5o (r.1) = 1 O"N[@(r,tq)]

= .24
n! dq™ (3.24)

q=0

The zero-order deformation equation (3.4) and the high-order deformation
equation (3.14) are clearly special cases of Equations (3.21) and (3.22) when
A(q) = B(q) = g, respectively.

Note that, in general, a nonlinear problem might be described by a set of
governing equations with related initial/boundary conditions. For the sake
of brevity, only one equation (3.1) is employed here to systematically de-
scribe the basic ideas of the homotopy analysis method. However, the form
of equation (3.1) is so general that it can denote either a governing equation
or a boundary/initial condition. It may be a differential equation, an inte-
gral equation, an integro-differential equation, or an algebraic equation. All
governing equations and boundary conditions can be treated in a similar way,
although for different governing equations and intial/boundary conditions we
should choose different initial approximations, different auxiliary linear oper-
ators, and different types of embedding functions A(q), B(g). In addition, it
is unnecessary for us to assume the existence of any small/large quantities in
governing equations or initial/boundary conditions. Therefore, the analytic
approach described above is very general.

3.3 Convergence theorem

The convergence of a series is important. A series is often of no use if it is
convergent in a rather restricted region. In general cases, we can prove that,
as long as the solution series (3.13) given by the homotopy analysis method
is convergent, it must be the solution of the considered nonlinear problem.

THEOREM 3.1 Convergence theorem
As long as the series

+oo
uo(r,t) + Z U (T, 1)
m=1

is convergent, where u,(r,t) is governed by the high-order deformation equa-
tion (8.22) under the definitions (3.23), (3.24), and (2.42), it must be a so-
lution of Equation (3.1).

Proof: Let
“+oo

s(r,t) = uo(r,t) + Z U (T, 1)

m=1
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denote the convergent series. Using (3.22) and (2.42), we have

“+o0
) Z Rm(ﬁm—la r, t)

m=1

“+o0
:Z Uy (T, 1) — Zﬁkumkrt]
T +oo m—1
=L Z um(I', t) — Z Z ﬁk um—k(r7t)]
Lm=1

m=1 k=1
[ 400 400 +oo
=L Z um(r,t) — Z Z ﬂk Unz—k(&ﬂ]
Lm=1 k=1 m=k+1
[ +oo +oo 400
=L Z um(r t Zﬁkz un r, )]
Lm=1 n=1

- too
=L (1251@) Zum(r>t)] )
k=1 m=1

- oo
=L (1 — Zﬂk> s(r,t)] :
L k=1

which gives, since /i # 0, H(r,t) # 0 and from (3.20) and (3.2),

> Ry (fig-1,1,t) = 0. (3.25)

On the other side, we have according to the definitions (3.23) and (3.24), that

+oo +oo m
Z R (ip—1,1,t) = Z Zak Om—k(r,1)
+o:>nj-<1>o mj-ZTZI +00
= Z Z g Om—k(r,t) = < Oék> Z On(r, 1),
k=1m=k k=1 n=0

which gives from (3.20), (3.24), and (3.25)

+oo “+o0
> Rpnllim-1,1,t) = Y 6p(r,1t)
m=0

m=1
=1 9"N[@(r, 8 q)]
- Z m! qm
In general, ®(r,t; q) does not satisfy the original nonlinear equation (3.1). Let

E(r,t;q) = N[®(r,t;q)]

=0. (3.26)

q=0
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denote the residual error of Equation (3.1). Clearly,
E(r,t;q) =0

corresponds to the exact solution of the original equation (3.1). According to
the above definition, the Maclaurin series of the residual error £(r, t; ¢) about
the embedding parameter q is

= g7 OmE(r tg) = ¢ ON[D(r, Eq)]

= m! oq™ =0 = m! g™ 4=0
When ¢ = 1, the above expression gives, using (3.26),
+oo
1 9mE(r,t;
Er )= = orEwLa)| (3.27)
— m]! oq™ 0
m=0 q

This means, according to the definition of &(r,t;q), that we gain the exact
solution of the original equation (3.1) when ¢ = 1. Thus, as long as the series

“+ o0
uo(r,t) + Z U, (1, 1)
m=1

is convergent, it must be one solution of the original equation (3.1). This ends
the proof.

THEOREM 3.2
As long as the series

“+oo
UO(ra t) + Z um(rat)
m=1

is convergent, where u,(r,t) is governed by the high-order deformation equa-
tion (3.22) under the definitions (3.28), (5.24), and (2.42), it holds that

—+o0 —+o0
Z Rm(ﬁm—la I‘,t) = Z 5m(r7t) = 0.
m=1 m=0

Proof: Using (3.26), the proof of this theorem is straightforward. This
ends the proof.

Note that Equation (3.14) is only a special case of Equation (3.22) when
A(q) = B(q) = q. We therefore have the following.

THEOREM 3.3
As long as the series
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is convergent, where u,(r,t) is governed by the high-order deformation equa-
tion (3.14) under the definitions (2.42) and (3.15), it must be a solution of
Equation (3.1). It holds therefore that

—+oo

> Rpn(iim-1,1,t) = 0.

m=1

According to Theorem 3.1 and Theorem 3.3, we need only focus on choos-
ing the initial approximation wg(r,t), the auxiliary linear operator L, the
embedding functions A(q), B(q), the auxiliary parameter A, and the auxiliary
function H(r,t) to ensure that the solution series (3.13) converges. Theorem
3.2 provides us with an alternative method to estimate the convergence and
accuracy of approximation series given by the homotopy analysis method.

3.4 Fundamental rules

Perturbation techniques and other nonperturbation methods for nonlinear
problems are, more or less, based on some assumptions. Similarly, the ho-
motopy analysis method is also based on the assumptions listed on page 55.
Theoretically speaking, these assumptions impair the method. However, the
homotopy analysis method provides us with great freedom to choose the initial
approximation ug(r,t), the auxiliary linear operator £, the auxiliary param-
eter i, and the auxiliary function H(r,t). Such freedom is so great that it is
almost quite possible for us to satisfy all of these assumptions. This kind of
freedom is therefore a cornerstone of the validity and flexibility of the homo-
topy analysis method.

However, from the view points of practical applications, the freedom seems
too great. It is therefore better to have some fundamental rules to direct us
to choose the initial approximation ug(r,t), the auxiliary linear operator L,
and the auxiliary function H(r,t). We must first emphasize two facts. First,
a solution of a nonlinear problem may be expressed by different sets of base
functions, as illustrated in Chapter 2. Second, in many cases, from physical
characteristics and boundary/initial conditions, it is often not very difficult
to determine the type of base functions convenient to represent solutions of
a given nonlinear problem, even without solving it. So, given a nonlinear
problem, we can first choose a set of base function to present its solutions.
This kind of presentation provides us with the rule of solution expression. For
example, support that we choose a set of base functions

{en(r,t) | n=0,1,2,3,---} (3.28)
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to represent the solution u(r,t) of Equation (3.1) by

+oo
u(r,t) = Z cn en(r,t), (3.29)
n=0

where ¢, is a coefficient. The above expression provides the so-called rule of
solution expression for Equation (3.1). To obey the rule of solution expression,
the initial approximation ug(r,t) must be expressed by a sum of the base
functions, i.e.,

Mg
up(r,t) =Y ap en(r,1), (3.30)
n=0

where a,, is a coefficient and M is an integer. To obey the rule of solution
expression denoted by (3.29), the auxiliary linear operator £ must be chosen
in such a way that the solution of the equation

Llw(r,t)] =0
must be expressed by a sum of the base functions, say,

M

w(r,t) =Y by en(r,t), (3.31)
n=0

where b,, is a coefficient and the integer M; is determined by the highest
order of the derivative of linear operator £, which is generally the same as the
highest order of the derivative of the original equation (3.1). This is because
the solution of the high-order deformation equation (3.22) can be expressed
by

U (T, t) = ur (v, t) + w(r, t),

where u}, (r,t) is a special solution of Equation (3.22). Furthermore, to obey
the rule of solution expression denoted by (3.29), the auxiliary function H (r,t)
should be chosen so that the special solution u}, (r,t) of the high-order de-
formation equation (3.22) must be expressed by a sum of the base functions,
say,

Mo
ul (v,t) = L7h H(r,t) Ry (lf_1,1,1)] = Z dp, en(r,t), (3.32)

where d,, is a coefficient and £! is the inverse operator of the auxiliary lin-
ear operator £ . In this way, the rule of solution expression directs us to
choose the initial approximation ug(r,t), the auxiliary linear operator £, and
the auxiliary function H(r,t). Using the so-called rule of solution expression,
we can easily avoid the appearance of the so-called secular terms in solution
expressions, as illustrated in this book. Therefore, the rule of solution expres-
ston practically provides us with a starting point and therefore plays a very
important role within the frame of the homotopy analysis method.
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It is found that, in most cases, the auxiliary function H(r,t) cannot be
uniquely determined by above-mentioned rule of solution expression. Thus,
more restrictions should be given to direct us to choose the auxiliary function
H(r,t). Note that, from the view point of the completeness, each base e, (r,t)
of the set denoted by (3.28) should appear in the solution expression (3.29).
In other words, each coefficient ¢y, ,, of the mth-order approximate solution

m Ms
u(r,t) ~ Z U (r,t) = Z Cmon €n (T, 1) (3.33)
n=1 n=0

can be modified as the order of approximation tends to infinity. This pro-
vides us with the so-called rule of coefficient ergodicity, i.e., as the order of
approzimation tends to infinity, each base should appear in the solution ex-
pression and each coefficient can be modified. This further restricts the choice
of the auxiliary function. In many cases, using the rule of solution expression
and the rule of coefficient ergodicity, we can uniquely determine the auxiliary
function H(r,t), as illustrated in this book. Thus, the rule of coefficient er-
godicity also plays a very important role within the frame of the homotopy
analysis method.

Using (3.13), the original nonlinear problem is transformed into an infi-
nite number of linear subproblems governed by the high-order deformation
equation (3.14) or (3.22). So, if the original nonlinear problem has a solu-
tion, all of these linear subproblems should have solutions too. Thus, we have
the so-called rule of solution existence, i.e., the initial approximation wug(r,t),
the auxiliary linear operator £, and the auxiliary function H(r,t) should be
chosen so that all of the high-order deformation equation (3.14) or (3.22) are
closed and have solutions, if the original nonlinear problem has a solution.
This rule further restricts the choice of the initial approximation ug(r,t), the
auxiliary linear operator £, and the auxiliary function H(r,t).

The above-mentioned rule of solution expression and rule of coefficient
ergodicity, in addition to rule of solution existence, direct us to choose the
initial approximation ug(r,t), the auxiliary linear operator £, and the auxil-
iary function H(r,t). These rules considerably simplify the application of the
homotopy analysis method.

3.5 Control of convergence region and rate

It is important to ensure that a solution series is convergent in a large enough
region. In general, the convergence region and rate of solution series are
mainly determined by the base functions used to represent the solution series.
Unlike previous analytic techniques, the homotopy analysis method provides
us with great freedom to represent solutions of a given nonlinear problem
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by different base functions. Therefore, by means of the homotopy analy-
sis method, we can gain solution series convergent in a whole region having
physical meanings, as illustrated in this book. The so-called rule of solu-
tion expression is most important and the key, which determines the choice
of the initial approximation wug(r,t), the auxiliary linear operator £, and the
auxiliary function H (r,t).

Even if the initial approximation ug(r,t), the auxiliary linear operator L,
and the auxiliary function H(r,t) are given, we still have great freedom to
choose the value of the auxiliary parameter 4. Unlike all previous analytic
techniques, the homotopy analysis method always provides us with a family of
solution expressions in the auxiliary parameter &. It is found that the auxiliary
parameter A often affects convergence region and rate of solution series, as
shown and proved in Chapter 2. The influence of k& on the convergence region
and rate becomes obvious, especially when a “bad” set of base function is
chosen, as illustrated in Chapter 2. It is found that the convergence region
and rate of solution series can be easily adjusted and controlled by means
of setting i proper values. Thus, unlike all previous analytic techniques, the
homotopy analysis method provides us with a convenient way to control and
adjust convergence region and rate of solution series.

3.5.1 The fi-curve and the valid region of &

Assume that we gain a family of solution series in the auxiliary parameter &
by means of homotopy analysis method. How does one then to choose the
value of /i to ensure that the solution series converges fast enough in a large
enough region?

Many nonlinear problems contain important physical quantities such as
frequency of a nonlinear oscillator, wall skin friction of viscous flow, and so
on. Because we have a family of solution expressions in the auxiliary pa-
rameter /i, those physical quantities also depend upon f. So, regarding h as
an independent variable, it is easy to plot curves of these kinds of quantities
versus h. For example, assume that

v = i(r,t)]r=0,1=0

corresponds to a quantity having important physical meaning, where the dot
denotes the derivative with respect to the time ¢. Then, v is a function of
h and thus can be plotted by a curve v ~ h. According to Theorem 3.1 or
Theorem 3.3, all convergent series of v given by different values of /i converge
to its exact value. So, if the solution is unique, all of them converge to the
same value and therefore there exists a horizontal line segment in the figure
of v ~ h that corresponds to a region of 4 denoted by Rj. For the sake of
brevity we call such a kind of curve the hi-curve and the corresponding region
Ry the wvalid region of h, respectively. Thus, if we set A any value in the
so-called valid region of A, we are quite sure that the corresponding solution
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series converge. Certainly, if there exist many such kinds of quantities, we can
plot corresponding fi-curves of them. And even if the term denoted by + has
no physical meanings, we can still plot the corresponding A-curves. Obviously,
the more the so-called A-curves are plotted, the clearer it is to choose the value
of A. It is found that, for given initial approximation ug(r,t), the auxiliary
linear operator £, and the auxiliary function H(r,t), the valid regions of i
for different special quantities are often nearly the same for a given problem,
although up to now we cannot give a mathematical proof in general. In most
cases, using the same h-curve gained by a special quantity such as v mentioned
above, we can find a proper value of i to ensure that the solution series of
u(r,t) converges in the whole spacial and temporal regions having physical
meanings. So, the so-called fi-curve provides us with a convenient way to show
the influence of i on the convergence region and rate of solution series.

3.5.2 Homotopy-Padé technique

The Padé technique is widely applied to enlarge the convergence region and
rate of a given series. Traditionally, the [m,n] Padé approximant of u(r,t) is
expressed by either

i Fy(r) t*
k=0

1+ Z Fm+1+k(r) tk
k=1

or

i Gy (t) rk
k=0

1+ Z Gm+1+k(t) I‘k
k=1

)

where Fy(r) and Gg(t) are functions. Note that the numerator and denomi-
nator are polynomial of either the spatial variable r or the temporal variable
t.

The Padé technique can be employed within the frame of the homotopy
analysis method. As mentioned before, the homotopy analysis method is
based on such an assumption that the series (3.12) is convergent at ¢ = 1
because the solution series (3.13) is obtained by setting ¢ = 1 in (3.12). So,
it is important to ensure that the series (3.12) is convergent at ¢ = 1. We
first employ the traditional Padé technique to the series (3.12) about the
embedding parameter ¢ to gain the [m,n| Padé approximant

Wi(r,t) ¢
=0
n b
L+ > Wingiqk(r,t) ¢*
i=1

© 2004 CRC Press LLC



where Wi (r,t) is a function determined by the first several approximations
uj(r,t), i=0,1,2,3,---,;m+n.

Then, using (3.8), we set ¢ = 1 to get the so-called [m,n] homotopy-Padé
approximant

S Wi(r, t)
k=0

1+ Y Wigi4k(r,t)
k=1

It is found that the [m, n] homotopy-Padé approximant often converges faster
than the corresponding traditional [m,n] Padé approximant. In many cases,
the [m, m] homotopy-Padé approximant does not depend upon the auxiliary
parameter h. In this case, we can gain convergent solution by means of the
homotopy-Padé technique even if the solution series is divergent. However,
up to now, we cannot prove it in general.

It is flexible to apply the homotopy-Padé technique to accelerate related
solution series. For example, we can employ it to accelerate the convergence
of the series

+oo
i(r,t) = tig(r, ) + Y in(r,1).
n=1
First of all, from (3.12), we have the series

o(r,t;q)

—+oo
5 = ug(r,t) + ; Un(r,t) q".

Then, applying the Padé technique to the above series about the embedding
parameter g, we have the traditional [m,n] Padé approximation

E Vk(ra t) qk
k=0

)

L+ Y Vingisr(r,t) ¢F
=1

where Vi (r,t) is a function of r and ¢. Setting ¢ = 1 in the above expression,
we have using (3.8) the [m,n] homotopy-Padé approximant

Vk(r,t)

a(r,t) ~ 0

1+ > Vingrgr(r,0)

=Tz

In summary, the A-curve provides us with a convenient way to determine
the valid region of /. In addition, the so-called homotopy-Padé technique can
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greatly enlarge the convergence region and rate of solution series. In many
cases, the homotopy-Padé technique is more efficient than the traditional Padé
method and is even independent of the auxiliary parameter k. So, by means
of choosing a proper set of base functions, selecting a proper value of A, or
employing the homotopy-Padé technique, we can gain accurate approxima-
tions convergent in a large enough region within the frame of the homotopy
analysis method.

3.6 Further generalization

The homotopy analysis method can be further generalized by means of the
zero-order deformation equation in the form

[1 = B(@){£L[®(r,t; ) — uo(r, )]}
= A(q) h H(I‘, t) N[(I)(I‘, t; Q)] + h2 HZ(ra t) H[CI)(I‘, t; Q); Q]7 (334)

where wug(r,t), L, H(r,t),h, A(q), and B(q) are defined as before, fiz is the
second auxiliary parameter, Ha(r,t) is the second auxiliary function, and
II[®(r,t); ¢] is an auxiliary operator which equals to zero when ¢ = 0 and
q=1,i.e.,

[®(r,t;0); 0] = T[®(r,t;1);1] = 0. (3.35)

All other related formulae are the same, except the high-order deformation
equation in a more general form

L |t (r,t) — nfﬁk umk(r,t)l
= h H(r,t) Rm(gzl,l, r,t) 4+ he Hao(r,t) Ay (r,t), (3.36)
where
Ao (1) = % ol [(g;;t;Q);Q] . (3.37)

In this way, we introduce the additional auxiliary parameter his and auxiliary
function Hy(r,t), and more importantly, an auxiliary operator II[®(r, t; q); q].
In this way the flexibility of the homotopy analysis method is further in-
creased. Note that the solution series given by Equation (3.36) is now a
family of two parameters, i and hs.

It is rather flexible to choose the auxiliary operator II[®(r,t; q); g] which
satisfies the property (3.35). For example, we can choose

[@(r,t;9); 9] = A(g)[1 — B()]F[®(r, t; 9)], (3.38)
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where F[®(r,t;q)] is a function, or
[®(r,t;q);q) = [1 — A(q)] {[®(r,t;¢)]' T — @(r,t;9)},  (3.39)

and so on. However, it is under investigation how to choose the additional
auxiliary parameter hy, the additional auxiliary function Ha(r,t), and the
auxiliary operator II[®(r, ¢; ¢); q] for a given nonlinear problem in general. For
the applications of the zero-order deformation equation in the form (3.34), the
reader is referred to §4.3 and §12.1.
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4

Relations to some previous analytic methods

In this chapter we reveal the relationships between the homtopy analysis
method and other nonperturbation techniques such as Adomian’s decom-
position method, Lyapunov’s artificial small parameter method, and the -
expansion method. We show that these methods can be unified by the homo-
topy analysis method.

4.1 Relation to Adomian’s decomposition method

Adomian’s decomposition method [23, 24, 25] is a well-known, easy-to-use
analytic tool for nonlinear problems and has been widely applied in science
and engineering [63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79).
In Chapter 2 we show by an example that the solution expression (2.17) given
by Adomian’s decomposition method is just a special one of the solution
expressions (2.57) given by the homotopy analysis method. In this section
we prove that the homotopy analysis method logically contains Adomian’s
decomposition method in general.

To simply describe the basic ideas of Adomian’s decomposition method,
let us consider a nonlinear problem governed by

N [u(r,t)] = f(r, 1), (4.1)

where A is a nonlinear operator, u is a dependent variable, f(r,t) is a known
function, and r and ¢ denote the spatial and temporal variables, respectively.
Assume that the nonlinear operator N can be divided into

N = Ly + Ny, (4.2)

where £y and A are linear and nonlinear operators, respectively. Under this
assumption the original nonlinear equation becomes

Lo[u(r,t)] + Nolu(r,t)] = f(r,t). (4.3)

By means of Adomian’s decomposition method we express u(r,t) in such a
series

+oo
u(r,t) = ug(r,t) + Y un(r,t), (4.4)

n=1
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where
wo(ryt) = L5 [£(x, 1) (4.5)
and
Un(r,t) = =Lt [An_1(r, )], n>1, (4.6)
in which £y ! is the inverse operator of Ly, and A, (r,t) is the so-called Ado-
mian polynomial defined by (see Cherruault [66] and Babolian et al. [75])

1| a =
Ap(r,t) = ] [dq"NO (uo(r,t) + Z un(r,t)q">
’ n=1

Unlike Adomian’s decomposition method, the homotopy analysis method
is valid even without the assumption denoted by (4.2). Let £ denote an aux-
iliary linear operator, ug(r,t) an initial approximation that is unnecessary to
be given by (4.5), i a nonzero auxiliary parameter, H (r, t) a nonzero auxiliary
function, and ¢ € [0, 1] an imbedding parameter, respectively. By means of the
homotopy analysis method, we construct the so-called zero-order deformation
equation

(1 - q) L [CD(I'7 t; Q) - ’LL()(I'7 t)] =h q H(I‘, t) {N [(I)(I‘7t; Q)] - f(ra t)} ) (48)
where ®(r,¢;q) is a unknown dependent variable. It clearly holds

B(r, £;0) = uo(r, t) (4.9)

(4.7)

q=0

and
O(r,t; 1) = u(r, t) (4.10)

when ¢ = 0 and ¢ = 1, respectively. Thus, the unknown function ®(r,¢;q)
governed by Equation (4.8) deforms from the initial approximation ug(r,t)
to the exact solution u(r,t) of the original equation (4.1) as the embedding
parameter ¢ increases from 0 to 1. By Taylor’s theorem and using (4.9) we
expand ®(r,¢;q) in a power series of ¢ in the form

®(r, t;q) = u(r, t) + Zun " (4.11)
where e
un(r,t) = ~ LEEED | (4.12)
n! dqn =0

The zero-order deformation equation (4.8) contains the initial approximation
ug(r, t), the auxiliary linear operator £, the auxiliary parameter 7, the auxil-
iary function H(r,t), and more importantly, we have great freedom to choose
them. Assuming that all of them are properly chosen so that the series (4.11)
converges at ¢ = 1, we have, using (4.10), the solution series

u(r,t) = up(r,t) + Z Up (1, t). (4.13)

n=1

© 2004 CRC Press LLC



Note that in form this expression is the same as (4.4).

Differentiating the zero-order deformation equation (4.8) n times with re-
spect to g and then dividing it by n! and finally setting ¢ = 0, we have the
first-order deformation equation (when n = 1)

L [ur(r,t)] = h H(r,t) {N [uo(r,t)] — f(r,t)} (4.14)
and the nth-order deformation equation (when n > 2)
L [tn(r,t) — tn_1(r,t)] = b H(r,t) Rn(r,t), (4.15)
where

1 d"'N [®(r,t;9)]
(n—1)! dgn—1

Rn(r,t) = (4.16)

q=0

We then can prove that Adomian’s decomposition method is just a special
case of the homotopy analysis method under the assumption (4.2). Because
we have great freedom to choose the auxiliary linear operator £ and the initial
guess ug(r,t), we certainly can choose

L="Lo, u(r,t) =Lyt [f(rb). (4.17)

Setting
h=-1, H(rt)=1 (4.18)

and substituting (4.2) and (4.17) into Equations (4.14) and (4.15), we have

Lo [ur(r,t)] = f(r,t) — Lo [uo(r,t)] — No [uo(r, )] (4.19)
and
Lo [un(r,t)]
Lo s (e 1)] — (ni 5 d”—lﬁc(l)q[;b(f,t;Q)] .
n—1 :
respectively. From (4.17), it holds
f(r,t) = Lo [uo(r, )] =0
so that Equation (4.19) becomes, by the definition (4.7),
Lo [u1(r,t)] = —Ao(r,t), (4.21)
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where Ag(r,t) is an Adomian polynomial. According to definition (4.12), it
holds

1 d" Lo [®(r,1;q)]
(n—1)! dgn—1

[:0 [un_1 (I‘, t)] —

q=0

y

=0. (4.22)

1 d"1®(r,t;q)
(n—1)! dgn—1

Thus, Equation (4.20) becomes

1 d" Ny [®(r, t; q)]

Lo [un(r,t)] = — (n—1)! dgn—1!

(4.23)

q=0

Substituting (4.11) of ®(r,t;¢) into the above expression, we have, according
to the definition (4.7) of the Adomian polynomial,

Lo [tun(r,t)]
1 dnfl +oo .
T -1 [WNO (uO(r»t) +;un(r,t) q )] »
— A (r,0). (4.24)

So, the solution of Equation (4.21) and Equation (4.24) can be uniformly
expressed by
Uy (r,t) = =Lt [An_1(r,1)], n>1, (4.25)

which is exactly the same as the solution (4.6) given by Adomian’s decompo-
sition method. Therefore, Adomian’s decomposition method is just a special
case of the homotopy analysis method under the assumption (4.2) when

uo(r,t) = Lyt [f(r,t)], L=Ly, H(r,t)=1, h=—1.

Some points should be emphasized here. First, we have great freedom to
choose the initial guess ug(r, t), the auxiliary linear operator £, and the auxil-
iary function H(r,t) different from the above expressions so that the solution
of high-order deformation equations (4.14) and (4.15) can be expressed by bet-
ter base functions than those employed by Adomian’s decomposition method
that often uses polynomials. Second, it is unnecessary for us to assume that
the nonlinear operator N should be divided into the form (4.2). Finally but
most importantly, solutions given by the homotopy analysis method contain
the auxiliary parameter h, which provides us with a simply way to adjust
and control convergence region and rate of solution series. Therefore, the
homotopy analysis method is more general than Adomian’s decomposition
method.
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4.2 Relation to artificial small parameter method

In 1892 Lyapunov [21] proposed the so-called artificial small parameter method.
In Chapter 2 we illustrate that the solution expression (2.15) given by Lya-
punov’s artificial small parameter method is just a special one of the solution
expressions (2.57) given by the homotopy analysis method. In this section we
prove that Lyapunov’s artificial small parameter method is in essence equiva-
lent to Adomian’s decomposition method and therefore is also a special case
of the homotopy analysis method.

To simply describe the basic ideas of Lyapunov’s artificial small parameter
method, let us consider a nonlinear equation

N u(r,t)] = f(r, 1), (4.26)

where N is a nonlinear operator, u is a dependent variable, f(r,t) is a known
function, and r and ¢ denote the spatial and temporal variables, respectively.
Assume that the nonlinear operator N can be divided into

N = Ly + Ny, (4.27)

where Lo and Ny are linear and nonlinear operators, respectively. Using the
above expression and introducing the artificial small parameter €, the original
equation (4.26) becomes

Lo [(;5(1‘, t; 6)] +eNo [¢(I‘,t; 6)] = f(r,1), (4.28)

where ¢(r,t;¢) is an unknown function. When € = 1, the above equation is
clearly the same as Equation (4.26) so that

o(r,t;1) = u(r,t). (4.29)

Expanding ¢(r,t;¢€) in a power series of the artificial small parameter €, we

have
—+oo

o(r,t;€) = uo(r,t) + Z un(r,t) €. (4.30)

n=1

Setting € = 1 in the above expression we have, using (4.29),

+o0
u(r,t) = up(r,t) + Z Un (1, t), (4.31)

which in form is exactly the same as the solution expression (4.4) given by
Adomian’s decomposition method.
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Substituting (4.30) into Equation (4.28), we have

+oo

‘CO[uO(r> t)] - f(r’ t) + Z €" Lo [un(r’ t)]
+o00 "~

+eNy luo(r,t) + Z U (1, 1) €

n=1

= 0. (4.32)

Write
+oo

+oo
No luo(r,t) + Z up (1, t) 6"1 = Z wy(r,t) €

n=1

Differentiating both sides of the above expression m times with respect to the
artificial small parameter € and then setting ¢ = 0, we have

{ N[ +zun ]}

= m! wy,(r,t),

e=0
which gives, using the definition (4.7), that
1 =
wm(r,t) . {8€mNO [UO I't +nzlun I't ‘|} _OZAm(rat)v

where A,,(r,t) is the so-called Adomian polynomial. So, substituting

+oo +oo
0 luo(nt) + Z U (1, 1) 6"] = Z Ap(r,t) €
n=1 n=0

into Equation (4.32), we have

{Lo[uo(r;1)] — }+Zén {Lo [un(r; )] + An1(r,1)} = 0,

which gives
Lofup(r,t)] — f(r,t) =0

and
Lo [un(r,t)] + Ap_1(r,t) =0, n>1

Solving the above equations successively, we have

uo(r,t) = Lo [f(r,1)]

and
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which are exactly the same as the solutions (4.5) and (4.6) given by Adomian’s
decomposition method, respectively. So, Adomian’s decomposition method is
in essence equivalent to the artificial small parameter method.

In §4.1 we prove that Adomian’s decomposition method is just a special
case of the homotopy analysis method. Therefore, Lyapunov’s artificial small
parameter method is also a special case of the homotopy analysis method
under the assumption

NZEo-‘v-No

when
h=-1, H(I‘,t) =1, L= Lo, uO(r7t) = Eal[‘f(l‘ﬂf)]

This is easy to understand if we regard the so-called artificial small param-
eter € as the embedding parameter and Equation (4.28) as a special zero-order
deformation equation.

4.3 Relation to J-expansion method

In Chapter 2 only the solution expression (2.21) given by the J-expansion
method is not among the four families of solution expressions given by means
of the homotopy analysis method. However, using the generalized zero-order
deformation equation (3.34) in §3.6, we can show that the d-expansion method
is also a special case of the homotopy analysis method. To illustrate this point,
let us consider the same example in Chapter 2, i.e.,

V()4 V2(t) =1, V(0) = 0. (4.33)

To solve this problem by means of the homotopy analysis method, we choose
an auxiliary linear operator

9P
P=—+P-1 4.34
Lo="F0+ (4.34)

and an initial approximation Vj(t) satisfying
LIVo(t)] =0, Vo(0) =0,

which gives
Vo(t) =1 — exp(—t). (4.35)

From Equation (4.33), we define the nonlinear operator

N (). g = 2D o g 1 (4.36)
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Define the auxiliary operator

I [®(t;q),q) = (1 —q) {[®(t;q)] " — D(t; )} (4.37)

which equals zero when ¢ = 0 and ¢ = 1. Let A, ho denote the auxiliary
parameters, and H(t), Ho(t) the auxiliary functions, respectively. According
to (3.34), we construct the zero-order deformation equation

(1 —=q)L[®(t;q) — Vo(t)] = ¢ h H(t) N [®(t;9), 4]

+ he Ha(t) IL[®(t; ), ql, (4.38)
subject to the initial condition
®(0;9) = 0. (4.39)
When g = 0, it is straightforward that
D(t;0) = Vo(t) =1 — exp(—t). (4.40)

When ¢ = 1, Equation (4.38) is equivalent to the original equation (4.33),
provided
O(t;1) = V(1). (4.41)

Expand ®(t; ¢) in a power series

“+o0
O(t;q) = B(0) + Y Vult) ¢, (4.42)
n=1
where 1 o
vy = L2 (4.43)
nl d¢™ |

Assuming that the series (4.42) is convergent at ¢ = 1, we have using Equa-
tions (4.40) and (4.41)

+oo
V(1) =Vo(t) + ) Vin(®). (4.44)

The governing equation of V,,(t) is deduced by means of the definition
(4.43). Differentiating the zero-order deformation equation (4.38) m times
with respect to the embedding parameter ¢ and then dividing by m! and
finally setting ¢ = 0, we have the high-order deformation equation

Lo[Vin(t) = Xm Vin—1(t)] = B H(t) Ry (t) + ho Ha(t) A (), (4.45)
subject to the initial condition

V;(0) = 0, (4.46)
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where ., is defined by (2.42) and

1 O™ 'N [®(tq),q]
_ 4.4
Bn(t) = i g — (4.47)
An(t) = L2 a). ] (4.48)
m! oqm 4=0
under the definition 5%
Lo =70+ . (4.49)

Substituting Equations (4.36) and (4.37) into Equations (4.47) and (4.48),
respectively, we have

Rl(t) = Vo(t) =+ Vo(t) —1,
Ro(t) = V() + Vi(t) + Vo(t) In Vi (8),

and
Ay (t) = Vo(t) InVo(t),
Daft) = ~Vo() InVo(®) + Vi(0) [+ Vo(8)] + SV (6) o Vo o).

In the special case
h=hy=-1, H(t)= Hy(t) =1, (4.50)
we have the high-order deformation equations
Vi+Wi=-VolnVp - Ri(t), Vi(0) =0,
Vot Vo= VA(l+ In¥e) — SVoln® Vo — Ro(t),  Va(0) =0,

Solving the above high-order deformation equations successively, we obtain

7.(.2
Vile) = expl=) [t = T+ PHE)] — (- e )1 - o),

where
+oco L

z
Prf(z)zzk—n
i1
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is the nth polylogarithm function of z. So, the first-order approximation is

V(t) =~ 1+ exp(—t) [t — %2 —1+PEe )| —(1—eHIn(l—e?), (4.51)

which is exactly the same as the approximation (2.21) given by the §-expansion
method in Chapter 2. It should be emphasized that the solution expression
given by Equations (4.45) and (4.46) contains the two auxiliary parameters k
and fiz and thus is more general than the solution expression (2.21) given by
the d-expansion method. In fact, from (4.35) it holds R;(¢) = 0. Furthermore,
using the first-order deformation equation, we have Ro(t) = 0. Thus, the
high-order deformation equations are exactly the same as those given by the
d-expansion method in Chapter 2. Substituting

h=hy=—1, H(t)=Hs(t)=1
into the zero-order deformation equation (4.38) we have

o0d(t;
02D |t )+ = 1, (4.52)
ot
which is the same as the equation
V) + Vi) =1

in Chapter 2 used by the J-expansion method, if § and V(t) are replaced
by ¢ and ®(¢; q), respectively. In general, we can regard ¢ as an embedding
parameter and the corresponding equation as a special zero-order deformation
equation. Therefore, the d-expansion method is only a special case of the
homotopy analysis method.

4.4 Unification of nonperturbation methods

As shown above, Adomian’s decomposition method, Lyapunov’s artificial small
parameter method, and the d-expansion method are only special cases of the
homotopy analysis method. Therefore, these three nonperturbation methods
can be unified in the frame of the homotopy analysis method. A unified theory
is often believed to be closer to the truth. This, from another side, further
indicates the validity of the homotopy analysis method.
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5)

Advantages, limitations, and open questions

As all things have their good and bad sides, so too does the homotopy analysis
method. Here, we make some discussions about the advantages and limita-
tions of this method and point out some open questions.

5.1 Advantages

Compared with perturbation techniques and nonperturbation methods such
as Lyapunov’s artificial small parameter method, the J-expansion method,
and Adomian’s decomposition method, the homotopy analysis method has
some or all of the following advantages.

Firstly, unlike all previous analytic techniques, the homotopy analysis
method provides us with great freedom to express solutions of a given non-
linear problem by means of different base functions. Therefore, we can ap-
proximate a nonlinear problem more efficiently by choosing a proper set of
base functions. This is because the convergence region and rate of a series are
chiefly determined by the base functions used to express the solution.

Secondly, unlike all previous analytic techniques, the homotopy analysis
method always provides us with a family of solution expressions in the aux-
iliary parameter A, even if a nonlinear problem has a unique solution. The
convergence region and rate of each solution expression among the family
might be determined by the auxiliary parameter A. So, the auxiliary param-
eter h provides us with an additional way to conveniently adjust and control
the convergence region and rate of solution series. By means of the so-called
h-curves it is easy to find out the so-called valid regions of A to gain a con-
vergent solution series. In addition, the so-called homotopy-Padé technique is
often more efficient than the traditional Padé technique and is in some cases
even independent of the auxiliary parameter h.

Thirdly, unlike perturbation techniques, the homotopy analysis method
is independent of any small or large quantities. So, the homotopy analysis
method can be applied no matter if governing equations and boundary /initial
conditions of a given nonlinear problem contain small or large quantities or
not.

Finally, the homotopy analysis method logically contains Lyapunov’s ar-
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tificial small parameter method, the d-expansion method, and Adomian’s de-
composition method, and therefore unifies these nonperturbation methods
and is more general than them.

It should be pointed out that the homotopy analysis method is based on
the following assumptions:

(A) There exists the solution of the zero-order deformation equation in the
whole region of the embedding parameter ¢ € [0, 1].

(B) All of the high-order deformation equations have solutions.

(C) All Taylor series expanded in the embedding parameter ¢ converge at
qg=1.

Fortunately, the homotopy analysis method provides us with great freedom
to choose initial approximation, the auxiliary linear operator, the auxiliary
function, and the auxiliary parameter A. This kind of freedom provides us
with the great possibility to ensure that all of these assumptions may be
satisfied. So, the above assumptions do little damage to the homotopy analysis
method. In fact, nearly all of the above-listed advantages of the homotopy
analysis method come from such kinds of freedom. According to Theorem 3.1
and Theorem 3.3, as long as a solution series given by the homotopy analysis
method converges, it must be one of the solutions of a given nonlinear problem.
Thus, we need only focus on choosing proper initial approximations, auxiliary
linear operators, auxiliary functions, and proper values of i to ensure that
solution series converge. Therefore, it is this kind of freedom that establishes a
cornerstone of the validity and the flexibility of the homotopy analysis method.

5.2 Limitations

However, such kinds of freedom seem too great for us. Up to now, there are no
rigorous theories to direct us to choose the initial approximations, auxiliary
linear operators, auxiliary functions, and auxiliary parameter i. From the
practical viewpoints, we propose some fundamental rules such as the rule of
solution expression, the rule of coefficient ergodicity, and the rule of solution
existence, which play important roles within the homotopy analysis method.
The rule of solution expression provides us with a starting point. It is under
the rule of solution expression that initial approximations, auxiliary linear
operators, and the auxiliary functions are determined. The rule of coefficient
ergodicity and the rule of solution existence play important roles in deter-
mining the auxiliary function and ensuring that the high-order deformation
equations are closed and have solutions.
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The rule of coefficient ergodicity is based on the completeness, and the rule
of solution existence is straightforward. So, the rule of coefficient ergodicity
and the rule of solution existence are reasonable. Unfortunately, the rule of
solution expression implies such an assumption that we should have, more
or less, some knowledge about a given nonlinear problem a prior. How can
we get such kind of prior knowledge before we solve a problem that is com-
pletely new for us? How can we know that a set of base functions is better
than others and is more efficient to approximate a nonlinear problem which
we know nothing? So, theoretically, this assumption impairs the homotopy
analysis method, although we can always attempt some base functions even
if a given nonlinear problem is completely new for us. Fortunately, it seems
that solutions of a nonlinear problem could be expressed by many different
kinds of base functions, as illustrated in Chapter 2.

As mentioned in Chapter 2, the idea of avoiding the so-called secular
term was proposed by a lot of researchers such as Lindstedt [52], Bohlin [53],
Poincaré [54], Gyldén [55], and so on, and the rule of solution expression can
be regarded as its generalization. However, for a completely new problem,
how can we know that a term belongs to the so-called secular term or not?
So, in fact, many previous analytic techniques also imply the assumption that
some prior knowledge should be known. And this assumption also impairs
these methods, although such kinds of damage seem tiny compared to other
serious restrictions of these previous methods and thus are often neglected.

5.3 Open questions

To overcome the above-mentioned limitation of the homotopy analysis method,
it is necessary to propose some pure mathematical theorems to direct us to
choose the initial approximation, the auxiliary linear operator, and the auxil-
iary function. These mathematical theorems should be valid in rather general
cases without any prior knowledge so that we can apply them without any
physical backgrounds. Up to now, it is even an open question if such kinds of
pure mathematical theorems exist or not.

Although the homotopy analysis method has been successfully applied to
many nonlinear problems such as those illustrated in this book and published
in some journals, it is unclear if this method is valid for nonlinear problems
with discontinue or chaotic solutions. To the best of the author’s knowledge,
chaos is generally investigated by numerical techniques and hardly expressed
analytically. Up to now, it seems not very clear what kind of base functions is
efficient to analytically express a chaotic solution. Recently, Norden E. Huang
et al. [80] developed the empirical mode decomposition method and showed
that nonlinear and nonstationary time series can be expressed by the so-called
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“instrinic mode functions”. However, up to now, we do not know how to use
the “instrinic mode functions” to gain analytic expressions of chaotic solutions
of a given nonlinear problem without numerically solving it.
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PART I1

APPLICATIONS

Great straightness seems bent;
Great skill seems awkward;
Great eloquence seems tongue-tied.

Lao Tzu, an ancient Chinese philosopher
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6

Simple bifurcation of a nonlinear problem

Consider a nonlinear problem of the so-called Duffing oscillator in space (see
Kahn and Zarmi [11], page 198) governed by

w” (z) + w(z) —wd(2) =0, w(0)=w(L)=0, (6.1)

where z is a spatial variable, w(x) is a real function of  defined in the region
0 < x < L, and the prime denotes the derivation. Obviously,

w(z) =0

satisfies all of the above equations and thus is one of its solutions. However,
for some values of L, there exist nonzero solutions so that the so-called simple
bifurcation occurs.

Under the transformation

v = (%) £, o= (5)2, o(€) = w(x), (6.2)

7r
Equation (6.1) becomes
v +e(v—1v3) =0, v(0)=uv(r)=0, (6.3)

where the prime denotes the derivation with respect to &.

For any € > 0, the above equation has the solution v(£) = 0. The so-called
bifurcation occurs when a nonzero solution of Equation (6.3) exists for some
values of e. Thus, we focus on the nonzero solution of Equation (6.3) and the
critical condition of its existence. Obviously, if v(§) is a nonzero solution of
Equation (6.3), then —v(§) must be its solution as well. Without loss of any
generality, define

A=o(mf2), () = Au(9). (6.4)

Substituting the above expressions into Equation (6.3), we have
u” +e(u— A%?) =0, u(0)=u(r)=0. (6.5)
Note that A is unknown in the above equation and it holds from (6.4) that

u(r/2) = 1. (6.6)
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According to Kahn and Zarmi [11], the exact relation between A and L is
given by

A
L:Q/ dz 7
0 A2 —2z2— (A1 —2%)/2

which gives the exact solution

et () (6.7

where K(¢) is the complete elliptic integral of the first kind. According to
the above exact solution, ¢ = (L/7)? tends to infinity as |A| approaches to
1. By means of the method of normal forms, Kahn and Zarmi [11] gave the
perturbation solution

e—1
3 )

Ar £2 e>1, (6.8)

which breaks down for large e. In this chapter we employ the homotopy
analysis method to solve the nonlinear boundary-value problem with simple
bifurcations.

6.1 Homotopy analysis solution
6.1.1 Zero-order deformation equation

Using the boundary conditions u(0) = u(7) = 0 and considering the nonlin-
earity of Equation (6.5), it is straightforward to express the solution u(§) by
a set of base functions

{sin[(2m + 1)&] | m > 0} (6.9)
such that
+o0o
u(€) =Y emsin[(2m + 1)¢], (6.10)
m=0

where ¢, is a coeflicient. This provides us with the so-called rule of solution
eTpression.

Under the rule of solution expression denoted by (6.10) and using (6.6), it
is straightforward to choose

up(§) = sin(§) (6.11)
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as the initial guess of w(§). Under the rule of solution expression denoted by
(6.10), we choose an auxiliary linear operator
PP (&5 q
chosa) = So5 Y + o (6.12)
with the property
L[Cysin& + Cycosé] =0, (6.13)
where Cy and Cy are coefficients. From Equation (6.5), we define a nonlinear
operator
PP (&g
N6 aa@] = To5 D +e [p(60) - @PEa) . (61)
where ¢ € [0, 1] is the embedding parameter and «(q) is an unknown function
dependent upon ¢. Let i # 0 denote an auxiliary parameter and H (&) an aux-
iliary function. We construct the so-called zero-order deformation equation

(1—q) L[2(&:q) — uo(§)] = hq H(E) N[®(&: ), q)], (6.15)
subject to the boundary conditions
®(0;¢) = ®(m;q) = 0. (6.16)
Obviously, when ¢ = 0, the solution of Equations (6.15) and (6.16) is
®(&;0) = uo(§)- (6.17)

When ¢ = 1, Equations (6.15) and (6.16) are exactly the same as the original
equations (6.5), provided

(5 1) =u(§), ofl) = A (6.18)

Thus, ®(¢; q) varies (or deforms) from the initial approximation ug(§) = sin¢
to the exact solution u(§) of Equations (6.5), as does «a(q) from its initial
approximation Ay to the exact value A = u(w/2).

Note that the zero-order deformation equation (6.15) contains the auxiliary
parameter /i and the auxiliary function H(§). Assume that i and H () are
properly chosen so that the zero-order deformation equations (6.15) and (6.16)
have solutions for all ¢ € [0, 1], and that there exist the derivatives

1 0"d(Gq) 1 d"a(q)
m! g™ m!  dg™

q=0

(6.19)

q=0
Then, using Taylor’s theorem and Equation (6.17), we can expand ®(&; ¢) and
a(q) in power series of ¢ as follows

+oo
(I)(f, (]) = UO(§> + Z Um(g) q”, (620)
“+o0
alg) = Ao+ Y Am g™, (6.21)
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respectively. Furthermore, assuming that i and H () are so properly chosen
that the power series (6.20) and (6.21) are convergent at ¢ = 1, we have using
(6.18) the solution series

u(€) = uo(§) + Y um(), (6.22)

A=A+ ) An. (6.23)

6.1.2 High-order deformation equation

For simplicity, define the vectors

Uy = {u0(€)7u1(§)7u2(£)a T ,Uk(f)}7 /Tk - {A07A17A27 T 7Ak}'

Differentiating the zero-order deformation equations (6.15) and (6.16) m times
with respect to the embedding parameter ¢ and then dividing them by m! and
finally setting ¢ = 0, we have the high-order deformation equation

—

Llum(§) = Xmum—1(§)] = h H(&) Run (tim—1, Am-1), (6.24)

subject to the boundary conditions
U (0) = up () =0, (6.25)

where X, is defined by (2.42) and

L b oM IN[R(69), o(g)]
Rm(um—la Am—l) - (m — 1)| aq»m_l =0
=ty 1 (§) + € tm—1(8)
m—1 n m—1—n m—1-n—j
—€ Z <Z A; An—i) Z u;(§) Z U (§)Um—1—n—j—r(§)
n=0 \i=0 Jj=0 r=0

(6.26)

Note that there are two unknowns wu,,(§) and A,,_1, but we have only
one differential equation for u,,(§). The problem is therefore not closed and
an additional algebraic equation is needed to determine A,,_;. Considering
the rule of solution expression denoted by (6.10) and the property (6.13) of
the auxiliary linear operator £, H (&) should be properly chosen so that the
right-hand side term of the high-order deformation equation (6.24) can be
expressed by

hH(E) Ry (i1, A1) = > b (A1) sin[(2n + 1)¢], (6.27)
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where by, ,(Am—1) is a coefficient and the positive integer p,,, depends upon
m and the auxiliary function H(&). Then, according to the property (6.13),

if by 0(Am—1) # 0, the solution of the mth-order deformation equation (6.24)
contains the term

£ siné,

which disobeys the rule of solution expression denoted by (6.10). To avoid
this, we had to enforce
bm,0(Am—1) =0, (6.28)

which provides us with an additional algebraic equation for A,, 1. In this way,
the problem is closed. Thereafter, it is easy to gain the solution of Equation
(6.24)

Hm

bm n .
Um (&) = Xm tum—1(§) — Z m sin[(2n + 1)¢]
n=1
+ Cy sin€ + Cy cosé, (6.29)

where C7 and C5 are coeflicients. Under the rule of solution expression de-
noted by (6.10), C2 must be zero. However, the coefficient C; cannot be
determined by the boundary conditions (6.25), which is automatically satis-
fied when Cy = 0. But, from Equation (6.6), it holds that

U (7/2) = 0, (6.30)

which uniquely determines the value of C;. In this way, we gain A,,_1 and
Um (&) successively. At the Nth-order of approximation, we have

N
u(€) & uo(§) + D um(€), (6.31)
v
Am Ao+ > A (6.32)
m=1

6.1.3 Convergence theorem

THEOREM 6.1

If the solution series (6.22) and (6.23) are convergent, where uy(§) is gov-
erned by Equations (6.24) and (6.25) under the definitions (6.26) and (2.42),
they must be the exact solution of Equations (6.5).

Proof: If the solution series (6.22) is convergent, it is necessary that

lim  w,(§) =0, & €0, 7.

m—>+00
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Using (6.12) and (2.42) and from (6.24), we have

—+o0

hH(E) > Ry(iig_1, Ap_1)
k=1

= lim Llug (&) — xn ur—1(8)]

m——+oo
k=1

-r {ml_igrloo Z[Uk(ﬁ) - Xk Uk—l(f)]}

k=1

=], lim (o)
=0,

which gives, since i # 0 and H(§) # 0,

—+o0

Z Ry (g1, Ag_1) = 0.
=1

Substituting (6.26) into the above expression and simplifying it, we have, due
to the convergence of the series (6.22) and (6.23), that

a2 |

k=0

“+o0 “+o0 2 +oo 3
o) - (X an) [Suie)] -0
k=0 m=0 k=0
From (6.11) and (6.25), it holds that
+oo +oo
> ur(0) = ug(w) =0.
k=0 k=0

Thus, as long as the solution series (6.22) and (6.23) are convergent, they
must be the exact solution of Equations (6.5). This ends the proof.

+e€

6.2 Result analysis

According to Theorem 6.1, we only need choose a proper auxiliary parameter
h and a auxiliary function H () to ensure that the solution series (6.22) and
(6.23) are convergent. Note that, under the rule of solution expression denoted
by (6.10) and without disobeying the rule of coefficient ergodicity, different
auxiliary functions such as

H(E) =1, H(E) = sin(€), H(E) = cos*(€), H(€) = cos(2€)
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and so on can be used. However, for the sake of simplicity, we choose here
H(¢) =1. (6.33)

In this case, using (6.11) and (6.26), we have
- 3
h H(E) Ry(up, Ag) = h <e —-1- G Ag) sin & + h € AZsin(3¢),  (6.34)
which gives from Equation (6.27) that
3 1
bl,O:h<6_1_Z€A8>v bl’lzthA(z).

Thus, when m = 1, we have from Equation (6.28) an additional algebraic
equation

3
c—1- ¢ A2 =o. (6.35)

Since € = (L/7)? > 0, the above equation has no solution when € < 1. Thus,
there does not exist a nonzero solution when 0 < € < 1. However, when € > 1,
Equation (6.35) has the solution

2 r
Ay = £ Zl-o >t (6.36)

Therefore, the so-called simple bifurcation occurs at ¢ = 1. The homotopy
analysis method correctly provides us with the critical condition of the simple
bifurcation of the considered nonlinear problem.

It should be emphasized that the homotopy analysis method provides us
with two families of solution expressions in the auxiliary parameter A, and A
influences the convergence of the solution series (6.22) and (6.23). In particu-
lar, the series (6.23) of A is a power series of k. To investigate the influence of
h on the solution series (6.23), we plot the so-called fi-curve (see page 26 and
§3.5.1) of A for any a given e. For example, the h-curves A ~ i when € = 10
and € = 25 are as shown in Figure 6.1, which clearly indicate the correspond-
ing valid regions of fi. From Figure 6.1, the solution series (6.23) when ¢ = 10
converges if —3/4 < h < 0. When e = 25, it converges if —1/4 < h < 0. So,
by means of Theorem 6.1 and using the A-curves, it is very clear that when
€ = 10 and ¢ = 25 the solution series (6.23) is convergent to the exact value
if we choose i in the corresponding valid region of #, i.e., —3/4 < h < 0 or
—1/4 < h < 0, respectively. For example, the approximations of A when
e =10,h = —1/2 and € = 25,h = —1/5 are listed in Table 6.1. It is found
that, in general, as long as the solution series (6.23) is convergent, the corre-
sponding solution series (6.22) of u(&) given by the same auxiliary parameter
h also converges in the whole region 0 < ¢ < 7. For example, the 10th-order
approximation of u(§) when € = 10,4 = —1/2 and the 30th-order approxima-
tion of u(€) when e = 25, h = —1/5 agree well with the exact solution of u(§),
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respectively, as shown in Figure 6.2. So, using the h-curves, it is convenient
to find out the valid region of 7 to ensure that the solution series (6.22) and
(6.23) converge.

It is found that the mth-order approximation of A can be expressed by

Arn+/3(1—¢1) Zﬂm,k(h) e, (6.37)
k=0

where (3, is a coefficient dependent upon A. From Figure 6.1, it is clear
that as e enlarges the corresponding valid region of & becomes smaller. It is
found that the convergence region of the solution series of A is governed by
h, as shown in Figure 6.3. Clearly, the closer the value of & is to zero from
below (h < 0), the larger the convergence region of A becomes. This implies
that A should be a function of ¢, whose absolution value should decrease as €
increases. It is found that, when
1

h=———— .
1+¢/3 (6.38)

the 10th-order of approximation of A, i.e.,

1 1
Am+—— /1 —= (1.1803 + 3.9075 € + 5.8128 €2 + 5.1149 ¢
Ty + <t ot ‘

+ 2.9466 €* +1.1603 € + 0.31602 €® + 5.8726 x 1072 €’

+ 7.1298 x 1073 €% +5.1396 x 10~ * € + 1.7001 x 107° €*°),  (6.39)

agrees well with the exact result in the whole region 1 < ¢ < +00, as shown
in Figure 6.3. The 10th-order approximation (6.39) of A gives
lim |A| = 1.0039,
€e—+00

corresponding to a relative error of 0.39%. Using (6.38), even the third-order
approximation of A, i.e.

7015 € + 70251 € + 220917 ¢ + 226105
an T EF < <t VA (6.40)
4096v/3(e + 3)3 €

agrees well with the exact result, as shown in Figure 6.4. So, it is the auxiliary
parameter i which provides us with a convenient way to control and adjust the
convergence region and rate of solutions series. Thus, the auxiliary parameter
h indeed plays an important role within the frame of the homotopy analysis
method.

It should be emphasized that the rule of solution expression denoted by
(6.10) also plays an important role within the frame of the homotopy analysis
method. It is under the rule of solution expression that the initial approxima-
tion (6.11) and the auxiliary linear operator (6.12) are chosen. Furthermore,
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it is under the rule of solution expression that Equation (6.28) is given to
avoid the appearance of the term £ sin & and to close the problem. Note that
for the problem considered in this chapter, the term £ sin ¢ is not a traditional
secular term because it is possible that u(£) can be expressed by such a set of
base functions

{€Msin(ng),£™ cos(ng) | m > 0,n > 1}.

This is the reason why the auxiliary function H (&) is not unique for the
considered problem. However, it seems more efficient to use the set of base
functions denoted by (6.9) to approximate u(§).

Note that our approximations are much better than the perturbation result
(6.8), as shown in Figures 6.3 and 6.4. Also note that even the third-order
approximation (6.40) of A agrees well with the exact result in the whole region
1 < e < 400 and correctly gives the bifurcation point € = 1 and two breaches
of nonzero solutions.

Using the so-called homotopy-Padé technique (see page 38 and §3.5.2),
the convergence of the solution series of A is greatly accelerated, as shown in
Table 6.2 when € = 10 and € = 25. It is found that the [m, m] homotopy-Padé
approximant of A does not depend upon the auxiliary parameter /. The [4, 4]
homotopy-Padé approximant

- 1 P(e)
A= 2v34/1 < 0O

agrees well with the exact result in the whole region 1 < € < 400, where

(6.41)

P(e) = 8665210296046039923 + 2500964782519057396 €
+ 604034298653768562 ¢* + 62408285303687028 €
+ 3874319809940915 €*,

Q(e) = 25430938337575455089 + 7921677254280814588 €
+ 1930521704826790758 €2 + 213027971364041596 ¢
+ 13310678950379441 €*.

This example illustrates that the homotopy analysis method is valid for
nonlinear problems with bifurcations.
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TABLE 6.1

The 30th-order analytic approximations of A when

e=10,i=—1/2 and € = 25,i= —1/5 by means of H({) = 1.

Order of approximation

e=10,i=—-1/2

c=25h=—1/b

5 0.99833 1.01046

10 0.99588 1.00313

15 0.99624 1.00117

20 0.99644 1.00049

25 0.99644 1.00017

30 0.99644 1.00000
TABLE 6.2

The [m, m] homotopy-Padé approximations of A
when e = 10 and e = 25 by means of H(§) = 1.

[m,m] e=10 e=25
2,2] 0.99914 1.01167
[4,4] 0.99651 1.00113
6, 6] 0.99644 1.00012
8, 8] 0.99644 0.99996

[10, 10] 0.99644 0.99994

[12,12] 0.99644 0.99994

[15, 15] 0.99644 0.99994
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FIGURE 6.1

The fi-curves of A when ¢ = 10,25 by means of H({) = 1. Dash-dotted
line: 10th-order approximation of A when ¢ = 10; solid line: 10th-order
approximation of A when ¢ = 25.
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FIGURE 6.2

The analytic approximations of u(§) by means of H(¢) = 1. Dash-dotted line:
10th-order approximation when e = 10 and i = —1/2; filled cycles: 20th-order
approximation when € = 10 and i = —1/2; solid line: 20th-order approxima-

tion of when € = 25 and i = —1/5; open cycles: 30th-order approximation
when ¢ =25 and i = —1/5.
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FIGURE 6.3

Comparison of the exact result (6.7) with the 10th-order approximation (6.37)
of A when H(£) = 1. Symbols: exact result given by (6.7); long-dashed line:
perturbation result (6.8); dashed line: approximation (6.37) when h = —1;
dash-dotted line: approximation (6.37) when h = —1/2; dash-dot-dotted line:
approximation (6.37) when i = —1/4; solid line: approximation (6.39) when
h=-1/(1+¢/3).
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FIGURE 6.4

Comparison of the exact result (6.7) with the third-order analytic approxima-
tion (6.40) of A when h = —1/(1+¢/3) and H(¢) = 1. Symbols: exact result
given by (6.7); dash-dotted line: perturbation result (6.8); solid line: analytic
approximation (6.40).
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7

Multiple solutions of a nonlinear problem

It is well known that many nonlinear problems have multiple solutions. For
example, let us consider again the so-called Duffing oscillator in space, gov-
erned by

v +e(v—v3) =0, (7.1)
subject to the boundary conditions
v(0) = v(r) =0, (7.2)

where the prime denotes the derivation with respect to £. In Chapter 6, we
use the homotopy analysis method to solve the same problem and correctly
discover its critical condition ¢ = 1 for the simple bifurcation and express its
solution by such a set of base functions

{sin[(2m +1)¢] | m > 0}. (7.3)

Notice that there exist an infinite number of sets of base functions denoted
by

{sin[2m + 1)k &] | m >0,k > 1}, (7.4)
where k > 1 is a positive integer, which can be used to express a real function
satisfying the boundary conditions (7.2). This implies that Equations (7.1)
and (7.2) might have multiple solutions. This is indeed true. We show in this
chapter that, using base functions denoted by (7.4), we can gain all multiple
solutions of Equations (7.1) and (7.2) by means of the homotopy analysis
method.

Without loss of any generality, define

A=v(r/2r), v(&)=Au(f). (7.5)
Then, Equation (7.1) becomes
u” +e(u— A%?) =0, u(0) =u(r)=0. (7.6)
Note that A is unknown in the above equation. From (7.5), it holds

u(m/2k) = 1. (7.7)
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7.1 Homotopy analysis solution
7.1.1 Zero-order deformation equation

Using the base functions (7.4) and the boundary conditions u(0) = u(7) = 0
and considering the nonlinearity of Equation (7.6), we express the solution

u(€) in the form
“+o0

u(€) = Y emsin[(2m + 1)k¢], (7.8)
m=0
where ¢, is a coefficient. This provides us with the so-called rule of solution
exPression.
Under the rule of solution expression denoted by (7.8) and using (7.7), it
is straightforward to choose

ug(§) = sin(x ) (7.9)

as an initial guess of u(¢), where k > 1 is an integer. To obey the rule of
solution expression denoted by (7.8), we choose an auxiliary linear operator

2 (¢
L) = 550 4 0o (7.10)
such that
L[Cysin(k &) + Cycos(k £)] =0, (7.11)

where Cy and Cs are coefficients. Furthermore, from Equation (7.6), we define
the nonlinear operator

NG aa@) = To5 Y +e [p(60) - @ Ga] . (112)

where ¢ € [0,1] is the embedding parameter, ®(§; ¢) is an unknown function
of £ and ¢, a(g) is an unknown function dependent upon ¢. Let i # 0 denote
an auxiliary parameter and H(£) # 0 an auxiliary function. We construct the
so-called zero-order deformation equation

(1— L€ q) — wol&)] = hg HE) No(€:a),alg)),  (7.13)
subject to the boundary conditions
®(0;q) = ®(m;q) = 0. (7.14)
When ¢ = 0, the solution of Equations (7.13) and (7.14) is

(I)(gv 0) = uO(f)v §€ [Oaﬂ—]‘ (715)
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When ¢ = 1, Equations (7.13) and (7.14) are equivalent to Equations (7.6),
provided

(G 1) —u(),  a(l) = A (7.16)

Thus, ®(&;q) varies (or deforms) from the initial approximation ug(§) =
sin(k€) to the exact solution u(§) of Equations (7.6), as does a(q) from its
initial approximation Ag to the exact value A = u(w/2k). Note that the zero-
order deformation equation (7.13) contains the auxiliary parameter i and the
auxiliary function H (). Assume that h and H (&) are properly chosen so that
the zero-order deformation equations (7.13) and (7.14) have solutions for all
q € [0,1] and that the terms

1 9m®(&4q)
m! dg™

_ 1 d"a(g)

U (§) =

(7.17)

) m

q=0

mldg™ |

exist for m > 1. Then, by Taylor’s theorem and using (7.15), we can expand
®(&;q) and a(q) in power series of ¢ as follows

+o0
O(&5q) = uo(€) + > um(é) ¢, (7.18)
m=1
+oo
alq) = Ag + Z A ™. (7.19)
m=1

Furthermore, assuming that i and H () are so properly chosen that the power
series (7.18) and (7.19) are convergent at ¢ = 1, we have from (7.16) the
solution series

+oo

u(€) = uo(€) + > um(§), (7.20)
oo

A=Ag+ > An. (7.21)

7.1.2 High-order deformation equation

For brevity, write

ﬁk = {U0(£)7U1(€),u2(§), o 7uk(€)}7 /Tk = {AO’A17A27 oo ’7Ak} .

Differentiating the zero-order deformation equations (7.13) and (7.14) m times
with respect to ¢ and then dividing them by m! and finally setting ¢ = 0, we
have the high-order deformation equation

—

L [um(§) = Xmum—1(§)] = h H(E) Ry (tm—1, Am—1), (7.22)
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subject to the boundary conditions

Um, (0) = Um (”T) =0, (723)
where X, is defined by (2.42) and
. v 1 9mTIN[R(&q),a(g)]
Rm(um—la Am—l) - (m . 1)[ 8qm—1 4=0
= U1 (§) + € um—1(§)
m—1 n m—1—n m—1—-n—j
- € <ZA1 A" ") Z U]<§) Z Uu (f)um 1-n—j r(g)
n=0 \i=0 7=0 r=0
(7.24)

Note that both u,,(£) and A,,—; are unknown, but we have only one dif-
ferential equation for wu,,(§). So, the problem is not closed and an additional
algebraic equation is needed to determine A,,_1. Assume that H(§) is prop-
erly chosen so that the right-hand side term of the high-order deformation
equation (7.22) can be expressed by

Hom

hH(E) R (i1, A1) = > bmn(Am_1) sin[(2n+ 1)k g, (7.25)
n=0

where bm,n<gm71) is a coefficient and the positive integer u,, depends upon
H(¢) and m. According to the property (7.11) of £, when by, o(Am—1) # 0,
the solution of the mth-order deformation equation (7.22) contains the term

§ sin(rk §),

which disobeys the rule of solution expression denoted by (7.8). To avoid this,
we had to enforce =
bm,0(Am—1) =0, (7.26)

which provides us with an additional algebraic equation for A,, 1. In this way,
the problem is closed. Thereafter, it is easy to gain the solution of Equation
(7.22), say,

Hm

Um (&) = Xm Um—1() + Z = 2n + pe] sin[(2n + 1)k €]

+ Cy sin(ké) + Cg cos( £), (7.27)

where C7 and C5 are coeflicients. Under the rule of solution expression de-
noted by (7.8), Cy must be zero. Note that the coefficient C; cannot be
determined by the boundary conditions (7.23), which is automatically satis-
fied when Cy = 0. However, from (7.7), it should hold

U (T/2K) = 0, (7.28)
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which uniquely determines Cy. In this way, we gain A,,_; and u,, () succes-
sively.
At the Nth-order of approximation, we have

N

u(€) ~ ug(€) + Y um(é), (7.29)
N1

Am A+ ) A, (7.30)

7.1.3 Convergence theorem

THEOREM 7.1

If the solution series (7.20) and (7.21) are convergent, where ug(§) is gov-
erned by Equations (7.22) and (7.23) under the definitions (7.24) and (2.42),
they must be the exact solution of Equations (7.6).

Proof: If the solution series (7.20) is convergent, it is necessary that

lim  u,(§) =0, &€ o,m].

m—>-+400
From (7.10), (2.42), and (7.22) and using the above expression, we have
+oo

hH(E) Y Ry(iiy-1, A1)
k=1

= lim_ Llug(€) — xk ur—1(€)]
k=1

=L {mlirﬂoo kz_:l[uk(f) — Xk Ukl(f)}}
=£L%@%ﬂﬂ
=0.

Since i # 0 and H(£) # 0, the above expression gives

400 N

Z Ry (-1, Ag—1) = 0.

k=1
Substituting (7.24) into the above expression and simplifying it, we have, due
to the convergence of the series (7.20) and (7.21), that

d? 400 400 400 2 Itoo 3
3] [ch({f) Zuk(f)] - (Z Am> [ZW(O] =0.
k=0 k=0 m=0 k=0

+e€
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Using (7.9) and (7.23), it holds

+oo +oo
D ur(0) = up(m) =
k=0 k=0

Thus, as long as the solution series (7.20) and (7.21) are convergent, they
must be the exact solution of Equations (7.6). This ends the proof.

7.2 Result analysis

According to Theorem 7.1, we need only to properly choose an auxiliary func-
tion H(§) and an auxiliary parameter /i to ensure that the solution series
(7.20) and (7.21) converge. As pointed out in Chapter 6, the auxiliary func-
tion H () can be chosen in many different forms without disobeying the rule
of coefficient ergodicity. For the sake of simplicity, we choose here

H(¢) =1. (7.31)
Then, using (7.9) and (7.24), we have
B H () R (iio, Ao)
1
= h(e—ﬁQ— %e A%) sin(k &) + ZheAgsin(?m g), (7.32)
which gives according to (7.25) that

1
b170 - h (6 —_ 1432 _ %6 Ag) s 6171 = Zh € A(Q)

Thus, from Equation (7.26), we have an algebraic equation

3
€ — K% — G A% =0, (7.33)
which has the nonzero solution
2
Ao = 1- “— (7.34)

\f

when € > 2. Thus, for any a positive integer x > 1, the so-called bifurcation
occurs when
€=k (7.35)

This critical condition of bifurcations indicates that there exist multiple bi-
furcation points for large €. Note that x determines the set of base functions
denoted by (7.4). So, for large €, there exist multiple solutions.
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Without the loss of generality, we consider here the two cases of kK = 2 and
k = 3. Note that the convergence region and rate of the solution series (7.20)
and (7.21) are determined by the auxiliary parameter %i. For a given € and a
positive integer x, where € > k% > 1, we can always find, by means of plotting
the so-called A-curves (see page 26 and §3.5.1) of A, a valid region of 7 to
ensure that the solution series (7.21) converges. For example, the ii-curves of
A ~ h when k = 2,¢ = 10,25,100, and « = 3,¢ = 40,90, 225 are as shown
in Figures 7.1 and 7.2, respectively. From these h-curves, it is clear that the
series (7.21) converges when € = 10 and k¥ = 2,3 by means of h = —1, or
e =40,k =2 and € = 90,k = 3 by means of i = —1/2, or e = 100, x = 2 and
€ = 225,k = 3 by means of h = —1/5. This is indeed true, as shown in Tables
7.1 and 7.2.

From Figures 7.1 and 7.2, the so-called valid region of i for A decreases
as € increases for a given k. So, the absolute value of i should decrease
as € increases. It is found that, for any a given € and a given x satisfying
€ > K2 > 1, the series (7.21) is always convergent in the region

K2 < e < Ho0,
when
h——(l+i)_1 (7.36)
N 3K2 ' '

Besides, the corresponding 10th-order approximation

e \ 10 K2 € €2
A+ (1 T —) - (1.1803 +3.9075 = +5.8128 =
K K

3k2 €
63 64 65 66
+ 51149 —5 +2.9466 — +1.1603 —= +0.31602 —
67 68 69
+5.8726 x 107> —; + 7.1298 x 107% —= +5.1396 x 107+ —
K K K
s €10

agrees well in the whole region k2 < € < 400 with the exact analytic result
given by the implicit formula

8k?2 A2
€= 22— A7) K <2—A2>’ (7.38)

where K denotes the complete elliptic integral of the first kind, as shown in
Figure 7.3. In fact, Figure 7.3 provides us with a complete bifurcation diagram
of the so-called Duffing oscillator in space problem.

Using the so-called homotopy-Padé technique (see page 38 and §3.5.2),
we can greatly accelerate the convergence of the series (7.21), as shown in
Tables 7.3 and 7.4. Tt is found that the [m, m] homotopy-Padé approximant
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does not depend upon the auxiliary parameter . The [4, 4] homotopy-Padé
approximant

k2 P(e)
Am2V3y[1- = 7.39
¢ Q0 (739
gives an accurate approximation of A in the whole region 1 < €/k? < 400,
where

P(e) = 8665210296046039923 + 2500964782519057396 (%)

2 3
+ 604034298653768562 (%) + 62408285303687028 (%)

€ 4
+ 3874319809940915 (?) :

Q(e) = 25430938337575455089 + 7921677254280814588 (%)

€\2 €\3
+ 1930521704826790758 (?) + 213027971364041596 (?)

4
+ 13310678950379441 (%)

It is found that, as long as the series (7.21) of A is convergent, the corre-
sponding series (7.20) of u(§) given by the same value of i converges in the
whole region ¢ € [0,7], as shown in Figures 7.4 and 7.5. Due to the odd
nonlinearity of Equation (7.6), if u(§) is a solution, —u(§) must be also a
solution. However, for brevity, we do not give this kind of solution in Fig-
ures 7.4 and 7.5. The nonlinear problem of the so-called Duffing oscillator
in space has multiple solutions for large €. For example, when € = 10, there
exist two nonzero solutions corresponding to x = 1, two nonzero solutions to
k = 2, and two nonzero solutions to x = 3, respectively, so that there are
six nonzero solutions. In general, for any given ¢ > 1, the problem of the
so-called Duffing oscillator in space has 2[y/€] nonzero solutions, where [z] de-
notes the integer part of x. Therefore, the larger the value of €, the more the
multiple solutions, as shown in Figure 7.3. As € tends to infinity, there exists
an infinite number of solutions. Therefore, the nonlinear equation (7.1) with
boundary conditions (7.2) contains rather rich mathematical structure and a
complicated bifurcation diagram.

The rule of solution expression plays an important role in finding these
multiple solutions. This example clearly indicates that, by means of different
base functions, we can employ the homotopy analysis method to gain all
multiple solutions of some nonlinear problems. Indeed, the so-called rule of
solution expression of the homotopy analysis method provides us with a new
viewpoint and a different starting point to investigate nonlinear problems.
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TABLE 7.1
The analytic approximations of A when € = 10 and x = 2,3 by means
of i=—1and H(§) =1.

Order of approximation K=2 k=3

2 0.8694142054 0.3643175731
4 0.8696932532 0.3643100899
6 0.8696857656 0.3643100194
8 0.8696860265 0.3643100187
10 0.8696860164 0.3643100187
12 0.8696860168 0.3643100187
14 0.8696860168 0.3643100187
16 0.8696860168 0.3643100187
18 0.8696860168 0.3643100187
20 0.8696860168 0.3643100187

TABLE 7.2

The analytic approximations of A when e =40,k =2 and e = 90,k = 3

by means of h = —1/2 and H(&) = 1.

Order of approximation e=40,k =2 e=90,k =3
2 0.98070 0.98171
4 0.99912 0.99854
6 0.99613 0.99639
8 0.99634 0.99625
10 0.99656 0.99658
12 0.99635 0.99635
14 0.99649 0.99648
16 0.99641 0.99642
18 0.99645 0.99644
20 0.99643 0.99644
22 0.99644 0.99644
24 0.99644 0.99644
26 0.99644 0.99644
28 0.99644 0.99644
30 0.99644 0.99644
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TABLE 7.3

The [m, m] homotopy-Padé approximant of A when ¢ = 10 and
k = 2,3 by means of H(§) = 1.

[m, m]

K=2

k=3

= © 00~ O U W —

SOOI TURAR W=
=

—

0.8694029457
0.8696902377
0.8696859569
0.8696860176
0.8696860168
0.8696860168
0.8696860168
0.8696860168
0.8696860168
0.8696860168

0.3643104636
0.3643100178
0.3643100187
0.3643100187
0.3643100187
0.3643100187
0.3643100187
0.3643100187
0.3643100187
0.3643100187

TABLE 7.4

The [m, m] homotopy-Padé approximant of A when e = 40,k = 2
and € = 90, k = 3 by means of H(&) = 1.

[m, m]

e=40,k =2

€e=90,k=3

= = = = = O 00 N O O R 0N

Ui W N~ O

TR WIN R O OO Utk W

S g

0.9747449855
0.9988803766
0.9960551840
0.9964957766
0.9964304420
0.9964370766
0.9964352860
0.9964353707
0.9964353314
0.9964353352
0.9964353351
0.9964353362
0.9964353363
0.9964353363
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FIGURE 7.1

The A-curves of A when k = 2 and e = 10,40,100 by means of H(§) = 1.
Dash-dot-dotted line: 20th-order approximation of A when e¢ = 10; dash-
dotted line: 20th-order approximation of A when € = 40; solid line: 20th-order
approximation of A when ¢ = 100.
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Dash-dot-dotted line: 20th-order approximation of A when ¢ = 10; dash-

dotted line: 20th-order approximation of A when ¢ = 90; solid line: 20th-order
approximation of A when e = 225.
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The comparison of the 10th-order approximation (7.37) of A with the exact
implicit solution (7.38). Symbols: exact result; curve 1: k = 1; curve 2: kK = 2;
curve 3: kK = 3; curve 4: kK = 4; curve 5: Kk = 5; curve 6: Kk = 6.
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The convergent analytic result of v(§) = Au(§) when k = 2 and € = 10, 40, 100
by means of H(§) = 1. Dashed line: fifth-order approximation of v(£) when
€ = 10 by means of A = —1; dash-dotted line: 10th-order approximation of
v(§) when € = 40 by means of i = —1/2; solid line: 20th-order approximation
of v(€) when e = 100 by means of h = —1/5.
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The convergent analytic result of v(£) = Au(§) when k = 3 and € = 10, 90, 225
by means of H(£) = 1. Dashed line: fifth-order approximation of v(£) when
€ = 10 by means of i = —1; dash-dotted line: 10th-order approximation of
v(€) when € = 90 by means of i = —1/2; solid line: 20th-order approximation
of v(€) when e = 225 by means of h = —1/5.
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8

Nonlinear eigenvalue problem

It is often necessary to know eigenvalues and eigenfunctions of a nonlinear
problem. In this chapter we illustrate how to obtain eigenvalues and eigen-
functions of a given nonlinear problem by means of the homotopy analysis
method.

For example, let us consider an eigenvalue problem governed by
u”(x) + X u(z) + e u®(x) =0, (8.1)
subject to the boundary conditions
u(0) = u(l) =0, (8.2)

where the prime denotes differentiation with respect to x, € is a parameter.
Our object is to find such an eigenvalue A, and a normalized eigenfunction
un () such that

ull () + Ay un () + e ud(2) =0, (8.3)
subject to the boundary conditions
un(0) = u,(1) =0 (8.4)

and the normalization condition

/1 u? (z)de =1, (8.5)
0

where the subscript n > 1 is an integer. Nayfeh [12] described a pertur-
bation approach to the same problem and gave the first-order perturbation
approximation

un () = V2sin(nmz) — sin(3nmx) + O(€?), (8.6)

€
16n272

3
Ay = n?m? — 3¢ + O(€?), (8.7)

valid for small e.
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8.1 Homotopy analysis solution
8.1.1 Zero-order deformation equation

From the boundary conditions (8.4) and considering the nonlinearity of Equa-
tion (8.3), it is straightforward that the eigenfunction w,(z) can be expressed
by the set of base functions

{sin[(2k + V)n7z] | n>1,k=0,1,2,3,---} (8.8)
in the form N
Uup(x) = Z an ks sin[(2k + 1)nmz], (8.9)
k=0

where ay, , is a coefficient. This provides us with the so-called rule of solution
exTPression.

Under the rule of solution expression denoted by (8.9) and from (8.4) and
(8.5), it is straightforward to choose

Un 0(x) = V2 sin(nnz) (8.10)

as an initial guess of w,(z). Furthermore, under the rule of solution expres-
sion denoted by (8.9) and from Equation (8.3), we choose an auxiliary linear
operator

020 )
=2 1
Lo =5 + (nm)’® (8.11)
with the property
L[Cysin(nmz) + Co cos(nmzx)] = 0, (8.12)

where C; and Cy are constant coefficients. From Equation (8.3), we define
the nonlinear operator
_ ?0(x;9)

N [@(a30), M) = =55

+ Aq) ®(z;q) + € 23(2;9), (8.13)

where ¢ € [0,1] is an embedding parameter, ®(z;q) is a function of = and g,
and A(q) is a function of ¢, corresponding to u,(x) and \,, respectively. Let
h # 0 denote a nonzero auxiliary parameter and H(z) # 0 a nonzero auxiliary
function. Then, we construct the so-called zero-order deformation equation

(1—q) L[®(2:9) = un,o(z)] = ¢ h H(z) N[®(z;9), AMq)], (8.14)
subject to the boundary conditions

®(0;q) = 2(154) = 0. (8.15)
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When g = 0, it is straightforward to show that the zero-order deformation
equations (8.14) and (8.15) have the solution

O(2;0) = up o(x). (8.16)

When ¢ = 1, they are equivalent to the original equations (8.3) and (8.4),
respectively, provided

B(2;1) = un(@), A1) = An. (8.17)

Thus, as the embedding parameter g increases from 0 to 1, ®(x; ¢) varies from
the initial guess u, o(x) to the exact eigenfunction u,(z), so does A(q) from
the initial guess A, o to the exact eigenvalue )\, respectively. Note that the
zero-order deformation equations contain the auxiliary parameter i and the
auxiliary function H(x), therefore ®(x;q) and A(q) are dependent of i and
H(z). Assume that i and H(z) are properly chosen so that the zero-order
deformation equations (8.14) and (8.15) have solutions for all ¢ € [0,1], that
the terms

1 0k®(x;q) 1 9"A(q)
n = -——0———— 5 )\’ﬂ = — 8.18
u 7]@(53) k! 8qk o k k! 8qk 0 ( )
exist for k£ > 1, and that the Taylor series
+oo
(I)(x7Q) = Zun,k(‘r) qka (819)
k=0
—+o0
M) = Ak d* (8.20)
k=0
are convergent at ¢ = 1. Then, using (8.16) and (8.17), we have
“+oo
un(m) = un,O(x) + Zun,k(x)a (821)
k=1
+oo
An=Ano+ Y Anks (8.22)
k=1

which provide us with the relationships between the exact eigenfunction,
eigenvalue, and their initial guesses by u, (x) and A, i, respectively.

8.1.2 High-order deformation equation
For brevity, define the vector

—

Un,m = {Un’()(fﬂ), un,l(x)v Un’g(l'), e 7un,m(x)}
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and =
/\n,m = {/\n,Oa )‘n,lv >\n,27 Tty /\n,m} .

Differentiating the zero-order deformation equations (8.14) and (8.15) k times
with respect to ¢ and then dividing by k! and finally setting ¢ = 0, we have
the high-order deformation equation

-

L tn i (2) = Xk Unk—1(2)] = H(x) Rk (Un k=1, An k1), (8.23)
subject to the boundary conditions
Un,k(0) = up k(1) =0, (8.24)
where i is defined by (2.42) and

Rmk(an,k:—la Xn,k—l)
k—1
= ug,k—l(x) + Am“n,k—l—m(m)
=0

k—1 m
+e€ Z Un, k—1—m (T) Zun,j(x)umm,j(x). (8.25)
m=0 §=0

3

Note that, for any a given integer n > 1, both w, x(z) and A, x_1 are
unknown for £ > 1, but we have only one differential equation (8.23) for
Un, k(). Thus, the problem is not closed and an additional algebraic equation
is needed to determine A, ;_1. Note that we have great freedom to choose
the auxiliary function H(z). Under the rule of solution expression denoted

-

by (8.9), Ry k(Un k—1, n,k—1) can be expressed in the form

Mn,k
Ry bt k=1, A h—1) = 3 dr g sin[(2m + 1)nra,

m=0

where d,, ,, is a coefficient, and M, j is an integer dependent on both n and
k. Under the rule of solution expression denoted by (8.9) and from (8.11) and
(8.23), H(x) can be in the form

H(z) = sin®[(2m — 1) nmz], (m>1) (8.26)
" H(z) = sin[(2m)nrz), (m >1) (8.27)
" H(z) = cos®[(2m — 1) nrx], (m>1) (8.28)
" H(x) = cos|(2m)nmz], (m>1) (8.29)
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or even simply

H(z)=1, (8.30)
where m > 1 is an integer. So, it holds
Hn,k
H(2) Ry (i k-1, Ane—1) = 3 biF(Xe—1) sin[(2m + Dnmz],  (8.31)
m=0

where b™F(X,_1) is a coefficient, and tn i s an integer determined by H(x)
and the values of n and k. Thus, there exists the term

BbyF(Xe_1) sin(nmz)
on the right-hand side of the high-order deformation equation (8.23). If

b (Ne-1) # 0,
due to the property (8.12), the solution wu, (x) contains the term
x sin(nmz),

which disobeys the rule of solution expression denoted by (8.9). To avoid this,
we had to enforce .
biF (Xe_1) = 0, (8.32)

which provides us with an additional equation to determine A, ,—;. In this
way, the problem is closed.

After solving the above algebraic equation to gain A, x—1, it is easy to get
the solution

M,k bn k )\k 1)
Up k(T) = Xk Unk—1(T) + Z W21 — (2m 4 1] sin[(2m + 1)nmz]
+ Cisin(nrzx) + Cs cos(nma), (8.33)

where C' and Cs are coefficients. Using the rule of solution expression denoted
by (8.9), we have
Cy =0.

Note that the above solution automatically satisfies the boundary conditions
(8.24) so that the coefficient C; cannot be determined. However, from the
normalization condition (8.5), we have

2
/(Zunm )d:r—l, (8.34)

m=0

which gives an algebraic equation

C? +4aCy +28 =1, (8.35)
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where

and

1 1
o= / W, () sin(nrz)de, 8= / wf%k(x)dz
0 0

e
I
—

W k(1) = Y Upj(x) + Xk Unp—1(T)

= <
s |
> O

B bR (XNe—1)
n2w2[1 — (2m + 1)2]

_|_

sin[(2m + 1)nmz].

3

Solving Equation (8.35), we have two solutions

and

C1 = —2a+ +v/4a? — 20
Ch = —2a — \/4a? — 23,

(8.36)

(8.37)

(8.38)

(8.39)

which correspond to two different eigenfunctions, respectively. In this way,
we can gain Ap o, Un,1(2), An.1,Un2(x), and so on, successively.

For any given n, the mth-order approximation of the eigenfunction and
eigenvalue are given by

m
Un(.’E) ~ Un,0 + Zun,k(x)a
k=1

m
/\n ~ /\n,O + Z >\7L,k'7
k=1

respectively.

8.1.3 Convergence theorem

THEOREM 8.1
If the series

and

—+o0
Un,0(2) + Y tn ()
k=1

+oo
An,O + Z An,k
k=1

(8.40)

(8.41)

are convergent, where w, () is governed by Equations (8.23), (8.24), and
(8.34) under the definitions (8.11), (8.25), and (2.42), they must be the eigen-
function and eigenvalue of Equations (8.1) and (8.2), respectively.

© 2004 CRC Press LLC



Proof: If the series of the eigenfunction is convergent, it is necessary that

m1—1>r-Ii-1<>o Un,m(x) = 0.

Then, using (8.11), (8.23), and (2.42), we have

+oo
h H(z) Z Ry (@ k-1, Ank—1)
k=1

m——+00

= lim Zﬁ[un,k(w)—an,k—l(x)]
k=1

m——+o0
k=1

_ g{ lim Y [ k(x) — an,k—l@ﬂ}

L [mir}rlwu i (x)}
= ()7
which gives, since i # 0 and H(z) # 0,

+oo .
Z Ry (tp k-1, Ank—1) = 0.
k=1

Substituting (8.25) into the above expression and simplifying it, we obtain,
due to the convergence of the series of the eigenfunction and eigenvalue, that

2 | +o0 +o0 +oo 3
dz? [Z tn () | + <Z Amm) [Z Un k() Zun,k(x)l = 0.
k=0 k=0 k=0

m=0
From (8.10) and (8.24) it holds that

400 +oo
Zumk(O) = ZU7L71€(1) =0.
k=0 k=0

Furthermore, from (8.34), the normalization condition (8.5) is satisfied. Thus,
as long as the two series are convergent, they must be the eigenfunction u, ()
and the eigenvalue A, of the nonlinear problem governed by Equations (8.3),
(8.4), and (8.5). This ends the proof.

+ €

8.2 Result analysis

Note that the series (8.21) and (8.22) contain the auxiliary parameter i and
the auxiliary function H(x). In particular, for any given values of n and ¢, the
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series (8.22) for the eigenvalue is a power series of £ so that its convergence
region and rate are dependent on . According to Theorem 8.1, we need only
focus on the choice of the auxiliary parameter i and the auxiliary function
H(z) to ensure that the two series converge. Note that, under the rule of
solution expression denoted by (8.9) and the rule of coefficient ergodicity, the
auxiliary functions H(x) can be chosen in many different forms such as those
expressed by (8.26) to (8.30). For the sake of simplicity, we first consider the
case of H(xz) = 1. For any given values of n and ¢, we can investigate the
influence of % on the convergence region of the series (8.22) for the eigenvalue
by plotting the so-called h-curves (see page 26 and §3.5.1) of )\, versus h.
For example, the h-curves of the eigenvalue A; when ¢ = 5,25, —50 are as
shown in Figure 8.1. Using the h-curves, we can easily find out the valid
regions of i which ensure that the corresponding series (8.22) converge. From
Figure 8.1, it is clear that the series (8.22) of A\ when ¢ = —50 converges
by means of h = —1/2 or A = —2/5. This is indeed true, as shown in Table
8.1, and the convergence rate can be accelerated by means of the homotopy-
Padé technique (see page 38 and §3.5.2), as shown in Table 8.2. It is found
that, as long as the series (8.22) for the eigenvalue is convergent, the series
(8.21) for the corresponding eigenfunction also converges in the whole region
0 <z < 1. For example, the approximations of the eigenfunction u;(x) when
€ = —50 are as shown in Figure 8.2. In this way, we can gain the convergent
eigenvalue and eigenfunction for any given values of n and e. For instance,
some convergent analytic results of the eigenvalues are listed in Table 8.3 and
some eigenfunctions are as shown in Figures 8.3 and 8.4.

It is found that the valid region of & becomes shorter as the nonlinearity
of the problem is stronger, as shown in Figure 8.1. So, as the absolute value
of € increases, the value of A had to be chosen closer to zero from the below.
It is found that, for e < 0, we can always gain convergent results by means of

h= __ (8.42)

1+ |e\

Using this expression, we can investigate the eigenvalues and eigenfunctions
when the nonlinearity becomes very strong. Some eigenvalues for negative
€ far away from zero are listed in Table 8.4 and some eigenfunctions are as
shown in Figures 8.5 to 8.7, respectively. According to these analytic results,

it seems that
An

lim 2% =—1 (8.43)
E——00 €
" /<< @kt
. 1, 2k/n <2 < (2k+1)/n,
Jim () = { 1 2k + 1) /n < a < (2k+2)/n, (8.44)
where n > 2, k=0,1,2,---,[(n — 1)/2] and [z] denotes the integer part of .
Note that, when ¢ = —10000, we had to choose a negative value of i with a

small enough absolute value so as to ensure that the series (8.21) and (8.22)
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converge. This indicates once again that the auxiliary parameter A plays an
important role in the homotopy analysis method.

It is found that, if (8.38) is used to calculate the coefficient C1, the corre-
sponding eigenfunction is positive in the region

0<z<1/n.

Let u;’ () denote such kind of eigenfunction. If (8.39) is used, the correspond-
ing eigenfunction is negative in the same region, denoted by wu, (z). It also
is found that these two kinds of eigenfunctions are symmetrical about the x
axis. Thus, for given € and n, there exists a unique eigenvalue A, but two

eigenfunctions u;’ () and u,, (z) satisfying
Uy, () = —uy (z).

However, the series of the eigenfunction u,, () converges more slowly than
that of the eigenfunction u; (). This is mainly because u;} () is closer to the
initial guess (8.10). It is found that, if we use the initial guess

U 0(x) = —V2sin(nmz)

and employ the formula (8.39), it is easier to get convergent eigenfunctions
u,, (). So, by means of the homotopy analysis method we can gain the
multiple eigenfunctions of the considered nonlinear problem.

All of the above results are given by means of the auxiliary function
H(z) = 1. It is found that the other four types of the auxiliary functions
denoted by (8.26) to (8.29) can also give convergent results. Using different
auxiliary functions, we gain the same eigenvalue and eigenfunction, however,
the solution series given by the other four types of the auxiliary functions
converge more slowly than those by H(x) = 1. It seems that H(x) = 1 might
be the best auxiliary function for the considered problem, although we cannot
prove it.

This example illustrates that the homotopy analysis method can be em-
ployed to gain all eigenvalues and eigenfunctions of nonlinear boundary-value
problems with very strong nonlinearity.
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TABLE 8.1

The analytic approximations of A\; /72 when € = —50 by means of
H(z)=1.
order of approximation h=-1/2 h=-2/5
5 7.5375343842 7.5399457051
10 7.5384488341 7.5384600578
15 7.5384471198 7.5384473078
20 7.5384471141 7.5384471261
25 7.5384471141 7.5384471146
30 7.5384471141 7.5384471141
35 7.5384471141 7.5384471141
40 7.5384471141 7.5384471141
TABLE 8.2

The [m, m] homotopy-Padé approximant of \; /72 when
€ = —50 by means of H(x) = 1.

[m, m] h=-1/2 h=-2/5
2,2] 7.5407539111 7.5410810211
[4, 4] 7.5384474321 7.5384485282
6, 6] 7.5384473644 7.5384480394
8, 8] 7.5384471141 7.5384471141

(10, 10] 7.5384471141 7.5384471141

[12,12] 7.5384471141 7.5384471141

(14, 14] 7.5384471141 7.5384471141

(16, 16] 7.5384471141 7.5384471141

[18, 18] 7.5384471141 7.5384471141

[20, 20] 7.5384471141 7.5384471141
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TABLE 8.3

The analytic value of A\, /(nm)? by means of A = —1 and

H(z) =1.
€ n=1 n=2 n=23
-25 4.43277 1.91746 1.41524
-20 3.78508 1.73857 1.33324
-15 3.12328 1.55758 1.25074
-10 2.44317 1.37430 1.16771
-5 1.73857 1.18852 1.08414
0 1 1 1
) 0.212582 0.808470 0.915264
10 -0.647567 0.613626 0.829909
15 -1.61838 0.415125 0.743906
20 2275608 0.212582 0.657228
25 -4.13061 0.005561 0.569843
TABLE 8.4
The analytic value of A, /e by means of H(z) = 1.
€ A1/e Ao /€ As/e€
-200 -1.221 -1.488 -1.810
-400 -1.152 -1.325 -1.524
-600 -1.122 -1.272 -1.412
-1000 -1.093 -1.196 -1.310
-2000 -1.065 -1.135 -1.215
-5000 -1.041 -1.083 -1.133
-10000 -1.029 -1.059 -1.090
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FIGURE 8.1

The h-curves of A;/7? by means of H(z) = 1. Dash-dotted line: 20th-order
approximation when € = 5; dash-dot-dotted line: 20th-order approximation
when e = 25; solid line: 30th-order approximation when ¢ = —50.
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FIGURE 8.2
The analytic approximations of the eigenfunction u(z) when ¢ = —50 by
means of h = —1/2 and H(z) = 1. Dashed line: zero-order approximation;

solid line: fifth-order approximation; symbols: 10th-order approximation.
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FIGURE 8.3

The convergent analytic results of the eigenfunction u; (z) by means of H(x) =
1. Solid line: 30th-order approximation when € = 50 and h = —1/2; dash-dot-
dotted line: 10th-order approximation when e = 25 and h = —1/2; dashed
line: fifth-order approximation when ¢ = 5 and A = —1; dash-dotted line:
20th-order approximation when ¢ = —25 and h = —1/2; long-dashed line:
20th-order approximation when € = —50 and h = —1/2.
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FIGURE 8.4

The convergent analytic results of the eigenfunction ug(x) by means of i = —1

and H(z) = 1. Solid line: 10th-order approximation when ¢ = 100; dash-dot-
dotted line: fifth-order approximation when ¢ = 50; dash-dotted line: 10th-
order approximation when ¢ = —50; dashed line: 20th-order approximation
when ¢ = —100.
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FIGURE 8.5

The convergent analytic result of the eigenfunction us(z) by means of H(z) =
1. Solid line: 100th-order approximation when e = —5000 and h = —1/50;
dash-dot-dotted line: 20th-order approximation when ¢ = —1000 and A =
—1/10; dash-dotted line: 20th-order approximation when ¢ = —400 and i =
—1/4; dashed line: 20th-order approximation when ¢ = —100 and i = —1.
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FIGURE 8.6

The analytic result of the eigenfunction us(z) when ¢ = —10000 by means of
H(z) =1 and h = —1/50. Solid line: 70th-order approximation; symbols:
90th-order approximation
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FIGURE 8.7

The analytic result of the eigenfunction u4(z) when ¢ = —10000 by means of
H(z) =1 and h = —1/20. Solid line: 40th-order approximation; symbols:
60th-order approximation
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9

Thomas-Fermi atom model

In the Thomas-Fermi atom model [81, 82] there exists the so-called Thomas-
Fermi equation

3
u'(x) = uT(x)’ (9.1)
subject to the boundary conditions
u(0) = 1,u(+o00) =0 (9.2)

in the common case. The Thomas-Fermi atom model views the electrons in an
atom as a gas and derives atomic structure in terms of the electrostatic poten-
tial and the electron density in the ground state. Equation (9.1) describes the
spherically symmetric charge distribution concerning a multi-electron atom.

From (9.1) and (9.2) it holds that «”(0) — +o00. So, there exists a sin-
gularity at x = 0. The analytic approximations of the Thomas-Fermi equa-
tion were given by the variational approach [83, 84], the §-expansion method
[85, 86, 87], Adomian’s decomposition method [88, 89, 90, 91], and so on
[92, 93, 94, 95, 96, 97]. However, all of these results are analytic-numerical
because numerical techniques had to be employed to gain the value of u/(0).
Recently, Liao [51] applied the homotopy analysis method to give, for the first
time, an explicit, purely analytic solution of the Thomas-Fermi equation by
means of the base functions

{A+z)™ | n>1}. (9.3)

Although Liao’s [51] solution is valid in the whole region, its convergence rate
is slow for large x. In this chapter, using a set of base functions better than the
above ones, we apply the homotopy analysis method to give a more efficient
analytic expansion of Thomas-Fermi equations.

9.1 Homotopy analysis solution
9.1.1 Asymptotic property
Equation (9.1) can be rewritten by
x [u(x)]? — ud(z) = 0. (9.4)
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Under the transformation
T=14 Az, (9.5)

where )\ is a constant parameter to be determined later, Equation (9.4) be-
comes

3 d*u\® 3
A (r=1) (W) —u’(r) =0, (9.6)
subject to the boundary conditions
u(l)=1, wu(+o00)=0. (9.7)

Note that Equation (9.6) contains neither linear terms nor small/large pa-
rameters. So, its nonlinearity is very strong. According to (9.7), as 7 — 400,
u(1) — 0 either algebraically or exponentially. However, from Equations (9.6)
and (9.7), it is hard to determine the asymptotic property of u(z) at infinity.
So, let us first assume that u(7) — 0 algebraically and that u(7) has the
asymptotic expression

u(r) ~ 7" as T — 400,

where & is an unknown constant. Substituting it into Equation (9.6) and then
balancing the main terms, we have

K= —3. (9.8)

Therefore, u(7) can be expressed by the set of base functions

{7 | m >3} (9.9)
in the form
—+oo
u(m) =Y em ™, (9.10)
m=3

where ¢, is a coeflicient. This provides us with the so-called rule of solution
exPression.

9.1.2 Zero-order deformation equation

Under the rule of solution expression denoted by (9.10) and using the bound-
ary conditions (9.7), it is straightforward to choose

uo(t) =773 (9.11)

as the initial guess of u(7). From (9.6) and using the rule of solution expression
denoted by (9.10), we choose the auxiliary linear operator

T 2 T T
LI®(1;q)] = (1) 0 (I;(TQ’ O 8@27’ %) (9.12)

© 2004 CRC Press LLC



with the property
C
L (—?f + 02> =0, (9.13)
T

where Cy and Cs are coefficients. From Equation (9.6), we define the nonlinear
operator

Pe(r;9)]°

Q92 - @%(739), (9.14)

where ®(7;¢) is an unknown function of 7 and ¢. Let /i denote a nonzero aux-
iliary parameter and H(7) a nonzero auxiliary function, respectively. Then,
we construct the zero-order deformation equation

(1—q) L[®(59) —uo(T)] = h H(r) g N[®(7; )], (9.15)

No(rs ) = X (7 — 1) [

subject to the boundary conditions
®(L;q) = 1, &(+005 ) = 0, (9.16)

where ¢ € [0,1] is an embedding parameter.
From (9.11), it is straightforward to show that when ¢ = 0 the solution of
Equations (9.15) and (9.16) is

B (7;0) = up(7). (9.17)

Since A # 0 and H(7) # 0, when ¢ = 1, Equations (9.15) and (9.16) are
equivalent to Equations (9.6) and (9.7), respectively, provided

O(151) = u(r). (9.18)

Thus, as ¢ increases from 0 to 1, ®(7; q) varies from the initial guess ug(7) to
the exact solution u(7) of Equations (9.6) and (9.7).

By Taylor’s theorem and using (9.17), we can expand ®(7;¢) in the series
of g in the form

“+o0
®(75q) = uo(7) + Zuk(T) 7", (9.19)
k=1
where (i)
1 d(7;q
ug () = 2l 78(]’“ q:O. (9.20)

®(7;q) is also dependent upon the auxiliary parameter i and the auxiliary
function H(x). Assuming that A and H(x) are properly chosen so that the
series (9.19) converges at ¢ = 1, we have, using (9.18),

+oo
u(T) = uo(7) + Zuk(T)- (9.21)
k=1

It provides us with a relationship between the initial guess ug(z) and the exact
solution u(z) by the terms ug(z) (k> 1).
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9.1.3 High-order deformation equations
For brevity, define
a’ﬂ = {Uo(T), ul(T)a UQ(T)a I un(T)} .

Differentiating the zero-order deformation equations (9.15) and (9.16) k times
with respect to ¢ and then setting ¢ = 0 and finally dividing them by k!, we
have the so-called high-order deformation equation

Lug (1) = xpup—1(7)] = A H(1) Ri(tUg—1,7), (9.22)
subject to the boundary conditions
ug(1l) = 0, ug(+o00) =0, (9.23)

where yy, is defined by (2.42) and

Ry (-1, 7)
k-1 j

= Z N =D uf (7)) wl (1) — up—1—5(7) Zui(T) wi—i(T)] . (9.24)
Jj=0 i=0

Note that ui(7) (k > 1) is governed by the linear equation (9.22) and the
linear boundary conditions (9.23). Thus, according to (9.21), the homotopy
analysis method in essence transfers the original nonlinear problem, governed
by Equations (9.6) and (9.7), to an infinite number of linear sub-problems,
governed by Equations (9.22) and (9.23). Note that such a kind of transfor-
mation does not need any small or large parameters at all.

Let u} (1) denote a special solution of the equation

Llup(T)] = h H(T) Ri(tg—_1,7T).
Then, using (9.13), the general solution of Equation (9.22) is
ug (1) = xp wp—1(7) + ui (1) + CL 7% + O, (9.25)

where the coefficients C7 and Cy are determined by the boundary conditions
(9.23). In this way we can successively solve the high-order deformation equa-
tions (9.22) and (9.23), provided H(7) is known. Under the rule of solution
expression denoted by (9.10), H(7) should be in the form

H(r)=1°, (9.26)
where o is an integer to be determined. It is found that when
o >4,

the solution contains the term
TInT
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that disobeys the rule of solution expression denoted by (9.10). When

o <4,

the coefficient of the term 7% is always zero and cannot be improved even

if the order of approximation tends to infinity. This disobeys the rule of
coefficient ergodicity. Thus, to obey the rule of solution expression denoted
by (9.10) and the rule of coefficient ergodicity, we had to choose o = 4 which
uniquely determines the auxiliary function

H(r)=1" (9.27)

Thereafter, it is straightforward to solve the high-order deformation equations
(9.22) and (9.23), successively.

9.1.4 Recursive expressions

Considering the importance of Thomas-Fermi atom model, it is worthwhile
to give an explicit analytic expression of its solution. It is found that wug(7)

can be expressed by
2k

[07°%")
ue(r) =) (9.28)

n=0

where oy, is a coeflicient. Substituting this expression into the high-order
deformation equations (9.22) and (9.23), we gain the recurrence formulae

Ak i = XkX2k—j Ok—1,5
n AR [Xok41—5 (A Brjs1 — Yrj+1) — X5 APBrj)

— , 9.29
7 +3) (9.29)
k—1 min{2j,i—2}
5k,i=Z Z n+3)(n+4)(i+1—mn)
J=0 n=max{0,i+2j—2k}
X(1+2—=n) jn Op—1—ji—n—2, (9.30)

k—1 min{2j,i—2}

Vk,i = Z Z 5j,n Ap—1—j,i—n—2; (9~31)

7=0 n=max{0,i+2j—2k}

and

min{2i,n}

J
Ojn = Z Z Qi Qj—jn—r, (9.32)

i=0 r=max{0,n+2i—2j}
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respectively. From (9.23), we have

2k
ko ==Y Q. (9.33)
n=1

From (9.11) we gain the first coefficient
Qp,0 = 1. (934)

Thus, using the above recurrence formulae and from the first coefficient a0 =
1, we can calculate successively all other coefficients ay,. Therefore, we
obtain an explicit analytic solution of the Thomas-Fermi atom model in the

form:
+oco 2k

Z Z 1 _|_O;f; n+3" (935)

kOnO

The corresponding mth-order approximation is expressed by

m 2k

A n
S Z Z , (9.36)
n 3
= n:O (14+ X ax)nt
which gives
m 2k
W (0)~ =AD" (n+ 3ok (9.37)
k=0 n=0
and
m 2k
AN (n+3)(n+ Dok (9.38)
k=0 n=0

9.1.5 Convergence theorem

THEOREM 9.1
If the series

+oo
T)+ Z u(7)
k=1

is convergent, where uy(7) is governed by Equations (9.22) and (9.23) under
the definitions (9.12), (9.24), and (2.42), it must be an exact solution of the
Thomas-Fermi equation.

Proof: If the series is convergent, it holds

lim (1) =0

m——+o0
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and we can express it by
—+o0
s(1) = uo(r) + Zuk(T).
k=1

Then, using (9.12), (9.22), and (2.42), we have

+oo m
hH(7) Y Rylil—1,7) = R Llug () — xpuk—1(7)]
k=1 k=1
= {mgrﬂoo > luk(r) — Xkukl(T)]}
k=1

m——+oo

=L { lim um(T)}
0,
which gives, since h # 0 and H(1) = 74,

+oo
> Ry(iig-1,7) =0
k=1

for any 7 > 1. Substituting (9.24) into the above expression and simplifying
it, we obtain

+oo
> Riliiy—1,7)
k=1

+oo k—1 j
=2 l)‘g(T — D) uf(7) uf (7)) = ko1 (7)Y wi(7) wii(7)
k=1 =0 pe
+o0 2 +oo 3
=X (1 —1) lz ug(r)] - [Z uk(ﬂ]
k=0 k=0
25(7) 17
=\ (r-1) [ddT(g)} —s3(7)
=0.

From (9.23) and (9.11), it holds
s(1) =1, s(4+00) = 0.

So, s(7) satisfies Equations (9.6) and (9.7), and therefore is an exact solution
of the original Thomas-Fermi equations (9.1) and (9.2). This ends the proof.
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9.2 Result analysis

According to Theorem 9.1, we should ensure that the solution series (9.35)
converges. Note that this series contains the auxiliary parameter i and the
parameter A, which influence its convergence region and rate. We should
therefore focus on the choice of i and A.

The energy of a neutral atom in the Thomas-Fermi model is determined

by
6 (4r\?
E=: (;) Z7/3 4 (0),

where Z is the unclear charge. So, the initial slope «/(0) has an important
physical meaning. Instead of investigating the influence of & and A on the
convergence of u(x) in the whole region 0 < z < +oo, first we consider
the series of u/(0). Clearly, u/(0) is dependent of both h and A. For any
a given h, we can investigate the influence of A\ on the convergence of the
series u'(0) by regarding it as a function of A and plotting the corresponding
curves of u/(0) versus A, as shown in Figure 9.1 for & = -1, = —3/4,
and i = —1/2. According to Theorem 9.1, u/(0) should converge to the
same value, corresponding to a nearly horizontal line segment in Figure 9.1.
From this figure, it is clear that u'(0) is convergent when 0.2 < A < 0.3 and
—1 < h < —1/2. Then, it is natural to choose

A=1/4.

To investigate the influence of i on the convergence region and rate of series
u'(0) in the case of A = 1/4, we plot the corresponding h-curves (see page
26 and §3.5.1) of u/(0), as shown in Figure 9.2. «'(0) is convergent in the
region —2 < h < 0 when A = 1/4. Furthermore, it is found that, as long as
the series of u/(0) converges, the corresponding series of u(z) is convergent
in the whole region 0 < x < +00. So, the series (9.35) is convergent in the
whole region 0 < 2 < +0o when A = 1/4 and —2 < h < 0. For example,
when i = —1 and A = 1/4, the 10th-order approximation of (9.36) agrees well
with the 100th-order approximation, as shown in Figure 9.3, clearly indicating
the convergence of the corresponding solution series. The convergent analytic
results of u(x) by means of 7 = —1 and A = 1/4 are listed in Table 9.1.
According to Theorem 9.1, it must be the exact solution of the Thomas-
Fermi equation. The explicit analytic expression (9.35) when A = —1 and
A = 1/4 may be regarded as a definition of the solution of the Thomas-Fermi
equation.
Kobayashi [98] gave the numerical result

' (0) = —1.588071. (9.39)
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The approximations of the initial slope u'(0) given by (9.36) when i = —1
and A = 1/4 are listed in Table 9.2. Clearly, the error decreases as the
order of approximation increases. However, the convergence rate of «/(0) is
much slower than that of u(z), possibly due to the singularity at z = 0. We
employ the homotopy-Padé method (see page 38 and §3.5.2) to gain more
accurate approximations of the initial slope «/(0), as shown in Table 9.3.
The approximations of «”(0) when h = —1 and A = 1/4 are listed in Table
9.4. The homotopy-Padé approximations of «”(0) are listed in Table 9.5.
Obviously, «”(0) given by (9.35) tends to infinity; this indicates that the
homotopy analysis method may handle nonlinear problems with singularity
and strong nonlinearity.

At the beginning of this chapter we assume that u(z) tends to zero alge-
braically as x — +o0o0. Under this assumption we obtain the convergent re-
sults of the original Thomas-Fermi equation in the whole region 0 < x < 4oc.
Thus, this assumption seems to be reasonable. So, we have many reasons to
believe that the solution of the Thomas-Fermi equation behaves algebraically
at infinity. Note that it is hard to get this kind of conclusion by numerical
techniques. This example also illustrates that we may employ the homotopy
analysis method to get an accurate approximation of a nonlinear problem by
means of assuming a set of base functions even if we know a little about its
properties, and such a kind of assumption damages the method a little in
practice.

Having not realized the importance of the asymptotic property at infinity
and expressing u(z) in the form

+
u(r) =

n

8

an
< (1+ )"’

Liao [51] employed the homotopy analysis method to give an explicit analytic
solution of the Thomas-Fermi equation, which converges slowly for large x.
So, for nonlinear problems in an infinite domain, it seems better to investigate
asymptotic properties of solutions at infinity. This can considerably increase
the convergence rate of approximate series. Note that the solution of the
Thomas-Fermi equation can be expressed, respectively, by the base functions
(9.3) and (9.10), and the approximation series given by the latter converges
faster than that by the former. This indicates that, although the solution of
the Thomas-Fermi equation seems unique, it can be expressed by different
base functions, and there might even exist the best one among them.
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TABLE 9.1

The convergent analytic results of u(z) given by (9.36) when

h=-1and A =1/4.

0.25 0.755202 4.25 0.0996979
0.50 0.606987 4.50 0.0919482
0.75 0.502347 4.75 0.0850218
1.00 0.424008 5.00 0.0788078
1.25 0.363202 6.00 0.0594230
1.50 0.314778 7.00 0.0460978
1.75 0.275451 8.00 0.0365873
2.00 0.243009 9.00 0.0295909
2.25 0.215895 10.0 0.0243143
2.50 0.192984 15.0 0.0108054
2.75 0.173441 20.0 0.00578494
3.00 0.156633 25.0 0.00347375
3.25 0.142070 50.0 0.000632255
3.50 0.129370 75.0 0.000218210
3.75 0.118229 100 0.000100243
4.00 0.108404 1000 1.3513x10~7
TABLE 9.2

The initial slope u'(0) given by (9.37) when i = —1 and
A = 1/4 compared with Kobayashi’s numerical result.

Order of approximation u’(0) Error (%)
10 -1.28590 19.03
20 -1.40932 11.26
30 -1.46306 7.87
40 -1.49236 6.03
50 -1.51063 4.88
60 -1.52309 4.09
70 -1.53211 3.52
80 -1.53895 3.09
90 -1.54430 2.76
100 -1.54860 2.49
110 -1.55214 2.26
120 -1.55509 2.07

© 2004 CRC Press LLC



TABLE 9.3

The [m, m] Homotopy-Padé approximation of the initial slope u'(0)
given by (9.37) when i = —1 and A = 1/4 compared with Kobayashi’s
numerical result.

[m, m] ' (0) Error (%)
[5, 5] -1.50419 5.28
10,10 -1.54600 2.65
15,15 -1.56437 1.49
20,20 -1.56474 1.47
25,25 -1.57666 0.72
30,30 -1.558032 0.49
35,35 -1.58187 0.39
40,40 -1.58301 0.32
45,45 -1.58388 0.26
50, 50 -1.58469 0.21
55,55 -1.58538 0.17
60, 60 -1.58605 0.13
TABLE 9.4

The analytic approximations of u”(0) given by
(9.38) when A= —1 and A = 1/4.

Order of approximation u’'(0)
10 3.79
20 6.41
30 8.96
40 11. 49
50 14.01
60 16.52
70 19.03
80 21.54
90 24.04
100 26.55
110 29.05
120 31.56
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TABLE 9.5

The [m, m] Homotopy-Padé approximations
of u”(0) given by (9.38) when h = —1 and
A=1/4.

[m, m] u”(0)

[5,5] 122.7
15] 6087.7
30] 168917
40] 643063
50] 2.15707 x10°
60] 8.78329 x10°
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FIGURE 9.1

The 30th-order approximation of «'(0) versus A. Solid line: A = —1; dash-
dotted line: & = —3/4; dash-dot-dotted line: i = —1/2.
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FIGURE 9.2
The h~curve of u/(0) at the 30th order of approximation when A\ = 1/4.
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FIGURE 9.3

The analytic approximations of the Thomas-Fermi equation given by (9.36)
when i = —1 and A = 1/4. Symbols: 10th-order approximation; solid line:
100th-order approximation.

© 2004 CRC Press LLC



10

Volterra’s population model

Consider the Volterra model for the population growth [99] of a species within
a closed system governed by a nonlinear integro-differential equation

du(t) K
I63 i u(t) —u?(t) — u(t)/o u(z)de, (10.1)

subject to the initial condition
u(0) = a, (10.2)

where u(t) is the scaled population of identical individuals, ¢ denotes the time,
and 3 = ¢/(ab) is a nondimensional parameter in which a > 0 is the birth
rate coefficient, b > 0 is the crowding coefficient, and ¢ > 0 is the toxicity
coefficient, respectively. For details the reader is referred to Scudo [99], Small
[100], TeBeest [101], and Wazwaz [102].

10.1 Homotopy analysis solution
10.1.1 Zero-order deformation equation

Let A > 0 denote a so-called time-scale parameter. Under the transformation

T=At,  w(T)=u(t) (10.3)
Equation (10.1) becomes
(ﬁ A2 ) dlgif) =) [w(r) — w2(7')] —w(T) /OT w(z)dz, (10.4)

subject to the initial condition
w(0) = o (10.5)

It was shown by Small [100] that a rise occurs along the solution curve
that will reach a peak and then followed by an exponential decay. So, it is
reasonable to express w(7) by a set of base functions

{exp(—nT1) | n>1} (10.6)
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in the form
+oo
w(r) =Y a, exp(—n7), (10.7)
n=1

where a,, is a coefficient. This provides us with the so-called rule of solution
expression of w(r). Under the rule of solution expression and using (10.5), it
is straightforward to choose the initial guess

wo(T) = o exp(—7) + v [exp(—7) — exp(—27)], (10.8)

where 7 is an auxiliary parameter to be determined later. Under the rule of
solution expression denoted by (10.7) and from Equation (10.4), it is straight-
forward to choose

df

Lf=— 10.9
f=7-tf (10.9)
as the auxiliary linear operator, which has the property

Lle™™] =0. (10.10)

From Equation (10.4), we define the nonlinear integro-differential operator

N (i), M) = 0820 P2 D  A(g) [a(r:q) — @ (rs0)]
+ @(7;9) /OT ®(z; q)d, (10.11)

where ¢ € [0,1] is an embedding parameter, ®(7;¢q) is a function of 7 and g,
and A(g) is a function dependent of g. Let % # 0 denote a nonzero auxiliary
parameter and H(7) a nonzero auxiliary function, respectively. We construct
the zero-order deformation equation

(1—q) L[®(7:9) — wo(T)] = ¢ h H(1) N'[®(7; ), A(q)], (10.12)
subject to the initial condition
®(0;9) = o, (10.13)

where ¢ € [0,1] is an embedding parameter.
When g = 0, it is straightforward that

O(7;0) = wo(7). (10.14)

When ¢ =1, since i # 0 and H(7) # 0, the zero-order deformation equations
(10.12) and (10.13) are equivalent to Equations (10.4) and (10.5), respectively,
provided

O(1;1) =w(r), Al)=A\ (10.15)
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Thus, as ¢ increases from 0 to 1, ®(7; ¢) varies from the initial guess wq(7) to
the solution w(7) of Equations (10.4) and (10.5), so does A(g) from the initial
guess

A(0) = Ao (10.16)

to the exact time-scale parameter A. Note that the zero-order deformation
equation (10.12) contains the auxiliary parameter i and the auxiliary function
H(7). The initial guess wo(7) contains the auxiliary parameter . Assume
that all of them are properly chosen so that in the whole region ¢ € [0,1]
there exist the solutions ®(7;¢q), A(q) of the zero-order deformation equations
(10.12) and (10.13), and also the terms

1 0"®(1;q
walr) = —a;n ) q:O, (10.17)
A, = LA (10.18)
n!  Oq" 4=0

Then, by Taylor’s theorem and using (10.14) and (10.16), we expand ®(7;q)
and A(g) in the series

+oo
O(75q) = wo(7) + > wa(7) ¢", (10.19)
+oo
Ag) =do+ Y Ang™ (10.20)
n=1

Assuming that the auxiliary parameters A, vy, and the auxiliary function H(7)
are properly chosen so that the above series converge at ¢ = 1, we have, using
(10.15), the solution series

+oo
w(r) = wo(r) + > wa(7), (10.21)
n=1
+oo
A=X+ > An (10.22)

At the Mth order of approximation, we gain

M
w(r) & wo(T) + Y wn(7), (10.23)
M n
AR Ao+ D An (10.24)
n=1
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10.1.2 High-order deformation equation

For brevity, define the vector
@ = {wo(7),wi (), wa(m)},  An = {ho, Aryeoos A}

Differentiating the zero-order deformation equations (10.12) and (10.13) n
times with respect to the embedding parameter ¢ and then dividing by n! and
finally setting ¢ = 0, we have the high-order deformation equation

L [wn(7) = Xn wn_1(7)] = h H(T) Ry(@p_1, Xn_1), (10.25)
subject to the initial condition
w,(0) =0, (10.26)
where X, is defined by (2.42) and

ARn(d%—lvxn—l)
L " 'N[e(1;9),A(g)]
(n—1)! Ogn—1

q=0

n—1 J n—1

=8> w1 5N AN — > A wa1-5(7)
= — =

+ Z)\n 1- gzwz T)wj—i(

+ ;Own,l,jm /0 wj(z)dz. (10.27)

There are two unknowns: A,_; and w, (7). However, we have only one
differential equation (10.25) for wy, (7). Thus, the problem is not closed and
an additional algebraic equation is needed to determine \,_;. Using (10.8)
and (10.27), it is straightforward to get

1 (o, )\0 Z a1,m exp(—m T) (10.28)

where

~y
alez(a4—7)(04—5-—,M)—/3A3>

and a1 ; (j = 2,3,4) are coefficients. Note that the auxiliary function H(7)
is unknown right now. According to the rule of solution expression denoted
by (10.7) and from Equation (10.25), the auxiliary function should be in the
form

H(r) = exp(ss ),
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where k is an integer. It is found that, when x > 1, the solution w, (1) of
Equation (10.25) contains a constant term that does not vanish at infinity.
This disobeys the rule of solution expression denoted by (10.7). When k < —2,
the solution w,, (1) of Equation (10.25) does not contain the term exp(—27),
and this disobeys the so-called rule of coefficient ergodicity. So, k should be
either 0 or 1. When s = 1, we cannot give an additional algebraic equation
for Ag so that the problem is still not closed, and this disobeys the rule of
solution existence. So, only k = 0 is possible, which uniquely determines the
auxiliary function

H(r)=1. (10.29)

In this case, the right-hand side of the first-order deformation equation (10.25)
contains the term exp(—7). Then, according to (10.10), wy(7) contains the
term 7 exp(—7), which disobeys the rule of solution expression denoted by
(10.7). To obey the rule of solution expression, we had to enforce a;; = 0,
ie.,

(o +7) (a + % — - B A%) —0, (10.30)

which provides us with the additional equation for Ag with the positive solu-

tion
\/— _
N — 1+ 2ﬁ(;/6+ 2a) 1 (1031)

Thereafter, it is straightforward to get the solution

wi(r) = h 24: ( ,m ) (exp™™ —exp™™7) . (10.32)

In general, the term R,,(W,_1, Xn,l) can be generally expressed by

2(n+1)
R, (W,— 1, Z An,m €xp(—m T), (10.33)

where a,, ,, is a coefficient, and we can get A,,_; by enforcing
an,1 = 0. (10.34)

In this way, we successively gain the solution

2(n+1) a
wn(T) = Xn—1 Wn—1(7) + A Z ( "m> e T —e M) (10.35)

of high-order deformation equations (10.25) and (10.26).
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10.1.3 Recursive expression

Considering the importance of Volterra’s population model, it is helpful to
give an explicit analytic expression of the solution. It is found that w,,(7) can

be expressed by
2(n+1)

wa(T) = Y bum exp(-m ), (10.36)

m=1

where by, ,,, is a coefficient. Substituting it into Equations (10.25) and (10.26),
we have the recursive formulae (n > 2,7 > 2)

n—2 n—2
Ani = 22 (A +B6;) bp—1-j1 — Bbox 20 Aidn—1-i
Apo1 = =0 =1 , (10.37)

(14 25X0)bo 1

BT + A — T
bn,i = X7LX2n+2—ibn—1,i + ( L T(Liz_;)<2n+2 ! Lﬂ), (1038)

2(n+1)

b1 = — Z by i, (10.39)

where
n—1

I, = > An—1—j dji, 2<i<2(n+1),

j=max{0,[(i+1)/2]-2}
—1  min{2(n—j),i}

Api= Z Z bpn_1-js Cjis; 1<i<2(n+1),
J=0 s=max{1,i—2(j+1)}
min{n—1,n—[(i+1)/2]}

Fn,i = Z (Z,B(Sj + )\]) bnflfj’i, 1 S ) S 2n7

§=0
under the definitions

n min{2(i+1),m—1}

Ao =Y > bij bnim—j, 2<m<2(n+1)
1=0 j=max{l,m—2(n—i+1)}

and
b,m

Crm = ==, 1<m<2(n+1),
2(n+1) bn,m

Cn,0 = )

m
m=1
611 = Z)\z )\n—z

=0
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in which the term [z] denotes the integer part of x. From (10.8) we have the
first two coeflicients

bO,l =a+t7, bo’g = —. (1040)

From these two coefficients and using the above recursive formulae, we can
successively calculate all coefficients b, ;. The Mth-order approximation of
u(t) is given by

M 2(n+1)

u(t) ~ Z Z bp,m exp(—m A t), (10.41)

n=0 m=1

where
M—-1
Am Y A (10.42)
n=0

When M — 400 we gain the explicit analytic solution

+00 2(n+1)

u(t) = Z Z bpm exp(—m A t), (10.43)

n=0 m=1

where

400
A=A (10.44)
n=0

10.1.4 Convergence theorem

THEOREM 10.1

If the solution series (10.21) and (10.22) converge, where wy(T) is governed
by Equations (10.25) and (10.26) under the definitions (10.27) and (2.42),
they must be the solution of Equations (10.4) and (10.5).

Proof: If the solution series (10.21) and (10.22) converge, it is necessary
that
lim  wp,(r) =0. (10.45)

m— 00

Then, using (10.9), (10.25), and (2.42), it holds

“+oo
h H(T) Z Rn(u_jn—la >\n—1)
n=1

= lim Llw,(n)]=L [ lim wm(T)} =0, (10.46)
m——+oo m——+oo
which gives, since /i # 0 and H(7) = 1,
+oo .
> Ry(n-1, A1) = 0. (10.47)
n=1
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Substituting (10.27) into the above expression and simplifying it, we have
+o0 2 d +00
n=0 n=0
+0o0 +o0o +0oo 2
_ (z An> [z wnm] . [z wnm]
n=0 n=0 n=0
+0oo T [+o0
— [Z wn(r)] / [Z wn(x)] dz. (10.48)
n=0 0 n=0
From (10.8) and (10.26), we have
+oo
> wn(0) = (10.49)
n=0

Comparing these two expressions with Equations (10.4) and (10.5), the solu-
tion series (10.21) and (10.22) must be the solution of the Volterra’s population
model, as long as they are convergent. This ends the proof.

10.2 Result analysis

According to Theorem 10.1 we should only focus on ensuring that the solution
series (10.21) and (10.22) converge. Note that there exists the integral term

/Ot u(z)dx

+oo
uw= /0 u(zx)dz (10.50)

in Equation (10.1) and the value

denotes the total scaled population and thus has an important meaning. Un-
der the transformation (10.3), the above expression becomes

+oo
Ap= /0 w(§)d¢. (10.51)

10.2.1 Choosing a plain initial approximation

For the given o and (3, we have freedom to choose the auxiliary parameters A
and -, which influence the convergence region and rate of the solution series
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(10.21) and (10.22). Generally speaking, for any chosen value of ~, we can
investigate the inﬂuence of % by plotting the so-called fi-curves (see page 26
and §3.5.1) of f x)dz. For example, con51der the case @ = 1/10 and

= 1/5. The correspondlng h-curves of fo (x)dx at the 10th order of
approx1mat10n when v = 1,2, 3,4 are as shown in Flgure 10.1. Note that the
corresponding valid region of & increases when v decreases from 4 to 2, but
there is no such valid region when v = 1. From these A-curves, it is clear
that when o = 1/10 and 8 = 1/5, the approximation series of fo (x)dx
converges if 2 <y <4 and £ is chosen in the corresponding valid region. For
instance, when v = 3 corresponding to

Ao = 1.27492

given by (10.31), the approximation series of f0+°° u(x)dx is convergent by
means of i = —1/2, as shown in Table 10.1. It is found that, in general, as

long as the series of f0+°° u(z)dx converges, the corresponding series (10.22) of
A also converges, as shown in Table 10.1 for the special case. The homotopy-
Padé technique (see page 38 and 83.5.2) greatly enhances the convergence rate
of the series of A and fo (z)dx, as shown in Table 10.2. It is found that the
[m, m] homotopy-Padé approxnnants are independent of A. Also, as long as
the series of f0+oo u(z)dx converges, the corresponding series (10.21) converges
in the whole region 0 < t < 400 to the numerical results [100, 101, 102], as
shown in Figure 10.2 for the special case of &« = 1/10 and 8 = 1/5. In this
way we can gain the analytic solutions for any given values of a and S.

10.2.2 Choosing the best initial approximation

Note that the initial approximation wg(7) is determined by the auxiliary pa-
rameter . Clearly, a better choice of v should give a better series which
approximates the solution more efficiently. At the zero order of approxima-
tion we have

“+oo
A= / wo(z)dx. (10.52)
0

At the first order of approximation it holds

400 “+ o0
A~ / wo(z)dz —|—/ wy (z)d. (10.53)
0 0

Obviously, we can choose 7 in such a way that the zero-order approximation
(10.52) is so accurate that its first-order approximation (10.53) cannot give a
better result of A y, i.e.,

+o0o
/ wi(x)dz = 0. (10.54)
0
This gives an algebraic equation

246 4 N2 4 2(60% + 67 + 4a v + 73 Ao — 3(4a* + 8ay +372) = 0. (10.55)
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Solving the set of two algebraic equations (10.30) and (10.55), we can obtain
the “best” positive values of Ay and « for any given values of o and (3. For
example, when o = 1/10 and § = 1/5, the best values of Ay and ~y are

Ao = 1.02682,  ~ = 2.27538. (10.56)

The above “best” value of « explains why the valid region of & corresponding
to v = 2 is longer than that of v = 3 and v = 4, as shown in Figure 10.1. The
corresponding solution series are indeed convergent more quickly, as shown
in Table 10.3. Also, the homotopy-Padé technique can greatly accelerate the
convergence of the solution series, as shown in Table 10.4. It is interesting
that, when o = 1/10 and 8 = 1/5, the series of the time-scale parameter A
converge to the same value 0.986, although two different values of Ay are used,
as shown in Tables 10.1 to 10.4. Like 0+°° u(z)dz, the time-scale parameter A

depends upon « and 3. It decreases as the term f0+°° u(z)dx increases, thus,
the time-scale parameter A\ might have some physical meanings.

Using the “best” values of v and Ag given by (10.30) and (10.55), we can
analytically solve Volterra’s population model more efficiently. The conver-
gent analytic results of u(t) when @ = 1/10 and § = 1/10,1/5,1/2,1 and 10
are as shown in Figure 10.3. The total scaled population f0+°° u(zx)dz, the
time-scale parameter A, and the corresponding best values of v and Ay for
some « and 3 are listed in Table 10.5 .

This example illustrates that the homotopy analysis method is valid for
nonlinear integro-differential equations.
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TABLE 10.1

The analytic approximations of fooo u(z)dx and A given by
(10.23) and (10.24) when o = 1/10, 5 = 1/5 by means of
v =3,X = 1.27492, and h = —1/2.

Order of approximation f0+oo u(x)dx A
10 1.194 1.014
20 1.196 0.988
30 1.196 0.983
40 1.197 0.983
50 1.197 0.983
60 1.197 0.984
70 1.197 0.985
80 1.197 0.985
TABLE 10.2

The [m, m] homotopy-Padé approximations of
Jo° w(z)de and XA when o = 1/10, 8 = 1/5 by
means of v = 3 and \g = 1.27492.

[m,m] f0+oo u(x)dz A

5,5] 1.196 0.982
10,10 1.197 0.987
15.15 1.197 0.986
20,20 1.197 0.986
25,25 1.197 0.986
30,30 1.197 0.986
35,35 1.197 0.986
40,40 1.197 0.986

© 2004 CRC Press LLC



TABLE 10.3

The analytic approximations of fooo u(z)dz and A when

a =1/10,8 = 1/5 by means of v = 2.27538, Ay = 1.02682,

and A = —1.
Order of approximation f0+oo u(z)dx A
10 1.195 0.997
20 1.197 0.985
30 1.197 0.985
40 1.197 0.986
50 1.197 0.986
60 1.197 0.986
70 1.197 0.986
80 1.197 0.986
TABLE 10.4

The [m, m] homotopy-Padé approximations of
Jo© w(z)de and A when v =1/10,3 = 1/5 by
means of v = 2.27538 and Ao = 1.02682.

[m,m] f0+°° u(z)dx A

[5,5] 1.197 0.986
10,10 1.197 0.986
15,15 1.197 0.986
20,20 1.197 0.986
25,25 1.197 0.986
30,30 1.197 0.986
35,35 1.197 0.986
40, 40 1.197 0.986

TABLE 10.5

The convergent analytic results and the corresponding “best”

values of v and Ay for @ = 1/10 and different values of 3.

B Ao v f0+°O u(w)dw A
1/10 1.19933 2.48633 1.100 1.000
1/5 1.02682 2.27538 1.197 0.986
1/2 0.75414 1.87701 1.418 0.836

1 0.55274 1.51653 1.627 0.626

10 0.15621 0.57101 2.572 0.157
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FIGURE 10.1

The Ah-curves of f0+oo u(z)dz at the 10th order of approximation when a =
1/10 and 8 = 1/5 with different values of . Dashed line: v = 1; dash-dotted
line: v = 2; solid line: v = 3; dash-dot-dotted line: v = 4.
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u(t)

FIGURE 10.2

Comparison of the numerical result [100, 101, 102] with the analytic approxi-
mations of u(t) when o = 1/10 and 8 = 1/5 by means of vy = 3 and h = —1/2.
Symbol: numerical result; dashed line: 10th-order analytic approximation;
dash-dotted line: 20th-order analytic approximation; solid line: 50th-order
analytic approximation.
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FIGURE 10.3

Comparison of the numerical results [100, 101, 102] with the analytic ap-
proximations of u(¢) when o = 1/10 and 5 = 1/10,1/5,1/2,1,10 by means
of i = —1 and the “best” values of Ay and ~ given by (10.30) and (10.55).
Symbol: numerical result; solid line: analytic results at the 20th (8 = 1/10),
30th (8 = 1/5), 40th (8 = 1/2), 50th (8 = 1), and 50th order (8 = 10) of
approximation, respectively.
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11

Free oscillation systems with odd nonlinearity

Consider free oscillations of a conservative system with odd nonlinearity gov-
erned by ) ) )
U(t) = flU1),U(1), U(®)], (11.1)

where t denotes the time, the dot denotes derivative with respect to ¢, and
fIU®),U(t),U(t)] is a known function of U(t), U(t), and U(t), respectively.
Unlike perturbation techniques, it is unnecessary to assume the existence of
any small/large parameters in Equation (11.1). This equation is very general
and describes many problems in science and engineering.

Physically speaking, free oscillation of a conservative system is a periodic
motion. Let w and a denote the frequency and amplitude of the oscillation,
respectively. Physically, the frequency w can be regarded as a time scale.
For a linear system, the frequency is independent of the amplitude. However,
for a nonlinear system, it is important to know the relationship between the
frequency and amplitude. In a nonlinear conservative system, the amplitude a
is physically determined by initial conditions and is related to the total kinetic
energy. Without the loss of any generality, we may consider free oscillations
with amplitude a under the initial conditions

U(0) =0,U(0) = a. (11.2)

11.1 Homotopy analysis solution
11.1.1 Zero-order deformation equation

Obviously, free oscillations of a conservative system with odd nonlinearity can
be expressed by the base functions

{cos(mwt) |m=1,2,3,---}. (11.3)
Under the transformation 7 = wt and U(t) = u(7), Equation (11.1) becomes
Wi (1) = flu(r),wd (1), w?u (1)], (11.4)

subject to the initial conditions

u(t)=a, W'(r)=0, whenr7=0, (11.5)
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where the prime denotes derivative with respect to 7. From (11.3), u(7) can
be expressed by the base functions

{cos(mT) | m=1,2,3,---} (11.6)
in the form
+oo
= ch cos(kT), (11.7)
k=1

where ¢y, is a coefficient. This provides us with the so-called rule of solution
exPression.

Let wg denote the initial guess of the frequency w. Obviously, under the
rule of solution expression denoted by (11.7) and using the initial condition
(11.5), it is easy to choose

uo(T) = acost (11.8)

as the initial guess of u(7), where a is the amplitude of oscillation. Under the
rule of solution expression denoted by (11.7), we choose the auxiliary linear
operator

0?®(T;
clotrig) = o 225D 1 a(ria) (119
or
with the property
L(CysinT 4+ CycosT) = 0. (11.10)
From Equation (11.4), we define the nonlinear operator
0?®(T;
N [@(ri0). 2(a)] = 2%(q) T2
_ 0(139) (1o, O (750)
— f|®(7;9),2q) T’Q (q) 32 | (11.11)

where ®(7;¢) is a function of 7 and ¢, Q(g) is a function of ¢q. Let ki de-
note a nonzero auxiliary parameter and H(7) a nonzero auxiliary function,
respectively. We then construct the zero-order deformation equation

(1—q) L[®(159) — uo(7)] = q h H(1) N[®(7;9), Aq)], (11.12)
subject to the initial conditions
3(0;9) = a, oe(rig)|  _, (11.13)
or =0

When ¢ = 0, it is clear that Equations (11.12) and (11.13) have the solution
'1)( ) = Up ’7'), Q(O) = Wwy- (1114)

(
When ¢ = 1, since it # 0 and H(7) # 0, Equations (11.12) and (11.13) are
equivalent to Equations (11.4) and (11.5), respectively, provided

(

o(r;1) =u(r), Q1) =w. (11.15)
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Therefore, as ¢ increases from 0 to 1, ®(7;¢) deforms from the initial guess
up(T) = acosT to the exact solution u(7), and (g) varies from the initial
guess wy to the exact frequency w, respectively.

Using (11.14) and Taylor’s theorem, ®(7;¢) and Q(q) can be expanded in
the power series of ¢ as follows:

o0
O(riq) = uo(r) + > um(r) ¢, (11.16)
m=1
—+o0
Qg) =wo+ Y wm ™, (11.17)
m=1
where
U (1) = i, 6(1)—(;;(1) , Wm= i, 0 QWSQ) (11.18)
m/! dq 4=0 m!  Jq =0

Note that the zero-order deformation equation (11.12) contains the auxiliary
parameter /i and the auxiliary function H (7). Thus, ®(7;¢) and Q(q) are also
dependent upon them. Assuming that & and H(7) are properly chosen so that
the above series converge at ¢ = 1, we have, using (11.15), the solution series

+oo
u(r) = uo(7) + Y um(7), (11.19)
+<>om
w=wot Y W (11.20)

11.1.2 High-order deformation equation
For brevity, define the vectors
’FI:” = {UO(T)7U1(T)7 e ,Un(T)} ) ﬁn = {woawla T awn} .

Differentiating the zero-order deformation equations (11.12) and (11.13) m
times with respect to ¢, then setting ¢ = 0, and finally dividing it by m!, we
gain the so-called high-order deformation equation

L [um(7) = XmUm—1(7)] = h H(T) Rpn (-1, @m-1), (11.21)
subject to the initial conditions
um(0) = ul,(0) = 0, (11.22)
where X, is defined by (2.42) and

L d"'N[@(759), ()]

T g (11.23)

Rm(ﬁm—la o-_}m—l) =
( q=0
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Note that there are two unknowns: wu,,(7) and w,,—1. However, we have
only Equations (11.21) and (11.22) for u,, (7). Thus, the problem is not closed
and an additional algebraic equation is needed to determine w,, 1. Under the
rule of solution expression denoted by (11.7) and due to the odd nonlinearity
of the conservative system, Ry, (@,—1,Jm—1) can be expressed by

o(m)

R (Um—1,Om—1) = Z bin,n (@m—1) cos[(2n + 1)7], (11.24)
n=0

where by, n(@Dm—1) is a coefficient dependent of &,,_1, and the integer p(m)
depends upon m and the form of Equation (11.1). In order to comply with
the rule of solution expression denoted by (11.7), H(7) should be in the form

H(t) =cos(2k7), Kk=0,1,2,3,---
For simplicity, we choose x = 0, corresponding to
H(r)=1. (11.25)

According to the property (11.10) of £, the solution of Equation (11.21) in-
volves the so-called secular term 7 cos 7 if

Rm(ﬁm—la OT5171—1)

contains the term cos 7. This disobeys the rule of solution expression denoted
by (11.7). Thus, the coefficient by, ¢ in (11.24) must be enforced to be zero.
This provides us with the additional algebraic equation

bim,0(@m—1) =0, (11.26)

which yields wy,_1. This equation is often nonlinear when m = 1 for wg but is
always linear otherwise. Thereafter, it is easy to gain the solution of Equation
(11.21):

so(m (@
U (T) = XmUm—1( o2 Z b (@m—1) 1 cos(nr)

+ CysinT 4+ Cycos T, (11.27)

where C and Cy are two coefficients. Using (11.22), we obtain C; = 0. To
ensure that the oscillation amplitude equals to a, we use

Um (0) — up(7) =0, m=1,2,3,---, (11.28)

which determines Cs, thus producing wy,—1 and u,,(7) successively. At the
Mth-order of approximation,

M
Y t(7), (11.29)
m=0

M
WA Y wn (11.30)
m=
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The above approach is very general and valid even for free oscillations of
conservative systems with odd nonlinearity in more general cases, governed
by

F [U(t), U(t),U(t), signU(t), signU (t), signU(t)} =0, (11.31)
where .
. 1, when x > 0,
sign(z) = { —1, when z < 0. (11.32)

With transformation 7 = w ¢t and U(t) = u(7),
F [u(r), wd (1), w?u” (1), sign(u), sign(u'), sign(u)] = 0. (11.33)

Let a (a > 0) denote the amplitude and ug(7) = acos7 the initial approxi-
mation of oscillation. For free oscillations of conservative systems with odd
nonlinearity,

sign(u) = sign(ug) = sign(cos ), (11.34)

and similarly,
sign(u') = —sign(sin ), sign(u”) = —sign(cos 7). (11.35)
Thus, Equation (11.33) is equivalent to

F [u(r),wd/ (1), w?u" (1), sign(cos ), —sign(sin 7), —sign(cosT)] = 0.

Using
sign(cosT) = — Z - cos[(2k + 1)7], (11.36)
T k=0
sign(sint) = — Z Qk sm [(2k + 1)7], (11.37)
we write

flu(r), (1), w?u” (7)]

= F [u(r),wd/(7),w*u (1), sign(cos T), —sign(sin 7), —sign(cos 7)] .

Similarly, we are able to solve free oscillations of conservative systems with
odd nonlinearity, governed by Equation (11.31).
Note that
|z| = = sign(x).

Equation (11.31) is therefore equivalent to the equation
& (U, 06,0610 0L T0] <o, (11.39)

where G is a function of U(t), U(t), U(t),|U(t)|,|U(t)|, and |U(t)|.
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11.2 Illustrative examples
11.2.1 Example 11.2.1

Consider free oscillations of a conservation system with odd nonlinearity gov-
erned by

U(t) + U(t) = e U(t) U?(t). (11.39)

Under the transformation 7 = wt and U (t) = u(7),
WA (1) + u(t) = € w? u(T)u?(7). (11.40)

All other related formulae are the same as those given in §11.1. From (11.23)
and (11.39),

Rm(ﬁm—la ij—l)

m—1

_ . . 1"

= WjWn—j | Up—1-p + Unm—1
n=0

S

7=0
m—1 n % m—1—-n
— € Z (Z un_iZwrwi_T> Z u;u;n_l_n_j . (11.41)
n=0 \i=0 r=0 7=0
When m = 1 we obtain from (11.26) the algebraic equation
1
a— awd — Za%w% =0, (11.42)
which gives
1
wo = (11.43)

W1+ iea2
The frequency w at the first and second order of approximation is given

by

h (ea®) [2 + (ea® — 2)wd]

32(4 + ea?)wq

W~ Wy +

and
h (ea?) [2 + (ea? — 2)wd]
16(4 + ea?)wy
h2<€a2) 4/ 23 2 2 242
+ G1AA(1 + ca?)?d [39wg (ea®)? + 4w (43w + 17)(ea?)

+4(97w) + 98wg — 3)(ea®) — 192 (9wg — 10w + 1)],

w R~ wy +

respectively. These approximations contain the auxiliary parameter 2. When
h = —1, the series of frequency is convergent only in the region 0 < ea? < 5,
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as shown in Figure 11.1. Note that the convergence region becomes larger
when £ is chosen closer to 0, as shown in Figure 11.1. Therefore, A should
be defined as a function of ea?, whose absolute value should decrease as ea?
increases. When h = —w2 = —(1 + €a?/4)~! the series for the frequency
converges quickly in the whole region 0 < ea? < +oo, as shown in Figure
11.1. Selecting

h=—(1+e?/4)7",

we gain the first-order approximation

256 + 128¢a? + 13(ea?)?
8(4 + ea?)>/2 ’

(11.44)

and the second-order approximation

393216 + 393216¢€a? + 142848(ea?)? + 21248(ea?)? + 1181(ea?)?
Y 768(4 + ea?)?/? ’
(11.45)
These two approximations agree with the numerical results in the whole re-
gion:
0<ea® < +00,
as shown in Figure 11.1. This example illustrates that the auxiliary parameter
h provides a convenient way to adjust the convergence region and rate of
solution series.

11.2.2 Example 11.2.2

Consider free oscillations governed by

U(t) + U(t) + e U3(t) = 0. (11.46)

The exact frequency is

1 2/2
Yo TV1L+ea?/2 (11.47)

2K(p)

where )
€a

2 + ea?
and K (u) is the complete elliptic integral of the first kind.

Under the transformation 7 = wt and U(t) = u(r), Equation (11.46)
becomes

n==

Wi (1) +u(t) +eu(t) = 0. (11.48)

All related formulae are the same as those given in §11.1. From (11.23) and
(11.46),

1
R, = E WiWn—j | Upy—1—p + Um—1
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m—1 n
+ € Z Zujun_j Upp—1—n- (11.49)
n=0 \j=0
When m = 1 we obtain from (11.26) the algebraic equation

a+ zea?’ —aw? =0, (11.50)

3
wo =4/1+ ZeaQ. (11.51)

The frequency w at the first and second order of approximation is given
by

which yields

h(ea?)

~ 2 2
~w0+m [2(1 —wi) + 3 ed’], (11.52)
and
h(ea?)
w R wy + 3976807 {1024(wj — w) + 1536wy (ea®)
— h[(576w§ — 640w) + 64w]) — (940w] — 168w — 4)(ea?)
+ (84w] +12)(ea®)® + 9(ea®)?] }, (11.53)

respectively. Note that the series of frequency contains the auxiliary parame-
ter i. When —1 < h < 0 the series of frequency converges in the whole region

0 < ea? < 400. Choosing h = —1, we gain the first-order approximation
256 + 384€a® + 141¢%a?
n 220 I00ca” 4 12leTa (11.54)
32(4 + 3ea?)3/2
and the second-order approximation
131072 + 393216€a? + 440832¢2a* + 218880e3a8 + 40599¢*a®
w . (11.55)

1024(4 + 3ea?)7/2

The maximum error of the first- and second-order approximation is only 0.09%
and 0.07% in the whole region 0 < ea? < +oo, respectively! The first-order
approximation given by the proposed approach agrees with the exact result,
as shown in Figure 11.2.

11.2.3 Example 11.2.3

Consider free oscillations of conservative system with odd nonlinearity, gov-
erned by

U(t) + U(t) + eU®)|U )] = 0. (11.56)
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With transformation 7 = wt and U (t) = u(7),

W (1) + u(t) + eu® (1) signfu(r)] = 0, (11.57)
which is equivalent to the equation

w2 (1) + u(t) + eu?(7) signcos 7] = 0. (11.58)

All related formulae are the same as those given in §11.1. From (11.23) and
(11.46),

m—1 n
Ry = D wiwn—j | Um_1_p(7) + Uum-1(7)
n=0 \j=0
m—1
+ € sign(cos T) Z U (T) U —1—n (T). (11.59)
n=0

When m = 1 we obtain from (11.26) the algebraic equation

8 2
a+ g—i — aw? =0, (11.60)

8
wo = ,/1+§. (11.61)

Note that the solution series for frequency contains the auxiliary parameter
h. We gain the frequency at the first several orders of approximation and find
that the series of frequency is convergent when —2 < h < 0. When h = —1,
the first order of approximation

which gives

w41 —
T

20,1 1.1 2 —3/2
8ca  20,1789,3901,1695 (ea) | S (11.62)
37 406,4428, 1993, 5152 3

agrees with the numerical results in the whole region 0 < € a < +00, as shown
in Figure 11.3.

11.3 The control of convergence region

As mentioned before, i = —1 corresponds to the traditional method of con-
structing a homotopy. In Example 11.2.2 and Example 11.2.3, using h = —1
we obtain accurate approximations valid in the whole regions 0 < ea? < +oo
and 0 < ea < 400, respectively. In Example 11.2.2 and Example 11.2.3, using
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(11.9) as the auxiliary linear operator £, we gain accurate approximations by
setting A = —1, as shown in Figures 11.2 and 11.3. However, in Example
11.2.1, the series of frequency converges in a fairly small region 0 < ea® < 5
when i = —1. Thus, we had to choose h = —(1 + ea?/4)~! to adjust its con-
vergence region to ensure that it is valid in the whole region 0 < ea? < 400,
as shown in Figure 11.1.

Note that the auxiliary linear operator £ defined by (11.9) contains the
term w3. If we replace (11.9) with

9*®(7; q)

LIe(r;0)] = —5 5

+ ®(7;q), (11.63)

we gain the frequency of Example 11.2.2 at the first order of approximation:

h(ea?)
128w,

w R wo + [2(1 — w§) + 3 ea”] (11.64)

and at the second order of approximation:

w A wy + M {1024(wg — w) + 1536w (ea?)
32768w]
—h Wi [(576w§ — 640w + 64w]) — (940wy — 168wy — 4)(ea?)
+ (84wg +12)(ea®)* + 9(ea®)?] }, (11.65)

respectively, where wy is defined by (11.51). Unfortunately, when i = —1, the
above approximations are valid in restricted regions much smaller than those
of (11.54) and (11.55) given by the auxiliary linear operator (11.9) and the
same value of i, as shown in Figure 11.2. In this case we must choose

3 -1
h=—wy?=— (1—|—Zea2>

to adjust the convergence region so that the series of frequency is convergent
in the whole region 0 < ea? < +00. Using the above expression of h, we gain
the same results as in (11.54) and (11.55), respectively.

Similarly, when A = —1 and using the auxiliary linear operator defined by
(11.63), the corresponding series of frequency of Example 11.2.3 also converges
in a restricted region much smaller than that of (11.62) given by the auxiliary
linear operator (11.9) and the same value of #, as shown in Figure 11.3. In

this case we must select
8ea\ *
A=—(1+—
(1+5)

to gain the accurate approximations valid in the whole region 0 < ea < +oc.
Using the above expression of /i, we gain exactly the same result as (11.62).
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However, using the auxiliary linear operator £ defined by (11.63), we gain
the frequency w of Example 11.2.1 at the first order of approximation:
hwy (€a?) [2+ (ea® — 2)wg]
32(4 + ea?)

W~ wy +

and at the second order of approximation:

h wo (ea2) 2+ (ea® — 2)wi]

WA wot 16(4 + €a?)
h2wo(ea
+ m (39w (€a®)? + 4w (43wi + 17)(ea®)?

+4(97wg + 98wg — 3)(ea®) — 192 (9w — 10w + 1)]

respectively. They are exactly the same as (11.44) and (11.45) when h = —1.

These examples illustrate that, for given auxiliary linear operator and aux-
iliary function, the auxiliary parameter A provides a convenient way to control
the convergence region and rate of solution series. The auxiliary parameter A
plays an important role in the homotopy analysis method.
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FIGURE 11.1

Comparison of the exact w with the approximate results of Example 11.2.1
given by the auxiliary linear operator defined by (11.9). Symbols: exact result;
dashed line: first-order approximation (11.44) when i = —(1+ea?/4)~1; solid
line: second-order approximation (11.45) when h = —(1 + ea?/4)~!; dash-
dotted line: sixth-order approximation when h = —1/2; long-dashed line:
sixth-order approximation when i = —1/5; dash-dot-dotted line: sixth-order
approximation when i = —1/10.
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FIGURE 11.2

Comparison of the exact w with the approximate results of Example 11.2.2
when i = —1 by different auxiliary linear operators. Symbols: exact result;
solid line: first-order approximation (11.54) given by the auxiliary operator
defined by (11.9); dashed line: first-order approximation (11.64) given by
the auxiliary linear operator defined by (11.63); dash-dotted line: second-
order approximation (11.65) given by the auxiliary linear operator defined by
(11.63).
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FIGURE 11.3

Comparison of the exact w with the approximate results of Example 11.2.3
when i = —1 by different auxiliary linear operators. Symbols: exact result;
solid line: first-order approximation (11.62) given by the auxiliary linear op-
erator defined by (11.9); dashed line: first-order approximation given by the
auxiliary linear operator defined by (11.63) of £; dash-dotted line: second-
order approximation given by the auxiliary linear operator defined by (11.63).
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12

Free oscillation systems with quadratic
nonlinearity

Consider free oscillations of a conservative system with quadratic nonlinearity,
governed by

0(t) = FIU (), U, T 1), (12.1)

where t denotes the time, the dot denotes derivative with respect to ¢, and
fIU#),U(t),U(t)] is a known function of U(t), U(t), and U(t). Physically, free
oscillation of conservative systems is a periodic motion. Let w and a denote
the frequency and amplitude of oscillation, respectively. Define the mean of
motion

5= % /OT U(t)dt, (12.2)

where T' = 27 /w is the period of oscillation. For conservative systems with
quadratic nonlinearity, the mean of motion ¢ is generally nonzero. This is
the main difference between free oscillations of conservative system with odd
nonlinearity and those with quadratic one. Obviously, both § and w have
clear physical meanings. For conservative systems, the oscillation amplitude
a is determined by initial conditions and is related to the total kinetic energy.
Both w and ¢ are dependent of a. Without the loss of generality, we consider
oscillations with amplitude a under the initial conditions

U@)y=0  U0)=a+ad. (12.3)

Unlike perturbation techniques, we need not assume that Equation (12.1)
contains any small/large parameters.

12.1 Homotopy analysis solution
12.1.1 Zero-order deformation equation

Obviously, the free oscillation can be described by the base functions

{cos(mwt) | m =10,1,2,3,---} (12.4)
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in the form:
“+o00o

Uit)=4+ Z Cm, cos(mwt), (12.5)
m=1

where ¢, is a coefficient. Under the transformation
T=wt, U(t) =68+ u(r), (12.6)
Equations (12.2) and (12.3) become
WA (1) = FI0 4+ u(r),wu (1), w?u” (1)], (12.7)

and
u(0) =a, u'(0)=0, (12.8)

respectively, where the prime denotes derivative with respect to 7. Obviously,
u(7) can be expressed by the base functions

{cos(m7) | m=1,2,3,--} (12.9)
in the form:

+oo
u(r) = Z Cm cos(mT). (12.10)

This provides us with the rule of solution expression for free oscillations of
conservative systems with quadratic nonlinearity.

Note that the frequency w and the mean of motion § are unknown. Let
wo, 99 denote the initial guesses of w and 4, respectively. Under the rule of
solution expression denoted by (12.10) and from (12.8), it is easy to choose

uo(T) = acost (12.11)

as the initial guess of u(7), where a is the amplitude of oscillation. Moreover,
under the rule of solution expression denoted by (12.10) and from Equation
(12.7), we choose the auxiliary linear operator

0%®(T;
L[®(759)] = wf # +®(59)|, (12.12)
or
with the property
L(CysinT 4+ CycosT) = 0. (12.13)

where ¢ is an embedding parameter, ®(7;¢q) is a function of 7 and ¢, C; and
C5 are coefficients. From Equation (12.7), we define the nonlinear operator

N[@(7;9),2(q), Alq)]

= 0?(q) %
T 2 T
— [ |Alg) + @(739), 2(q) %’92@ % : (12.14)
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where Q(¢q) and A(q) are functions of the embedding parameter g € [0, 1],
corresponding to the frequency w and the mean of motion d, respectively.

The homotopy analysis method is based on such continuous variations
®(715q9), Q(q), and A(g) that, as the embedding parameter ¢ increases from 0
to 1, ®(7; q) varies from the initial guess ug(7) to the exact solution u(7), so
does Q(g) from the initial guess wg to the exact frequency w, and A(q) from
the initial guess Jp to the exact mean of motion &, respectively. To ensure
this, we construct such a homotopy in a more general form (see §3.6):

H[®(7T;9),2q), Alg), H(T), Ha(T), I, Iz, q
=1 —q) L[®(1;q) —uo(T)] — q h H(T) N[®(7;9),2(q), Aq)]
— hy Ha(7) (1—q) {(f[A(q),0,0] = £[00,0,0]) + [2*(q) — w5] ug ()}

where g € [0, 1] is the embedding parameter, /i and /iy are nonzero auxiliary
parameters, H(7) and Hs(7) are nonzero auxiliary functions, respectively.
Writing

H[Q)(T; q)7 Q(Q)? A(q)7 H<T)7 Hy (T)a h, ha, (I} =0,

we have the zero-order deformation equation

(1 —q) L[®(7;q) — uo(7)]
thH(T)N[ (159 )7Q(q)>A(Q)]
+ hyp Ha(1) (1 - q) [2*(q) — wp] ug (1), (12.15)
subject to the initial conditions
®(0;q) = a, w =0. (12.16)
T =0

When ¢ = 0 it is easy using (12.11) and (12.15) to show that
O(7;0) = uo(7), Q0) =wo, A(0) = dy. (12.17)

When ¢ = 1, since i # 0 and H(7) # 0, Equations (12.15) and (12.16) are
equivalent to the original ones (12.7) and (12.8), respectively, provided

(1) =wu(r), Q1)=w, A(l)=0. (12.18)

Therefore, as ¢ increases from 0 to 1, ®(7;q) varies from the initial guess
uo(T) = acosT to the exact solution u(7), so does Q(g) from the initial guess
wp to the exact frequency w, and A(q) from the initial guess g to the exact
mean of motion §, respectively.

Note that the zero-order deformation equation (12.15) contains the aux-
iliary parameters £, fis and the auxiliary functions H(7) and Ha(7). Assume
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that all of them are properly chosen so that Equations (12.15) and (12.16)
have solutions ®(7;¢), Q(q), and A(q) for all ¢ € [0,1] and, in addition, the
so-called high-order deformation derivatives

_ 9"®(139) Jiml . 97$a)

ugm] (T) 8qm s sy = aqm
q=0

slm) _ 9" A(q)
’ 0o - m
q=0 dq q=0

exist for m > 1. Then, by Taylor’s theorem and using (12.17), we expand
®(7;q), Qq), and A(q) in the power series of ¢ as follows:

“+oo
O(759) = uo(T) + Y um(7) ¢, (12.19)
m=1
—+o0
Ag) =wo+ Y wm ™, (12.20)
m=1
“+o00
Alg) =60+ > 6mq™, (12.21)
m=1
where ] ] -
ug (1) W™ o
um(T) = Om! 3 Wm = ﬁ, m = % (1222)

Assuming that the auxiliary parameters f, fi; and the auxiliary functions H(7)
and H(7) are properly chosen so that the above series converge at ¢ = 1, we
have using (12.18) the solution series

+oo
u(t) = uo(7) + Y wm(7), (12.23)
m=1
+oo
w=wot Y W, (12.24)
m=1
“+00
§=00+ Y Om. (12.25)
m=1

12.1.2 High-order deformation equation
For brevity, define the vectors
ﬁn = {UO(T)aul(T)a e ,un('r)} ) u—jn = {wo,wl, e ;wn}

and .
6TL = {603517”')61'7,}'

Differentiating Equations (12.15) and (12.16) m times with respect to ¢, then
setting ¢ = 0, and finally dividing it by m!, we have the so-called high-order
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deformation equation

L [t (T) = XmUm—1(7)] = h H(7) Rin (@1, Fm—1,0m—1)
+ hy Hy(7) Sy (T, B> Om), (12.26)
subject to the initial conditions
um(0) = ul,(0) = 0, (12.27)
where X, is defined by (2.42),

Rm(ﬁmfh "‘_jmfla gmfl)

1 d™IN[@(739), Q(q), Alg)]
= 1 dgnt . (12:28)
S (T B Orm)
m m—1
= - (Z WiWm—i — Xm Z wi”m—l—i) a COST
1=0 1=0
+ [Qm(gm) - XQOfl(gmfl)} ) (1229)
and 1 d™f[A(q),0,0]
IS _ - m q),Y,
Qm(0m) = T dm | (12.30)

Note that there exist three unknowns: w,(7), wm—1 and §,,—1 (when ks =
0), or U (7),wn and d,, (when fis # 0). However, we have only Equations
(12.26) and (12.27) for u, (7). So, the problem is not closed and two additional
algebraic equations are needed to determined wy,—1 and d,,—1 (when Ay = 0),
or wy, and J,, (when hg # 0).

Under the rule of solution expression denoted by (12.10) and from Equa-
tion (12.26), the auxiliary functions H(7) and Hy(7) might appear as

H(7) =cos(2k17), Hy(1) = cos(2ka7),

where k1 and ko are integers. For simplicity, we choose k1 = k3 = 0, corre-
sponding to
H(r)=1, Hy(r)=1 (12.31)

Then, under the rule of solution expression denoted by (12.10) and due to
the quadratic nonlinearity of conservative systems, the term on the right-hand
side of Equation (12.26) may be expressed by

p(m)

bm,o + Z bin,n cos(nT), (12.32)

n=1
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where the integer ¢(m) is dependent of m and the form of the original equation
(12.1), and the coefficient b,,, becomes zero when n > ¢(m). From the
property (12.13) of L, the solution of the mth-order deformation equation
(12.26) contains the so-called secular term 7 cos7 if b,,, 1 # 0. Besides, when
bm,o # 0, its solution u,,(7) contains a constant term by, o/wi. However,
these two terms do not conform to the rule of solution expression denoted by
(12.10). Therefore, we enforce the coefficients b,, o and by, 1 to be zero:

bno=0, bp1=0(m=1,23,---). (12.33)

This provides a set of two algebraic equations for w,,—1 and d,,—1 (when
he = 0), or for w,, and d,, (when fiz # 0). In this way, the problem is closed
and the rule of solution existence is obeyed. Notice that Equations (12.33)
are often nonlinear when ii; = 0 and m = 1, but are always linear otherwise.
When 7 = 0 and m = 1, we must solve a set of nonlinear algebraic equations
(12.33) to gain wy and dg. However, when 7z # 0, we have the freedom
to choose the initial guesses wy and dg. It is advisable to first consider the
case of hy = 0, because this often gives accurate results even at low order of
approximations, as shown by the illustrative examples.

Thereafter, it is easy to gain the solution of the mth-order deformation
equation (12.26)

#(m)
bm n .
U (T) = XmUm—1(T) + Z m cos(nt)+CysinTt+Cycos T, (12.34)
0

n=2

where Cy and Cy are two integral constants. From (12.27), we have C; = 0.
To ensure that the amplitude of oscillation equals to a, we use

U (0) — U (T) =0, m=1,2,3,--, (12.35)

which determines the coefficient Cy. We gain u,,(7) (m = 1,2,3,---) and
Wm—1,0m—1 (when fiy = 0) or wy,, d, (when fis # 0), successively. At the
Mth-order approximation we have

M

u(m) & Y (7), (12.36)

m=0
M

w R Z Win,s (12.37)

m=0
M

5~ Y bm. (12.38)
m=0
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12.2 Illustrative examples
12.2.1 Example 12.2.1

Consider )
U(t) + U(t) +~ U3(t) =0, (12.39)
where v is a constant. Under the transformation 7 = wt and U(¢) = 6 + u(7),

W (1) + 0+ u(r) + v [0 +u(r)]? = 0. (12.40)

All related formulae are the same as those given in §12.1. From (12.28) and
(12.30),

m—1 n
Z ij Wn—j Z’L 1-n(T) + V1 (7)
n=0
m—1
+9 ) 0n(7) U1 (7) (12.41)
n=0
and
m
QnL = 6m + Yy Z 5n 5m—n7 (1242)
n=0
where
vp(T) = O + ug(7). (12.43)

Note that there exist two auxiliary parameters h and hy. First, let us
consider the case of ip = 0. In this case we gain from (12.33) the set of
algebraic equations for wg and dg,

a+ 2ay8y — aw? = 0, (12.44)
and )
-+ 80 +78 =0, (12.45)

which yield
/ wj — 1

wo=(1—2a>2)"", 6= (12.46)
2y
When Ay = 0, we have the first-order approximation
h(ay)?
R wy — 0~ 0 12.47
w wo 12&18’ 5 0, ( )
the second-order approximation
h(ay)? h R%(ay)* h2at~?

Wy — 1+ — 0~ g+ ——= 12.48
R GRS BT T 0 Tagg (1248)
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the third-order approximation

2 2
w R Wy — hay) <1+h+%>

4w8
h?(ay)? 1’ (ay)®
18 + 41h) + — o 12.49
T TR0 (18 +417) + 3456wi1 (1249)
h2a*~y? 2h
5~ 6 1+, 12.50
LT ( + 3) (12:50)

and so on. These results are dependent upon the auxiliary parameter h. For
any given a and v we can investigate the influence of % on the convergence by
plotting the so-called hi-curves (see page 26 or §3.5.1). The series for w and ¢
are convergent when —2 < h < 0. However, the convergence region depends
upon the value of i. We can adjust the convergence regions by choosing a
proper value of h. For example, when i = —4/5 or h = —w?, the third-order
approximation of w agrees with the exact results in the region |ay| < 1/v/2
and is much better than the perturbation approximation, as shown in Figure
12.1. When h = —1/5 or h = —w3, the third-order approximation of vy §
yields good agreement with the numerical results in the region |ay| < 1/v/2,
as shown in Figure 12.2.

When |ay| > 1/+v/2, the initial approximations wy and &y given by (12.46)
have no physical meanings. By some simple calculations, we deduce from
Equation (12.39) that solutions exist in the region |ay| < 3/4. Using (12.46)
as initial approximations, we certainly cannot gain results valid in the region
1/v2 < |ay| < 3/4. To gain approximations valid in the region 0 < |ay| <
3/4, we must choose initial approximations that have physical meanings in
the whole region. Fortunately, when Ay # 0, the proposed approach provides
the freedom to choose such an initial approximation. Now, let us consider the
case of hig # 0. Notice that wy defined by (12.46) gives good approximation
for |ay| < 1/+/2. More importantly, it provides valuable information about
the mathematical structure of the frequency. Therefore, it is reasonable to
select the initial approximation

16 1/4
& = (1 — 3a272> , (12.51)

which is valid in the whole region 0 < |ay| < 3/4. From (12.46), we choose
the initial approximation
5 - wi—1
0= 2
which is also valid in the whole region 0 < |ay| < 3/4. Note that w and § now
contain two auxiliary parameters: h and ho. For simplicity, let us consider the
special case of hy = —1. We successively gain the first-order approximation

; (12.52)

WOy, 0~ +

~4 2.2
e (@o — 1+ 2a%%), (12.53)
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the second-order approximation
w%&0—5—2(3®§—3+5a272),
128

< h - -
6zéo+m(w§—l+2a272) [8w§+ﬁ(3w§+1—2a272)],

the third-order approximation
~ h? ~d (9~4 2,2
wzwo—m{nwo (305 — 3+ 5a*y?)
+ h[(218§ — 18@5 — 3) +4 (75 + 3) a®y* — 12a*y*]},  (12.54)

< h
8~ o+ 3010 {216 (~§—1+2a272)

2887w

+54 Ogh [(3 —1) + 4(&5 + 1)a*y” — 4a’~?]

+1% [9(5 &)° 3w0 — o - 1)+18(3&0+2&0+3)a2 2

—2(19 &g + 54)a’~y* + 72 a®4°] }, (12.55)

and so on. These results depend upon the auxiliary parameter A. Its in-
fluence on the convergence regions can be investigated by plotting the so-
called h-curves (see page 26 and §3.5.1). We see that, at the third order
of approximation, the frequency w when i = —@y and the mean of motion
0 when h = —&g/2 agree with the numerical results in the whole region
0 < |ay| < 3/4, as shown in Figures 12.3 and 12.4, respectively. Using the
better initial approximations (12.51) and (12.52) and properly choosing the
two auxiliary parameters h and hsy, we gain analytic results valid in the whole
region 0 < |avy| < 3/4.

12.2.2 Example 12.2.2

Consider
U(t) = U(t) + U*(t) = 0. (12.56)

Under the transformation U(t) = § + u(7) and 7 = wt, we see that
WA (1) = [u(r) + 6] + [6 + u(r)]* = 0. (12.57)

All related formulae are the same as those given in §12.1. From (12.28) and
(12.30),

m—1 n
Ry =3 [ S wjwns | ulh s n(r) —vmea(r)
n=0 \j=0
m—1 n m—1—n
+ [Zvi(T)vn—i(T)‘| Z Uj(T)vm—l—n—j(T) ) (12'58)
n=0 Li=0 7=0
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and

Qu =0t 3 <§n: 51-5”2-) S o | (259
n=0 \i=0 7=0

where vy (7) is defined by (12.43).
When 7i; = 0, we have from (12.33) the algebraic equations for wy and do,

a — 3a%8y — 4ady + awi =0, (12.60)
§a4 — 3o +3a%53 + 65 = 0, (12.61)
which give
wo = 1/ 463 + 3ady — 1, (12.62)
and
50=1<\/E+ i—,ul—6a2>, (12.63)
2 N
where
= —2a% + 3al 4+ B (12.64)
Ho 2

1/3
1o = ( 4 — 405 + 2y/4 — 845 — 50412 ) . (12.65)

We have therefore the first-order approximation

W A wy + fia” ﬂa‘l—i— i—ga6 ]
YT (483 4 60260 — 1)wd | 160 6 20 )

3 9 5 15
+ Za%g — ga‘lag + 553 — ?ﬁag — 1167
1 3 1
+ (1650 - §a25(2) - 453) wg} : (12.66)
ha4§0 3 9
6~ 6 ~a? + =62 12.67
ot (403 + 6a28p — 1)w? <8a 1 0)’ (12:67)

and so on, where wy,dg are given by (12.62) and (12.63), respectively. Sim-
ilarly, the influence of A on the convergence region can be investigated by
plotting the corresponding A-curves (see page 26 and §3.5.1). It is found that
the series of w is convergent when —2 < h < 0, so does the series of §. Even
at the first order of approximation, the frequency w when i = —1 and the
mean of motion § when i = —3/4 agree with the numerical results, as shown
in Figures 12.5 and 12.6. It is unnecessary to consider the case fiy # 0 for the
second illustrative problem.
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In this chapter we illustrate how to get better approximations by means
of zero-order deformation equations in a more general form as mentioned in
§3.6. The illustrative examples demonstrate the flexibility and potential of
the homotopy analysis method.
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FIGURE 12.1

Comparison of the exact frequency w of Example 12.2.1 with the approximate
results when hy = 0. Symbols: exact result; solid line: first-order perturba-
tion approximation w = 1 — 5a?y2/12; dashed line: first-order approxima-
tion (12.47) when h = —4/5; long-dashed line: third-order approximation
(12.49) when i = —4/5; dash-dotted line: first-order approximation (12.47)
when h = —w3; dash-dot-dotted line: third-order approximation (12.49) when
h=—w3.
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FIGURE 12.2

Comparison of the exact mean of motion d of Example 12.2.1 with the ap-
proximate results when As = 0. Symbols: exact result; dashed line: first-order
approximation (12.47); dash-dotted line: third-order approximation (12.50)
when A = —1/5; solid line: third-order approximation (12.50) when h = —w3.
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FIGURE 12.3

Comparison of the exact frequency w of Example 12.2.1 with the approximate
results when hy = —1, &g = (1 — 16a%4%/9)'/* and h = —@y. Symbols: exact
result; dashed line: perturbation solution w = 1 — 5a?v2/12; dash-dotted
line: first-order approximation (12.53); solid line: third-order approximation
(12.54).
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FIGURE 124

Comparison of the exact mean of motion d of Example 12.2.1 with the ap-
proximate results when fiy = —1, @y = (1 — 16a?+2/9)'/4, and h = —&y/2.
Symbols: exact result; dash-dotted line: first-order approximation (12.53);
solid line: third-order approximation (12.55) .
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FIGURE 12.5

Comparison of the exact frequency of Example 12.2.2 with the first-order
approximation when fi; = 0 and i = —1. Symbols: exact result; dashed line:
first-order perturbation approximation w = v/3(1 — 7a?/6); dash-dotted line:
initial approximation wg given by (12.62); solid line: first-order approximation

(12.66).
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FIGURE 12.6

Comparison of the exact mean of motion § of Example 12.2.2 with the first-
order approximation when hy = 0 and A = —3/4. Symbols: exact result;
dash-dotted line: initial approximation dg given by (12.63); solid line: first-
order approximation (12.67).
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13

Limit cycle in a multidimensional system

The homotopy analysis method is successfully applied by Liao [39] to solve
limit cycles of one-dimensional nonlinear dynamical systems, governed by

u(t) = f(u,u, i), (13.1)

where t denotes the time, the dot denotes derivative with respect to ¢, and
flu, 4, i) is a known function of u, @, and . Unlike perturbation techniques,
it is unnecessary to assume the existence of any small/large quantities in the
above equation. Here, we show that the homotopy analysis method can also
be applied to gain limit cycles of multidimensional dynamical systems.

As an example, let us consider a two-dimensional nonlinear dynamical
system governed by (see Kahn [103])

i+x=ci(l—2%w), (13.2)
W= —e (w? — p ), (13.3)

where the dot denotes differentiation with respect to ¢, p and e are physical
parameters, z and w are two unknown functions. Physically, a limit cycle is
independent of initial conditions. Let T" and « = max[z(t)] denote the period
and the maximum value of z(¢) of the limit cycle, respectively. Without loss
of generality, we can define ¢ = 0 so that

z(0)=«a, z(0)=0. (13.4)
Define
1 T
0= T/o w(t)dt (13.5)
and let
w=T/2n

denote the frequency of x(t) of the limit cycle. Under the transformations
T=wt, z)=au(r), w)=0+uv(r), (13.6)
Equations (13.2) and (13.3) become

W' ru=cwu (1-a?5u*—a®u?v), (13.7)

wv' = —€ (82426 v+02 — patu), (13.8)
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subject to the initial conditions
u(0) =1, ¥/(0) =0, (13.9)

where the prime represents differentiation with respect to 7. Furthermore,
from (13.5) and (13.6), it holds that

/% o(r)dr =0, (13.10)
0

which provides us with the condition for v(7). Note that «,d, and w are
unknown.

13.1 Homotopy analysis solution
13.1.1 Zero-order deformation equation

From a physical point of view, a limit cycle can be expressed by periodic
functions. Clearly, u(7) and v(7) may be expressed in the forms:

+oo

u(r) = Z [an, cos(nT) + by, sin(nT)] (13.11)
and
+oo
v(T) = Z [en cos(nT) + dy, sin(nT)], (13.12)
n=1

where a,,, b,, c,, and d,, are coefficients. The above expressions provide the
so-called rules of solution expression for u(7) and v(7), respectively.

Under the above rules of solution expressions and from the initial condi-
tions (13.9) and (13.10), it is convenient to choose

uog(t) =cost, wvo(r)=0 (13.13)

as the initial guesses of u(7) and v(7). Here, vo(7) = 0 is chosen because of the
lack of information about v(7), especially the relationship between u(7) and
v(7). Let ag, do, and wy denote the initial guesses of «, d, and w, respectively.
Under the rules of solution expression denoted by (13.11) and (13.12) and
from Equations (13.7) and (13.8), we choose the auxiliary linear operators

_f
Lof= 92t f (13.14)
and o7
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with the properties
L, (CicosT+ Cysint) =0, L,(C3) =0, (13.16)

respectively, where C7, Cs, and C5 are coefficients and f is a real function. For
simplicity, we define from Equations (13.7) and (13.8) the nonlinear operators

Nu[U(759), V(T;9), Alq), Alq), q)]

- 2P0 i)
—€Q(q) w [1—-A%(Q)A(q)U?(1:q) — A*(Q)U(m39)V (739)]
(13.17)
and
Ny [U(739), V(T:q), A(q), Alq). (q)]
- a(g 70
+ € [A%(q) +2A(q) V(r39) + V3 (159) — 1 A*(q) Ut(39)] (13.18)

where ¢ € [0,1] is the imbedding parameter, U(7;q) and V(7;q) are real
functions of 7 and ¢, A(q), A(g), and 2(q) are real functions of q.

Let h, and f, denote the nonzero auxiliary parameters, H, (7) and H,(7)
the nonzero auxiliary functions, respectively. We construct the zero-order
deformation equations

(1 =q)Lu [U(75q) — uo(T)]
=dq I Hu(T) Nu [U(T; q)v V(T; Q), A(Q)7 A(Q)’ Q(Q)] ) (13'19)

(1= q)Ly [V(759) — vo(T)]
=q hy Hy (7—) Nv [U(T; Q)7 V(T; Q)’ A(q)v A(Q)a Q(Q)] ) (1320)

subject to the conditions

U(0;q) =1, #%:0)

2m
=0, / V(r;q)dr =0, (13.21)
(97’ 0

7=0

where 7 > 0 and ¢ € [0, 1].
When g = 0, it is clear from (13.13) and the above zero-order deformation
equations that
U(7;0) = up(7), V(7;0) =vo(7). (13.22)

When ¢ = 1, Equations (13.19) to (13.21) are equivalent to Equations (13.7)
to (13.10), respectively, provided

U(r;1) =u(r), V(r;1) =v(1) (13.23)
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and
AD)=a, A(l)=90, Q1) =w. (13.24)

So, as the embedding parameter ¢ increases from 0 to 1, U(7;¢q), and V (7;¢q)
vary from the initial guesses ug(7) and vo(7) to the exact solutions u(7) and
v(T), respectively, so do A(q), A(q), and Q(q) from the initial guesses ayg, o,
and wy to the corresponding exact values «,§, and w.

The zero-order deformation equations (13.19) and (13.20) contain the two
auxiliary parameters f,, i, and the two auxiliary functions H,(7), H, (7).
Assume that all of them are properly chosen so that the terms

o) = (1) o L (13.20)

and
T
@
L

exist for n > 1. Then, using Taylor’s theorem and (13.22), we have the power
series of ¢ in the forms:

U(r;q) = uo(t) + Z un (1) ¢", (13.30)
V(r;q) = vo(r) + Z on (1) ¢, (13.31)
Q) = ao+ Z an q", (13.32)
oo
Alg) =do+ Y 0nq", (13.33)
n=1
400
Q) =wo+ Y wn q" (13.34)
n=1

Assuming that #h,, h,, H,(7), and H,(7) are properly chosen so that the
above series are convergent at ¢ = 1, we obtain, using (13.23) and (13.24),
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the solution series

“+o0
u() = uo(r) + > un(7), (13.35)
n=1
“+o0
v(T) = vo(T) + Z v (1), (13.36)
n=1
+o00
o= o9+ Z Qs (13.37)
n=1
+oo
§=200+ Y dn, (13.38)
n=1
and
+oo
w=wo+ Y W (13.39)
n=1

13.1.2 High-order deformation equation

For conciseness, define the vectors
g = {uo(T),ur (1), -, up (1)}, U ={vo(r),v1(7), -+, ve(7)}, (13.40)

ar = {ag, 01, o}, S = {00,01,++, 0k}, (13.41)

and
&g = {wo, w1, -+, Wk} (13.42)

Differentiating the zero-order deformation equations (13.19) to (13.21) n times
with respect to ¢, then dividing by n!, and finally setting ¢ = 0, we have the
high-order deformation equations

L., [un(T) — Xn un—l(T)]

= Ny Hy(1) R (@1, Up—1, @n—1,6p—1,Bn_1), (13.43)
Ly [Un(T) — Xn 'Un—l(T)]

= hv H’U(T) RZ(ﬁn—h 17n—1a O_Zn—la gn—la (Dn—l)a (1344)

subject to the conditions
2m
un(0) = 0, u(0) =0, / vn(F)dr = 0, (13.45)
0

where x,, is defined by (2.42),

—

w = . N -
Rn(unfh Un—1,0n—1, 5n717wn71)
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1 d WL [U(T39),V(T39), Alq), A(g), (q)]

(n—1)! dgn1
= i Uy, 1-5(7) (Z Wz’%’z’) +Uup-1(7) — € Fu1(7)
=0 i=0
+ GX_:F”_1_]‘(T)Z[(51‘ —‘r’l}i(T)] Wj_i(T) (1346)
=0 i=0

and

V= - N
Rn(un 1,Un—1, Qp— 17 n— 1vwn 1)

1 d" W [U(759), V(759), Alg), Ag), Q(g)]

(n—1)! d g1
n—1 n—1
=D Wity (1) +e) [0 on1—j+20; vn_1;(7)]
§=0 §=0
n—1
ey [0 (7) vn1(7) = p Wir) Waia (7)), (13.47)
j=0

under the definitions

k
T) = Zwk_j wi(T), (13.48)

k

Z(Zamak i m> [Zun Ui )]. (13.49)

7=0

It should be emphasized that the linear high-order deformation equations
(13.43) and (13.44) are uncoupled and can be easily solved.

There are five unknowns: w,,(7), v, (7), ¥p—1,0n—1, and w,_1, and we have
only Equations (13.43), (13.44), and (13.45) for u,(7) and v, (7). Therefore,
the problem is not closed and three additional algebraic equations are needed
to determine a,_1, d,—1, and w,_1. Under the rules of solution expression
denoted by (13.11) and (13.12) and from Equations (13.43) and (13.44), H,(7)
and H,(7) may be sine and cosine functions. For simplicity, we select

Hy(r) = Hy(7) = 1. (13.50)
When n = 1, by substituting (13.13) into (13.46) and (13.47), we gain
le =ai,0 COST + b170 sinT + b1,1 Sin(37’) (1351)

and
Ry =c10+ c11 cos(27) + ¢1,2 cos(4T), (13.52)
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where a1,0, b1,0, b1,1, 1,0, ¢1,1, and c12 are coefficients independent of 7. If
aio # 0 and by o # 0, from the property (13.16) of L, the solution u;(7)
of Equation (13.43) contains the so-called secular terms 7sin7 and 7cosT,
which do not conform to the rule of solution expression denoted by (13.11).
Moreover, if ¢1,9 # 0, from the property (13.16) of £, the solution vy (7) of
Equation (13.44) contains the secular term ¢; o 7, which disregards the rule
of solution expression denoted by (13.12). In order to conform to the rules of
solution expression denoted by (13.43) and (13.44), we must enforce

a10=0, bio=0, c10=0,

which provides us with three additional algebraic equations

2 4
wo — %450 =0, w2-1=0, 62— 30‘80“ =0, (13.53)
whose solutions are
2
o) = —F—— (50 = \4/ 6 s wo = 1. (1354)

8/6/1*7

Now the problem is solved in accordance with the rules of solution expression
denoted by (13.11) and (13.12). We now have

R? = b171 sin(37)

and
R} = c11 cos(27) + ¢1,2 cos(4T).

Solving the first-order deformation equations (13.43) and (13.44) under the
conditions noted in (13.45), we have

u(r) = — (g) hy (3sinT — sin 37) (13.55)

vy (1) = — (46\/@ By (sin 27 + %sin 47) . (13.56)

Similarly, first solving a set of linear algebraic equations

and

¢ (3hu + {176 hv> 48wy =0, (13.57)
(2463)Y /8 oy + (46)%/* 6, = 0, (13.58)
(1261)% 80y — 6, = 0 (13.59)

to gain «aq, d1, and wy, and then the remaining second-order deformation equa-
tions (13.43) to (13.45), we obtain us(7) and ve(7). In this way we successively
obtain ay,—1,0,—1, Wn—1, Uy (7), and v, (7).
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At the nth-order of approximation, u(7) and v(7) can be expressed by

My
u(r) = Z [an,k cos(2k + 1)T + by, i sin(2k + 1)7]
k=0
and
My
0(r) = 3 [en e cos(2k7) + dyy i sin(2k7)]
k=1

where M and M,” are integers dependent upon the order n of approximation.
Thus, the frequency of the motion w(¢) is twice that of x(¢).

13.1.3 Convergence theorem

THEOREM 13.1

If the solution series (13.35) to (13.39) are convergent, where w, (7) and v, (7)
are governed by Equations (13.43) to (13.45) under the definitions (13.46) to
(13.49), and (2.42), they must be the solution of Equations (13.7) to (13.10).

Proof: If the solution series (13.35) and (13.36) are convergent, then

li m(7) =0, li m(T) = 0.
om U (r)=20 Rm v (r)=0

From Equation (13.43) and using the definitions (2.42) and (13.14), we then
have

—+oo
hu Hu(T) Z RZ(ﬁnfla /D'nflv O_anla 6n717 ‘:jnfl)

n=1

“+o0
> L fun(r) — xntino1 (7)]

n=1
= 3% Ll (r) = s (7)

= lim Ly [um(7)]

m——+o0
= 07
which yields, since ki, # 0 and H, (1) # 0,

+oo
u = — — < —
§ Rn(unflavnflaO‘nfh(snfl»wnfl) =0.

n=1
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Similarly,
+o00

Z RZ(ﬁn—lv 'Un—la Ojn—l; gn—l;w»yl—l) =0.

n=1
Substituting (13.46) and (13.47) into the above expressions and simplifying
them, we have, due to the convergence of the series (13.37) to (13.39), that

+o00 2 2 _+oo 00
<Z wi) 5 [ D_w()| + ()
i=0 | /=0 Jj=0

00 d _+oo

+oo 2 +oo 2 +oo
x 91— <Zai> Zuj Z[5k+vk(7)]
=0 7=0 k=0

and

+o0 d +o0
<Z wZ) d_T Z Vj (T)

i=0 §=0

oo +o0 2 oo
= —¢ lz O + ka(ﬂ] — i <Z ai>
k=0 k=0 i=0

4 4

—+o0
>
§=0
From (13.13) and (13.45), we have

+oo +oo 2m [+oo
S w0 =1, S u(0) =0, / [Zvi(f)] dr = 0.
i=0 =0 0 Li=0

Comparing the above equations with Equations (13.7) to (13.10), it is obvious
that the series (13.35) to (13.39) are the solutions. This ends the proof.

13.2 Result analysis

According to Theorem 13.1 we should ensure that the solution series (13.35)
to (13.39) converge. Note that these solution series contain two auxiliary
parameters h,, and h,. For simplicity, let

hy =hy =h
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so that the approximations of u(7),v(7),w,a, and § are dependent only on
h. Generally, for any given physical parameters € and p, we first investigate
the influence of the auxiliary parameter A on the convergence of the series by
plotting the so-called Fi-curves (see page 26 and §3.5.1) of «,d, and w. For
example, when € = 1/5 and pu = 3 the h-curves are as shown in Figure 13.1,
clearly indicating the valid regions of A for the corresponding series of «, 4, and
w. Obviously, when ¢ = 1/5 and p = 3, the solution series (13.37) to (13.39)
converge if —3/2 < h < 0. For instance, when A, = i, = —3/4, the solution
series of w, a, and § converge to 0.96968, 1.41399, and 2.07015, respectively, as
shown in Table 13.1. We can employ the so-called homotopy-Padé technique
(see page 38 and §3.5.2) to accelerate the convergence, as shown in Table 13.2.
As long as the solution series of «, §, and w are convergent, the corresponding
series of u(7) and v(7) given by the same value of % also converge, as shown
in Figures 13.2 to 13.4 when e = 1/5 and u = 3.

In this way, for any given physical parameters € and u, we can gain con-
vergent analytic results of the limit cycle of the two-dimensional dynamical
system. As € increases, the nonlinearity becomes stronger so that a higher or-
der of approximation is necessary. For example, when € = 3/4 and p = 1, the
h~curves of «;, §, and w clearly indicate that the solution series converge when
h = —3/4, as shown in Figure 13.5. However, higher-order approximations
are needed to get accurate enough results, as shown in Figures 13.6 to 13.8.

The homotopy analysis method was applied to solve limit cycles of one-
dimensional systems [39]. This example shows that the homotopy analysis
method may be employed to gain limit-cycles of multidimensional systems.
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TABLE 13.1
The mth-order approximations of w, «, and § when e = 1/5, u = 3 by
means of A, = h, = —3/4 and H,(7) = H,(1) = 1.

m w « )

1 1.00000 1.39354 2.05977
2 0.97063 1.40476 2.06318
3 0.96966 1.41020 2.06458
4 0.96963 1.41251 2.06668
5 0.96968 1.41346 2.06843
6 0.96969 1.41382 2.06944
7 0.96969 1.41395 2.06989
8 0.96968 1.41398 2.07006
9 0.96968 1.41399 2.07011
10 0.96968 1.41399 2.07013
11 0.96968 1.41399 2.07014
12 0.96968 1.41399 2.07015
13 0.96968 1.41399 2.07015
14 0.96968 1.41399 2.07015

TABLE 13.2

The [m, m]| homotopy-Padé approximations of w, «, and ¢
when € = 1/5, p = 3 by means of A, = h, = —3/4 and
H,(r)=H,(1)=1.

[m, m] w a )
1,1 0.96889 1.39354 2.05977
2,2 0.96977 1.41413 2.08345
3,3 0.96968 1.41414 2.08735
4,4 0.96968 1.41399 2.07015
9,9 0.96968 1.41398 2.07016
6,6 0.96968 1.41399 2.07015
7,7 0.96968 1.41399 2.07015
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FIGURE 13.1

The h-curves of w, a, and § at the 10th order of approximation when ¢ = 1/5
and p = 3 by means of H,(7) = H,(7) = 1. Dashed line: d; dash-dotted line:
a; solid line: w.
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FIGURE 13.2

x — & plane projection of the limit cycle when ¢ = 1/5 and p = 3. Solid line:
fifth-order approximation by means of i, = h, = —3/4 and H,(7) = H,(7) =
1; symbols: numerical result.
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FIGURE 13.3

x — w plane projection of the limit cycle when e = 1/5 and p = 3. Solid line:
fifth-order approximation by means of i, = h, = —3/4 and H,(7) = H,(7) =
1; symbols: numerical result.
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FIGURE 13.4

% — w plane projection of the limit cycle when e = 1/5 and p = 3. Solid line:
fifth-order approximation by means of i, = h, = —3/4 and H,(7) = H,(7) =
1; symbols: numerical result.
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FIGURE 13.5

The A-curves of w, o, and § at the 10th order of approximation when ¢ = 3/4
and p = 1/6 by means of H,(7) = H,(7) = 1. Dashed line: §; dash-dotted
line: «; solid line: w.
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FIGURE 13.6

x — & plane projection of the limit cycle when ¢ = 3/4 and p = 1/6. Solid
line: 20th-order approximation by means of h, = h, = —3/4 and H,(7) =
H, (1) = 1; Symbols: numerical result.
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FIGURE 13.7

x — w plane projection of the limit cycle when ¢ = 3/4 and p = 1/6. Solid
line: 20th-order approximation by means of h, = h, = —3/4 and H,(7) =
H,(7) = 1; symbols: numerical result.
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FIGURE 13.8

% — w plane projection of the limit cycle when ¢ = 3/4 and p = 1/6. Solid
line: 20th-order approximation by means of h, = h, = —3/4 and H,(7) =
H,(7) = 1; symbols: numerical result.
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14

Blasius’ viscous flow

Consider the two-dimensional laminar viscous flow past a semi-infinite flat
plate, governed by

7)) (n) = 0. (14.1)

subject to the boundary conditions

f0)=f'(0) =0, f(+o0) =1, (14.2)

where the prime denotes the derivative with respect to the similarity variable
n = y/Us/(vz), the dimensionless function f(n) is related to the stream
function ¥(x,y) by f(n) = ¥/Vr2Us, Us is the constant velocity of the
mainstream at infinity, v is the kinematic viscosity coefficient, and z and y
are two independent variables. For details, the reader is referred to White
[20].

In 1908, Blasius [104] provided a solution in power series

too 1 k Aokt
fn) = ; <—§) % n¥t, (14.3)

where o = f(0) and

3k -1
Ag=A =1, A= Z ( 5 ) A Ap_p1 (E>2). (14.4)
r=0

To get the unknown value of o, Blasius [104] demonstrated another approxi-
mation of f(n) for large 7. Then, by means of matching two different approx-
imations at a proper point, he obtained the numerical result ¢ = 0.332. In
1938, Howarth [105] gained a more accurate value o = 0.33206 by means of a
numerical technique. However, by means of ¢ = 0.33206, f'(n) given by (14.3)
is valid in a restricted region 0 < n < pg, where p =~ 5.690, as shown in Fig-
ure 14.1. Blasius’ power series (14.3) is fundamentally an analytic-numerical
solution, because the value of o = f”(0) is gained by numerical techniques.

In this chapter the homotopy analysis method is applied to yield the purely
analytic solution expressions of Blasius’ viscous flows by means of two different
base functions.
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14.1 Solution expressed by power functions
14.1.1 Zero-order deformation equation

Like Blasius [104], we express the solution of Equations (14.1) and (14.2) by
the set of base functions

{9t | m >0} (14.5)
in the form: .
F) = ar n™**7, (14.6)
k=0

where aj is a coefficient, « > 0 and S > 0 are constants. This provides us
with the first rule of solution expression of Blasius’ viscous flows.
Under the first rule of solution expression and using (14.2), it is easy to

choose
1

fo(n) = 5om’ (14.7)

as the initial guess of f(n), where o = f”(0). Then, under the first rule of
solution expression denoted by (14.6) and from Equations (14.1) and (14.2),
we choose the auxiliary linear operator

P ®(n;q)
Lo[®(n;q)] = ——=— 14.8
with the property
Lo (Co + Cin + Can®) =0, (14.9)

where Cy,Cy, and Cy are coefficients, ®(n;q) is a real function of 7 and g,
q € [0,1] is an embedding parameter. For brevity, we define from Equation
(14.1) the nonlinear operator

3®(n;
(17; ) n

1 ®(1n; q)
on’3 2 '

N@(n;9)] = e

(15 q) (14.10)

Let % denote a nonzero auxiliary parameter and H(7n) a nonzero auxiliary
function. We construct the so-called zero-order deformation equation

(1—q) Lo [®(n;q) — fo(n)] = a h H(n) N[®(n; )], (14.11)
subject to the boundary conditions
. 28 (1-
(I)(O; q) =0, M =0, M =0, (1412)
877 =0 677 =0

where ¢ € [0,1] is an embedding parameter.
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When ¢ = 0, it is easy to demonstrate from (14.7), (14.11), and (14.12)
that

®(n;0) = fo(n). (14.13)

When ¢ = 1, since i # 0 and H(n) # 0, the zero-order deformation equations
(14.11) and (14.12) are equivalent to Equations (14.1) and (14.2), respectively,
provided

O(n;1) = f(n). (14.14)

As the embedding parameter ¢ increases from 0 to 1, ®(7; q) varies from the
initial guess fo(n) to the exact solution f(n).

Using Taylor’s theorem and Equation (14.13), we expand ®(7;q) in the
power series

+o0o
®(n;.q) = foln) + Y fr(n) ¢, (14.15)
k=1
where . akcp( )
_ 7;q
fe(n) = Mo i (14.16)

Note that the zero-order deformation equation (14.11) contains the auxiliary
parameter h and the auxiliary function H(n). Assuming that both i and H(n)
are properly chosen so that the series (14.15) is convergent at ¢ = 1, we have,
using (14.14), that

+oo
Fo) = fom)+ > fi(n). (14.17)
k=1
The mth-order approximation is given by
F) = fo(m) + Y fr(n). (14.18)
k=1

14.1.2 High-order deformation equation

For conciseness, define the vector

fo = {fo), (), o), -+, fu(m)} - (14.19)

Differentiating the zeroth-order deformation equations (14.11) and (14.12) k
times with respect to ¢, then setting ¢ = 0, and finally dividing them by k!,
we gain the high-order deformation equation

Lo [fe(n) = xi fo—1(m)] = h H(n) Ri(fie1), (14.20)

subject to the boundary conditions

fu(0) = f3(0) = £;/(0) =0, (14.21)
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where i is defined by (2.42) and

Ri(frm1) = fi" an () (14.22)

Using (14.8), the solution of (14.20) is

fuln) = i)+ [ [ [ HG) R d

+ Co + C1n + Can?, (14.23)

where the coefficients Cy, C1, and C5 are determined by the boundary condi-
tions (14.21), which then yields fx(n).

14.1.3 Convergence theorem

THEOREM 14.1

If the solution series (14.17) converges, where fi(n) is governed by Equations
(14.20) and (14.21) under the definitions (14.22) and (2.42), it must be the
solution of Equations (14.1) and (14.2).

Proof: From (2.42) and (14.20), we have

) 3 Rul i) = Ll )]

If the series (14.17) converges, then

Using (14.8), we have

—+o0
) SRl = i L] = £] i _p(o)] =0
k=1

m——+oo m——4o0

which yields, since i # 0 and H(n) # 0,

+o0
> Ri(fr1) =
k=1

Substituting (14.22) into the above expression and simplifying it, we obtain

d3 +oo +oo d2 +oo
s ()] 3 [ )] [ S aen] <o
k=0 k=0
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From (14.7) and (14.21), we have

“+o00 +oo +oo

D S0 =D f0)=0, Y fi(0) =0

k=0 k=0 k=0
Therefore, the solution series

+oo
fo(n) + Z fr(n)
k=1

must be the exact solution of Equations (14.1) and (14.2), as long as it is
convergent. This ends the proof.

14.1.4 Result analysis

According to Theorem 14.1, we need only to focus on the convergence of the
solution series (14.17) by properly choosing i and H(n). Under the first rule
of solution expression denoted by (14.6), the auxiliary function H(n) takes
the form

Hn) =",
where k is a constant. When x < 0, the solution of Equations (14.20) and
(14.21) contains the term
i,
which, however, disobeys the first rule of solution expression denoted by

(14.6). We have therefore
K> 0. (14.24)

Note that there exist two auxiliary parameters: h and k. We gain therefore a
two-parameter family of solution expressions.
14.1.4.1 Solution expression when H(n) =1

Consider the case of k = 0, corresponding to H(n) = 1. In this case, Liao [2§]
found that the mth-order approximation (14.18) may be expressed by

_ m 1 k Ako_k:-i-l m,
f~ 2 l(—i) mn?”““] pphm, o (14.29)

where ,ugl’k(h) is exactly the same as the expression (2.58) defined in Chapter
2 on page 22. We have the exact solution

m k A k+1
f(n) - ml—i>r-IQ—10<> Z [(_%> % 773k+2‘| Mgb’k(h)' (1426)
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The above expression provides us with a one-parameter family of solution
expressions, although the solution of Equations (14.1) and (14.2) is unique.
Note that ugl’k(h) appears once again. As proved in Chapter 2 on page 22,

ot (=1) = 1.

Thus, when i = —1, the solution series (14.26) is exactly the same as that
of Blasius’ one (14.3). Therefore, Blasius’ solution (14.3) is a special case of
(14.26). As pointed out by Liao [28], the solution (14.26) is valid in the region

9 1/3
o <1< po [W - 1] (~2<h<0), (14.27)

where pg & 5.690 is the convergence radius of Blasius’ power series (14.3).
Thus, as h varies from -1 to 0, the convergence region of the solution series
(14.26) enlarges from n € [—pg, po] to n € [—po, +00), as shown in Figure 14.1.
We are able to adjust and control the convergence region of the solution series
(14.26) through use of the auxiliary parameter h.

The power series (14.26) can be theoretically valid in the whole region
n € [0,+00). Unlike Blasius [104], we do not need an additional solution for
large n any more. Using the condition f’(+o0) = 1, we can gain the value of
7”(0) by numerically solving the algebraic equation

m k O'k+1
[y epornns

k=0

for a proper value of i at a point n = g far enough from n = 0. For a
large enough order m of approximation and a small enough % (-1 < i < 0),
the above equation at two points 7 = 8 and n = 9 gives the same value
o = f"(0) = 0.33206 that agrees with Howarth’s numerical result [105], as
shown in Table 14.1.

14.1.4.2 Solution expression when H(n) =17

Consider the case of k = 1, corresponding to H(n) = n. Here, the mth-order
approximation can be expressed by

Am—+2
g
f(n) ~ 5 772 + E bm,k(h) nk, (1429)
k=6

where by, (%) is a coefficient dependent of A. Note that this solution does
not contain the term 1° and thus is different from the solution series (14.25).
It also provides a new one-parameter family of solution expressions in . As
I increases from -1 to 0, the convergence region of the solution series (14.29)
enlarges, as shown in Figure 14.2. As £ tends to 0 from below, the solution
series (14.29) converges to the exact solution in the whole region 0 < n < 400
as in the solution series (14.25).
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14.1.4.3 Solution expression when H(n) = /7

Consider the case of kK = 1/2, corresponding to H(n) = /. Here, the mth-
order approximation can be expressed by

Tm+4

Fo)~ 5P+ Y ena®) (Vi (14.30)

k=11

where ¢, ;(h) is a coefficient dependent of A. Note that this solution ex-
pression contains the term n'*/? and thus is different from the solution series
(14.25) and (14.29). It provides another one-parameter family of solution ex-
pressions in h. As ki increases from -1 to 0, the convergence region of the
solution series (14.30) also enlarges, as shown in Figure 14.3. As 7 tends to 0
from below, the solution series (14.30) converges to the exact solution in the
whole region 0 < n < 400, as in the series (14.25) and (14.29)

In general, for any given x > 0, the corresponding solution series converges
to the exact solution in the whole region 0 < 7 < +00 as & tends to zero from
below. And, for given value of fi, the convergence region of the solution series
given by H(n) = 1 appears to be the largest.

It should be emphasized that the solution series (14.29) and (14.30) are
quite different from Blasius solution (14.3), which is a Taylor series. Note
that, both (14.29) and (14.30) can converge in the whole region 0 < n < 400
and therefore are better than the Taylor series (14.3).

14.2 Solution expressed by exponentials and polynomi-
als

14.2.1 Asymptotic property

Although the solution series (14.26), (14.29), and (14.30) given by power
functions may be valid in the whole region 7 € [0, +00), as in Blasius’ solution
(14.3), it is still an analytic-numerical solution, because ¢ = f”(0) had to
be given by numerical techniques. Their convergence regions are dependent
on A, and when |A| is small, a large number of terms are needed to gain
an accurate approximation for a large 7. Therefore, they are not efficient
solution expressions of Equations (14.1) and (14.2). This is mainly because
the base functions defined by (14.5) do not automatically satisfy the boundary
condition f’(4+o00) =1 at infinity.

For very large 7, Blasius [104] established from (14.1) and the boundary
condition f’(4+o00) =1 that

F) a1 A / exp(—12/4)dn,
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where A is an integral constant. Thus, f(n) — 7 exponentially as n —
+oo. This is an important asymptotic property of f(n). The velocity of the
boundary layer physically tends to the mainstream velocity, exponentially.

To ensure that f(n) — 1 exponentially as n — 400, we express f(n) by
the set of base functions

{n,n""exp(—m An)|n>0,m>1\>0} (14.31)
in the form:
+oo +oo
F) =0+ aman™ exp(—=m An), (14.32)
m=1n=0

where X > 0 is the so-called spatial-scale parameter and a,, . is a coefficient.
This provides us with the second rule of solution expression of Blasius viscous
flow.

14.2.2 Zero-order deformation equation

According to the second rule of solution expression and using (14.2), it is easy

to choose

1 —exp(=An)
A

as the initial guess of f(n). Under the second rule of solution expression de-

noted by (14.32) and from Equations (14.1) and (14.2), we select the auxiliary

linear operator

fom) =n+ (14.33)

5 PP (n; q 9*®(n; q
fpota)] = ol + 2 2

(14.34)

with the property

L[Cy+ Cin+ Crexp(—A n)] =0, (14.35)

where Cy,Cy, and Cy are coefficients. Let i and H(n) denote a nonzero
auxiliary parameter and a nonzero auxiliary function, respectively. Using
the same definition A as (14.10), we construct the zero-order deformation
equation

(1= ) £[®(;0) ~ fo(n)| = ¢ h H(7) N ()], (14.36)

subject to the boundary conditions

. 0P (n;
®(0;¢9) =0, 02ma))  _,, 92ma)

5 =1, (14.37)

n=+oo

n=0

where ¢ € [0, 1] is an embedding parameter, <i>(77; q) is a real function of n and
q.

© 2004 CRC Press LLC



As shown in §14.1.1, we have the relationship

+o0o
Fm) = fom) +>_ fe(m), (14.38)
k=1
where A
E& (-
) = 5ot (1439
q=0

14.2.3 High-order deformation equation

Define the vector
fn = {fO(U)afl(U)aﬁ(??), o ,fn(ﬂ)} .

Similarly, differentiating the zero-order deformation equations (14.36) and
(14.37) k times with respect ¢, then setting ¢ = 0, and finally dividing by k!,
we have the high-order deformation equation

L[ fum) = xifima()] = b A () Refi), (14.40)
subject to the boundary conditions
15(0) = £i(0) = fi(+00) =0, (14.41)
where i is defined by (2.42) and

k—1
Relfi1) = Fiatn) + 5 3 Faln) sl (14.42)
n=0

14.2.4 Recursive expressions

Considering the wide applications of Blasius’ viscous flows, it is helpful to
express its solution explicitly. Under the second rule of solution expression
denoted by (14.32), the auxiliary function H(n) may be in the form

H(n)=n™ exp(=Ann), m>0, n>0.

For simplicity, we select R
H(n)=1. (14.43)

Thereafter, by solving the first several high-order deformation equations (14.40)
and (14.41), f..(n) can be expressed by

m+1 2(m+1—n)
Fnm) =050+ exp(—nAn) Y bk, (14.44)
n=1 k=0
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where b is a coefficient. Substituting this expression into Equations (14.40)
and (14.41), we obtain the following recurrence formulae

2m—1 m—+1
m,0 __ m—1,0 -1 2 : m,1171,1 m,nyyn,0
by = Xmbg —A L E (n — 1)l
r=0 n=2
m+12(m—n+1)

+3° 3 o (e - - ATt
n=2 r=1

2m—1
0 = AT Y T
r=0
m+1 2(m—n+1)
+ > |nrgtIg 4+ YT T (0 — AT |
n=2 r=1
2m—1
bt = X (1= Xes—om)b 1+ Y TR (1 <k < 2m),
r=k—1
2(m—n+1)

D™ = Xm (1 = Xkg1-2mp2n)bf "= Y TMIIVE
r=k

2<n<m,0<k<2m—2n+2)

and
b6n7m+1 _ _P(r)n,m+1H(T)n+l,0’
where
Hl’k—r!(r_k+2)0<k< 1
r= W( <k<r+1),
r—k+1
nk 7! 1 r—k+1
" = kl(n — 1)r—k+1\r—k+3 ll B (1 B E) (1 + n
(n>20<k<r),

™ = (1= Xrg1—2mtan) d 0" + 070"
(1<n<m,0<r<2m-—2n+2),
in which

m—1 min{n,k+1} min{r,2(k—j+1)}

m,n 1
=3 > >

k=0 j=max{l,n+k—m} i=max{0,r—2(m—k—n+j)}
k,jg ym—1—kn—j3 xm—1—kn—j
xci™ b2y AT
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under the definitions

ek = (n 4 1)(n+2)(1 — Xn+1-2m+2k) D175
—2(kA)(n + 1)(1 = Xn—2mr2k) bty + (BX)? bIF,

dzl’k = (n+1)(1 = Xn—2m42k) ;1" n+1 — kAcy” .

and
0, when:=35=0,k > 2,
. 0,when:>0,7=0,k>1
Ay = ¢ 0, when j >i+1, (14.45)
0, when k > 2(i + 1 — j),
1, otherwise.

Using (14.33), we gain the first three coefficients
b’ =-A" 0 =1, )t =L (14.46)

From these three coeflicients and using the above recurrence formulae, we can
calculate all coefficients b;"". For details, the reader is referred to Liao [29].
Substituting (14.44) into (14.38), we obtain the solution

fm)=n
M M+1 M 2(m—n+1)
+ Mlin+1 Z by + Z exp(—nAn) Z Z bk
m=0 n=1 m=n—1

(14.47)
Note that the coefficient b]"" contains the auxiliary parameter & and the so-
called spatial-scale parameter \. It provides us with a two-parameter family

of solution expressions. Note that the solution series (14.47) is explicit and
has the asymptotic property f’(n) — 1 exponentially as n — +oc.

14.2.5 Convergence theorem

THEOREM 14.2

If the solution series (14.38) converges, where fk(n) is governed by Equations
(14.40) and (14.41) under the definitions (14.42) and (2.42), it must be the
solution of Equations (14.1) and (14.2).

Proof: From (2.42) and (14.40), it holds that

ifz (1) = £ ()
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If the series (14.38) converges, it is necessary that

lim  fo(n) = 0.

m——+oo

Then, using (14.34), we have

“+o0
hﬁ(ﬁ) ZRk(fk—l) = lim ["[fm(n)] = LA" |: hr}kloo f77L(77):| =0,
k=1

m——+oo m—

which gives, since h # 0 and H(n) # 0,

Substituting (14.42) into the above expression and simplifying it, we obtain
43 too 400 ) J2 400 .
p lZ fe(n) > fk-(n)] -3 lz fk-(n)] =0.
T k=0 k=0 T k=0

From (14.33) and (14.41),

1
2

400 400 +oo
S RO =30 =0, 3 fi(+o0)=1.
k=0 k=0 k=0

Therefore, the series

must be the exact solution of Equations (14.1) and (14.2) as long as it is
convergent. This ends the proof.

14.2.6 Result analysis

According to Theorem 14.2, we need only to focus on correctly choosing the
auxiliary parameter i and the spatial-scale parameter A so that the solution
series (14.47) is convergent. For simplicity, we consider first the convergence
of f”(0) that is dependent on 7 and A\. We first set i = —1 and regard A as
an unknown variable. For large enough A such as A > 4, the approximation
of f(0) converges to the same value, as shown in Figure 14.4. In general,
for given A > 4, we investigate the influence of i on the convergence of the
solution series (14.47) using the so-called hi-curves (see page 26 and §3.5.1) of
£"(0). For example, the Ai-curves of f”/(0) when A = 4 clearly indicate that the
valid region of i is —3/2 < h < —1/2, as shown in Figure 14.5. For instance,
when A = 4 and h = —1, the approximation sequence of f”(0) given by
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(14.47) converges to 0.332057, which agrees with Howarth’s [105] numerical
result f(0) = 0.33206, as shown in Table 14.2. The larger the absolute
value of h, the faster the sequence of f”(0) converges. When i = —3/2 and
A = 4, we obtain the accurate result f”(0) = 0.332057 at the 25th-order of
approximation.

The homotopy-Padé technique (see page 38 and §3.5.2) can be applied to
accelerate the convergence of f”(0), as shown in Table 14.3. It is found that
the [m,m] homotopy-Padé approximants of f”(0) do not depend upon the
auxiliary parameter /. Besides, the convergence rate of the [m, m] homotopy-
Padé approximants of f”(0) is not sensitive to A, as shown in Table 14.4.
From Figure 14.4, it is clear that f”(0) is divergent when i = —1 and A < 2.
When A = 2 and h = —1, the 30th-order approximation of f”(0) is equal to
—3.7x 10°. However, even when A < 2 such as A = 1 and A = 2, the sequence
of the homotopy-Padé approximants of f”(0) still converges to 0.332057, as
shown in Table 14.4. We see that, the [m, m] homotopy-Padé approximant of
f"(0) is not only independent of the auxiliary parameter i but also insensitive
to the auxiliary parameter \.

As long as the sequence of f”(0) is convergent, the corresponding solution
series of f(n) and f'(n) also converges to Howarth’s [105] numerical result in
the whole region 0 < n < +o00. For example, when A =4 and h = —1, f'(n)
converges to Howarth’s [105] numerical result in the whole region 0 < 7 < 400,
as shown in Table 14.5. Similarly, we can apply the homotopy-Padé technique
to accelerate the convergence rate of the series (14.47); the [m, m] homotopy-
Padé approximants of f(n) and f'(n) are independent of h. As mentioned
before, the approximation sequence of f”(0) diverges when A = 2 and h = —1.
However, by means of the Homotopy-Padé technique, we obtain convergent
results of f(n) in the whole region 0 < n < 400 even when A = 2 and h = —1,
as shown in Table 14.6. When A = 2 and i = —1, even the [5,5] homotopy-
Padé approximant of f’(n) is accurate enough, as shown in Figure 14.6.

Note that the solution (14.47) is explicit, purely analytic, and uniformly
valid in the whole region n € [0, 4+00). Thus, it can be regarded as a definition
of the solution of Blasius’ viscous flow problems governed by Equations (14.1)
and (14.2).

This example demonstrates once again that, using the homotopy analysis
method, we can obtain many different solution expressions of a nonlinear
problem, even if the solution is unique.
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TABLE 14.1
Numerical values of f”(0) given by (14.28) for different 7,79, and the
order m of approximation.

m ﬁ:fl—loandno:éB h:f%andn0:9
20 0.32881 0.32743
40 0.33185 0.33149
60 0.33205 0.33201
80 0.33206 0.33205
90 0.33206 0.33206
100 0.33206 0.33206

Source: reprinted from International Journal of Non-Linear Mechanics, 32,
Shi-Jun Liao, “A kind of approximate solution technique which does not de-
pend upon small parameters (II): An application in fluid mechanics”, 815-822,
Copyright (1997), with permission from Elsevier.
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TABLE 14.2
Analytic approximations of f”(0) given by (14.47)
when A= —1 and A = 4.

Order of approximation 17(0)
10th 0.327756
20th 0.331851
30th 0.332040
40th 0.332055
45th 0.332057
50th 0.332057
55th 0.332057

Source: Shi-Jun Liao, “A uniformly valid analytic solution of two-dimensional
viscous flow past a semi-infinite flat plate”, Journal of Fluid Mechanics (1999),
385:101-128 Cambridge University Press Copyright (©1999 Cambridge Uni-
versity Press, reprinted with permission.

TABLE 14.3
The [m, m] homotopy-Padé approximation of f”/(0) when
h=—1and A =4.

[m, m] homotopy-Padé approximant of f”(0)
[4, 4] 0.344675
8, 8] 0.332055
[12,12] 0.332056
[16, 16] 0.332057
(20, 20] 0.332057
(25, 25] 0.332057
TABLE 14.4
The [m, m]| homotopy-Padé approximation of f”(0) for different
values of \.

m,m] A=1  A=2 A=4 A=5 A=10

[4,4] 0.326857 0.331867 0.344675 0.362964 0.519751
8, 8] 0.331808 0.331753 0.332055 0.332269 0.347726

[12,12]  0.332008 0.332056 0.332056 0.332053 0.332908
[16,16]  0.332043 0.332057 0.332057 0.332057 0.332084
[20,20]  0.332054 0.332057 0.332057 0.332057 0.332057
[25,25]  0.332057 0.332057 0.332057 0.332057 0.332057
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TABLE 14.5
Comparison of Howarth’s [105] numerical results of f/(n) with the
analytic approximations given by (14.47) when h = —1 and A = 4.

n 20th 30th 40th 50th 55th numerical
order order order order order result

0.4 0.132650 0.132756 0.132763 0.132764 0.132764  0.1328
0.8 0.264412 0.264488 0.264707 0.264709 0.264709  0.2647
1.2 0.393075 0.393755 0.393772 0.393776 0.393776  0.3938
1.6 0.514758 0.516680 0.516750 0.516756 0.516756  0.5168
2.0 0.626372 0.629553 0.629754 0.629764 0.629764  0.6298
2.4 0.727156 0.728494 0.728950 0.728980 0.728980  0.7290
2.8 0.814839 0.810980 0.811429 0.811503 0.811503  0.8115
3.2 0.885026 0.876124 0.875982 0.876066 0.876066  0.8761
3.6 0.935172 0.924321 0.923315 0.923312 0.923312  0.9233
4.0 0.966854 0.957245 0.955665 0.955518 0.955518  0.9555
4.4 0.984622 0.977780 0.976154 0.975900 0.975900  0.9759
5.0 0.995914 0.992920 0.991856 0.991599 0.991599  0.9916
6.0 0.999708 0.999317 0.999092 0.999006 0.999006  0.9990
7.0 0.999987 0.999961 0.999939 0.999926 0.999926 1.0000
8.0 1.000000 0.999999 0.999998 0.999997 0.999997  1.0000

Source: Shi-Jun Liao, “A uniformly valid analytic solution of two-dimensional
viscous flow past a semi-infinite flat plate”, Journal of Fluid Mechanics (1999),
385:101-128 Cambridge University Press Copyright (©1999 Cambridge Uni-
versity Press, reprinted with permission.

TABLE 14.6
Comparison of Howarth’s [105] numerical results with the [m, m]
homotopy-Padé approximation of f'(n) when A =2 and h = —1.

n [5,5] [10,10]  [15,15]  [20,20]  [25,25] numerical
result

0.4 0.133023 0.132814 0.132764 0.132764 0.132764  0.1328
0.8 0.264655 0.264688 0.264709 0.264709 0.264709  0.2647
1.2 0.393380 0.393774 0.393775 0.393776 0.393776  0.3938
1.6 0.516251 0.516751 0.516755 0.516757 0.516757  0.5168
2.0 0.629577 0.629759 0.629765 0.629766 0.629766  0.6298
2.4 0.729388 0.728968 0.728981 0.728982 0.728982  0.7290
2.8 0.812514 0.811489 0.811508 0.811509 0.811510  0.8115
3.2 0.877471 0.876059 0.876079 0.876081 0.876081 0.8761
3.6 0.924790 0.923298 0.923325 0.923329 0.923330  0.9233
4.0 0.956803 0.955468 0.955523 0.955518 0.955518  0.9555
4.4 0976987 0.975798 0.975872 0.975871 0.975870  0.9759
5.0 0.992848 0.991460 0.991542 0.991542 0.991542  0.9916
6.0 1.000400 0.998920 0.998972 0.998974 0.998973  0.9990
7.0 0.999989 0.999920 0.999920 0.999922 0.999921 1.0000
8.0 0.999998 0.999995 0.999996 0.999997 0.999996 1.0000
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FIGURE 14.1

Comparison of Howarth’s [105] numerical result of f”(0) with the solution
series (14.26) when H(n) = 1 by means of different values of /. Symbols:
numerical result; dashed line: i = —1 (Blasius’ power series); dash-dotted
line: i = —1/2; dash-dot-dotted line: 7i = —1/4; solid line: & = —1/8.
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FIGURE 14.2

Comparison of Howarth’s [105] numerical result of f”(0) with the solution
series (14.29) when H(n) = n by means of different values of . Symbols:
numerical result; dashed line: i = —1 (Blasius’ power series); dash-dotted
line: i = —1/2; dash-dot-dotted line: 7i = —1/4; solid line: & = —1/8.
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FIGURE 14.3

Comparison of Howarth’s [105] numerical result of f”(0) with the solution
series (14.30) when H(n) = \/n by means of different values of i. Symbols:
numerical result; dashed line: i = —1 (Blasius’ power series); dash-dotted
line: i = —1/2; dash-dot-dotted line: 7i = —1/4; solid line: & = —1/8.
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£"(0) given by (14.47) for different A when i = —1. Dashed line: 10th-order
approximation; dash-dotted line: 20th-order approximation; solid line: 30th-
order approximation.
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FIGURE 14.5

The h-curves of f”(0) given by (14.47) when A = 4. Dashed line: 10th-order
approximation; dash-dotted line: 20th-order approximation; solid line: 30th-
order approximation.
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FIGURE 14.6
Comparison of Howarth’s [105] numerical result of f/(n) with the [5,5]
homotopy-Padé approximation when A = 2 and A = —1. Symbols: numerical

result; solid line: [5,5] homotopy-Padé approximation.
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15

Boundary-layer flows with exponential
property

Consider the two-dimensional laminar viscous flow over a semi-infinite flat
plate. The family of similar solutions of the incompressible boundary layers
was first obtained by Falkner and Skan [106] in 1931. Let x denote distance
from the leading edge of a semi-infinite flat plate and y distance normal to the
plate, U the velocity of the fluid in the mainstream, v the kinematic viscosity,
and v and v the components of the velocity of the fluid in the directions of
x,y respectively. Falkner and Skan [106] demonstrated that, if U o x, where
K is a constant, there exist solutions of the boundary layer equation

£ )+ f) " () + Bl — f2(m)] =0, (15.1)
subject to the boundary conditions
f(0) = f'(0) =0, f(+00) =1, (15.2)
where
2 B (1+r)U
b= n=y\ (15.3)

and the prime denotes differentiation with respect to the similarity variable
7. The components u, v of the fluid velocity are given by

vU

u=Uf"(n), v=1[f(n) — (k= nf'(n) DS (15.4)

Note that f(n) depends on the physical parameter 5 only. When x > 0,
from (15.3), it is easy to see that

0<pg<2

When x < 0, the mainstream velocity U « 2" is singular at x = 0 so that
Falkner-Skan’s solution f(n) cannot be taken right back to x = 0. This is a
general difference between the solutions with a positive and negative 5. In
1937 Hartree [107] numerically solved the Falkner-Skan’s equations. For large
n, Hartree [107] provided the asymptotic expression

1— f'(n) ~ A exp(—f?/2) -3 4 B 20, (15.5)
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where A and B are coefficients. From the boundary condition f’(+o00) = 1,
it is clear that f ~ n as 7 — +o00 so that f — 400 as n — +oo.

Hartree [107] showed that, when § is positive, only one of the solutions,
namely that with B = 0 in (15.5), would satisfy the conditions at infinity. For
positive (3, there exists a unique solution f(n) so that f’(n) — 1 exponentially
as n — +oo. Hartree [107] numerically obtained the family of the unique
solutions for 0 < g < 2. However, when (3 is negative, any expression of the
form (15.5) tends to 0 as 7 (and so f) tends to oo, so that any value of f”(0)
yields a solution satisfying the condition at infinity. Thus, when £ is negative,
the boundary conditions (15.2) do not specify a unique solution. To make the
solution for § < 0 unique, Hartree [107] replaced the condition at infinity by

f'(n) — 1 from below as  — +o0, and f”(0) as large as possible

and produced a family of numerical results for 5y < § < 2, where Gy = —0.198
corresponds to f”(0) = 0. The family of Hartree’s solutions for Gy < 8 < 2
has such properties that f”(0) > 0 and f/(n) — 1 exponentially as n — 400,
and indicates neither reversed flow nor velocity overshoot.

Stewartson [108] proved that the Falkner-Skan equation (15.1) with the
boundary conditions (15.2) has a unique solution when 5 > 0. To make
the solution for 8 < 0 unique, Stewartson [108] replaced f(n) by F,(n) that
satisfies the equation

FY'(n) + Fa(n)Fy (n) + L = EZ(n)] =0 (15.6)
and the boundary conditions
F,(0)=F.(0) =0, Fl(a) = 1. (15.7)

Obviously,
fn) = lim Fu(n).

a——+00

In this explanation Stewartson [108] found in the region Sy < 8 < 0 an-
other new family of numerical solutions exhibiting the property f”(0) < 0,
demonstrating reversed flow.

Stewartson [108] proved a theorem that, if § < fy = —0.1988, then in all
the solutions of the Falkner-Skan equation with f(0) = f/(0) = 0, there is
a range of values of n for which f’(n) > 1, expressing velocity overshoot in
some regions. Unlike Hartree [107] and Stewartson [108], Libby and Liu [109]
believed that the overshoot velocity profile might have physical definitions;
therefore, they defined other breaches of numerical solutions for 5 < fy.
Their numerical calculations showed that when § < [y multiple (probably
an infinite) number of solutions to (15.1) and (15.2) exist for any given values
of f(0).

Note that all of above-mentioned solutions are either numerical or analytic-
numerical. In this chapter the homotopy analysis method is applied to present
an explicit, purely analytic solution of the Falkner-Skan boundary layer flow.
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15.1 Homotopy analysis solution
15.1.1 Zero-order deformation equation

From (15.5), f'(n) — 1 exponentially as n — +oo if 5 > 0 or B = 0 in the
case of # < 0. Thus, it is natural to express f(n) by the set of base functions

{n™ exp(—n An)|m>0,n>0X>0} (15.8)
in the form:
+oo oo
FO) =" amn n™exp(—n An), (15.9)
m=0n=0

where a,, ,, is a coefficient and ) is the so-called spatial-scale parameter. This
provides us with the rule of solution expression for the Falkner-Skan boundary
layer flows.

Under the rule of solution expression and using (15.2), it is obvious to
select

folm) = — 1= eXI})\(—/\ m oyt- (1 /\Az) exp(=A 7)] (15.10)

as the initial guess of f(n), where v is an auxiliary parameter. Note that
0(0)=A+7. (15.11)

Under the rule of solution expression denoted by (15.9) and from Equations
(15.1) and (15.2), we choose the auxiliary linear operator

23®(n; q 0?®(n; q
clo(a)] = S5l +x 2

(15.12)
with the property

L[Co + Cun + Coexp(—A )] = 0, (15.13)

where Cy, Cy, and Cy are coefficients, ®(n;q) is a real function of 7 and gq.
From Equation (15.1), we define the nonlinear operator

3 . 2 . . 2
Nl2(n;9)] = %ﬂ@(mq) %ﬂnfluﬂ {1 - [%Z’Q)} } (15.14)

Let % denote a nonzero auxiliary parameter and H(n) a nonzero auxiliary
function. We construct the so-called zero-order deformation equation

(1—4q) L[®(n;9) — fo(n)] = g h H(n) N[®(n; q)], (15.15)
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subject to the boundary conditions

0®(n; q)
on

0%(n; q)

-1
on

n=+oo

®(0;9) =0, =0,

n=0

: (15.16)

where ¢ € [0,1] is an embedding parameter.
When g = 0, it is easy to demonstrate that

®(n; 0) = fo(n). (15.17)

When ¢ = 1, since ¢ # 0 and H(n) # 0, Equations (15.15) and (15.16) are
equivalent to Equations (15.1) and (15.2), respectively, provided

®(n;1) = f(n). (15.18)

Thus, as the embedding parameter ¢ increases from 0 to 1, ®(n;q) varies
from the initial guess fo(n) to the exact solution f(n) of Equations (15.1) and
(15.2). Then, by Taylor’s theorem and using (15.17), we expand ®(7;¢) in
the power series

(n;q) = fo(n +ka g (15.19)
where | 9 q)
_ L n:.4q

fuln) = 4 o |y (15.20)

Note that the zero-order deformation equation (15.15) contains the auxiliary
parameter /i and the auxiliary functions H(n). The initial guess fo(n) contains
the auxiliary parameter v. Assuming that all of them are correctly chosen so
that the series (15.19) converges when g = 1, we have, using (15.18),

+oo
Fo) = fom)+ > fi(n). (15.21)

This provides us with a relationship between the initial approximation fo(n)
and the exact solution f(n).

15.1.2 High-order deformation equation

For conciseness, define the vector

ﬁl = {fO(n)vfl(n)7f2(n)a ) fn(n)}

Differentiating the zero-order deformation equations (15.15) and (15.16) k
times with respect to ¢, then setting ¢ = 0, and finally dividing them by k!,
we obtain the high-order deformation equation

Lf1(n) = Xufr—1(n)] = I H(n) Ri(fi-1), (15.22)
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subject to the boundary conditions

fu(0) = f3(0) = fi.(+00) =0, (15.23)

where i is defined by (2.42) and

k—1
Ri(fe1) = [ ) + D [ 1 n () = BEL () Foan ()]
n=0
+ B (1= xx). (15.24)

It is easy to solve the linear differential equations (15.22) and (15.23), using
symbolic calculation software.

Under the rule of solution expression denoted by (15.9) and from Equation
(15.22), the auxiliary function H(n) may be in the form

H(n) =n"" exp(=A k2 1),

where k1 > 0 and ko > 0 are integers. For simplicity, we choose k1 = k3 = 0,
corresponding to

H(n) = 1. (15.25)
Then, let f7(n) denote a special solution of the equation
LI )] = h Re(fin)-
Then, from (15.13), we gain the solution
fi(m) = x fom1(n) + fi(n) + Co + C1n + Caexp(=A n), (15.26)

where Cy, C1, and Cy are determined by the boundary conditions (15.23).

15.1.3 Recursive formulae

By solving the first several high-order deformation equations (15.22) and
(15.23), fm(n) can be expressed by

m+1
Fn() = W () exp(—kA n), m >0, (15.27)
k=0
where
Woo(n) = b5 + 67" 0, (15.28)
Woa(n) = by +07" m, (15.29)
U, 0(n) = b5, m>1 (15.30)
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and

2(m+1)—k
Upp()= > bFg", m>1L1<k<m+1.  (1531)
n=0

Substituting the above expressions into Equations (15.22) and (15.23), Liao
[40] gained the recursive expressions of each coefficient b;"", where m > 1,
0<n<m+1and0<k<2(m+1)—n, as follows:

2m m—+1
b0 = X0 — AT Zr;mnbl = > (n—1rgg?
n=2
m+1 2(m+1)—

+ Z Z F’”" (R0 — TI70 — A=ty (15.32)
b0 =0, (15.33)
2m m—+1

bpt = xby T AT I 4 Y g
r=0 n=2
m+12(m+1)—n
+ 303 o (e — At (15.34)
n=2 r=1

2m
bz.n’l = Xm (1 = Xk42-2m) bznfl’l + Z LIk,

r=k—1
1<k<2m+1, (15.35)
2(m+1)—n
by = Xm (1 = Xkt 1-2m4n) b;gn_lm - Z F:n7nH:L7k7
r==k
2<n<m,0<k<2m+1)—n (15.36)
and
m+1
R R Vi | K 1<k<m+1, (15.37)
r=k
where
1k rl(r—k+2)
HT = W, O S k S r—+ 1,

Ik = " (DT (ke
T - k'(n _ 1)r7k+1>\r7k+3 n n
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n>2 0<k<r,

F:L’" =} [(1 _ Xr+172m+n) d:‘n—l,n 4 6:)1,n + A:n,n]
1<n<m,0<r<2(m+1)—n,

F:‘n,m—}-l — h(é:‘n,m—i-l + A:n,m+l)’
in which

m—1 min{n,k+1} min{r,2(k+1)—j}
m,n __ k,j m—1-kn—j
ATV = -0 Z E a;” a,_;

k=0 j=max{0,n+k—m} i=max{0,r—2(m—k)+n—j)}

min{n,k+1} min{r,2(k+1)—j}

m—1
VDS > o

k=0 j=max{l,n+k—m} i=max{0,r—2(m—k)+n—j)}

m—1—kn—j rm—1—kn—j
X brfi Arfi ’

m>1,0<n<m+1,0<r<2(m+1)—n

under the definitions

amk = (n 4+ Db ATE — (kA)IFATE, (15.38)
™R = (04 1) (n + 2) B AT — 2(kA) (n + 1) AT

+ (kA)? bR AR, (15.39)
d™F = (n+1) c?ﬁl\xjﬁ — (kAR AT (15.40)

and
0, wheni=3j=0,k > 2,
- 0, when i > 0,7 =0,k > 1,
Ay =40, when j >i+1, (15.41)
0, when k& > 2(i + 1) — 7,
1, otherwise.

2
k

From (15.10), we obtain the first four coefficients

0,0 = A 0,0 0,1
bo - )\2 5 bl - ]_7 bO =

A=
A2 7

, gl
b2t = -3 (15.42)

from which, we can calculate all other coefficients b,"" using the above recur-
sive expressions.
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The Mth-order approximation of Equations (15.1) and (15.2) is given by

M
fo) =+ (Z b?’“)

m=0

M+1 2(m+1)—n

+ Z exp(—nAn) Z Z byt (15.43)
n=1

m=n—1

Therefore, we have the explicit, purely analytic solution of Falkner-Skan lam-
inar viscous flow over a semi-infinite flat plate

“+oo
) =n+ (Z bo’””)

m=0
M+1 M 2(m41)—
+ hm Zexp —nAn) Z Z bzn’" n* . (15.44)
m=n—1

This exact solution obviously has the asymptotic property f’ — 1 exponen-
tially as n — 4o0.

15.1.4 Convergence theorem

THEOREM 15.1
The series

+o0
m+ > frn)
k=1

must be the exact solution of Equations (15.1) and (15.2) as long as it is
convergent, where fi(n) is governed by Equations (15.22) and (15.23) under
the definitions (15.10), (15.12), (15.24), and (2.42).

Proof: If the series is convergent, we have
From (15.22) and (2.42),

Using (15.12), we gain

+o0
) S Ru(fir) = lim Llfn(n >]=c[ lim fm(n)} —0,

m— 00 m— 00
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which gives, since i # 0 and H(n) # 0,
400 .,
> Ri(fi-1) =0.
k=1
Substituting (15.24) into the above expression and simplifying it, we obtain
a3 00 +00 J42 +
and ka(n) ka(ﬂ) ) ka(ﬂ)
T k=0 k=0 T k=0
d XX i
+B841- [d— ka(n)] =0.
n
k=0
Furthermore, from (15.10) and (15.23),
—+o00 —+o0 —+o00
D0 =D fi(0)=0, Y fi(+oo) =1
k=0 k=0 k=0

Therefore, if the series

+

oo
fom) + Y fr(m)
k=1

is convergent, it must be an exact solution of Equations (15.1) and (15.2).
This ends the proof.

15.2 Result analysis

According to Theorem 15.1, we need only ensure that the solution series
(15.21) converges. Note that the solution (15.44) contains three auxiliary
parameters A, A, and . We have therefore a three-parameter family of solution
expressions. The spatial-scale parameter A\ affects the rate of f'(n) — 0 as
17 — +oo. From (15.11), the auxiliary parameter v affects f{/(0), and we can
investigate the relationship between the exact solution and different initial
guesses fo(n), which becomes interesting when there exist multiple solutions
in the case of § < 0. It should be emphasized that, for any given values of
A and ~y, we still have the freedom to choose a proper value of the auxiliary
parameter A to control and adjust the convergence region and rate of the
solution (15.44), when necessary.

Physically, f”(0) is related to the friction of the fluid on the plate and
therefore has important physical meanings. From (15.21), we have

+oo
F"(0) = f5(0) + Y £1(0), (15.45)
k=1
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which is dependent of the physical parameter § and the three auxiliary pa-
rameters A, A, and 7. First, consider the case of A = —1,v = 0 and regard A as
an unknown variable. For given values of 3, f”(0) converges to the same cor-
responding value, provided A is large enough, as shown in Figure 15.1. Note
that, when A > 5, we can obtain convergent results of f”/(0) for 0 < § < 2,
corresponding to 0 < k < +o0. It is therefore reasonable to choose A > 5.
Then, we consider the case of A = 5 and v = 0. The influence of i on the
convergence of f”(0) can be investigated by plotting the so-called h-curves
(see page 26 and §3.5.1) of f”(0), as shown in Figure 15.2. Obviously, when
—5/4 < h < —3/4, we can obtain convergent results of f”(0) for 0 < g < 2.
Furthermore, when A = 5,7 =0, and A = —1, f(0) converges for 5y < 8 < 2,
where By = —0.1988. The related 10th-, 20th- and 30th-order approximations
of f(0) are given by

£7(0)

~ 0.466892061269575 + 1.270377798259161 3
—0.9366061372519299 5% + 0.6565444804810052 3>
—0.2989667156611743 5* + 8.714746301295173 x 1072 35
—1.646263530984164 x 10~2 ¢ + 2.009360736004046 x 102 37
—1.532383017041316 x 10~ 8% + 6.654735449025599 x 1076 3°
—1.259647041638817 x 10~7 510, (15.46)

£7(0)

~ 0.469470560483573 + 1.295165031248947 3
—1.37974417506381 5% + 2.191127183953301 53
—3.010696768394167 5* + 3.217599178710972 (°
—2.637727245237923 3% + 1.672089788089693 37
—0.8288927042391463 5% + 0.3244321617350418 /3°
—0.1009610729534239 10 + 2.508145750314333 x 1072 g1
—4.979128795292073 x 1072 32 + 7.879252632693684 x 10~* 5*3
—9.872764016512919 x 1075 g1 +9.675273712687701 x 1076 o
—7.265429168115138 x 10~7 516 + 4.042349583833827 x 108 517
—1.573031139104484 x 1079 B8 + 3.831177670499221 x 10! 319
—4.409794935993077 x 10713 329, (15.47)

and

£(0)
~ 0.4695903615312177 + 1.298441994559965 3
—1.491321283547855 32 + 3.075663557218445 33
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—6.529797437132239 4* 4 12.02830971699564 3°
—18.1643591437081 ¢ + 22.24132274854839 7
—22.20184453035751 5% + 18.25679986443915 /3°
—12.5044109522257 510 4 7.205799232502405 1
—3.523684854407225 312 + 1.472301275851469 ('3
—0.5283860769496572 5+ + 0.1634753390904293 3'°
—4.369783644567797 x 1072 50 4+ 1.010062677099088 x 10~2 g7
—2.018052269391153 x 1073 318 + 3.479126853101193 x 10~* g1°
—5.159762018077551 x 1075 829 4 6.552517694061283 x 106 52!
—7.079292502238022 x 107 %2 + 6.449249702165323 x 1078 5%
—4.894052058789618 x 10~Y 524 + 3.041591067712079 x 10710 525
—1.510937645005482 x 10~ 526 4+ 5.783596085142942 x 10~13 327
—1.606885758239585 x 107 328 4 2.896755640650334 x 10716 329
—2.560020533395366 x 10718 530, (15.48)

respectively. When 0 < 8 < 2, the series of f”(0) converges quickly and even
the 10th-order approximation agrees with numerical results given by Hartree
[107] and White [20], as shown in Table 15.1 and Figure 15.3, respectively.
However, when By < 8 < 0, the series of f”(0) converges slowly. We fail to
accelerate the convergence of f”(0) by means of the Padé technique in the
traditional way. But, using the homotopy-Padé technique (see page 38 and
§3.5.2), the convergence of the series (15.45) is greatly accelerated, especially
when Gy < 8 < 0, as shown in Table 15.2 and Figure 15.3. Also, it is found
that the [m, m] homotopy-Padé approximant of f”(0) does not depend upon
the auxiliary parameter h.

It is found that, as long as the series (15.45) of f”(0) is convergent, the
corresponding series of f(n) and f’(n) also converge in the whole region 0 <
n < 4+00. When 0 < § < 2, the series of f/(n) converges quickly and the 20th-
order approximations agree with Hartree’s numerical results [107], as shown in
Figure 15.4. However, when By < 8 < 0, the closer the value of 3 is to 3y, the
more slowly the series of f/(n) converges; thus higher-order approximations
are necessary to get accurate enough results, as shown in Figure 15.4.

These verify Hartree’s [107] conclusions that there exists a unique solution
when 0 < 8 < 2 and a solution when Gy < 8 < 0, with the properties f”(0) >
0 and f’(n) — 1 exponentially as n — 4+00. When 8y < 8 < 0, Stewartson
[108] numerically found a kind of solution with the property f”(0) < 0 but
still f'(n) — 1 exponentially as n — +oo, showing reversed flow. To check
Stewartson’s [108] numerical results, we choose a negative value of 7 so that

0(0)=~v+X<0.

For given A and +, by means of plotting the corresponding fi-curves of f”(0),
a negative ii with a small enough value of |i| may be chosen to ensure that
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the corresponding solution series converge. Several dozen cases are inves-
tigated. However, it is found that, as long as a solution series is conver-
gent, it always converges to Hartree’s family of solution. For example, when
v = -=55,0=—-15/100,A = 2, and h = —1/10, the approximate series con-
verges to Hartree’s family of solution. Thus, it seems that the solution (15.44)
might not give Stewartson’s [108] family of solutions with reversed flows. Sim-
ilarly, it seems that the solution (15.44) might not give Libby and Liu’s [109]
family of solution with velocity overshoot. Note that Stewartson [108], and
Libby and Liu [109] found their solutions by numerical techniques, and it is
difficult to rigorously check if f'(n) — 1 exponentially as n — 400 by means
of numerical methods, because all numerical methods are restricted in a fi-
nite domain and thus cannot correctly treat the quantity of infinity. It may
therefore be doubtful that solutions given by Stewartson [108] and Libby and
Liu [109] have the property f’(n) — 1 exponentially as 7 — +oo in rigorous
mathematical meaning. More evidence is necessary to support this point of
view. It is still an open question whether there exist multiple solutions of
the Falkner-Skan viscous flow with the exponential property at infinity when
B < 0. If the multiple solutions exist, it would be a challenge to apply the
homotopy analysis method to discover all these solutions.
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TABLE 15.1

Comparison of the analytic approximations of f”(0) given by (15.45)
when A =5, =0, and h = —1 with White’s [20] and Hartree’s [107]
numerical results.

I6] 10th-order 20th-order 25th-order 30th-order numerical
approx. approx. approx. approx. result

2.0 1.68647 1.68719 1.68721 1.68722 1.6872
1.6 1.51709 1.52148 1.52152 1.52152 1.5215
1.2 1.33147 1.33578 1.33572 1.33572 1.3357
1.0 1.23079 1.23266 1.23258 1.23259 1.2326
0.8 1.12210 1.12027 1.12028 1.12027 1.1203
0.6 1.00107 0.99572 0.99585 0.99584 0.9958
0.5 0.93379 0.92755 0.92767 0.92768 0.9277
0.4 0.86038 0.85435 0.85440 0.85442 0.8544
0.3 0.77922 0.77483 0.77474 0.77475 0.7748
0.2 0.68830 0.68691 0.68674 0.68671 0.6867
0.1 0.59519 0.58711 0.58707 0.58705 0.5870
0.0 0.46689 0.46947 0.46956 0.46959 0.4696

-0.1 0.32980 0.32363 0.32197 0.32096 0.319
-0.14 0.26876 0.25374 0.24960 0.24682 0.239
-0.16 0.23676 0.21559 0.20947 0.20515 0.190
-0.18 0.20372 0.17499 0.16622 0.15971 0.128
-0.19 0.18679 0.15369 0.14329 0.13537 0.086
-0.198  0.17306 0.13614 0.12426 0.11504 0

Source: Shi-Jun Liao, “A uniformly valid analytic solution of two-dimensional
viscous flow past a semi-infinite flat plate”, Journal of Fluid Mechanics (1999),
385:101-128 Cambridge University Press Copyright (©1999 Cambridge Uni-
versity Press, reprinted with permission.
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TABLE 15.2

Comparison of the [m, m] homotopy-Padé approximations of f”(0)
when A =5, =0, and & = —1 with White’s [20] and Hartree’s [107]
numerical results.

154 [5,5] [10,10] [15,15] Numerical
result
2.0 1.68636 1.68722 1.68722 1.6872
1.6 1.52026 1.52151 1.52151 1.5215
1.2 1.33399 1.33571 1.33572 1.3357
1.0 1.23063 1.23260 1.23259 1.2326
0.8 1.11816 1.12027 1.12027 1.1203
0.6 0.99372 0.99584 0.99584 0.9958
0.5 0.92563 0.92769 0.92768 0.9277
0.4 0.85246 0.85443 0.85442 0.8544
0.3 0.77287 0.77474 0.77476 0.7748
0.2 0.68478 0.68670 0.68671 0.6867
0.1 0.58484 0.58697 0.58704 0.5870
0.0 0.46736 0.46960 0.46960 0.4696
-0.1 0.32291 0.31935 0.31927 0.319
-0.14 0.25476 0.24074 0.23984 0.239
-0.16 0.21813 0.19380 0.19128 0.190
-0.18 0.17980 0.13870 0.13160 0.128
-0.19 0.16004 0.10677 0.09455 0.086
-0.198 0.14398 0.07833 0.05912 0
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FIGURE 15.1
The 20th-order approximation of f”(0) versus A when i = —1, v = 0, and
3=0,1,2.
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FIGURE 15.2

The A-curves of f”/(0) at the 20th order of approximation when A =5, v = 0,
and 8 =0,1,2.
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FIGURE 15.3

Comparison of the analytic approximations f”(0) when A = 5,7 = 0, and
h = —1 with the numerical results. Dashed line: 10th-order analytic ap-
proximations (15.46); dash-dotted line: 20th-order analytic approximations
(15.47); dash-dot-dotted line: 30th-order analytic approximations (15.48);
solid line: [15,15] homotopy-Padé approximation; filled circle: numerical re-

sults given by Hartree [107]; open circle: numerical results given by Stewartson
[108].
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FIGURE 15.4

Comparison of the analytic approximation of f/(n) given by (15.43) when
A =5,7=0, and i = —1 with Hartree’s [107] numerical results. Solid line:
numerical result when § = 2; dash-dot-dotted line: numerical result when
(8 = 1; dash-dotted line: numerical result when g = 0; dashed line: numerical
result when 8 = —0.16; filled circle: 20th-order analytic approximations when
B = 2; filled square: 20th-order analytic approximations when 8 = 1; open
circle: 20th-order analytic approximation when 3 = 0; open square: 50th-
order analytic approximations when g = —0.16.
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16

Boundary-layer flows with algebraic property

In most cases the velocity profiles and temperature of boundary layer flows
decay exponentially. However, as reported by Kuiken [110, 111], solutions of
some boundary layer flows behave algebraically at infinity.

For instance Kuiken [111] analyzed a glass-fiber production process and
obtained, by means of various similarity transformations, a set of two coupled
nonlinear differential equations

£ (n) +60(n) = () =0, (16.1)

0" (n) =30 f'(n)0n), (16.2)
subject to the boundary conditions

f(0) = f'(0)=0,60(0) =1, (16.3)

f(+00) = 0(+00) = 0, (16.4)

where the prime denotes differentiation with respect to the similarity variable
71, o is the Prandtl number, f(n) and 6(n) relate to the velocity profile and
temperature distribution of the boundary layer, respectively. For details, the
reader is referred to Kuiken [111].

Kuiken [111] presented a solution that contains a parameter that had to be
determined by numerical methods. Kuiken’s solution [111] is fundamentally
analytic-numerical. To the best of the author’s knowledge, no one has reported
an explicit, fully analytic solution of the coupled nonlinear equations (16.1)
and (16.2). In this chapter the homotopy analysis method is employed to
yield this type of solution.

16.1 Homotopy analysis solution
16.1.1 Asymptotic property

From (16.4), both f’(n) and 6(n) tend to zero as n — +o00. So, it is important
to know the behavior of the solution at infinity. As pointed out by Kuiken
[111], both f(n) and 6(n) decay algebraically as n — +oo.
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Under the transformation

E=1+Xn,  FE=fm), S =>0mn), (16.5)

where A > 0 is the so-called spatial-scale parameter, Equations (16.1) and
(16.2) become

N2 F(€) + 8(6) — F2(€) =0, (16.6)
X S"(€) =30 F(€) S(6), (16.7)
subject to the boundary conditions
F(1)=0,5(1) =1, (16.8)
F(400) = S(+00) =0 (16.9)
Define
F~gm  Sg> (16.10)

as the asymptotic expressions of F(£) and S(§) as £ — +oo. Substituting
them into Equations (16.6) and (16.7) and balancing the main terms of each
equation, we have

ar=-2, ay=—A. (16.11)

Thus, considering their algebraic property at infinity, F'(£) and S(£) can be
expressed by the base functions

{¢€™|n>2} (16.12)

in the forms:

+oo

P =) Z—Z (16.13)
n=2
+oo bn

S =Y o (16.14)

n=4

respectively, where a,,, b, are coefficients. The above expressions provide the
so-called rules of solution expression of F(£) and S(§), respectively.

16.1.2 Zero-order deformation equation

Under the rules of solution expression denoted by (16.13) and (16.14) and
from Equations (16.8) and (16.9), it is easy to choose

Fo(§) =~ (€2-€7°), Sl =¢" (16.15)

as the initial guesses of F'(§) and S(&), respectively, where v is an auxiliary
parameter. Furthermore, under the rules of solution expression denoted by
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(16.13) and (16.14) and from Equations (16.6) and (16.7), we select the aux-
iliary linear operators

_ (8 e, 0
Lp® = (3) TERTE (16.16)
_(6) oe oo
Ls® = (5> ae2 + € (16.17)
with the properties
Lr(Ci+C¢7?) =0, (16.18)
Ls(Cs+Cy &) =0, (16.19)

where C1,C%,Cs, and Cy are coefficients. For simplicity, from Equations
(16.6) and (16.7), we define the nonlinear operators

N[0 0] =2 5D v oGa) - e 6a.  (10.0)
N [9(€;0), O(6 )] = 2 %fq) 3od(Eq) O, (1621)

where ¢ € [0,1] is an embedding parameter, ®(£; q) and ©(E; q) are real func-
tions of & and q. Let hAr and Ag denote the nonzero auxiliary parameters,
Hp (&) and Hg(€) the nonzero auxiliary functions, respectively. We construct
the zero-order deformation equations

(1—4q) Lr[®(&q) — Fo(§)]
=qhp Hp(§) Np [®(&9),0(&9)], (16.22)

(1—4q) Ls[O0(&q) — So(€)]
= q hs Hs(§) Ns[2(&:9),0(& 9)] (16.23)
subject to the boundary conditions
®(1;q) = D(+o00;9) = O(+00;9) =0, O(1;9) =1, (16.24)

where g € [0,1] is the embedding parameter.
When ¢ = 0, it is easy to demonstrate that

®(&;0) = Fo(§), ©(£0) = So(8), (16.25)

where Fy(€) and Sp(€) are the initial guesses defined by (16.15). When ¢ = 1,
since

hrp #0, hs #0, Hp(§) #0, Hs(§) #0,
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the zero-order deformation equations (16.22) to (16.24) are equivalent to the
original equations (16.6) to (16.9), provided

O(5;1) = F(£), ©(&51) = 5(6). (16.26)

Thus, as ¢ increases from 0 to 1, ®(&;q) and ©(&;q) vary (or deform) from
the initial guesses Fy(§), So(€) to the solutions F(&), S(€) of Equations (16.6)
o (16.9), respectively.

By Taylor’s theorem and using (16.25), we obtain the power series

®(&;q) ) + Z F,( (16.27)
O q) = )+ Z S (16.28)
where
_19"9(&9) _ 10"0(q)
Fa® = i N Sl&) = e - (16.29)

Assuming that the spatial-scale parameter A, the auxiliary parameter 7 in
(16.15), the auxiliary parameters hip, is and the auxiliary functions Hpg(€),
Hg (&) are properly chosen so that the above series converge at ¢ = 1, we have,
using (16.26),

F(&) = Fo(&) + D _ Ful9), (16.30)
+oo

S(€) = So() + > Sn(&). (16.31)
n=1

The corresponding mth-order approximations are given by

F(&) = Fo(§) + Y Ful9), (16.32)
n=1

S(€) ~ So(€) + Y Su(é). (16.33)
n=1

16.1.3 High-order deformation equation

For conciseness, define the vectors

Fo = {Fo(§), F1(§), F2(€), - -+, Fin(§) }

and

Sm = {So(é-), Sl(g)a 52(5)7 o 7Sm(€)} .
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Differentiating the zero-order deformation equations (16.22) to (16.24) n times
with respective to ¢, then dividing by n!, and finally setting ¢ = 0, we have
the high-order deformation equations

‘CF [Fn(g) - XnFn—l(f)} = hF HF(g) Rf(ﬁn—hgn_l), (1634)
L5 [Sn(€) = XnSn—1(£)] = hs Hg (&) RS (Fo_1,80-1), (16.35)

subject to the boundary conditions
Fo(1) = S,(1) = F,(+00) = Sy (+00) =0, (16.36)

where x,, is defined by (2.42) and

RE(F\o1,8,-1) = XN FJ_1(€) + Su-1(€)

- i E5(§) Fo1-5(8), (16.37)
j=0
R3(Fy1,8,1) = A2 8! (&) -3¢ i F;(&) Sp—1-;(). (16.38)

=0

Note that the high-order deformation equations (16.34) to (16.36) are uncou-
pled and linear. It is therefore easy to solve them, using symbolic computation
software.

Under the rules of the solution expression denoted by (16.13) and (16.14)
and from Equations (16.34) and (16.35), the auxiliary functions Hp (&) and
Hg(€) may be written as

Hp(§) =&, Hs(§) = £, (16.39)

where k1 and ko are integers. It is found that, when x; > 1 and/or kg > 1,
the term In€ appears in the solution expressions, which does not conform
to the rules of solution expression denoted by (16.13) and (16.14). When
k1 < —1 and/or Ky < —1, F(£) and S(¢) do not contain the terms &2
and €74, respectively. This is not in accordance with the rule of coefficient
ergodicity. To adhere to both the rules of solution expression and the rule of
coefficient ergodicity, we must choose

l€1:l€2:0,

corresponding to
Hp(§) = Hs(§) = 1. (16.40)

Now, the inhomogeneous terms of Equations (16.34) and (16.35) are com-
pletely known.
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16.1.4 Recursive formulations

By solving the first several high-order deformation equations (16.34) to (16.36),
F, (&) and S, (§) can be expressed by

2n+1

2n
Fa(©) =€) an; &7, Su(€) =4 Y by €77, (16.41)
=0 s

where a,, ; and b, ; are coefficients. Substituting them into Equations (16.34)
to (16.36), we have the recursive formulae (5 > 1)

Qn,j = Xn X2n+1—j Qn—1,j
N 3hr [Xont2—j A2 G+ 1)+ 2)an—1,j-1 + X2nt+1—jbn—1,j—1 — An j—1]

(i +2) ’
(16.42)
bn,j = Xn X2n—j bn-1;
5h XN +3)G+Dbp_1i—1—30 By i
+ S [X2n+1 J (.] )(.] ) 1—1,5—1 g n,j 1] , (1643)
JG+4)
and
2n+1 2n
no=— Y anj, bno == bnj, (16.44)
Jj=1 Jj=1
where
n—1 min{2j+1,i}
Ani = Z Wy A j1 i (16.45)
j=0 r=max{0,i+2j—2n+1}
n—1 min{2j+1,i}
Bn,i = Z aj,r bnfjfl,if’r" (1646)
j=0 r=max{0,i+2j—2n+2}

Using (16.15), we have the first three coefficients
a0,0 =7, aO,l =", b0,0 =1. (1647)

From these and using the above recursive formulae, we can calculate all other
coefficients a,, ; and b, ;, successively. Thus, we have the explicit analytic
solutions

+oco 2n+1 ) +oco 2n

fj‘;‘é’ SE@=> > 5]—+j4 (16.48)

n=0 j=0
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Using the transformation (16.5) we obtain

“+oo 2n+1 a +oco 2n
na]

The mth-order approximations are

bv]
(14 Xn)its’

m  2n+1 a m 2n
DIDIs =L IDY
+2’
n=0 j=0 1+>\n] n=0 j=0
which give
m 2n+1 a
n,j o
J) nz:%;o NG +1) [ 1+ )it
and
m 2n+1
o)~ =AY (i+2)
n=0 5=0
m 2n-+1 a
flaoo)m Y >
n=0 j=0 A (‘] + 1)
m 2n

16.1.5 Convergence theorem

THEOREM 16.1

(16.49)

(16.50)

(16.51)

(16.52)

(16.53)

(16.54)

If the solution series (16.30) and (16.31) are convergent, where F, () and
Sn(§) are governed by Equations (16.34) to (16.36) under the definitions
(16.37) to (16.38), and (2.42), they must be the solution of Equations (16.6)

to (16.9)

Proof: If the solution series (16.30) and (16.31) are convergent, it is nec-

essary that

Jim 79 =0, lim S, (€) =

m——400

Then, from (16.16) and (16.17),

Cr | Jim Fa(©] =0 £s| im0

From Equations (16.34) and (16.35), we have, using (2.42),

hip Hp(€) Z RE(F, 1,8, 1) = Lr[Fm

n=1
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and
m

hs Hs(€ Z Foe1,80-1) = Ls [Sm ()] -

Therefore,

hie He(§) D R (Fuer, Suer) = L LE% Fm<§>] =0

and

hs Hg(& ZR F._1,S ):L‘S{lim Sm(g)}zo,

m——+00

which give, since fip # 0,hs # 0, Hp(§) # 0 and Hg(§) # 0,

00 N N
Z Rf(anh Snfl) =0
n=1

and
+oo
Z RS(ﬁn—la gn—l) =0.
n=1

Substituting (16.37) and (16.38) into above two expressions and simplifying
them, we obtain

02 = too +oo
N e [ O+ 50— 3R] =0 (165))
n=0 n=0 n=0
and
Sy +oo +o0
v o 9e [ZS 1 —30 |>_ Fu(9) [Z Sn(ﬁ)l =0. (16.56)
n=0 n=0

From (16.15) and (16.36), we obviously have

+oo +oo
Y F.(1) =) Fu(+o0) = ZS +00) = 0, ZS =1. (16,57
n=0 n=0

Comparing Equations (16.55) to (16.57) with Equations (16.6) to (16.9), it is
clear that the convergent series (16.30) and (16.31) are the solutions of the
two coupled nonlinear differential equations. This ends the proof.
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16.2 Result analysis

There exist four auxiliary parameters: hg,hg, A, and . We have therefore
a four-parameter family of solution expressions. According to Theorem 16.1,
we need only to focus on the choice of the four auxiliary parameters to ensure
that the solution series (16.30) and (16.31) converge.

Note that the initial guess Fy(€) defined by (16.15) contains the auxiliary
parameter . Substituting the initial approximations (16.15) into Equations
(16.6) and (16.7) and balancing the main terms, we obtain a set of two alge-
braic equations of A and +, which give

—1/4 —-1/2
30 90 90

Although the above expressions are valid only when o < 10/9, it provides
valuable information for the choice of A and «. From (16.58), it is obvious
that

v~ 1, A~ Vo

for o < 1.

In general, for any given Prandtl number o, we can investigate the influence
of the four auxiliary parameters A, 7, hr, and hg on the convergence of solution
series and then choose a set of proper values. For example, let us consider the
case 0 = 1. Note that

f7(0) = A F'(0), 0'(0) = A 5°(0)

are related with the skin friction and thermal flux and therefore have im-
portant physical meaning. For simplicity, we first study the influence of
the four auxiliary parameters on the convergence of f”(0) and ¢'(0). When
hp = hg = —1/2 and v = 1,2,3, both 6/(0) and f”(0) are convergent in a
region of A that becomes the largest when v = 3, as shown in Figures 16.1
and 16.2. From these two figures, it is clear that the series of f”(0) and 6’(0)
converge if A = 1/3,y = 3, and hp = hg = —1/2. To ensure this, we can
further investigate the influence of the auxiliary parameters iz and hg on the
convergence of solution series when A = 1/3,y = 3, and hip = hg = h by
plotting the so-called fi-curves (see page 26 and §3.5.1) of f”(0) and 6'(0), as
shown in Figure 16.3. When o = 1, the series of f”/(0) and 6’(0) converge by
means of A =1/3,y =3, and hp = hg = —1/2, as shown in Table 16.1. Gen-
erally, for given Prandtl number o, we can choose the auxiliary parameters
A, 7, g, and hig in the similar way to ensure that the series of f”(0) and ¢'(0)
converge. For example, the series of f”/(0) and ¢'(0) converge when o = 1/10
by means of A = 1/5,7 = 1, and hr = hs = —1/2, and when o = 10 by
A=1/3,v=1hr = —1/4, and hg = —1/10, respectively. The solution series
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converge when o > 10 by means of A= 1,7 =1,hp = —1/4, and ig = —1/0,
and when o < 1/10 by means of vy =1, ip = g = —1/2, and A = 1/5 or even
smaller. Furthermore, as long as the series of f”/(0) and 6’(0) are convergent,
the corresponding solution series of f(£) and 0(&) also converge in the whole
region 0 < £ < +00, as shown in Figures 16.4 and 16.5.

The convergence of the series of f”(0) and 6'(0) can be accelerated using
the homotopy-Padé technique (see page 38 and §3.5.2), as shown in Tables
16.2 and 16.3. When hp = hg = h, the [m, m] homotopy-Padé approximants
do not depend upon h.

Note that we obtain an explicit, purely analytic solution of the two cou-
pled nonlinear equations (16.1) and (16.2) by means of the recursive formulae
(16.42) to (16.47). The analytic solutions behave algebraically at infinity. In
Chapter 15 the homotopy analysis method is successfully applied to solve the
Falkner-Skan boundary layer flows that behave exponentially at infinity. The
homotopy analysis method is therefore valid for these two different types of
boundary layer flows.
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TABLE 16.1

The mth-order approximations of f”/(0) and 6'(0) when o =1
by means of A =1/3,v =3, and hir = hg = —1/2 compared
with Kuiken’s result [111].

m 77(0) 7(0)
5 0.713814 -0.831716
10 0.706453 -0.765271
15 0.702547 -0.769478
20 0.697170 -0.771491
25 0.694380 -0.770640
30 0.693538 -0.770001
35 0.693342 -0.769872
40 0.693268 -0.769879
45 0.693227 -0.769876
50 0.693213 -0.769866
Kuiken’s result 0.693212 -0.769861
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TABLE 16.2
The [m, m] homotopy-Padé approximations of f”(0) compared with
Kuiken’s result [111].

o=1/10 oc=1 oc=10

[m, m] A=1/5v=1 A=1/3,y=3 X=1/3,v=1
[5, 5] 0.952170 0.705940 0.433555
10,10 0.921936 0.693438 0.452229
15,15 0.924108 0.693214 0.447038
20, 20 0.924087 0.693212 0.447107
25,25 0.924088 0.693212 0.447117
30, 30 0.924086 0.693212 0.447117
35,35 0.924084 0.693212 0.447117
40,40 0.924083 0.693212 0.447117
45,45 0.924083 0.693212 0.447117
50, 50 0.924083 0.693212 0.447117
Kuiken’s result 0.924083 0.693212 0.447117

TABLE 16.3
The [m, m| homotopy-Padé approximations of 6'(0) compared with
Kuiken’s result [111].

o=1/10 oc=1 o =10

[m, m] A=1/5v=1 A=1/3,y=3 A=1/3,y=1
[5, 5] -0.347058 -0.774151 -1.61583
10,10 -0.350119 -0.770018 -1.49263
15,15 -0.350027 -0.769866 -1.49733
20, 20 -0.350058 -0.769861 -1.49708
25,25 -0.350058 -0.769861 -1.49710
30, 30 -0.350059 -0.769861 -1.49710
35,35 -0.350059 -0.769861 -1.49710
40,40 -0.350059 -0.769861 -1.49710
45,45 -0.350059 -0.769861 -1.49710
50, 50 -0.350059 -0.769861 -1.49710
Kuiken’s result -0.350059 -0.769861 -1.49710
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FIGURE 16.1
6'(0) versus A at the 24th order of approximation when ¢ = 1 and hrp = hg =
—1/2. Solid line: v = 1; dashed line: vy = 2; dash-dotted line: v = 3.
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FIGURE 16.2

7"(0) versus X at the 24th order of approximation when o = 1 and hg = hg =
—1/2. Solid line: v = 1; dashed line: vy = 2; dash-dotted line: v = 3.
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FIGURE 16.3

The h-curves of f”(0) and €'(0) at the 24th order of approximations when
o =1 by means of vy = 3,\ = 1/3, and hr = hg = —1/2. Solid line: ¢'(0);
dashed line: f”(0).
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f'm)

FIGURE 16.4

Comparison of f’(n) with numerical results. Open circle: 30th-order ap-
proximation when o = 1/10 by means of hp = hg = —1/2, A = 1/5, and
v = 1; filled-circle: 20th-order approximation when ¢ = 1 by means of
hp = hg = —1/2, A = 1/3, and v = 3; square: 40th-order approximation
when o = 10 by means of ip = —1/4,hg = —1/10,A = 1/3, and v = 1; solid
lines: numerical results.
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FIGURE 16.5

Comparison of 6(n) with numerical results. Open circle: 20th-order ap-
proximation when o = 1/10 by means of hp = hg = —1/2, A = 1/5, and
~v = 1; filled-circle: 20th-order approximation when ¢ = 1 by means of
hp = hg = —1/2, A = 1/3, and v = 3; square: 20th-order approximation
when o = 10 by means of hp = —1/4,hg = —=1/10,A = 1/3, and v = 1; solid
lines: numerical results.
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17

Von Karman swirling viscous flow

Consider the steady, laminar, axially symmetric viscous flow of an incompress-
ible fluid induced by an infinite disk rotating steadily with angular velocity
Q about the z-axis in a cylindrical coordinate system (r,6, z). The motion of
the fluid is governed by the continuity equation

LOGV,) | LoV, oV
r Or r 00 0z

and the Navier-Stokes equations

0 (17.1)

oV, v, V2 o?v, 19V, 0*V, V, 10p
‘/T r sz r_ Y0 _ T - r r_Yr| it 17.2
or + 0z v [ or2 r Or 022 7’2:| por (172)
IV Wy ViV PVe 10V Ve Vp
RALANT VAl - ads _ 17.
Ve or TV 0z T v [ orz r or 922 r2|’ (17:3)
oV, v, 0?V, 19V, 0%V, 10p
v, ey, e oy (S 20 ey 17.4
or + 5. " [ or?2  r Or 022 } p 0z (174)
subject to the nonslip boundary conditions
Vo=7Q, V,=V,=0, when z = 0, (17.5)
and the conditions at infinity
Ve =Vyp =0, when z = 400, (17.6)

where p denotes the fluid density, v the kinematic viscosity coefficient, p the
pressure, and V., Vj, V, the velocity components in the radial, azimuthal, and
axial directions, respectively. Defining the similarity variable

Q
n=2\— (17.7)
and using the similarity transformation
Ve = (rQ) f(n), (17.8)
Vo = (r2) g(n), (17.9)
V. = Vi w(n), (17.10)
p = —pv§d P(n), (17.11)
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Von Karman [112] devised the governing partial differential equations (17.1)
to (17.6) to a set of ordinary differential equations

"=+ f w, (17.12)
g =4 w+2fg, (17.13)
ww' =P +w”, (17.14)
2f +w' =0, (17.15)
subject to the boundary conditions
f(0) = f(+0) =0, g(0) =1, g(+o0) = 0, w(0) = 0, (17.16)

where the prime denotes the derivative with respect to n. From (17.15),

R— (17.17)

Substituting it into Equations (17.12) and (17.13), we have

/.

w” —w” w4+ %w’ w' —2¢* =0, (17.18)
g"—wg +uw' g=0, (17.19)

subject to the boundary conditions
w(0) = w'(0) = w'(+00) = 0, g(0) =1, g(+00) = 0. (17.20)

For details the reader is referred to Von Karmén [112] and Zandbergen and
Dijkstra [113].

The above equations are coupled and strongly nonlinear. They were in-
vestigated by many researchers including Von Kdrméan [112], Cochran [114],
Fettis [115], Rogers and Lance [116], Benton [117], McLeod [118], Zandbergen
and Dijkstra [119], Ackroyd [120], and Hulzen [121]. These solutions are ei-
ther numerical or numerical-analytic. In this chapter the homotopy analysis
method is employed to give a purely analytic solution.

17.1 Homotopy analysis solution

Note that the velocity component at infinity in the axial direction is unknown,
which has significant physical meaning. So, as Benton [117] did, we define

v = —w(+00) (17.21)
and use the transformation

w(n) ==y [1—sm)]. (17.22)
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However, unlike Benton [117], we introduce another transformation
E=An, (17.23)

where A is the so-called spatial-scale parameter. Using (17.22) and (17.23),
Equations (17.18) and (17.19) become

1
AN+ 42N (1 — s)s" + 572/\23’3’ —2¢% =0, (17.24)

Ag"+ (1= s)g +75'g =0, (17.25)

subject to the boundary conditions
s(0) = g(0) =1, s(+00) = g(+00) =0, s'(0) = s'(+00) =0,  (17.26)

where the prime denotes differentiation with respect to £&. Note that we have
the freedom to choose the value of the spatial-scale parameter A, but v defined
by (17.21) is unknown.

17.1.1 Zero-order deformation equation

According to Rogers and Lance’s investigation [116], Von Kdrmén’s swirling
flow has exponential property at infinity. In 1978, Dijkstra gave a full asymp-
totic expansion that contains only exponentials. Hulzen [121] computed the
series that consists of exponentials multiplied by polynomials. Recently, Yang
and Liao [43] applied the homotopy analysis method to give, for the first time,
an explicit, purely analytic solution expressed by exponentials multiplied by
polynomials. Here, we give the solutions s(¢) and g(&) expressed by the set
of base functions

{exp(—n &) | n > 1} (17.27)

in the forms:
+o0 oo
s(€) = anexp(—ng), 9(&) = bpexp(—ng),  (17.28)
n=1 n=1

where a,, and b,, are coeflicients. The above expressions provide the so-called
rules of solution expression for s(§) and g(&), respectively.

Let € denote an auxiliary parameter. Under the rules of solution expression
denoted by (17.28) and using (17.26), it is easy to choose the initial guesses

s50(§) = 2exp(—§) — exp(—2£), (17.29)
90(§) = exp(—¢) + € [exp(—2¢) — exp(—§)] (17.30)

of s(§) and g(&), respectively. Under the rules of solution expression denoted
by (17.28) and from Equations (17.24) and (17.25), we choose the auxiliary
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linear operators

L0 O

Ll = ges +2 58— g¢ 2 (17.31)
Lof = g%f - (17.32)
with the properties
L, [C1 exp(€) + Cy exp(—€) + C5 exp(—2€)] = 0 (17.33)
and
L, [Cy exp(€) + Co exp(—£)] =0, (17.34)

where C1, Cy, and Cj are coefficients. For conciseness, from Equations (17.24)
and (17.25) we define the two nonlinear operators

N5 [5(8:9), G(&:9), AMg), T(q)]

=t 5GP - S0 T
+ (%) I?(q)A%(q) [%@q)} T 2G(&:q)° (17.35)
and
Ny [5(&9), G(& a), Ag), T(q)]
=A@ ZEEY st - () Y
05(c:0)

+ L(@)G(&q)

T (17.36)

where g € [0,1] is an embedding parameter, S(&; ¢) and G(&; q) are real func-
tions of ¢ and ¢, A(q) and T'(¢q) are real functions of ¢, respectively. Let
hy and hs denote two nonzero auxiliary parameters, H,(§) and Hy(§) two
nonzero auxiliary functions, ¢ € [0, 1] the embedding parameter, respectively.
We construct the zero-order deformation equations

(1—q) Ls[S(&q) = s0(6)]
=qhs Hy(§) Ni[S(&9),G(&a), AMa),T(a)], (17.37)

(1-9q) Ly[G(&q) — g0(8)]

=qhy Hy(§) Ny[S(&q),G(&q),A(q), T (q)], (17.38)
subject to the boundary conditions
905(&q)|  _ 0S(&q)

S(0:9) =1, S(+00;¢) =0, —F—| =
(07 q) 1, S(4005q) =0, ¢ LO 0¢ ‘£+oo

=0 (17.39)
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and
G(0;9) =1, G(4+00;q) =0. (17.40)
When ¢ = 0, it is clear from (17.29), (17.30), and Equations (17.37) to
(17.40) that
5(£:0) = s0(§), G(&0) = go(8)- (17.41)
When ¢ = 1, since ks # 0,hy # 0,Hs(§) # 0 and H,(§) # 0, Equations
(17.37) to (17.40) are equivalent to the original equations (17.24) to (17.26),
provided

5(&61) =s(8), G(&1) =g(8), A1) =A, T(1) =1 (17.42)

By Taylor’s theorem and using (17.41), we have the power series in the ex-
pansion of g as follows:

S(&9) = so(€) + an ", (17.43)
G(&q) = 90(€) + Z gn(&) 4", (17.44)
q) = Ao+ Z An q", (17.45)

Q) =%+ Y md" (17.46)

where A\g and 7y are initial guesses of A and ~, and

1 0™S(&;¢q
sn(€) = — 7&(],1 ) o (17.47)
1 0"G(&;q
gn(§) = ] % q:O, (17.48)
A, = L A9 (17.49)
n TL' aqn 0 )
1 0"T'(q)
= — . 1 .
= o |, (17.50)

Note that Equations (17.37) and (17.38) contain two auxiliary parameters f
and Ay, and two auxiliary functions Hg(§) and Hy(&). Assuming that all of
them are correctly chosen so that the above series are convergent at ¢ = 1,
we have, using (17.42), the solution series

5(€) = s0() + Y _ sn(9), (17.51)
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+o00
)+ Z 9n(8), (17.52)
n=1
+oo
A=Xo+ > A, (17.53)

~Y =" + Z Vi (17.54)

17.1.2 High-order deformation equation

For conciseness, define the vectors
8 = {s0(€),51(€),52(&), -+ sk(§) }
Ge =1{90(£), 91(8), 92(8), - -+, g (&)} ,

and .
)\k:{)\07)‘1a)‘27"'7Ak}7 ’Vk:{707717727'“7’7k}'

Differentiating the zero-order deformation equations (17.37) to (17.40) n times
with respect to ¢, then dividing by n!, and finally setting ¢ = 0, we have the
high-order deformation equations

Ly [50(6) = Xn $n—1(6)] = hs Hy(€) RS (51, Fn—1, An—1,Fn—1),  (17.55)
Ly [9n(&) = Xn gn—-1(8)] = hg Hyg(§) R} (Sn—1, Gn- 1,Xn—1,’7n—1)7 (17.56)
subject to the boundary conditions
5n(0) = gn(0) = s,(+00) = gn(+00) =0, s,,(0) = s, (+00) = 0,(17.57)
where X, is defined by (2.42),

R (513 Gn1s A5 Tn1)
1 9" 'NG[S(£9),G(&q), M), T(q)]

(n—1)! ogn1 q=0
n—1
= [an—l—k S%I(f) + ﬂn—l—k 5;@/(5)]
k=0
—Zﬁn 1- klzsj §) sy (& }
1 n—1 k

+§ Z /Bn 1-k Z S5 Sk ]

k=0 Jj=0

n—1

k=0
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and

R%(gn—lv gn—la Xn—la F?n—l)
1 "W [S(69), G 9), Alg), T ()]

(n—1)! g1 4=0
n—1
=) Pa1-k 9 (6) + 11—k 91(8)]
k=0
n—1
Z Vn—1— kz ) gi—3 (&) = 55(&) gh—s (E)] (17.59)

under the definitions

an =Y An—k Ok, (17.60)
k=0
k=0

n k
= Tk DA Ay (17.62)
k=0 j=0

Note that the high-order deformation equations (17.55) and (17.56) are linear
and uncoupled, subject to the linear boundary conditions (17.57). It is easy
to successively solve them, using symbolic computation software.

Note that there exist four unknowns: s,(£), gn(§), An—1, and ~y,_1. How-
ever, we have only two differential equations (17.55) and (17.56) for s,,(§) and
9n(§). Thus, the problem is not closed and two additional algebraic equations
are needed to determine A\,_; and v,_;. Under the rules of solution expres-
sion denoted by (17.28) and from Equations (17.55) and (17.56), the auxiliary
functions should be

H(§) = exp(ks &), Hy(§) = exp(ky §), (17.63)
where r, and k4 are integers. Using (17.29) and (17.30), we have

4

R{(50, Go, Ao, o) ch,k Aos70) exp(—kE), (17.64)
k=1
3

R{ (50, Go, Ao, 7o) = Y _ d1.k(No,70) exp(—kE), (17.65)
k=1

where ¢1 (Ao, Y0) and di (Ao, 70) are coefficients independent of €. There are
two ways to solve the problem. One is to enforce the coefficients ¢1,1 (Ao, Y0)
and dj 1(Mo,Y0) to be zero, which gives

270(70 — Ao) A5 = 0, Yo — Ao = 0. (17.66)
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The above set of algebraic equations has an infinite number of solutions
Yo = Ao- (17.67)

It implies that di 1 (Ao, 7o) = 0 is true as long as ¢1 1 (Ao, v0) = 0. Thus, it does
not work. The other is to make the coefficients ¢; 1(Ao,70) and ¢1,2(Xo, Y0)
zero, which gives

29010 — M)A =0, (1—€? +31303 —dpA =0.  (17.68)
This set of algebraic equations has the unique nonzero solution

Yo=VI[1—¢€, Xo=V[l—¢ (17.69)

In this way, the problem is closed and the rule of solution existence is satisfied.
In this case, if x5 > 0, the right-hand side of Equation (17.55) contains the
term exp(—2¢) and/or exp(—¢). Thus, according to the property (17.33),
s1(€) contains the term ¢ exp(—2¢) and/or £ exp(—¢§), which however does
not conform to the rules of solution expression denoted by (17.28). So, we
have

ks < 0.

On the other hand, when ks < —1, the coefficient of the term exp(—3¢)
of s(&) cannot be modified; and this however is not in accordance with the
rule of coefficient ergodicity. So, to ensure that both of the rules of solution
expression denoted by (17.28) and the rule of coefficient ergodicity hold, we
must choose

ks =0, (17.70)
corresponding to Hs(£) = 1. Similarly, we have

kg =0, (17.71)

which gives Hy(§) = 1.

In summary, under the rules of solution expression denoted by (17.28)
and the rule of coefficient ergodicity, and in order to work out the high-order
deformation equations, we choose the auxiliary functions

Hy(§) = Hy(§) =1 (17.72)

and solve the set of two algebraic equations

— —

Cn,l()\nfla’?nfl) = 0> Cn,2()\n7175;n71) =0 (1773)

— —

to obtain A,_1 and v,_1, where ¢, 1(An—1,7n—1) and ¢, 2(An—1,9n—1) are
coefficients of the terms

2n+2

RS (51, Gty Anets Tne1) = Z enkXn_1,7n_1) exp(—k€),  (17.74)
k=1
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2n+2

RY(8n-1:Gn-1, An—1,7n-1) = 3 dns(Xn—1,9n-1) exp(—k¢).  (17.75)
k=1

Thus, we can successively solve the linear differential equations (17.55) and
(17.56) under the linear boundary conditions (17.57), together with the set of
two algebraic equations (17.73) that are linear when n > 2. Then,

2n+2

sn(€) = Y ank exp(—kE), (17.76)
2];:4:2

gn(€) = D bus exp(—kg), (17.77)
k=1

where a,, ; and b, ;; are coefficients. The recursive formulae for the coefficients
an.; and by, may be obtained if the above expressions are substituted into
Equations (17.55) to (17.57).

17.1.3 Convergence theorem

THEOREM 17.1

If the solution series (17.51), (17.52), (17.53), and (17.54) are convergent,
where $,(§) and g, (&) are governed by (17.55), (17.56), and (17.57) under
the definitions (17.31), (17.52), (17.58), (17.59), and (2.42), they must be
the solution of Equations (17.24) and (17.25) under the boundary conditions
(17.26) .

Proof: If the series (17.51) and (17.52) are convergent, it is necessary that

lim  s,,(£) =0, lim g¢,,(&) =0. (17.78)

m— 00 m— 00

Then, using (17.31), (17.32), (2.42) and from Equations (17.55) and (17.56),

we have

+oo
hs HS(S) Z R;(gnfhgnfh )\nfh ’?nfl)
n=1
= lim £, [5m(&)] = Ls { lim sm(f)} =0 (17.79)
and
+oo .
hg Hy(€) > R (51, Gn—1, An—1,n—1)
n=1
= i L (€] = £, | lim_on(©)] =0 (750)
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Since his # 0, hy # 0, Ho(§) # 0 and Hy(€) # 0, the above equations yield

—+00
> R (8n-1,Gn-1,An-1,7n-1) =0 (17.81)

n=1

and
+oo

ZRi(gnfhg’nfl»anhf?nfl) =0. (1782)
n=1
Substituting the definitions (17.58) and (17.59) into the above expressions and
then simplifying them, due to the convergence of the series (17.51) to (17.54),

we have
+oo 3 d3 +oo
7=0 df k=0
+oo 400 2 400 d2 +00
+ (Z%‘) pRY [1—2%@)] e [Zsk(g)]
i=0 §=0 k=0 k=0
oo +oo 2 +oo d +oo
(% ) S ) [ Se] [
+00 2
—9 [Z gk(g)l =0 (17.83)
k=0
and

400 d2 400 +o00 o0 d +o00
>N 72 [ng(f) + (Z%) 1= "s5(9) T [Z%(O]
=0 S s i=0 ) ot

Jj=0

+00 +o0 d 400
+ (Z w) > gi(©) pra [Z s;g(f)] =0. (17.84)
i=0 3=0 k=0
Furthermore, using (17.29), (17.30), and (17.57), we have
+oo +o00 +o0 +00
S50 =3 g0 =1, Y su(+00) = > ga(+o0) =0,  (17.85)
n=0 n=0 n=0 n=0
and
+oo +o0
D s,(0) =" s, (+00) = 0. (17.86)
n=0 n=0

Comparing the above four expressions with Equations (17.24), (17.25), and
(17.26), the convergent series (17.51), (17.52), (17.53), and (17.54) must be
the solution of Von Karman’s swirling flow. This ends the proof.
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17.2 Result analysis

According to Theorem 17.1, we need only to focus on ensuring that the so-
lution series (17.51) to (17.54) are convergent. There exist three auxiliary
parameters: ¢, Ry, and hy;. We have therefore a three-parameter family of
solution expressions. For simplicity, consider the case of

he=hy=h

and investigate first the influence of ¢ and h on the convergence of v =
—w(+00) that has a clear physical meaning.

Obviously, for any chosen value of €, v is a power series of h; thus we can
investigate the influence of i on the convergence of « by plotting the so-called
h-curves (see page 26 and §3.5.1 ) of 7, as shown in Figure 17.1. From these &-
curves, it is clear that the series of v converges when e = 0 and —1/5 < i < 0,
or e =1/4 and —3/5 < i < 0. For example, when € =0 and s = hy = —1/5
or e = 1/4 and hs = hy = —1/2, the corresponding series of v converges to
Benton’s [117] numerical result, as shown in Table 17.1. When ¢ = 1/4 and
—3/5 < h < 0 the series converges faster than when e = 0 and —1/5 < h <0,
indicating that the auxiliary parameters e and h = hs = hy may control the
convergence rate of the solution series. The homotopy-Padé technique (see
page 38 and §3.5.2) can be employed to accelerate the convergence, as shown
in Table 17.2.

From Figure 17.1, as € increases from 0 to 0.5, the valid region of & en-
larges but then reduces, indicating that there should exist a value of € that
corresponds to the largest valid region of A. To obtain this value, we choose
€ so that y; = Ay = 0, corresponding to

V1 — € (119 — 328¢ + 193€%) — 5(3 + 19¢) = 0,
whose solution is
€~ 0.26167. (17.87)

The valid region of A corresponding to € = 0.26167 seems to be longest, as
shown in Figure 17.1. Moreover, when € = 0.26167 and s = hy = —1/2, the
series of 7 converges even faster, as shown in Tables 17.1 and 17.2.

It is found that

An = Yn
for any integers n > 0. Thus, we have the relationship

A=,

which agrees with the asymptotic expansion for large £ given by Cochran
[114]. Indeed, Von Karmén’s swirling flow contains an elegant mathematical
structure.
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As long as the series of « is convergent, the corresponding series of s(§)
and g(&) also converge in the whole region 0 < ¢ < 400. For example, when
e =0 and hs = hy = —1/5, the analytic approximations of w(n) and g(n)
converge to Benton’s [117] numerical result, as shown in Figures 17.2 and
17.3. Moreover, when ¢ = 1/4 and h, = hs = —1/2, even the [1,1] homotopy-
Pade approximants of g(n) and w(n), i.e.

g(n) ~ ﬁiéz)) w(n) ~ —y [ﬁjgm : (17.88)

agree with Benton’s numerical result [117], as shown in Figures 17.4 and 17.5,
where

A () = ( 935649 + 3881640V/3 ) exp(—n)
+ ( 456252 + 2097200v/3 ) exp(—27y7)
+ (785007 - 311640v/3 ) exp(~37)
+ (220464 - 317520V/3 ) exp(—4y)

99212 + 252001/3 ) exp(—571) — 4608 exp(—677),

1247532 + 3022880v/3 )
192492 + 1858080\/5) exp(—yn)

982512 + 544320V3 ) exp(~297)

(
(
(
-
)= (
+
+
( 33552 + 100800v/3 ) exp(—3vyn) — 18432 exp(—47y1),
) = (1364904 — 477008V/3 )
( 2855992 — 962752\/3 ) exp(—1)
+ (1612135 - 49728013 ) exp(—2y)
~ (115206 - 14336v/3 ) exp(~37)
( 6545 + 2800/3 ) exp(—4y1) + 704 exp(—577),
) = (1364904 — 477008V3 )
n ( 28446 + 8736/3 ) exp(—71)
- ( 57777 + 2800V/3 ) exp(—2yn) + 5184 exp(—3vn),

in which v = 0.884474. This provides us with a simple but accurate analytic
expression of Von Karmén’s swirling flow.
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In this chapter we illustrate that the homotopy analysis method is valid
for some three-dimensional viscous flows governed by the exact Navier-Stokes
equations. The reader is referred to Liao [41] for viscous flows past a sphere
in a uniform stream, a well known classical problem in fluid mechanics.
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TABLE 17.1

The mth-order homotopy analysis approximations of v = —w(+00).
e=0 e=1/4 € = 0.26167
m hs = hg =—1/5 hs = hg =—1/2 hs =hg =—1/2
10 0.879446 0.882352 0.882977
20 0.881898 0.884437 0.884454
30 0.883607 0.884477 0.884477
40 0.884173 0.884474 0.884474
50 0.884337 0.884474 0.884474
TABLE 17.2
The [m, m] homotopy-Pade approximations of v = —w(+00).
e=0 e=1/4 e = 0.26167
[m,m] hs=Hhy=-1/5 hs=hy=-1/2 hs=h,=—-1/2
[5, 5] 0.879337 0.883856 0.885038
[10, 10] 0.884502 0.884482 0.884475
[15,15] 0.884436 0.884474 0.884474
[20, 20] 0.884474 0.884474 0.884474
[25, 25] 0.884474 0.884474 0.884474
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FIGURE 17.1

h-curves of v = —w(4o00) at the 19th order of approximation. Dash-dot-
dotted line: € = 0; dashed line: € = 1/4; dash-dotted line: € = 0.26167; solid
line: e = 1/2.
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FIGURE 17.2

Comparison of the analytic approximation of w(n) with the numerical re-
sult given by Benton [117]. Symbol: numerical result; solid line: 20th-order
approximation by means of € = 0 and i, = h, = —1/5.
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FIGURE 17.3

Comparison of the analytical approximation of g(n) with the numerical re-
sult given by Benton [117]. Symbol: numerical result; solid line: 20th-order
approximation by means of e = 0 and hs = hy = —1/5.
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Comparison of the [1,1] homotopy-Pdde approximation of w(n) with the nu-
merical result given by Benton [117]. Symbol: numerical result; solid line:
[1,1] homotopy-Pade approximation (17.88).
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FIGURE 17.5

Comparison of the [1,1] homotopy-Pdde approximation of g(n) with the nu-
merical result given by Benton [117]. Symbol: numerical result; solid line:
[1,1] homotopy-Pade approximation (17.88).
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18

Nonlinear progressive waves in deep water

Consider two-dimensional progressive gravity waves moving at a phase speed
C on the surface of infinitely deep water. The problem is defined in a coordi-
nate system (z, y) fixed to the waves, with the z-axis positive in the direction
of wave propagation and the y-axis pointing vertically upward from the still-
water level. Assume that the fluid is inviscid, incompressible, and without
surface tension. Let ¢(z,y) denote the velocity potential and {(x) the wave
elevation, respectively. The fluid motion can be described by the Laplace
equation

V2¢(z,y) =0 for (x,y) € Q, (18.1)

where
Q={(z,y) | —00 <z < +00,—00<y<((2)}.

The velocity potential ¢(z,y) is subject to the free surface boundary condi-
tions

C2hua+ g6, + 5 VOV(VOVH) ~20V6V0, =0 aty=C(@), (182)

1 1
((z) = p (C% - §V¢V¢> at y = ((x), (18.3)
and the bottom condition 96
Jim 5, =0 (18.4)

where ¢ is the acceleration of gravity and the subscripts  and y denote partial
derivatives in the respective directions.

Although the governing equation (18.1) is linear, the free surface boundary
conditions (18.2) and (18.3) are nonlinear and are defined on a surface that
is unknown a priori. This classic water-wave problem does not have a simple
solution and has attracted attention from many researchers since the mid-19th
century. Stokes [122] first proposed a perturbation technique for this classical
problem and later obtained an analytic solution to the fifth order in wave am-
plitude [123, 124]. Thereafter, researchers have applied Stokes’ perturbation
approach and derived higher-order solutions [125, 126, 127]. Using computer,
Schwartz [128] extended Stokes’ perturbation expansion to obtain a solution
to the 58th order. The solution is obtained in the complex plane through a
mapping function. His perturbation expansion has limited convergence and
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the Padé technique is employed to derive the solution at the limiting wave
condition (H/L)pmqee = 0.14118, where H is the wave height and L denotes
the wavelength.

Following Schwartz [128], Longuet-Higgins [129] took the Stokes-type ex-
pansion in wave amplitude to high orders and obtained stable solutions up
to the wave steepness H/L = 0.1411. The results show that for a given
wavelength the energy and phase speed are not monotonic functions of wave
steepness. Besides, Longuet-Higgins [130, 131] investigated the stability of
steady gravity waves to infinitesimal disturbances and found that subhar-
monic modes that become unstable when the wave height reaches a certain
value, may become stable and then unstable again as the wave height con-
tinues to increase. Chen and Saffman [132] found by numerical techniques
that symmetrical steady gravity waves of large amplitudes have bifurcations
at H/L ~ 0.13. Additional high-order solutions based on Stokes’ perturba-
tion approach further illustrate the nonlinear characteristics of steep gravity
waves [133, 134, 135, 136].

In this chapter we apply the homotopy analysis method to solve this
boundary-value problem with nonlinear conditions on an unknown surface.

18.1 Homotopy analysis solution
18.1.1 Zero-order deformation equation

The velocity potential ¢ satisfies the Laplace equation (18.1) and the bottom
boundary condition (18.4). So, it is easily understood that ¢ can be expressed
by the set of base functions

{exp(mky) sin(nkx) | m >1,n > 1} (18.5)
in the form:
“+o0 +oo
o(z,y) = Z Zam,n exp(mky) sin(nkzx), (18.6)
m=1n=1

where k = 27/L is the wave number, oy, , is a coefficient. This provides us
with the rule of solution expression for the velocity potential ¢(x,y). Accord-
ingly, the wave elevation {(x) can be expressed by the set of base functions

{cos(m k z) | m > 0} (18.7)
in the form:
+oo
((z) = Z Bm cos(mkx), (18.8)
m=0
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which provides us with the rule of solution expression for the wave elevation
((a).

Under the rule of solution expression denoted by (18.6), it is expedient to
select the solution of the linear Airy wave theory

do(r,y) = A Co exp(ky)sin(kzx), (18.9)
Co = %, (18.10)

as the initial guesses of the velocity potential ¢(z,y) and the phase speed C,
where A is a constant to be determined later. In spite of the more obvious
choice from the linear solution, we choose

Go(z) =0 (18.11)

as the initial guess of the surface elevation ((z) to simplify the subsequent
formulation and the solution procedure. Based on the two linear terms of the
free surface boundary condition (18.2), we choose an auxiliary linear operator
0*@(z, y;q) L g 2y

Ox? oy
where ¢ € [0,1] is an embedding parameter, A(q) is a real function of g,

®(x,y; q) is a real function of x, y, and ¢q. From the two free surface boundary
conditions (18.2) and (18.3), we define two nonlinear operators

N[(I)(xvaQ)vA(q)]
= A (q)®aa(z, y;0) + 9Py (2,3 q)
+ %V@(m,y;q)v VO(z,y;¢)V(z,y; q)]
= 2M(q)V(z,y;9)VP: (2, ;) (18.13)

L[®(z,y;9), Mq)] = A*(q)

(18.12)

and

Z[®(z,y;9), Mq)]

1 1

=A@ @) - VO VR (184
The homotopy analysis method is based on a continuous variation from an

initial trial to the exact solution. In the water-wave problem, we construct

the mappings ¢(z,y) — ®(z,y;q), ((z) — n(z;q), and € — A(g) so that,

as the embedding parameter ¢ increases from 0 to 1, ®(z,y;q), n(z;¢q), and

A(g) vary from the initial guesses to the exact solution ¢(z,y), {(x), and C

respectively. To ensure this, based on Equations (18.1) to (18.4), we construct

the zero-order deformation equation

V20 (z,y;q) =0 for (z,y) € Q(q), (18.15)
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subject to the boundary conditions on the unknown free surface y = n(z;q),

(1—4q) L[®(z,y;9) — ¢o(,y), Aq)]
= q Ml Hi(z) N[®(z,y;9), Aq)], (18.16)

(1 =q) [n(z;q9) — Co(2)]

= q hy Hy(x) {n(x;q) — Z[®(z,y;q), Aq)]}, (18.17)
and the boundary condition on the bottom
- 0%0(z,y:q)
lim — 222 — 18.18
S5, (18.18)

where ¢ € [0,1] is the embedding parameter, hy, s are two nonzero auxiliary
parameters, H; (), Ho(x) are two nonzero auxiliary functions, the domain

Qq) = {(z,y) | —o0 <z < +00,—00 <y < n(x;q)}

should preserve the connectedness as ¢ spans the interval [0, 1].
When ¢ = 0, the governing equation (18.15) and the boundary conditions
(18.16) to (18.18) yield the initial approximation

®(2,4;0) = ¢o(z,y), n(x,0) =Co(z), A0) = Co, (18.19)

where () is the initial guess of the phase speed. When ¢ = 1, since
hl 7& Oah2 7é O7H1(x) 7& 07H2(x) # Oa

Equations (18.15) to (18.18) are equivalent to Equations (18.1) to (18.4),
provided

O(z,y;1) = o(z,y), n(z,1)=((z), Al)=C. (18.20)

As ¢ increases from 0 to 1, the boundary-value problem defined by Equations
(18.15) to (18.18) thus provides a continuous variation to transform the initial
trial into the exact solution.

Using Taylor’s theorem and Equation (18.19), we expand ®(x, y; q), n(x; q),
and A(q) in the power series of ¢ as follows:

[m]
O(z,y:9) = ¢o(@,y) + Z % ( %o (@) m (18.21)
n(;q) = Co(x) + Z CO g, (18.22)
m]
=Co+ Z (18.23)

m=1
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where

[m] " (x,y;q)
zy) = LoD Ya) 18.24
0 ( y) aqm =0 ( )
r)= ——— y 18.25
CO ( ) 8qm =0 ( )
ol — 4 ATSL) . (18.26)
dq =0

Note that Equations (18.16) and (18.17) contain two auxiliary parameters
h1, e, and two auxiliary functions Hy(z), Ha(z). Assuming that all of them
are correctly chosen so that the above series are convergent at ¢ = 1, from
(18.20) we have

B(,) = do(a, 1) + Z &), (18.27)
C[m]
((z )+ Z (18.28)
[m]
C=Co+ Z C . (18.29)

18.1.2 High-order deformation equation

For brevity, define the vectors
Gn = {do(@. ). 08 @9, 08 (.9, ol @)}
& ={6@). @), @), @)}

and

Co = {Co.cl, el i}

Besides, define the so-called deformation derivatives

" (x,y;q)
[m] o) = 2\ E)
"z, y;9) o (18.30)
[m] s q 18.31
(@ig) = g (18.31)
d™A(q)
m] _ & N\HJ
A P (18.32)

Differentiating Equations (18.15) and (18.18) m times with respect to ¢ and
setting ¢ = 0, we have the high-order deformation equation

V20 (@) =0 in (z,y) € Q (18.33)
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and the condition on the bottom

N G
1 ——= =0 18.34
y—l>r—noo oy ’ ( )

where
QO:{(gjay)| 7OO<$<+OO,*OO<yS§O(I’)}.

It should be emphasized that the free surface boundary conditions (18.16)
and (18.17) are satisfied at y = n(x;q), which is dependent on ¢. Thus, it
holds for ®(z,y;q) at y = n(x; q) that

qu)(l’,y,q) (9 1] 8 m

— 2 = — q)=—| @ ; 18.35
where nl!l(z;q) is defined by (18.31). The differential operator D™/Dg™,
which contains the linear term 0" /dq™, is determined from a simple proce-
dure described later in this chapter. We simply write

D™ o(x,y;q)

Dq™ = @[m](xvyﬂ]) +Rm[q)(‘rvy;Q)7A(q)]7 (1836)

where R, is a nonlinear operator and ®"™(z, y; ) is defined by (18.30). Note
that for functions independent of y = n(x;q), such as A(q) and n(z;q), we
have

Dmn(z;q) — 0"n(xiq) ()

= = ; 18.
D™A(q) d™A(q)
= = Al™ 18.

which are consistent with (18.31) and (18.32), respectively.

Thereafter, differentiating Equations (18.16) and (18.17) m times with
respect to ¢ and setting ¢ = 0, we have the respective free surface boundary
conditions defined at y = (o(x) as

Em: (T) D Ef)\;(Q)]

=0

Dm_iq)zm (LL‘, Y; q)
qu—i

q=0 =0
D@y (z,y;q)
Dqg™ =0
D™ 1L [D(z,y;9),A(g)]
Dgm—1 4=0
D™ N [@(z, y;9), A(9)]
Dgm—1

+g

=m Xm

+m hl Hl(l‘)

(18.39)

q=0
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and
Cém] (.’E) =m Wm(.’l}', C’m,717 C_:mfl); (1840)

where X, is defined by (2.42) and

Wm(l'vgmfl,é' ) Xm [m 1]( )

[m—1] _ D"z [@(IJLQ),A((])}
0 (z)

+ flg Hg(l‘) qu—l

. (18.41)
q=0
Substituting Equation (18.36) into (18.39), at y = {o(z) we have

04" wy) | 00" ay) _
Ox? g Oy

002 Sm(£;$m—175m76m)7 (1842)

where

Sm(.'L'7 (Em—17 57717 ém)
D™1L[®(2,y;9), Aq)]
- {m Xm qu,1
D IN[®(x,y;q), A(q)]
qu,1

+m hl Hl(l‘)

- Cg Rum [q)m(xvy;q)a A(q)] -9 Rm [q)y(il',y; Q),A(Q)]

_ Z( ) D A2( )] Dm—ifqﬁ(f,y;qn}

Dq'

(18.43)

q=0

Note that the resulting boundary conditions (18.40) and (18.42) are satisfied
on the initial approximation of the surface elevation (p(z) and the reason for
choosing (o(x) = 0 is now evident.

The boundary-value problem at the mth-order approximation is defined by
the governing equation (18.33) and the boundary conditions (18.34), (18.40),
and (18.42). It is clear that the term

Wm(xv Emfla C;mfl)

is only dependent upon results up to the (m-1)th approximation. Thus,
([)m] () can be directly calculated from Equation (18.40). Thereafter, there

exist two unknowns: qb([)m} (z,y) and C([)m]. However, we have only one gov-
erning equation (18.33) with the boundary conditions (18.34) and (18.42) for

¢>g"} (z,y). So, the problem is not closed and an additional algebraic equation
is needed to determine C’([)m].
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Under the rules of solution expression denoted by (18.6) and (18.8) and
from Equations (18.40) and (18.42), the auxiliary functions H;(x) and Hz(x)
may appear as

Hy(x) = cos(nikx), Ha(x) = cos(ngkx),
where n1,n9 are integers. For simplicity, we choose
ny =ng = Oa

corresponding to
Hy(z) = Ha(x) = 1. (18.44)

Then, under the rules of solution expression denoted by (18.6) and (18.8), the
term Sy, (2, dm—1,(m, Cm) can be expressed by

Sm(z, &m_l,fm, 6m) = Z bmn(ém) sin(nkx) for m > 1, (18.45)
n=1

where bmyn(Cﬂm) is a coeflicient dependent of the vector ém. Obviously, when
b1 (Cr) # 0, due to Equation (18.42), the solution @™ (2,y) of the high-
order deformation equations contains the secular terms, which do not conform
to the rule of solution expression denoted by (18.6). To avoid this, we must
enforce

—

bn1(Cr) =0 form >1, (18.46)

which provides us with one additional algebraic equation in the form

am(cﬂmfl) C([)m] + ﬁm(cﬂmfl) = Ou
where am(ém,l) and G, (C_"m,l) are coefficients. Using this equation, C([)m} is
obtained. In this way, the problem is closed and the rule of solution existence
is satisfied.
Thereafter, it is easy to obtain the solution

o (x,y) = Z am.n exp(nky) sin(nkz), (18.47)

n=1

where .
Umom = bm.n(Cm) for 2 <n <m. (18.48)

(kn)g — C§(kn)?

Note that the coefficient a,,; is still unknown. To relate the solution and the
wave height H, we use

o) - e = { i rm Sy (1819
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This relationship provides a linear algebraic equation in the form
Ym Am,1 + 5m = 07

where ,, and §,, are coefficients, from which the solution of a,,; can be
evaluated. The value of A in the initial approximation ¢o(z,y) given by
(18.9) is determined from (18.40) and (18.49) as

g H
A= —F— <. 18.
<2hgkC§> (18.50)

The nonlinear water-wave problem is now reduced to the two linear algebraic
equations for C([Jm] and a,,,1. The solutions of the two equations complete the
expression for gzs{;’” (z,y) as well as the mth-order approximation of the solu-
tion. The formulation can be easily adapted for symbolic computation. In this
way we obtain the high-order approximations Q[Jm] (:C),C(gm], and qb([)m} (,y),
successively, in the order m =1,2,3,---.

The operator D™ /Dg™ for m > 1 can be determined by following the
procedure outlined here. The potential ®(z,y;q) on the free surface at y =
n(z; q) can be expanded about ¢ = 0 by a Taylor series to give

=0 (%) ' (18.51)

Similarly, this can be expanded by a Taylor series about the free surface at
y =n(x;0) as

+oo
D"®(x,y;q
O(x,y50) = Y %

m=0

r

+00 400 nP r] iC
) =33 TR () i) —n 0] (1552)

n=0r=0

Equating the two expressions for ®(z,y;¢) and invoking (18.19) and (18.22),

we obtain
= 4=0 m!

-EEr] (@EEee] . e

n=0r=0 s=1

Jio D™ d(z,y;q)
Dq7n

Expanding the right-hand side of the above equation and comparing the co-
efficients of the same power of ¢ give the definition of the operator D™ /Dg™
for m > 1. This can be accomplished by symbolic computation. For details,
the reader is referred to Liao and Cheung [50].
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18.2 Result analysis

There exist two auxiliary parameters: iy and hs. We have therefore a two-
parameter family of solution expressions. For simplicity, we set

Physically, the phase speed C, velocity potential ¢(z, y), and surface elevation
¢(x) are dependent upon the wave steepness. All of them are mathematically
dependent on A, which influences the convergence rate and region of the solu-
tion series (18.27), (18.28), and (18.29). In practice, a finite number of terms
are used in the solution series. The Mth-order approximation of (18.27),
(18.28), and (18.29) becomes

d(x,y) = do(x,y) + W (18.54)
m=1 )
M .[m]
() ~ Golx) + ) C(’T(f) (18.55)
m=1 :
M C[m]
Cr~Cot+ # (18.56)

Most researchers focus their attention on the dispersion relationship be-
tween the phase speed C' and the wave height H. Schwartz [128] formulated
the Mth-order approximation of the phase speed as

(C%)2 ~ f:aj (kH)Y, (18.57)

Jj=0

where a; is a coefficient. Schwartz applied the Padé technique to improve
the convergence and obtained the solution with the maximum wave steepness
(H/L)maz = 0.14118. In our approach, the Mth-order approximation of the
phase speed is

M
< > by (kH)™, (18.58)

where b; is a coefficient. In general, for a given value of kH, the influence of /
on the convergence of the above series can be investigated by plotting the so-
called h-curves (see page 26 and §3.5.1) of C'//Cy. As long as the series of the
phase speed is convergent, the corresponding series of the velocity potential
¢(x,y) and wave elevation ((x) also converge.
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The accuracy and convergency of the phase speed can be enhanced by the
homotopy-Padé technique (see page 38 and §3.5.2). It is found that the [k, £]
homotopy-Padé approximant of the phase speed is expressed by

Kk(k+1)/2

o 1+ > Topn (kH)?
Co w12 ’ (18.59)

1+ > Agen (KH)
n=1

where T'g, ; and Ay, ; are coefficients independent of i. Note that the [k, k]

homotopy-Padé expression (18.59) is to O(H2 +2%), which is considerably
higher than O(H?") achieved by the [k, x] Padé expansion used by Schwartz
[128].

Table 1 lists the dimensionless phase speed, C?/CZ, computed at vari-
ous levels of the homotopy-Padé approximation (18.59) and from Schwartz’s
perturbation solution to O(H!!®) [128]. For wave steepness up to H/L =
0.10, the homotopy-Padé approximation converges at [6,6] and yields results
identical to Schwartz’s for the number of decimals considered. The computed
dimensionless phase speed at this level of approximation is to O(H®?), which
is lower than that considered by Schwartz. At the 20th-order approximation
of the solution series, C? given by the [10,10] homotopy-Padé approxima-
tion is to O(H?2%) and converges to slightly different results in comparison to
Schwartz’s for wave steepness H/L > 0.12. The homotopy-Padé approxima-
tion converges rapidly with the number of terms and the 20th- and 22nd-order
approximations of the solution give identical or similar results over the range
of wave steepness considered, indicating reasonable convergence at the 20th
order and the validity of the proposed homotopy-Padé technique.

The [10,10] and [11,11] homotopy-Padé approximations of C/Cy are com-
pared with Longuet-Higgins’ perturbation solution [129] in Table 2. The two
homotopy-Padé approximations and Longuet-Higgins’ results are identical for
wave steepness up to H/L = 0.121921, whereas the [10,10] Homotopy-Padé ap-
proximation remains convergent up to H/L = 0.137249 for the number of dec-
imals considered. The phase speeds computed by the various methods as the
wave steepness approaches the limiting condition are compared in Figure 18.1.
Both the present and Longuet-Higgins’ approaches gives the maximum phase
speed at the same wave steepness H/L = 0.138712 and demonstrate that
phase speed is not a monotonic function of wave steepness. The homotopy-
Padé approximations agree with Longuet-Higgins’ results up to H/L = 0.14,
but show more rapid decrease of the phase speed toward the limiting wave
condition beyond that. The phase speed given by Schwartz [128] at H/L =
0.14 is slightly lower in comparison to the other predictions.

As observed in the previous and present studies, the physics of steep grav-
ity waves is complicated and different approaches produce different solutions
toward the limiting wave condition. The limiting wave is physically unstable
and might be mathematically as well. It would be interesting to employ our

© 2004 CRC Press LLC



approach to investigate the bifurcations of gravity waves for H/L = 0.13,
found numerically by Chen and Saffman [132].
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TABLE 18.1
Comparison of the [#, k] homotopy-Padé approximation of C?/Cg with
results given by Schwartz [128].

H/L Schwartz’s k=06 k=28 k=10 k=11

result
0.040 1.01592 1.01592 1.01592 1.01592 1.01592
0.070 1.04955 1.04955 1.04955 1.04955 1.04955
0.100 1.10367 1.10367  1.10367 1.10367 1.10367
0.120 1.15182 1.15190 1.15184 1.15182 1.15181
0.130 1.17820 1.17865 1.17834 1.17821 1.17821
0.135 1.18996 1.19148 1.19061 1.19003 1.19003
0.140 1.1930 1.20150 1.19833 1.19369 1.19385

Source: Kluwer Academic Publishers, Journal of Engineering Mathematics,
vol. 45, No. 2, 2003, pp. 105-116, “Homotopy analysis of nonlinear pro-
gressive waves in deep water”, Liao and Cheung, Table 1, Kluwer Academic
Publishers Copyright (©2003 Kluwer Academic Publishers, with kind permis-
sion of Kluwer Academic Publishers.
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TABLE 18.2
Comparison of the [k, k] homotopy-Padé approximation of C'/Cy
with result given by Longuet-Higgins [129].

H/L Longuet-Higgins’ k=10 k=11
result

0 1.00000 1.00000 1.00000
0.045266 1.01016 1.01016 1.01016
0.064351 1.02065 1.02065 1.02065
0.079187 1.03143 1.03143 1.03143
0.091809 1.04247 1.04247 1.04247
0.102959 1.05366 1.05366 1.05366
0.108093 1.05926 1.05926 1.05926
0.112962 1.06482 1.06482 1.06482
0.117572 1.07029 1.07029 1.07029
0.121921 1.07558 1.07558 1.07558
0.125993 1.08059 1.08060 1.08060
0.129760 1.08516 1.08517 1.08517
0.133178 1.08904 1.08906 1.08906
0.136178 1.09184 1.09188 1.09188
0.136723 1.09222 1.09228 1.09228
0.137249 1.09255 1.09260 1.09260
0.137755 1.09275 1.09284 1.09285
0.138242 1.09290 1.09300 1.09301
0.138712 1.09295 1.09306 1.09308
0.139170 1.09291 1.09302 1.09305
0.139610 1.09279 1.09285 1.09290
0.140060 1.09258 1.09250 1.09258
0.140530 1.09240 1.09189 1.09202
0.141100 1.09230 1.09066 1.09089

Source: Kluwer Academic Publishers, Journal of Engineering Mathematics,
vol. 45, No. 2, 2003, pp. 105-116, “Homotopy analysis of nonlinear pro-
gressive waves in deep water”, Liao and Cheung, Table 2, Kluwer Academic
Publishers Copyright (©)2003 Kluwer Academic Publishers, with kind permis-
sion of Kluwer Academic Publishers.
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FIGURE 18.1

Phase speed C/Cj versus wave steepness H/L for nonlinear progressive waves
in deep water. Dashed line: [10,10] homotopy-Padé approximation; solid line:
[11,11] homotopy-Padé approximation; open circle: Schwartz’ results [128];
filled circle: Longuet-Higgins’ results [129]. (From Kluwer Academic Publish-
ers, Journal of Engineering Mathematics, vol. 45, No. 2, 2003, pp. 105-116,
“Homotopy analysis of nonlinear progressive waves in deep water”, Liao and
Cheung, Figure 1, Kluwer Academic Publishers Copyright (©2003 Kluwer
Academic Publishers, with kind permission of Kluwer Academic Publishers.)
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