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Linear algebra has in recent years become an essential part of the mathemtical background required by
mathematicians and mathematics teachers, engineers, computer scientists, physicists, economists, and statisti-
cians, among others. This requirement reflects the importance and wide applications of the subject matter.

This book is designed for use as a textbook for a formal course in linear algebra or as a supplement to all
current standard texts. It aims to present an introduction to linear algebra which will be found helpful to all
readers regardless of their fields of specification. More material has been included than can be covered in most
first courses. This has been done to make the book more flexible, to provide a useful book of reference, and to
stimulate further interest in the subject.

Each chapter begins with clear statements of pertinent definitions, principles and theorems together with
illustrative and other descriptive material. This is followed by graded sets of solved and supplementary
problems. The solved problems serve to illustrate and amplify the theory, and to provide the repetition of basic
principles so vital to effective learning. Numerous proofs, especially those of all essential theorems, are included
among the solved problems. The supplementary problems serve as a complete review of the material of each
chapter.

The first three chapters treat vectors in Euclidean space, matrix algebra, and systems of linear equations.
These chapters provide the motivation and basic computational tools for the abstract investigation of vector
spaces and linear mappings which follow. After chapters on inner product spaces and orthogonality and on
determinants, there is a detailed discussion of eigenvalues and eigenvectors giving conditions for representing a
linear operator by a diagonal matrix. This naturally leads to the study of various canonical forms, specifically,
the triangular, Jordan, and rational canonical forms. Later chapters cover linear functions and the dual space V*,
and bilinear, quadratic and Hermitian forms. The last chapter treats linear operators on inner product spaces. For
completeness, there is an appendix on polynomials over a field.

The main changes in the third edition have been for pedagogical reasons rather than in content. Specifically,
the abstract notion of a linear map and its matrix representation appears before and motivates the study of
eigenvalues and eigenvectors and the diagonalization of matrices (under similarity). There are also many
additional solved and supplementary problems.

Finally, we wish to thank the staff of the McGraw-Hill Schaum’s Outline Series, especially Barbara Gilson,
for their unfailing cooperation.

SEYMOUR LIPSCHUTZ
MARC LARS LIPSON
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Vectors in R" and C”,
Spatial Vectors

1.1 INTRODUCTION

There are two ways to motivate the notion of a vector: one is by means of lists of numbers and
subscripts, and the other is by means of certain objects in physics. We discuss these two ways below.

Here we assume the reader is familiar with the elementary properties of the field of real numbers,
denoted by R. On the other hand, we will review properties of the field of complex numbers, denoted by C.
In the context of vectors, the elements of our number fields are called scalars.

Although we will restrict ourselves in this chapter to vectors whose elements come from R and then
from C, many of our operations also apply to vectors whose entries come from some arbitrary field K.

Lists of Numbers

Suppose the weights (in pounds) of eight students are listed as follows:

156, 125, 145, 134, 178, 145, 162, 193
One can denote all the values in the list using only one symbol, say w, but with different subscripts; that is
Wi, Wy, W3, Wy, Ws, W, W, Wy
Observe that each subscript denotes the position of the value in the list. For example,
w; = 156, the first number, w, = 125, the second number, ...
Such a list of values,
w = (Wy, Wy, W3, ..., Wg)

is called a linear array or vector.
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Vectors in Physics

Many physical quantities, such as temperature and speed, possess only “magnitude”. These quantities
can be represented by real numbers and are called scalars. On the other hand, there are also quantities, such
as force and velocity, that possess both “magnitude” and “direction”. These quantities, which can be
represented by arrows having appropriate lengths and directions and emanating from some given reference
point O, are called vectors.

Now we assume the reader is familiar with the space R* where all the points in space are represented
by ordered triples of real numbers. Suppose the origin of the axes in R? is chosen as the reference point O
for the vectors discussed above. Then every vector is uniquely determined by the coordinates of its
endpoint, and vice versa.

There are two important operations, vector addition and scalar multiplication, that are associated with
vectors in physics. The definition of these operations and the relationship between these operations and the
endpoints of the vectors are as follows.

(1) Vector Addition: The resultant u+v of two vectors u and v is obtained by the so-called
parallelogram law; that is, w4+ v is the diagonal of the parallelogram formed by u and v.
Furthermore, if (a,b,c¢) and (d/,b,c’) are the endpoints of the vectors u and v, then
(a+d, b+ b, c+ ) is the endpoint of the vector u+ v. These properties are pictured in Fig.
1-1(a).

(a+d, b+b, c+c) z
Z e

(ka, kb, kc)

(b) Scalar Multiplication

(a) Vector Addition
Fig. 1-1

(ii) Scalar Multiplication: The product ku of a vector u by a real number £ is obtained by multiplying
the magnitude of u by & and retaining the same direction if k£ > O or the opposite direction if k£ < 0.
Also, if (a, b, ¢) is the endpoint of the vector u, then (ka, kb, kc) is the endpoint of the vector ku.
These properties are pictured in Fig. 1-1(b).

Mathematically, we identify the vector u with its (a, b, ¢) and write u = (a, b, ¢). Moreover, we call the
ordered triple (a, b, ¢) of real numbers a point or vector depending upon its interpretation. We generalize
this notion and call an n-tuple (a,, a,, .. ., a,) of real numbers a vector. However, special notation may be
used for the vectors in R® called spatial vectors (Section 1.6).

1.2 VECTORS IN R”
The set of all n-tuples of real numbers, denoted by R”, is called n-space. A particular n-tuple in R”, say
u=I(a,a,,...,a,)

is called a point or vector. The numbers a; are called the coordinates, components, entries, or elements of u.
Moreover, when discussing the space R”, we use the term scalar for the elements of R.
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Two vectors, u and v, are equal, written u = v, if they have the same number of components and if the
corresponding components are equal. Although the vectors (1,2, 3) and (2, 3, 1) contain the same three
numbers, these vectors are not equal since corresponding entries are not equal.

The vector (0, 0, ..., 0) whose entries are all 0 is called the zero vector, and is usually denoted by 0.

Example 1.1
(a) The following are vectors:
2,-5, (7,9, (0,0,0, (3.,4,95
The first two vectors belong to R? whereas the last two belong to R3. The third is the zero vector in R3.
(b) Find x,y,z such that (x —y, x+y, z—1)=(4,2,3).
By definition of equality of vectors, corresponding entries must be equal. Thus,
x—y=4, x+y=2, z—1=3

Solving the above system of equations yields x =3,y = —1,z =4.

Column Vectors

Sometimes a vector in n-space R” is written vertically, rather than horizontally. Such a vector is called
a column vector, and, in this context, the above horizontally written vectors are called row vectors. For
example, the following are column vectors with 2, 2, 3, and 3 components, respectively:

. 1.5
HNE N N
’ 4| ’ 3
2 4 e

We also note that any operation defined for row vectors is defined analogously for column vectors.

1.3 VECTOR ADDITION AND SCALAR MULTIPLICATION

Consider two vectors u and v in R”, say
u=_(a;,a,...,a,) and v=(by,b,,...,b,)
Their sum, written « 4 v, is the vector obtained by adding corresponding components from « and v. That is,
u+v=_(a,+by, ay+b,, ..., a,+b,)

The scalar product or, simply, product, of the vector u by a real number k, written ku, is the vector obtained
by multiplying each component of u by k. That is,

ku=k(ay,a,...,a,) = (ka, ka,, ..., ka,)

Observe that u + v and ku are also vectors in R”. The sum of vectors with different numbers of components
is not defined.
Negatives and subtraction are defined in R” as follows:

—u=(—1u and u—v=u-+(—v)

The vector —u is called the negative of u, and u — v is called the difference of u and v.
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Now suppose we are given vectors u, U, ..., u, in R" and scalars k, k,, ..., k, in R. We can

multiply the vectors by the corresponding scalars and then add the resultant scalar products to form the
vector

v =k +kouy + kyuy + -+ kyuy,
Such a vector v is called a linear combination of the vectors u,, u,, ..., u,,.

Example 1.2
(a) Letu=(2,4,-5) and v = (1, —6,9). Then

u+v=Q2+1, 44(=5), -5+9=03,—1,4)
Tu = (12), 7(4), 1(=5)) = (14,28, —35)
—v=(=1)(1,-6,9) = (-1, 6, —9)
3u— 50 = (6,12, —15) + (=5, 30, —45) = (1,42, —60)

(b) The zero vector 0 = (0,0, ...,0) in R" is similar to the scalar 0 in that, for any vector u = (a;, a, ..., a,).

u+0=(@a; +0, a,+0, ..., a,+0)=(a;,a5,...,a,) =u

2 3 4 -9 =5
(¢) Letu= 3{andv=| —1 |. Then 2u — 3v = 6 |+ 3| = 9 1.
_4 -2 -8 6 -2

Basic properties of vectors under the operations of vector addition and scalar multiplication are
described in the following theorem.

Theorem 1.1:  For any vectors u, v, w in R” and any scalars &, k¥’ in R,

1) wWH+v)+w=u+@W+w), V) k(u+v)=ovu+ ko,

(i) u+0=u, i) (k+K)yu=ku+ku,
(i) wu+ (—u) =0, (vil) (kK )u = k(K u),
iv) u+v=v+u, (viil)  lu =u.

We postpone the proof of Theorem 1.1 until Chapter 2, where it appears in the context of matrices
(Problem 2.3).

Suppose u and v are vectors in R” for which # = kv for some nonzero scalar £ in R. Then u is called a
multiple of v. Also, u is said to be the same or opposite direction as v according as k > 0 or k < 0.

1.4 DOT (INNER) PRODUCT

Consider arbitrary vectors u and v in R”; say,
u="(a,,a,...,a,) and v=(by,b,,...,b,)
The dot product or inner product or scalar product of u and v is denoted and defined by
u-v=ab; +ab,+---+a,b,

That is, u - v is obtained by multiplying corresponding components and adding the resulting products. The
vectors # and v are said to be orthogonal (or perpendicular) if their dot product is zero, that is, if u - v = 0.
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Example 1.3

(@) Letu=(1,-2,3),v=(4,5,-1), w=(2,7,4). Then:
u-v=14)—25)+3(-1)=4-10-3=—9

u-w=2-14+12=0, v-w=8+4+35-4=39
Thus u and w are orthogonal.
2 3
(b) Letu= 3landv=| -1 |.Thenu-v=6—-3+8=11.
—4 -2

(¢) Suppose u =(1,2,3,4) and v = (6, k, —8, 2). Find k so that « and v are orthogonal.
First obtain u - v = 6 + 2k — 24 4+ 8 = —10 4 2k. Then set u - v = 0 and solve for £:
—104+2k=0 or 2k =10 or k=5
Basic properties of the dot product in R” (proved in Problem 1.13) follow.

Theorem 1.2: For any vectors u, v, w in R"” and any scalar £ in R:
i) wu+v)y-w=u-w+v-w, (i) u-v=v-u,

(1) (ku)-v=k(u-v), (iv) u-u>0,andu-u=0iff u=0.

Note that (ii) says that we can “take k out” from the first position in an inner product. By (iii) and (ii),
u-(kv)y = (kv) - u = k(v-u) = k(u - v)

That is, we can also “take £ out” from the second position in an inner product.

The space R” with the above operations of vector addition, scalar multiplication, and dot product is
usually called Euclidean n-space.

Norm (Length) of a Vector

The norm or length of a vector u in R”, denoted by ||u||, is defined to be the nonnegative square root of
u - u. In particular, if u = (a;, a, ..., a,), then

hll = i u=Ja +ad+-+ a3

That is, |lu| is the square root of the sum of the squares of the components of u. Thus |u|| > 0, and
l#|| = 0 if and only if u = 0.

A vector u is called a unit vector if ||u|| = 1 or, equivalently, if # - u = 1. For any nonzero vector v in
R”, the vector

1 v
- =
lloll lloll

is the unique unit vector in the same direction as v. The process of finding © from v is called normalizing v.

l/}:

Example 1.4

(a) Suppose u = (1, —2, —4, 5,3). To find ||u||, we can first find ||u||*> = u - u by squaring each component of 1 and
adding, as follows:

lul =12+ (=2)* + (=42 + 52 +32 =144+ 16+25+9 =55
Then |ju|| = +/55.
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6 VECTORS IN R” AND C", SPATIAL VECTORS [CHAP. 1

(b) Letv=(1,-3,4,2) andw:(%,—%,%,%). Then

/9 1 25 1 136
=4/ =/ d - — — _
[Iv]l 1+9+16+ 30 an [[w]| 36+36+36+36 36 «/T 1

Thus w is a unit vector but v is not a unit vector. However, we can normalize v as follows:
~_ v (1 =3 4 2
T (ﬁﬁﬁﬁ)

This is the unique unit vector in the same direction as v.

The following formula (proved in Problem 1.14) is known as the Schwarz inequality or Cauchy—
Schwarz inequality. It is used in many branches of mathematics.

Theorem 1.3 (Schwarz): For any vectors u, v in R”, |u - v| < |lu]/||v]|.

Using the above inequality, we also prove (Problem 1.15) the following result known as the “triangle
inequality” or Minkowski’s inequality.

Theorem 1.4 (Minkowski): For any vectors u, v in R", |lu + v|| < |lu|l + ||v|.

Distance, Angles, Projections

The distance between vectors u = (a,,a,, ...,a,) and v= (b, b,,...,b,) in R" is denoted and
defined by

A, ) = = vl =y (@) — by + (@ — by + -+ (@, — by)

One can show that this definition agrees with the usual notion of distance in the Euclidean plane R? or
3
space R”°.

The angle 0 between nonzero vectors u, v in R” is defined by
u-v

el lloll
This definition is well defined, since, by the Schwarz inequality (Theorem 1.3),
u-v
L=
el {loll

Note that if u-v =0, then § =90° (or 0 = =/2). This then agrees with our previous definition of
orthogonality.

The projection of a vector u onto a nonzero vector v is the vector denoted and defined by

proj(u, v) = LZU

llvll
We show below that this agrees with the usual notion of vector projection in physics.
Example 1.5
(a) Suppose u =(1,—-2,3) and v = (2,4, 5). Then
d(u,v):\/(l — 2P (2—4 + (B -5 =V1+36+4=+41
To find cos 6, where 6 is the angle between u and v, we first find
u-v=2—8+15=9, lul> =14+4+49 =14, lol? =4+ 16 +25 =45
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Then
0— u-v o 9
lullllvl - /14/45
Also,

u-v 9 1 2 4
) =——p=—"(2.45==-(2,45=|2,2.1
proj(u, v) ||v|\2'“ 45(, ,5) 5(, ,5) [5,5, ]

(b) Consider the vectors u and v in Fig. 1-2(a) (with respective endpoints 4 and B). The (perpendicular) projection of
u onto v is the vector u* with magnitude

u-v u-v

lu* |l = Nlull cos O = |u| =
lulloll vl

To obtain u*, we multiply its magnitude by the unit vector in the direction of v, obtaining
voou-v v u-v

W=t — = — = ——p
ol loll el — Jlo)?

This is the same as the above definition of proj(u, v).

P(by—ay, by-ay by—az)

B(by, by, b3)

A(ay, ay, a3)

Projection u* of u onto v u=B-4

(a) (b)

Fig. 1-2

1.5 LOCATED VECTORS, HYPERPLANES, LINES, CURVES IN R”

This section distinguishes between an n-tuple P(a;) = P(a,, a,, . . ., a,) viewed as a point in R” and an
n-tuple u = [¢|, ¢y, ..., ¢,] viewed as a vector (arrow) from the origin O to the point C(c,, ¢, ..., ¢,).

Located Vectors

Any pai_rgf points A(a;) a_nc)i B(b;) in R" defines the located vector or directed line segment from A to
B, written AB. We identify AB with the vector

u:B_A:[bl—al, bz_az, ey bn_an]



Lipschutz-Lipson:Schaum’s | 1. Vectors in R*n and C/n, Text © The McGraw-Hill

Outline of Theory and Spatial Vectors Companies, 2004
Problems of Linear
Algebra, 3/e

8 VECTORS IN R” AND C", SPATIAL VECTORS [CHAP. 1

since Zy’) and u have the same magnitude and direction. This is pictured in Fig. 1-2(b) for the
points A(a,,a,,a;) and B(b;,b,,b;) in R® and the vector u =B — A which has the endpoint
P(by —ay, by — ay, by — a3).

Hyperplanes
A hyperplane H in R" is the set of points (x;, x, ..., x,) which satisfy a linear equation
axy+ax,+...+ax,=b
where the vector u = [a,, a,, . . ., a,] of coefficients is not zero.Thus a hyperplane H in R? is a line and a

hyperplane H in R® is a plane. We show below, as pictured in Fig. 1-3(a) for R?, that u is orthogonal to
any directed line segment PQ, where P(p;) and O(g;) are points in H. [For this reason, we say that u is
normal to H and that H is normal to u.]

Since P(p;) and O(g,) belong to H, they satisfy the above hyperplane equation, that is,

ap,+ap,+...+ap,=b and ajq; +ayq, +...+a,q,=>b
—
Let v="PQ =0-P=[q —P1.92= P2+ qn — Pl
Then

u-v=ay(qy —p1)+aq —p) +... +a,q, —p,)
=(aq +aq+ ... +a,q,) —(@p+ap,+...+ap,)=b—-b=0

—_— . .
Thus v = PQ is orthogonal to u, as claimed.

A

P+t
P
u
P-1tu
L
(a) 0]
Fig. 1-3
Lines in R”
The line L in R” passing through the point P(b,, b,, ..., b,) and in the direction of a nonzero vector
u=/la,a,,...,a,] consists of the points X(x;, x,, ..., x,) that satisfy
Xl = alt —+ bl
=at+b
X=P+u or L= o L) = (4t + by)
X, =a,t+b,

where the parameter t takes on all real values. Such a line L in R? is pictured in Fig. 1-3(b).
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Example 1.6
(a) Let H be the plane in R* corresponding to the linear equation 2x — 5y 4+ 7z = 4. Observe that P(1, 1, 1) and

(®)

(©

0(5, 4,2) are solutions of the equation. Thus P and Q and the directed line segment
—
v=P0=Q0-P=[5-1,4-1, 2—-1]1=1[4,3,1]
lie on the plane H. The vector u = [2, —5, 7] is normal to H, and, as expected,
u-v=1[2,-57-[4,3,11=8—15+7=0

That is, u is orthogonal to v.

Find an equation of the hyperplane H in R* that passes through the point P(1, 3, —4, 2) and is normal to the
vector u = [4, —2, 5, 6].

The coefficients of the unknowns of an equation of H are the components of the normal vector u; hence the
equation of H must be of the form

4x) —2xy +5x3 + 6x, = k
Substituting P into this equation, we obtain
41) =23)+5(—4) +6(2) =k or 4-6-204+12=k or k=-10

Thus 4x; — 2x, 4 5x3 + 6x4, = —10 is the equation of H.

Find the parametric representation of the line L in R* passing through the point P(1, 2, 3, —4) and in the direction
of u =15,6,—7,8]. Also, find the point Q on L when ¢ = 1.
Substitution in the above equation for L yields the following parametric representation:

x; =5t+1, X, =6t +2, x3=—Tt+3, x, =8t—4
or, equivalently,
Lit)=(5t+1,60+2,-7t+3,8—4)

Note that = 0 yields the point P on L. Substitution of # = 1 yields the point Q(6, 8, —4,4) on L.

Curves in R”

Let D be an interval (finite or infinite) on the real line R. A continuous function F: D — R”" is a curve

in R”. Thus, to each point ¢ € D there is assigned the following point in R":

E() = [Fi(0), F(0), ..., Fy(0)]

Moreover, the derivative (if it exists) of F(¢) yields the vector

V(t) =

drt)  [dF,@) dF,(0) dF,(t)
dt _[ e odr 7 dt]

which is tangent to the curve. Normalizing V' (¢) yields

V(@)

TO = 7o

Thus T(¢) is the unit tangent vector to the curve. (Unit vectors with geometrical significance are often
presented in bold type.)
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10 VECTORS IN R” AND C", SPATIAL VECTORS [CHAP. 1

Example 1.7. Consider the curve F(r) = [sint, cost, f] in R®. Taking the derivative of F(¢) [or each component of F(f)]
yields

V(t) = [cost, —sint, 1]
which is a vector tangent to the curve. We normalize V' (¢). First we obtain
IVOI? = cos’t+sin’t4+1=1+1=2
Then the unit tangent vection T(¢) to the curve follows:

e [cost —sint 1}

TO=wor~|vz v v

1.6 VECTORS IN R® (SPATIAL VECTORS), ijk NOTATION

Vectors in R?, called spatial vectors, appear in many applications, especially in physics. In fact, a
special notation is frequently used for such vectors as follows:

i =1, 0, 0] denotes the unit vector in the x direction.
j =10, 1, 0] denotes the unit vector in the y direction.
k = [0, 0, 1] denotes the unit vector in the z direction.
Then any vector u = [a, b, c] in R® can be expressed uniquely in the form
u=|a,b,c]l=ai+ bj+cj
Since the vectors i, j, k are unit vectors and are mutually orthogonal, we obtain the following dot products:
i-i=1, j-j=1, k- k=1 and i-j=0,i-k=0, j-k=0

Furthermore, the vector operations discussed above may be expressed in the ijk notation as follows.
Suppose

u=a)i+ aj +azk and v=Dbi+ bj+ b3k
Then
u+t+v=-_(a;+b)i+(a,+b)j+(a;+b3)k and cu=cai+ ca,j+ ca;k
where ¢ is a scalar. Also,

u-v=ab +aby+ashy  and  ull = Vu-u=a +a3+a

Example 1.8 Suppose v = 3i+ 5j — 2k and v = 4i — 8j + 7k.
(a) To find u + v, add corresponding components, obtaining u + v = 7i — 3j + 5k
(b) To find 3u — 2v, first multiply by the scalars and then add:
3u—2v =91+ 13j — 6k) + (—8i+ 16j — 14k) =i + 29j — 20k
(¢) To find u - v, multiply corresponding components and then add:
u-v=12-40—-14=-42

(d) To find ||u||, take the square root of the sum of the squares of the components:

lull = v/9+25+4 =+/38
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Cross Product

There is a special operation for vectors u and v in R? that is not defined in R” for n # 3. This operation
is called the cross product and is denoted by u x v. One way to easily remember the formula for u x v is to
use the determinant (of order two) and its negative, which are denoted and defined as follows:

a b a b
d d

Here a and d are called the diagonal elements and b and ¢ are the nondiagonal elements. Thus the
determinant is the product ad of the diagonal elements minus the product bc of the nondiagonal elements,
but vice versa for the negative of the determinant.

Now suppose u = a;i + a,j + a;k and v = b,i + b,j + b;k. Then

=ad — bc and — =bc —ad

u X v = (ayby — a3by)i+ (a3, — a;b3)j + (a,b, — a,b))k
a a a3 a 4 a3
:‘ b by byl by by b
That is, the three components of u x v are obtained from the array
[al a a3]
by by by

(which contain the components of u above the component of v) as follows:

a, a4 4
by by by

i- i+

(1) Cover the first column and take the determinant.
(2) Cover the second column and take the negative of the determinant.
(3) Cover the third column and take the determinant.

Note that # x v is a vector; hence u x v is also called the vector product or outer product of u and v.
Example 1.8. Find u x v where: (a) u = 4i+ 3j+ 6k, v =2i+5j — 3k, (b) u =2, —1,5], v=1[3,7, 6].

(a) Use 43 6 togetuxv = (=9 —-30)i+ (124 12)j + (20 — 6)k = —39i + 24j + 14k
2 5 3|8 I j

(b) Use |:§ 7; 2] togetuxv = [-6—35,15—-12,14+ 3] = [-41,3,17]
Remark: The cross products of the vectors i, j, k are as follows:
in:k, ij:i, kxi:j
jxi=—k, k xj=—i, ixk=—j

Thus, if we view the triple (i, j, k) as a cyclic permutation, where i follows k and hence k precedes i, then
the product of two of them in the given direction is the third one, but the product of two of them in the
opposite direction is the negative of the third one.

Two important properties of the cross product are contained in the following theorem.
Theorem 1.5: Let u, v, w be vectors in R°.
(a) The vector u x v is orthogonal to both u and v.
(b) The absolute value of the “triple product”
U-VXW

represents the volume of the parallelopiped formed by the vectors u,v, w.
[See Fig. 1-4(a).]
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Yolume =g-v x w Complex plane

(a) (b)
Fig. 1-4
We note that the vectors u, v, u X v form a right-handed system, and that the following formula gives
the magnitude of u x v:
llu x vll = [lullllv]| sin6

where 0 is the angle between u and v.

1.7 COMPLEX NUMBERS

The set of complex numbers is denoted by C. Formally, a complex number is an ordered pair (a, b) of
real numbers where equality, addition and multiplication are defined as follows:

(a,b) =(c,d) ifandonlyifa=candb =4d
(a,b)+ (c,d)y=(a+c, b+d)
(a,b) - (c,d) = (ac — bd, ad + bc)

We identify the real number a with the complex number (a, 0); that is,
a < (a,0)

This is possible since the operations of addition and multiplication of real numbers are preserved under the
correspondence; that is,

@ 0)+(b,0)=(@+b, 0) and  (a,0)- (b, 0) = (ab,0)

Thus we view R as a subset of C, and replace (a, 0) by @ whenever convenient and possible.

We note that the set C of complex numbers with the above operations of addition and multiplication is
a field of numbers, like the set R of real numbers and the set Q of rational numbers.

The complex number (0, 1) is denoted by i It has the important property that

P =ii=(0,1)0,1)=(-1,00=—-1 or i=+/—1
Accordingly, any complex number z = (a, b) can be written in the form

z=(a,b) = (a,0) + (0, 5) = (a, 0) + (b,0) - (0, 1) = a + bi
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The above notation z = a + bi, where a = Re z and b = Im z are called, respectively, the real and
imaginary parts of z, is more convenient than (a, b). In fact, the sum and product of complex number
z=a+ bi and w = ¢+ di can be derived by simply using the commutative and distributive laws and
2 .
i-=—1:

z+w=(a+bi)+(c+di)=a+c+bi+di=(a+b)+ (c+d)i
zw = (a + bi)(c + di) = ac + bci + adi + bdi* = (ac — bd) + (bc + ad)i

We also define the negative of z and subtraction in C by
—z=—1z and w—z=w+(—2)

Warning: The letter i representing +/—1 has no relationship whatsoever to the vector i = [1, 0, 0] in
Section 1.6.

Complex Conjugate, Absolute Value
Consider a complex number z = a + bi. The conjugate of z is denoted and defined by
Z=a+bi=a—bi
Then zz = (a + bi)(a — bi) = o> — b*i* = a® + b*. Note that z is real if and only if Z = z.

The absolute value of z, denoted by |z|, is defined to be the nonnegative square root of zz. Namely,
2l = VZ = V@ + b
Note that |z| is equal to the norm of the vector (a, b) in R>.
Suppose z # 0. Then the inverse z~! of z and division in C of w by z are given, respectively, by

—1

z = and ———=wz

z a b . w o owz )
— = 351 — =
zz a?+b A2+ z zZ

Example 1.9. Suppose z =2+ 3i and w = 5 — 2i. Then

Z+w=Q+3)+(5—-2)=2+5+3—2i=T7+i
2w=0Q2+3)5-2)=10+15 —4i — 6> =16 + 11i
z=2+43i=2-3i and w=5-2i=5+2i
w o 5-2 (5-2)2-3) 4—19 4 19,
Z 243 Q@+3)2-3) 13 13 13

lZl=+v4+9=+13 and |w=+25+4=+29

Complex Plane

Recall that the real numbers R can be represented by points on a line. Analogously, the complex
numbers C can be represented by points in the plane. Specifically, we let the point (a, ) in the plane
represent the complex number a + bi as shown in Fig. 1-4(d). In such a case, |z| is the distance from the
origin O to the point z. The plane with this representation is called the complex plane, just like the line
representing R is called the real line.
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1.8 VECTORS IN C”

The set of all n-tuples of complex numbers, denoted by C”, is called complex n-space. Just as in the
real case, the elements of C” are called points or vectors, the elements of C are called scalars, and vector
addition in C”" and scalar multiplication on C" are given by

[217227""Zn]+[W17W2’ ""W}'I] = [Z] +W1, 22+W2, ey Zn +Wn]
Zlzy, 2y, ...y 2] = 221, 22, . .., 22,,)
where the z;, w;, and z belong to C.
Example 1.10. Consider vectors u =[2+3i, 4 —i, 3] and v =[3 —2i, 5i, 4 —6i] in C3. Then

u+v = [243i, 4—i, 3 +[3—2i, 5i, 4—6i] = [5+i, 4+4i, 7—6i]
(5—20u = [(5—20)Q2+3i), (5-2)@4—i), 5-2)03)] = [16+11i, 18 —13i, 15— 6i]

Dot (Inner) Product in C"
Consider vectors u = [z1, 2z, . . ., z,] and v = [w, w,, ..., w,] in C". The dot or inner product of u and
v is denoted and defined by
u-v :lel +22ﬁ/2 + LR +Znﬂ/n

This definition reduces to the real case since w; = w; when w; is real. The norm of u is defined by

lull = Vu-u= 2z, + 22, + -+ 2,2, = \/|21|2 + 1zl + -+ o,
We emphasize that u - u and so ||u| are real and positive when u 7% 0 and 0 when u = 0.
Example 1.10. Consider vectors u = [2+3i, 4 —i, 3+ 5i] and v =[3 —4i, 5i, 4 —2i] in C;. Then

u-v= 24303 —4i)+ (4 — )(5i) + (3 + 5i)(4 — 2i)
= (24 3)(3 + 4i) + (4 — I)(=5i) + (3 + 5i)(4 + 2i)

= (=64 13i)+ (=5 —20))+ (2 +26i)) = —9+19i
wu=P2R4+3PP+4—iP+34+51 = 4+9+16+1+9+25 = 64
lull = V64 =8

The space C" with the above operations of vector addition, scalar multiplication, and dot product, is
called complex Euclidean n-space. Theorem 1.2 for R" also holds for C" if we replace - v = v - u by

Uu-v=u-v

On the other hand, the Schwarz inequality (Theorem 1.3) and Minkowski’s inequality (Theorem 1.4) are
true for C” with no changes.

Solved Problems

VECTORS IN R”
1.1. Determine which of the following vectors are equal:
Uy :(17253)5 u2:(2735 l)a Us :(17 352)5 u4:(27 391)

Vectors are equal only when corresponding entries are equal; hence only u, = u,.
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1.2. Letu=(2,-7,1),v=(-3,0,4), w=(0, 5, —8). Find:
(a) 3u— 4,
(b) 2u+3v—>5w.
First perform the scalar multiplication and then the vector addition.
(@) 3u—4v=3(2,-7,1)—4(-3,0,4) =(6,-21,3)+ (12,0, —16) = (18, =21, —13)
(b) 2u+3v—-5w=(4,-14,2)+(-9,0,12) + (0, —25,40) = (-5, =39, 54)

5 —1 3
13. Letu= 3 |,v= 5|,w=| —1|. Find:
—4 2 -2

(@) Su-—2v,
(b) —2u+4v—3w.

First perform the scalar multiplication and then the vector additioin:

5 -1 25 2 27
(@ Su—2v=5| 3|-=-2| 5|= 15|14+ -10| = 5
—4 2 -20 —4 —24
—10 —4 -9 -23
b)) —2u+4v-3w=| —6 [+ 20|+ 3| = 17
8 8 6 22

1.4. Find x and y, where: (@) (x,3) = (2, x+y), b)) (4,y)=x(2,3).
(a) Since the vectors are equal, set the corresponding entries equal to each other, yielding
x =2, 3=x+y

Solve the linear equations, obtaining x = 2, y = 1.

(b) First multiply by the scalar x to obtain (4, y) = (2x, 3x). Then set corresponding entries equal to each
other to obtain

Solve the equations to yield x = 2, y = 6.

1.5.  Write the vector v = (1, —2, 5) as a linear combination of the vectors u; = (1, 1, 1), u, = (1, 2, 3),
U = (2, —1, 1)

We want to express v in the form v = xu; + yu, + zu; with x, y, z as yet unknown. First we have

1 1 1 2 X+ y+2z
2 |=x|1|4+y|2|+z| -1 |=|x+2y— 2z
5 1 3 1 x+3y+ z

(It is more convenient to write vectors as columns than as rows when forming linear combinations.) Set
corresponding entries equal to each other to obtain

X+ y+2z= 1 x+ y+2z= 1 x+y+2z= 1
x+2y— z=-2 or y—3z=-3 or y—3z=-3
x+3y+ z= 5 2y— z= 4 5z=10

This unique solution of the triangular system is x = —6, y = 3, z = 2. Thus v = —6u; + 3u, + 2u;.



Lipschutz-Lipson:Schaum’s | 1. Vectors in R*n and C/n, Text © The McGraw-Hill

Outline of Theory and Spatial Vectors Companies, 2004
Problems of Linear
Algebra, 3/e

16 VECTORS IN R” AND C", SPATIAL VECTORS [CHAP. 1

1.6. Write v = (2, —5, 3) as a linear combination of u; = (1, —3,2), u, = (2, —4, —1), u; = (1, =5, 7).

Find the equivalent system of linear equations and then solve. First,

2 1 2 1 X+2+ z
=S |=x| -3 |4+y| 4 |+z| 5|=]| 3x—4 -5z
3 2 -1 7 2x— y+7z

Set the corresponding entries equal to each other to obtain

x+2y+ z= 2 x+2y+ z= 2 x+2y+ z=2
—3x—4y—-5z=-5 or 2y—2z= 1 or 2y —2z=1
2x— y+7z= 3 —5y+5z=-1 0=3

The third equation, Ox + Oy 4+ 0z = 3, indicates that the system has no solution. Thus v cannot be written as a
linear combination of the vectors u,, u,, u;.

DOT (INNER) PRODUCT, ORTHOGONALITY, NORM IN R”
1.7.  Find u - v where:
(@) u=(2,-5,6)and v=(8,2,-3)
b)) u=@4,2,-3,5,—-1)and v=(2,6,—1,—4,8).
Multiply the corresponding components and add:
(@ wu-v=208)—-52)+6(-3)=16—-10—-18=—-12
b) u-v=8+12+3-20-8=-5

1.8. Letu=(54,1),v=0,—4,1), w=(1, -2, 3). Which pair of vectors, if any, are perpendicular
(orthogonal)?

Find the dot product of each pair of vectors:
u-v=15-16+1=0, v-w=3+8+3=14, u-w=5-8+3=0

Thus u and v are orthogonal, u# and w are orthogonal, but v and w are not.

1.9. Find & so that u and v are orthogonal, where:
(@) u=(,k,—3)and v=(2,-5,4)
() u= 2,3k —4,1,5) and v = (6, —1, 3, 7, 2k).
Compute u - v, set u - v equal to 0, and then solve for &:
(@ u-v=1Q2)+k(—5)—3(4) = —5k — 10. Then —5k — 10 =0, or k = —2.
b)) u-v=12-3k—12+7+10k=7k+7. Then 7k +7 =0, or k = —1.

1.10. Find ||ul|, where: (@) u = (3, —12,—4), b)) u=1(2,-3,8,-17).
First find [|u||> = u - u by squaring the entries and adding. Then ||u|| = \/W
(@ Null> =B +(—12)* + (—4)> = 9+ 144 4+ 16 = 169. Then |u|| = ~/169 = 13
() Nul®> =4+9+64+49 =126. Then |u| = +/126.
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1.11. Recall that normalizing a nonzero vector v means finding the unique unit vector © in the same
direction as v, where

1
—
llvll
Normalize: (a) u = (3, —4), b)) v=(4,-2,-3,8), © w=@&2%-d
(a) First find |lu|| = /9 + 16 = +/25 = 5. Then divide each entry of u by 5, obtaining & = (%, —%).
(b) Here ||v]| = /16 + 4 + 9 + 64 = +/93. Then

V=

. 4 -2 -3 8
== = 7= =
(«/ 93 V93 V93 93)
(¢) Note that w and any positive multiple of w will have the same normalized form. Hence first multiply w by
12 to “clear fractions”, that is, first find w' = 12w = (6, 8, —3). Then

~ 6 8 =3
W =+36+64+9=+109 and fv:w/:( , , )
il v/109 /109 /109

1.12. Letu=(1,-3,4) and v = (3,4, 7). Find:
(a) cos0, where 0 is the angle between u and v;
(b) proj(u, v), the projection of u onto v;
(¢) d(u,v), the distance between u and v.

Firstfind u-v=3— 12428 =19, [[ul>=1+9+16=26, [[v]®> =9+ 16 +49 = 74. Then

: 19
(a) cosH:vai,
llullloll  /264/74
wv 19 57 76 133\ (57 38 133
by projuv) = o =10 3,47 = (2,20, %) (27 3 1
(®) proj(u,v) =0 =733 4.7) (74 74 74) (74 37 74)

(© du,v) = llu—vl =(=2,-7=3) = V4+49 +9 = V62.

1.13. Prove Theorem 1.2: For any u, v, w in R” and & in R:
i) w+v)y-w=u-w+v-w, () (ku)-v=*k(u-v), (i) u-v="v-u,
(v) u-u>0,andu-u=0iff u =0.

Letu=(uj,uy, ... 10,), V=_(01,0p,...,0,), W= W, Ws, ..., W,).
(i) Since u+v=(u; +vy, uy+vy, ..., u,+v,),
(M+U)'W:(ul+vl)wl+(u2+02)w2+"'+(un+vn)wn

UWy + 0wy Wy + e U, W, U, W,
= (uwy +uywy + - Fuw,) + (0w Fvwy + -+ v,w,)
=u-w+v-w
(ii) Since ku = (kuy, ku,, ..., ku,),
(ku) - v = kuyv; + kuyvy + -+ - + ku,v, = k(uyv; + uyvy + -+ - + u,v,) = k(u - v)
(1) u-v=wv +uyvy + -+ u,v, = vyu; + VsUy + -+ VU, =V-U
(iv) Since u? is nonnegative for each i, and since the sum of nonnegative real numbers is nonnegative,
u-u=w+ud+--+ut>0

Furthermore, u - u = 0 iff u; = 0 for each i, that is, iff u = 0.



Lipschutz-Lipson:Schaum’s | 1. Vectors in R*n and C/n, Text © The McGraw-Hill

Outline of Theory and Spatial Vectors Companies, 2004
Problems of Linear
Algebra, 3/e

18 VECTORS IN R” AND C", SPATIAL VECTORS [CHAP. 1

1.14. Prove Theorem 1.3 (Schwarz): |u - v| < |jull|lv].
For any real number #, and using Theorem 1.2, we have

0<(tu+v)-(tu+v) = u)+2w-v)+ - v) = ul®? +20u- o)t + ||v]?

Let a = ||ul|?, b=2(u-v), ¢ = |[v||>. Then, for every value of t, a> + bt + ¢ > 0. This means that the
quadratic polynomial cannot have two real roots. This implies that the discriminant D = b*> — 4ac < 0 or,
equivalently, > < 4ac. Thus

4u - v)* < 4ul?|lv)?

Dividing by 4 gives us our result.

1.15. Prove Theorem 1.4 (Minkowski): ||u + v|| < |lul| + ||v]|.
By the Schwarz inequality and other properties of the dot product,

e+ 0l* = (+v) - (@ +v) = (- u) + 20 - 0) + (0 0) < [ull® + 2lulloll + o> = (lull + o))
Taking the square root of both sides yields the desired inequality.

POINTS, LINES, HYPERPLANES IN R”

Here we distinguish between an n-tuple P(ay, a,, ..., a,) viewed as a point in R” and an n-tuple
u=|cy,cy,...,c,] viewed as a vector (arrow) from the origin O to the point C(c;, ¢y, ..., c,).

1.16. Find the vector u identified with the directed line segment P—Q> for the points:
(@) P(1,-2,4)and O(6,1,—5)inR?,  (b) P(2,3,—6,5)and O(7,1,4, —8) in R*.

@ u=P0=0-P=[6-1, 1 —(=2), —=5—4]=15,3, —9]
() u=PO=0—P=[7—2, 13, 446, —8—5] =[5, 2,10, —13]

1.17. Find an equation of the hyperplane H in R* that passes through P(3, —4, 1, —2) and is normal to
u=1[2,5,-6,-3].

The coefficients of the unknowns of an equation of H are the components of the normal vector . Thus an
equation of H is of the form 2x; 4+ 5x, — 6x; — 3x, = k. Substitute P into this equation to obtain k = —26.
Thus an equation of H is 2x; + 5x, — 6x3 — 3x, = —26.

1.18. Find an equation of the plane A/ in R that contains P(1, —3, —4) and is parallel to the plane H’
determined by the equation 3x — 6y + 5z = 2.

The planes H and H' are parallel if and only if their normal directions are parallel or antiparallel (opposite
direction). Hence an equation of H is of the form 3x — 6y 4+ 5z = k. Substitute P into this equation to obtain
k = 1. Then an equation of H is 3x — 6y + 5z = 1.

1.19. Find a parametric representation of the line L in R* passing through P(4, —2, 3, 1) in the direction
ofu=1[2,5,-7,8].

Here L consists of the points X (x;) that satisfy
X=P+tu or x;=ait+b; or L(t) = (a;t + b))
where the parameter ¢ takes on all real values. Thus we obtain

X, =442t x=-2+2t, x3=3-Tt, x4=1+8t or L(t)=@A+2t, —2+2¢t, 3—-7Tt, 14 8¢)
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1.20. Let C be the curve F(f) = (2, 3t—2, £, #+5) in R* where 0 <t < 4.

(@)
(b)
(©)

(@)
(b

(©)

Find the point P on C corresponding to ¢ = 2.
Find the initial point Q and terminal point Q’ of C.
Find the unit tangent vector T to the curve C when ¢ = 2.

Substitute z = 2 into F(¢) to get P =f(2) = (4,4, 8,9).

The parameter ¢ ranges from =0 to t=4. Hence Q=f(0)=(0,-2,0,5) and
Q' =F(4) = (16,10, 64,21).

Take the derivative of F(¢), that is, of each component of F(¢), to obtain a vector V' that is tangent to the

curve:
'F
Ve = dd—gt) =[2t,3, 31, 21]

Now find ¥V when ¢=2; that is, substitute r=2 in the equation for V() to obtain
V =V(2)=1[4,3,12,4]. Then normalize V' to obtain the desired unit tangent vector T. We have

4 3 12 4
V| =+16+9+ 144 + 16 = /185  and T:[ , , , ]
i V1857 /185 /185 /185

SPATIAL VECTORS (VECTORS IN R%), ijk NOTATION, CROSS PRODUCT
1.21. Letu=2i—3j+4Kk, v =3i+j— 2k, w =i+ 5j + 3k. Find:

(@)

(@)
(b

(©)

(d)

u+v, (b) 2u—3v+4w, (¢) u-vandu-w, (d) |lull and |lv].
Treat the coefficients of i, j, k just like the components of a vector in R>.

Add corresponding coefficients to get # + v = 5i — 2j — 2k.
First perform the scalar multiplication and then the vector addition:

2u — 3v + 4w = (4i — 6j + 8Kk) + (—9i + 3j + 6K) + (4i + 20j + 12K)
= —i+ 17j 426k

Multiply corresponding coefficients and then add:
u-v=6-3-8=-5 and u-w=2-15+12=-1
The norm is the square root of the sum of the squares of the coefficients:

lul =v4+9+16=+29 and |v|=v9+1+4=1+/14

1.22. Find the (parametric) equation of the line L:

(@)
(b

(@)

(b)

through the points P(1, 3,2) and Q(2, 5, —6);

containing the point P(1,—2,4) and perpendicular to the plane H given by the equation
3x+5y+7z=15.

First find v = PO = O — P = [1,2, —8] = i + 2j — 8k. Then
LO)y=(@+1, 2t+3, =8t+2)=(¢+ Di+ Qt+3)j+ (=8 +2)k

Since L is perpendicular to H, the line L is in the same direction as the normal vector N = 3i + 5j + 7k
to H. Thus

L) =0Gt+1, 5t—2, Tt+4) =Gt + Di+ (5t — 2)j + (7t + )k



Lipschutz-Lipson:Schaum’s | 1. Vectors in R*n and C/n, Text © The McGraw-Hill
Outline of Theory and Spatial Vectors Companies, 2004
Problems of Linear

Algebra, 3/e

20

1.23.

1.24.

1.25.

1.26.

1.27.

VECTORS IN R" AND C”, SPATIAL VECTORS [CHAP. 1

Let S be the surface x)? + 2yz = 16 in R>.

(a) Find the normal vector N(x, y, z) to the surface S.
(b) Find the tangent plane H to S at the point P(1, 2, 3).

(a) The formula for the normal vector to a surface F(x, y,z) = 0 is
N(x,y,2) = Fii+ Fj+ F.k

where F,, F,, I, are the partial derivatives. Using F(x,y, z) = xy? + 2yz — 16, we obtain

F. =), F,=2xy+2z, F =2
Thus N(x, y, z) = y*i + 2xy + 22)j + 2vk.
(b) The normal to the surface S at the point P is
N(P) =N(1, 2,3) = 4i+ 10j + 4k

Hence N = 2i + 5j + 2k is also normal to S at P. Thus an equation of A has the form 2x + 5y + 2z = c.
Substitute P in this equation to obtain ¢ = 18. Thus the tangent plane H to S at P is 2x + S5y + 2z = 18.

Evaluate the following determinants and negative of determinants of order two:
A3 4] 12 -1 ... |4 =5
@ 0|3 o) G, S| G|

® -5 S} a-[] S a-l3 3

a b
d

b

Use d

’:ad—bcand —“; ‘:bc—ad.Thus:

(@ ({)27-20=71, (i) 6+4 =10, (iii) —8+15="7.
(b) (1) 24—6=18, (ii) —15— 14 = —29, (iii) —8 + 12 = 4.

Let u=2i—3j+4k, v=3i+j—2k, w=i+5j+ 3k
Find: (a) uxv, (b) uxw
(2 -3 4 . . . .
(a) Use 3 1 _2} togetuxv=(6—-4)i+(12+4)j+Q2+9k=2i+16j+ 11k
(2 -3 4 . . . .
(b) Use ) 5 3i|togetu><w:(—9—20)1—|—(4—6)]-i—(10—0—3)k:—291—2J—|—13k
Find u x v, where: (a) u=1(1,2,3),v=(4,5,6); (b) u=(—4,7,3), v=(6,-5,2).
(a) Use ‘1‘ ? Z]togetuxv:[lZ—lS, 12—-6, 5—-8]=[-3,6,-3]
(-4 7 3
(B Use| ¢ & 2]t0getuxv:[l4+15, 18 +8, 20 —42] =[29, 26, —22]
Find a unit vector u orthogonal to v =[1, 3,4] and w = [2, —6, —5].

First find v x w, which is orthogonal to v and w.
The array [; _2 _2] gives v x w=[—15+24, 8§45, —6—-61]1=19,13,—-12]

Normalize v x w to get u = [9/4/394, 13/4/394, —12/+/394]
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1.28. Let u=(a;,a5,a3) and v = (b}, by, b3) so uxv=/_(ayb; —asb,, asb; —a,bs,a;b, — a,b).
Prove:

(a) u x v is orthogonal to u and v [Theorem 1.5(i)]
®) luxvl>= @ wv-v)—u-v) (Lagrange’s identity).
(a) We have
u-(uxv) = ay(aby — azb,) + ay(azb; — a,b3) + asz(a1b, — ayb,)
= a,ayb3 — aya3b, + ayasby — aja,by + aya3by, — ayasby =0
Thus u x v is orthogonal to u. Similarly, # x v is orthogonal to v.
(b) We have
llu x ol* = (ayby — ash,)* + (a3by — aybs)’ + (ab, — ayb,)* ey

(- u)(v-v) = (- 0)’ = (af + a5 + )b + b3+ b3) — (@) + arb, + ashs)? @

Expansion of the right-hand sides of (1) and (2) establishes the identity.

COMPLEX NUMBERS, VECTORS IN C"

1.29. Suppose z=5+3iand w=2 —4i Find: (@) z+w, (b) z—w, (c) zw.
Use the ordinary rules of algebra together with /> = —1 to obtain a result in the standard form a + bi.
(@ z+w=0+3)+Q2—-4)=7—i
b)) z—w=054+3)—Q2—-4)=54+3i—2+4i=3+7i
© zw=054+3)2—-4)=10—14i — 127 =10 — 14i + 12 =22 — 14i

1.30. Simplify: (@) (5 +3)Q2—=7i), (b) (4 =30 (¢) (1+2i)’.
(@) (54302 —7i) =10+ 6i —35i — 212 = 31 —29i
(b) (4—=30)*=16—24i+92 =7 —24i
(© (42 =1+46i+122+83=1+6i—12—-8i=—11-2i

1.31. Simplify: (@) ©,3,&, ) £,6,7,8, () #°, i7", 22, P8V

(@ =1, P=~PO=DO=—i, =@ =-)-)=1

B P="O)=MO =i ="@=MF)=~=-1, '=i=-i, f=i=1

(¢) Using i* =1 and " = i**" = (i*)%" = 19/" = i", divide the exponent n by 4 to obtain the remainder
P9 = O (4P — 19 = P = ) A, P20, 317 _

1.32. Find the complex conjugate of each of the following:
(@) 6+4+4i, 7—5i, 44+i, =3 —1i, (b)) 6, =3, 4i, —9i.
(@) 64+4i=6—4i, 7T-5=7+5i, 4+i=4—i, 3 —i=-3+1.
(b) 6=6, —3=-3, 4i=—4i, —9i =9i.

(Note that the conjugate of a real number is the original number, but the conjugate of a pure imaginary number
is the negative of the original number.)

1.33. Find zz and |z| when z = 3 + 4i.
For z = a + bi, use zz = a* + b* and z = v/zz = Va2 + b>.
Z=9416=25 2| = 25 = 5
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2—7i

1.34. Simpify

543
To simplify a fraction z/w of complex numbers, multiply both numerator and denominator by w, the
conjugate of the denominator:
27 (2-=7)(5-3i) —11-41 11 41,
= = = 1
5431 (5+3)(5-30) 34 34 34

1.35. Prove: For any complex numbers z, w e C, () z+w=z+w, (ii) zw =zw, (iii)) z =z
Suppose z = a + bi and w = ¢ + di where a, b,c,d € R.

i) z+w= (@+bi)+(c+di) = (a+c)+ (b+d)i
=(a+c)—(b+d)i = a+c—bi—di
=(a—bi)+(c—di) = z+w

(i) zw= (a+ bi)(c+di) = (ac — bd) + (ad + bc)i

= (ac — bd) — (ad + bc)i = (a — bi)(c —di) = zw

(iii) z=a+bi=a—-bi=a—(-bi=a+bi=z

1.36. Prove: For any complex numbers z, w € C, |zw| = |z||w].
By (ii) of Problem 1.35,
lzw]* = (2w)@W) = (@wW)Ew) = @E)ww) = |zI*|w]?

The square root of both sides gives us the desired result.

1.37. Prove: For any complex numbers z, w € C, |z 4+ w| < |z| + |w|.

Suppose z = a + bi and w = ¢ + di where a, b, ¢, d € R. Consider the vectors u = (a, b) and v = (¢, d)
in R?. Note that

|zl = Va* + b = |lul, wl = v +d*> = ||

lz4+wl =[a+c)+B+d)i| =+(a+c +B+d)* = (atc,b+d)| = |lu+v|

By Minkowski’s inequality (Problem 1.15), |lu + v|| < |lu|| + ||v||, and so

and

1z +wl = llu+ ol < flull + [lv]l = |2] 4 |w]

1.38. Find the dot products u-v and v-u where: (@) u=(1-2i, 3+1i), v=_>4+2i, 5—6i),
b)) u=0@—-2i, 4, 1+60),v=054+1i 2-3i, 7+ 2i).
Recall that conjugates of the second vector appear in the dot product
@z W, w) =z2w + - +zZ,W,
(@ w-v=(1-2))4+2))+ B +i)5—6i)
=1-204-20)+@B+)5+6i) = —10i+9+23i = 94 13i
vou=@A+2)1-2)4+G—-6)3+1)
=@+2004+2)+G—-60)3—i) = 10i+9—23i = 9—13;
(b)) u-v=0C-2)05+10)+ (4)2 —3i) + (1 + 6i)(7 + 2i)
=@ =-20)5-)+@)2+3)+ (1 +6i)(7—2i) = 20+ 35i

v-u= (543 =2i)+ 2 — 30i)(&) + (7 + 2i)(1 + 61)
= (5+ )3 +2i) + (2 — 3)(—4i) + (7 + 2i)(1 — 6i) = 20 — 35i

In both cases, v - u = u-v. This holds true in general, as seen in Problem 1.40.
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1.39. Letu=(7—2i, 2+ 5i) and v = (1 +i, —3 — 6i). Find:
(@ utv; (b)) 2iu; () G—ip; (@ u-v; (e) [ull and [o].
(@ utv=0T-2i+1+i, 245 -3—-6)=08—i, —1—1i)
(b) 2iu = (14i — 4%, 4i+10%) = (4 + 14i, —10 + 4i)
© G-ido=0@+3i—i—>2 —9—18i+3i+6*) = (4+2i, —15—15i)
d u-v=(-2)0+0)+Q+5)=3—6i)
=7 =201 =)+ Q+5)(-3+6i) = 5—-9—36—3i = =31 —12i

© lull =7+ (=27 +2 +5 = V&2 and o]l = /12 + 12 + (=3) + (=6)* = /47

1.40. Prove: For any vectors u,v € C" and any scalar z€ C, (i) u-v="0-u, (i) (zu)-v==z(u-v),
(iii) u - (zv) = z(u - v).

Suppose u = (2,2, ...,2,) and v = (W}, Wy, ..., W,).

(1) Using the properties of the conjugate,

Ta =Wz Wn e WE, = Wiz AWk e WE,
=wizp+wz + - F Wz, =W 2w+ +
(i) Since zu = (zzy, zz,, . . . , 22,),
(zu) - v =zzyw) +zZyWy + « - - + 2z, W, = z(zy W) + W + -+ +zZ,W,) = z(u - V)
(Compare with Theorem 1.2 on vectors in R".)
(iii) Using (i) and (ii),

u-(zv) =(zv) - u=z(o-u)=z(0-u) =z(u - v)

Supplementary Problems

VECTORS IN R”
141. Letu=(1,-2,4),v=(3,51),w=(2,1,-3). Find:

(@) 3u—20; (b)) Su+3v—dw (© w-v,u-wov-wy  (d) ul, llvll;
(e) cos0, where 0 is the angle between u and v; ) du,v); (g) proj(u, v).

1 2 3
1.42. Repeat Problem 1.41 for vectors u = 3lbo=|(1|,w=| =2
—4 5 6

1.43. Letu=(2,-5,4,6,-3)and v =(5,-2,1,—7, —4). Find:
(@) 4u—3uy; (D)  Su+2v; (© u-v (@ llull and |lvll; (e) proj(u, v);
) d(u,v).
1.44. Normalize each vector:
1 13
(@ u=6,-7); (b v=(1,2,-2,4; () w= (5,—5,1).
1.45. Letu=(1,2,-2),v=(3,—12,4), and k = —3.
(@) Find [lull, llvll, llu+oll, [kl
(b)  Verify that [[kull = |k|llull and |lu + vl < [lull + llvll.
1.46. Find x and y where:
(@ @ y+D)=0@-2,6); () x2,y=xy1,-2).
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1.47. Find x,y,z where (x, y+ 1, y+2) = 2x+y, 4, 32).

1.48. Write v = (2, 5) as a linear combination of #; and u, where:
(@) u;=(1,2)and u, = (3, 95);
) u, =@3,—4) and u, = (2, -3).

9 1 2 4
1.49. Write v = | —3 | as a linear combination of u; = | 3 |, u, = Sluz=1| -2
16 3 -1 3

1.50. Find k so that « and v are orthogonal, where:
(@ u=Q0G,k =2),v=(6,—-4,-3)
(B) w=(5k —4,2), v=(1,-3,2,2k);
© u=U, 7, k+2, =2),v=3,k,—3,k).

LOCATED VECTORS, HYPERPLANES, LINES IN R”
1.51. Find the vector v identified with the directed line segment FQ for the points:

(@) P(2,3,-7)and O(1, —6, —5) in R?;
(b) P(1,—8,—4,6) and O(3, 5,2, —4) in R*.

1.52. Find an equation of the hyperplane H in R* that:

(a) contains P(1,2, —3,2) and is normal to u = [2, 3, —5, 6];
(b) contains P(3, —1,2,5) and is parallel to 2x; — 3x, + 5x3 — 7x, = 4.

1.53. Find a parametric representation of the line in R* that:

(a) passes through the points P(1,2, 1,2) and O(3, -5, 7, —9);
(b) passes through P(1, 1, 3, 3) and is perpendicular to the hyperplane 2x; + 4x, + 6x; — 8x4 = 5.

SPATIAL VECTORS (VECTORS IN R®), ijk NOTATION
1.54. Given u=3i—4j+2k, v=2i+5j—3k, w=4i+7j+2k Find:
(@ 2u—=3v; (b)) 3utdv=2w; () w-v,u-w,v-w;  (d) |ul, ol [l

1.55. Find the equation of the plane H:

(a) with normal N = 3i — 4j + 5k and containing the point P(1, 2, —3);
(b) parallel to 4x + 3y — 2z = 11 and containing the point Q(2, —1, 3).

1.56. Find the (parametric) equation of the line L:

(a) through the point P(2, 5, —3) and in the direction of v = 4i — 5j + 7k;
(b) perpendicular to the plane 2x — 3y + 7z = 4 and containing P(1, —5, 7).

1.57. Consider the following curve C in R? where 0 <t<5:
F()=rfi—Aj+@Qt-3)k
(a) Find the point P on C corresponding to ¢ = 2.

(b) Find the initial point Q and the terminal point Q'.

(¢) Find the unit tangent vector T to the curve C when t = 2.
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1.58. Consider a moving body B whose position at time ¢ is given by R(¢) = £*i + £3j + 3tk. [Then V() = dR(¢)/dt
and A(¢) = dV(t)/dt denote, respectively, the velocity and acceleration of B.] When ¢ = 1, find:

(a) position; (b) velocity v; (c) speed s; (d) acceleration a of B.

1.59. Find a normal vector N and the tangent plane H to each surface at the given point:

(a) surface x*y 4 3yz = 20 and point P(1, 3, 2);
(b) surface x> + 3y — 52> = 160 and point P(3, -2, 1).

CROSS PRODUCT

1.60. Evaluate the following determinants and negative of determinants of order two:

@ |23 3 -6 4 -2
D3 6l |1 -4 7 -3

6 4 1 -3 8 -3
®) _‘7 50 _‘2 4" _‘—6 —2'

1.61. Given u =3i—4j+2k, v=2i+5j—3k w=4i+7j+2k, Find:

(a) uxwv, b) uxw, (c) vxw

1.62. Givenu=[2,1,3], v=1[4,—2,2], w=[l, 1, 5], find:

(@) uxwv, (b) uxw, (c) vxw.

1.63. Find the volume V' of the parallelopiped formed by the vectors u, v, w in:
(a) Problem 1.60, (b) Problem 1.61.

1.64. Find a unit vector u orthogonal to:
(@) v=][1,2,3]land w=[1, —1,2];
b) v=3i—j+2kand w=4i—-2j—k.

1.65. Prove the following properties of the cross product:

(@) uxv=—(xu) d ux@+w) =@Wxv)+@xw)
(b) u xu =0 for any vector u (&) w+w)xu=@wxu)+wxu)
(¢) (ku) x v =k(u x v) = u x (kv) () wxv)yxw=w-wo— Q- -wu

COMPLEX NUMBERS
1.66.  Simplify:

@ @G-T00+2); B) G- (© ke

357

@) (e (1—iy.

a—7

1 2+3i 1\?
167 Simplify: (@) i () 7“_L 3;; © i,5,8% (@) ( )
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1.68. Letz=2—5iand w= "7+ 3i. Find:
(@ v+w ®) zw; (© z/w; d z,w e lzI, wl.
1.69. Show that:

(@ Rez=1%(z+2) () Imz=1(z—2) (¢) zw=0 impliesz=0 or w=0.

VECTORS IN C”
1.70. Letu=(1+4+7i, 2—6i)and v = (5—2i, 3 — 4i). Find:
(@ u+v b) G+idu (¢) 2iu+@+7iw d) wu-v (e) |ul and |v].

1.71.  Prove: For any vectors u, v, w in C":

(@ w+v)-w=u-wt+ov-w, (b) w-(u+v)y=w-u+w-o.

1.72. Prove that the norm in C" satisfies the following laws:

[N;] For any vector u, |lu|| > 0; and ||u|| = 0 if and only if u = 0.
[N,] For any vector # and complex number z, ||zu| = |z|||u]|.

[N;] For any vectors u and v, |lu + v|| < [lull + [|v]|.

Answers to Supplementary Problems

141. (a) (=3,-16,4); () (6,1,35); (¢) —3,12,8; (d) ~/21,+/35, /14,
(@ =3/V2IV35% (N V6 (@ -5 G5 D=(-5% -3 -%H

1.42. (Column vectors) (a) (—1,7, —22); b) (1,26, -29);, (¢) —15,-27,34,
d) V26,30, (o) —15/(v26v30); (/) V86 (o) —Ru=(-1,-3,-3)

143. (a) (—13,—14,13,45,0); () (20,-29,22,16,—23); (¢c) —6; (d) ~/90,+/95,
(e) —%U; ) 167

L4, (@ G/NT69VTE: () L.3.-2h (O (6/v/133.—4/133,9V133)
145. (a) 3, 13, /120,9

1.46. (a) x=-3,y=5; b) x=0,y=0, and x=1,y=2

1.47. x:—3,y:3,z:%

1.48. (a) v=>5u —uy; (b) v=16u; —23u,

1.49. v=3u; —uy +2uy

1.50. (a) 6; b) 3; (o) %

1L51. (@) v=[-1,-92]; () [2.3,6,—10]
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1.52. (a)
1.53. (a)
1.54. (a)
1.55. (a)
1.56. (a)
1.57. (a)
@
1.58. (a)
1.59. (a)
1.60. (a)
1.61. (a)
1.62. (a)
1.63. (a)
1.64. (a)
1.66. (a)
1.67. (a)
1.68. (a)
1.69. (c)
1.70. (a)

(d)

VECTORS IN R" AND C”, SPATIAL VECTORS 27

2x) 4 3x, — 5x3 + 6x, = 35; (b) 2x; —3x, +5x3 — x4 = —16

Re+1, =7t42, 6141, —=111+2]; () [2t+1, 4+1, 6t+3, —8+3]
—23j+13k; (b)) 3i—6j—10k; (¢) —20,—12,37; (d) ~/29,+/38,/69
3x —4y + 5z = -20; (b) 4x+3y—2z=-1

[4t+2, =5t4+5, 7t—3]; (b)) [2t+1, =3t—5, Tt+7]

P=FQ2)=8i—4j+k; () O=F(0)=-3k O =F(5 = 125i - 25j + 7k;
T = (6i — 2j + k)/v/41

i+j+2k; (0 2i+3j+2k (o) V1T, (@ 2i+6j

N=6i+7j+9k, 6x+7y+92=45  (b) N =6i—12j—10k, 3x—6y—5z=16
—3,-6,26; (b) —2,-10,34

2i4 13j+23k; () —22i+2j+37k;  (c) 31i—16j— 6k

[5.8, =6, (b [2.-7.1; () [-7,—18,5]

143; (b)) 17

(7,1,-3)/v/59;  (b) (5i+11j—2k)//150

50—-55; (b)) —16-30;; (c) &@+7); (d) L(1+30); (e -2-2i
=i () &KG+27); (0 —lLi—-1; (@ +@4+30)

9—2i; (b)) 29-29; (o) &(=1—4li); (D 2450, 7-3i; (o) +/29,V58
Hint: 1f zw = 0, then |zw| = |z||w| = 10| =0

(6+5i, 5—10i);  (b) (—4+22i, 12—16i); (¢) (—8—4li, —4 —33i);
12+2i;  (e) /90, /34
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Algebra of Matrices

2.1 INTRODUCTION

This chapter investigates matrices and algebraic operations defined on them. These matrices may be
viewed as rectangular arrays of elements where each entry depends on two subscripts (as compared with
vectors, where each entry depended on only one subscript). Systems of linear equations and their solutions
(Chapter 3) may be efficiently investigated using the language of matrices. Furthermore, certain abstract
objects introduced in later chapters, such as “change of basis”, “linear transformations”, and “quadratic
forms”, can be represented by these matrices (rectangular arrays). On the other hand, the abstract treatment
of linear algebra presented later on will give us new insight into the structure of these matrices.

The entries in our matrices will come from some arbitrary, but fixed, field K. The elements of K are
called numbers or scalars. Nothing essential is lost if the reader assumes that K is the real field R.

2.2 MATRICES

A matrix A over a field K or, simply, a matrix A (when K is implicit) is a rectangular array of scalars
usually presented in the following form:

ap ap . a,
4= Ay ay e ay,
A1 Qp2 --- App

The rows of such a matrix 4 are the m horizontal lists of scalars:

(@y1, arps s ay,)s (@1 @apy s Go)s ooy (@yts Qs+ - > i)

and the columns of A are the n vertical lists of scalars:

an ap ayy
as) %) ary
A1 A2 Ayun

Note that the element a;;, called the ij-entry or ij-element, appears in row i and column j. We frequently
denote such a matrix by simply writing 4 = [a;].

28
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A matrix with m rows and n columns is called an m by n matrix, written m x n. The pair of numbers m
and # is called the size of the matrix. Two matrices 4 and B are equal, written A = B, if they have the same
size and if corresponding elements are equal. Thus the equality of two m x n matrices is equivalent to a
system of mn equalities, one for each corresponding pair of elements.

A matrix with only one row is called a row matrix or row vector, and a matrix with only one column is
called a column matrix or column vector. A matrix whose entries are all zero is called a zero matrix and will
usually be denoted by 0.

Matrices whose entries are all real numbers are called real matrices and are said to be matrices over R.
Analogously, matrices whose entries are all complex numbers are called complex matrices and are said to
be matrices over C. This text will be mainly concerned with such real and complex matrices.

Example 2.1
(a) The rectangular array 4 = [1 —4 _;] is a 2 x 3 matrix. Its rows are (1, —4,5) and (0, 3, —2), and its

0 3
columns are
1 —4 5
(N 30 -2

0000]

(b) The 2 x 4 zero matrix is the matrix 0 = [ 00 0 0

X4y 2z+4t] [3 7
x—y z—t | |1 5

By definition of equality of matrices, the four corresponding entries must be equal. Thus:

(¢) Find x, y, z, t such that

x+y=3, x—y=1, 2z+t=17, z—t=5

Solving the above system of equations yields x =2,y =1,z=4,t= —1.

2.3 MATRIX ADDITION AND SCALAR MULTIPLICATION

Let 4 = [a;] and B = [b;] be two matrices with the same size, say m X n matrices. The sum of 4 and
B, written 4 + B, is the matrix obtained by adding corresponding elements from 4 and B. That is,

ay+by ap+b, ... oa,+by,
A+B— ay +by  apt+by ... ay,+by,
Am + bml Ay + me BRI ¢ + bmn

The product of the matrix A by a scalar k, written k - 4 or simply k4, is the matrix obtained by multiplying
each element of 4 by k. That is,

ka” kalz kal,,
A = kazl kazz N kaz,,
ka,, ka,, ... ka,,

Observe that 4 + B and kA4 are also m x n matrices. We also define
—A=(-1)4 and A—B=A4A+(-B)

The matrix —A4 is called the negative of the matrix 4, and the matrix 4 — B is called the difference of A and
B. The sum of matrices with different sizes is not defined.



Lipschutz-Lipson:Schaum’s | 2. Algebra of Matrices Text © The McGraw-Hill

Outline of Theory and Companies, 2004
Problems of Linear
Algebra, 3/e

30 ALGEBRA OF MATRICES [CHAP. 2

0 4 5 1 -3 -7

1+4 -2+4+6 3+38 5 4 11
0+1 4+4(=3) 54+(=7) 11 -2

PR ECIE D 3 -6 9
_[3(0) 3(4) 3(5)}_[0 12 15}
{2 —4 6i| [—12 —18 —24} [—10 —2 —18i|
24-3B = + _
0 8 10 3 9 2l -3 17 3l

The matrix 24 — 3B is called a linear combination of A and B.

Example 2.2. Let4 = [1 -2 3:| and B = |:4 6 8]. Then

Basic properties of matrices under the operations of matrix addition and scalar multiplication follow.

Theorem 2.1: Consider any matrices 4, B, C (with the same size) and any scalars k£ and k’. Then:

() +B)+C=A+B+C), () k(A+B)=k4+kB,

(i) A+0=0+A4=4, vi) (k+k)4d=kA+kA,
(i) A+(—A)=(-A)+A4=0, (vi) (kk')4=k(KA),
(iv) A+B=B+A4 (vii) 1-4 = 4.

Note first that the 0 in (ii) and (iii) refers to the zero matrix. Also, by (i) and (iv), any sum of matrices
A +A4y+---+4,

requires no parentheses, and the sum does not depend on the order of the matrices. Furthermore, using (vi)
and (viii), we also have
A+ A =24, A+A+A =34,
and so on.
The proof of Theorem 2.1 reduces to showing that the ij-entries on both sides of each matrix equation
are equal. (See Problem 2.3.)
Observe the similarity between Theorem 2.1 for matrices and Theorem 1.1 for vectors. In fact, the

above operations for matrices may be viewed as generalizations of the corresponding operations for
vectors.

24 SUMMATION SYMBOL

Before we define matrix multiplication, it will be instructive to first introduce the summation symbol
(the Greek capital letter sigma).
Suppose f(k) is an algebraic expression involving the letter £. Then the expression

i f(k) or equivalently Y f(k)
=1

has the following meaning. First we set £ = 1 in f(k), obtaining
e
Then we set &k = 2 in f(k), obtaining f(2), and add this to f(1), obtaining
S +7Q2)
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Then we set £k = 3 in f(k), obtaining f(3), and add this to the previous sum, obtaining
S+ +/(3)

We continue this process until we obtain the sum
SO+ + - +f(n)

Observe that at each step we increase the value of k£ by 1 until we reach n. The letter & is called the index,
and 1 and #» are called, respectively, the lower and upper limits. Other letters frequently used as indices are i
and j.

We also generalize our definition by allowing the sum to range from any integer », to any integer 7,.
That is, we define

52 () = f(ny) + g + 1)+ fy +2) + -+ f (o)

k=n,

Example 2.3

5 n
(@ Yx=x+x+x+x,+x and > ab;=ab +ab,+ - +a,b,
k=1 '

i=1

5 n
b) 2 =224324+424+52=54 and Y ax' =ay+ax+axt+---+a,x"
j=2 i=0

P
(©) kz} apby = ayby; + apby + agby; + - - +aby,

2.5 MATRIX MULTIPLICATION

The product of matrices 4 and B, written AB, is somewhat complicated. For this reason, we first begin
with a special case.

The product 4B of a row matrix 4 = [g;] and a column matrix B = [b;] with the same number of
elements is defined to be the scalar (or 1 x 1 matrix) obtained by multiplying corresponding entries and
adding; that is,

by

AB =a,,ay,...,a,] by =aby+ayb, +---+a,b, =) aiby
=
b,

We emphasize that AB is a scalar (or a 1 x 1 matrix). The product 4B is not defined when 4 and B have
different numbers of elements.

Example 2.4
3

(@ [7, —4,5]{ 2} =73)+(—4(2)+5(-1) =21 —8—-5=28
-1

4
(®) [6,—1,8,3] :g =2449—-16+15=734
5

We are now ready to define matrix multiplication in general.
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Definition: Suppose 4 = [a;] and B = [b,;] are matrices such that the number of columns of 4 is equal
to the number of rows of B; say, 4 is an m X p matrix and B is a p X n matrix. Then the
product AB is the m x n matrix whose ij-entry is obtained by multiplying the ith row of 4 by
the jth column of B. That is,

ap alp bll . blj bln C11 e Cln
a; aip = Cl]
Qi v Gy [ [ Dy o by oo by, Ci Coun

p
Where Cij = ailblj + ai2b2j + e + aipbpj = kZ: aikbkj
=1
The product 4B is not defined if 4 is an m X p matrix and B is a ¢ X » matrix, where p # gq.
Example 2.5

. 1 3 2 0 —4
(a) FmdABwhereA_|:2 _l]andB_[S 5 6]'

Since 4 is 2 x 2 and Bis 2 x 3, the product 4B is defined and 4B is a 2 x 3 matrix. To obtain the first row of
the product matrix 4B, multiply the first row [1, 3] of 4 by each column of B,

BRI

[2+15 0—6 —4+18]_[17 —6 14]

respectively. That is,
AB =

To obtain the second row of 4B, multiply the second row [2, —1] of 4 by each column of B. Thus
17 —6 14 17 —6 14
AB—[4—5 042 —8—6]_[—1 2 —14]

(b) Suppose 4 = [1 2] and B = [5 6]. Then

3 4 0 -2
[ 540 6-4] [5 2 _[5+18 10+24] _[23 34
AB_[15+0 1878]_[15 10] and BA_[076 078]_[76 78]

The above example shows that matrix multiplication is not commutative, i.e. the products 4B and BA
of matrices need not be equal. However, matrix multiplication does satisfy the following properties.

Theorem 2.2: Let 4, B, C be matrices. Then, whenever the products and sums are defined:
(1) (4AB)C = A(BC) (associative law),
(ii)) A(B+ C) = AB + AC (left distributive law),
(iii) (B + C)A = B4 + CA (right distributive law),
(iv) k(4AB) = (kA)B = A(kB), where k is a scalar.

We note that 04 = 0 and B0 = 0, where 0 is the zero matrix.
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2.6 TRANSPOSE OF A MATRIX

The transpose of a matrix 4, written AT, is the matrix obtained by writing the columns of 4, in order,
as rows. For example,

1

T 1 4
[i g 2} —|2 s and  [1,-3,—5]" = | =3
3 6 s

In other words, if 4 = [q;

;] is an m X n matrix, then AT = [b;] is the n x m matrix where b; = a;.

Observe that the tranpose of a row vector is a column vector. Similarly, the transpose of a column
vector is a row vector.

The next theorem lists basic properties of the transpose operation.

Theorem 2.3: Let A and B be matrices and let k£ be a scalar. Then, whenever the sum and product are

defined:
(i) +B) =4"+5, (i) (kd)” = kd”,
(i) N =4, (iv) (4B)f =BTA".

We emphasize that, by (iv), the transpose of a product is the product of the transposes, but in the
reverse order.

2.7 SQUARE MATRICES

A square matrix is a matrix with the same number of rows as columns. An n x n square matrix is said
to be of order n and is sometimes called an n-square matrix.

Recall that not every two matrices can be added or multiplied. However, if we only consider square
matrices of some given order n, then this inconvenience disappears. Specifically, the operations of addition,
multiplication, scalar multiplication, and transpose can be performed on any » x n matrices, and the result
is again an n X n matrix.

Example 2.6. The following are square matrices of order 3:

1 2 3 2 =5 1
A=| -4 —4 —4 and B=|10 3 =2
5 6 7 1 2 —4
The following are also matrices of order 3:
3 -3 4 2 4 6 1 -4 5
A+B=| -4 -1 -6 |, 24=| -8 -8 -8/, AT=12 -4 6
6 8 3 10 12 14 3 -4 7
5 7 —15 27 30 33
AB=1| —-12 0 20 |, BA=| -22 —-24 =26

17 7 =35 —27 =30 -33
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Diagonal and Trace

Let 4 = [a,;] be an n-square matrix. The diagonal or main diagonal of A consists of the elements with
the same subscripts, that is,

apy, an, ass, R Ay

The trace of A, written tr(4), is the sum of the diagonal elements. Namely,
tr(A) =daj +a22 +a33 +... +ann

The following theorem applies.

Theorem 2.4: Suppose 4 = [a;] and B = [b;] are n-square matrices and k is a scalar. Then:
(i) tr(4 + B) = tr(4) + tr(B), (iii) tr(4") = tr(4),
(i) tr(k4d) = k tr(A), (iv) tr(4B) = tr(BA).

Example 2.7. Let 4 and B be the matrices 4 and B in Example 2.6. Then
diagonal of 4 = {1, —4, 7} and tr(d)=1—4+7=4
diagonal of B = {2, 3, —4} and tr(B)=2+4+3—-4=1
Moreover,

tfd+B)=3—1+3=5, tr(Q4A) =2 -8+ 14=8, tr(d)=1-4+7=4
tr(4B) = 5+ 0 — 35 = —30, tr(BA) = 27 — 24 — 33 = —30

As expected from Theorem 2.4,
tr(4 + B) = tr(4) + tr(B), tr(47) = tr(4), tr(24) = 2 tr(4)

Furthermore, although 4B # BA, the traces are equal.

Identity Matrix, Scalar Matrices

The n-square identity or unit matrix, denoted by 7,, or simply 7, is the n-square matrix with 1’s on the
diagonal and 0’s elsewhere. The identity matrix / is similar to the scalar 1 in that, for any n-square matrix
A’

Al =14 =4

More generally, if B is an m x n matrix, then BI, = I,B = B.
For any scalar k, the matrix A/ that contains k’s on the diagonal and 0’s elsewhere is called the scalar
matrix corresponding to the scalar k. Observe that

(kDA = k(I4) = kA
That is, multiplying a matrix 4 by the scalar matrix 4/ is equivalent to multiplying 4 by the scalar k.

Example 2.8. The following are the identity matrices of orders 3 and 4 and the corresponding scalar matrices for k = 5:
! 500 3
0 5 0f,

0 0 5

1 0
0 1
0 0 1 5

—_o O
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Remark 1: It is common practice to omit blocks or patterns of 0’s when there is no ambiguity, as in
the above second and fourth matrices.

Remark 2: The Kronecker delta function o, is defined by

s _ [0 ifi#j
P i =y

Thus the identity matrix may be defined by 7 = [J,]

2.8 POWERS OF MATRICES, POLYNOMIALS IN MATRICES

Let 4 be an n-square matrix over a field K. Powers of A are defined as follows:
=44, A=44, ..., AT'=44 ..., ad A =I
Polynomials in the matrix 4 are also defined. Specifically, for any polynomial
f) =ag+ax+ax* + - +a,x"
where the «; are scalars in K, f(4) is defined to be the following matrix:
f(x) =ayl +a\ A+ aA> + -+ a,d"

[Note that f(A4) is obtained from f(x) by substituting the matrix 4 for the variable x and substituting the
scalar matrix a,/ for the scalar a.] If f(4) is the zero matrix, then 4 is called a zero or root of f(x).

Example 2.8. Suppose 4 = |:; _i] Then

o [t 21 2] [ 7 -6 s o, [ 7 -6t 2] _[-11 38
A—[3 4|3 —4|7 |9 22 and - A =LA=| o |3 4|7 57 106

Suppose f(x) = 2x> — 3x + 5 and g(x) = x*> + 3x — 10. Then

oo 7 T [t 2] L[t O _[ e 18
= [—9 22]_ [3 —4]+ [o 1]_[—27 61}

SO A N - D o B B
g()_[—9 22]+ [3 —4]_ [0 1]_[0 0]

Thus 4 is a zero of the polynomial g(x).

2.9 INVERTIBLE (NONSINGULAR) MATRICES

A square matrix A4 is said to be invertible or nonsingular if there exists a matrix B such that
AB=BA=1

where [ is the identity matrix. Such a matrix B is unique. That is, if AB; = BjA =1 and AB, = B,A =1,
then

B, =B\l = B|(4B,) = (B|4)B, = IB, = B,

We call such a matrix B the inverse of 4 and denote it by 4~!. Observe that the above relation is symmetric;
that is, if B is the inverse of 4, then A4 is the inverse of B.
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Example 2.9. Suppose that 4 = |:? g] and B = |:_3I _;] Then

_[6-5 —10+10] _[1 0 [ 6-5 15-15]_[1 0
AB‘[3—3 —5+6]_[0 1] and BA_[—2+2 —5+6]_[0 1]

Thus 4 and B are inverses.

It is known (Theorem 3.15) that AB = I if and only if B4 = /. Thus it is necessary to test only one
product to determine whether or not two given matrices are inverses. (See Problem 2.17.)

Now suppose 4 and B are invertible. Then AB is invertible and (4B)"' = B~14~!. More generally, if
Ay, A4,, ..., A, are invertible, then their product is invertible and

(A1 4y ... 4) " =47t 474!

the product of the inverses in the reverse order.

Inverse of a 2 x 2 Matrix

Let A4 be an arbitrary 2 x 2 matrix, say 4 = |:Z 2i| We want to derive a formula for A7, the inverse

of 4. Specifically, we seek 22 = 4 scalars, say x,, y;, X,, ¥,, such that

a billx x| _ |1 0 or ax; +by; ax,+by, | |1 O
c dl||ly; »vo| |0 1 ey +dy, ex,+dy, | |0 1
Setting the four entries equal to the corresponding entries in the identity matrix yields four equations,
which can be partitioned into two 2 x 2 systems as follows:
ax; + by, =1, ax, + by, =0
cxy +dy, =0, cxy +dy, =1

Suppose we let |A| = ab — bc (called the determinant of A). Assuming |4| # 0, we can solve uniquely for
the above unknowns x,, y, X,, ¥,, obtaining

d —c —b a
X =—, =—, Xy =—, =—
T AV 27l SCRVT

e b ST AN bl L[ d —b
T le d| T | =c/lAl  a/l4l | JA|| —¢ a

In other words, when |4| # 0, the inverse of a 2 x 2 matrix 4 may be obtained from 4 as follows:

Accordingly,

(1) Interchange the two elements on the diagonal.
(2) Take the negatives of the other two elements.
(3) Multiply the resulting matrix by 1/|4| or, equivalently, divide each element by |A4|.

In case |4| = 0, the matrix A is not invertible.

Example 2.10. Find the inverse of 4 = [‘21 §i| and B = [; Z]

First evaluate |4| = 2(5) — 3(4) = 10 — 12 = —2. Since |4| # 0, the matrix A4 is invertible and

_ 1 5 -3 -5 32
r_ - — 2 2
4 _—2{—4 2}_[ 2 —1]

Now evaluate |B| = 1(6) — 3(2) = 6 — 6 = 0. Since |B| = 0, the matrix B has no inverse.
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Remark: The above property that a matrix is invertible if and only if 4 has a nonzero determinant is
true for square matrices of any order. (See Chapter 8).

Inverse of an n x n Matrix

Suppose A4 is an arbitrary n-square matrix. Finding its inverse 4~! reduces, as above, to finding the
solution of a collection of n x n systems of linear equations. The solution of such systems and an efficient
way of solving such a collection of systems is treated in Chapter 3.

2.10 SPECIAL TYPES OF SQUARE MATRICES

This section describes a number of special kinds of square matrices.

Diagonal and Triangular Matrices

A square matrix D = [d;] is diagonal if its nondiagonal entries are all zero. Such a matrix is
sometimes denoted by

D = diag(d“,dzz, e d )

’ nn

where some or all the d; may be zero. For example,

6
300 4 0 0
0 =7 0 0 -5 -9
0 0 2
are diagonal matrices, which may be represented, respectively, by
diag(3, -7, 2), diag(4, —5), diag(6, 0, —9, 8)

(Observe that patterns of 0’s in the third matrix have been omitted.)

A square matrix 4 = [a;] is upper triangular or simply triangular if all entries below the (main)
diagonal are equal to 0, that is, if a; = 0 for i > j. Generic upper triangular matrices of orders 2, 3, 4 are as
follows:

€11 €12 €13 Cua

ap  dp bu b bis Cp €3 O
0 a- I by by |, c ¢

22 bss 33 cij

(As with diagonal matrices, it is common practice to omit patterns of 0’s.)
The following theorem applies.
Theorem 2.5:  Suppose 4 = [a;] and B = [b;] are n x n (upper) triangular matrices. Then:
(i) A+ B, kA, AB are triangular with respective diagonals.
(all+bll’ e ann+bnn)’ (kalh e kann)’ (allbll’ e annbnn)v

(ii) For any polynomial f(x), the matrix f(4) is triangular with diagonal
(flar).f(az), - - . [ (ay,))

(iii) 4 is invertible if and only if each diagonal element a;; # 0, and when A~ exists it is
also triangular.
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A lower triangular matrix is a square matrix whose entries above the diagonal are all zero. We note
that Theorem 2.5 is true if we replace “triangular” by either “lower triangular” or “diagonal”.

Remark: A nonempty collection 4 of matrices is called an algebra (of matrices) if 4 is closed under
the operations of matrix addition, scalar multiplication, and matrix multiplication. Clearly, the square
matrices with a given order form an algebra of matrices, but so do the scalar, diagonal, triangular, and
lower triangular matrices.

Special Real Square Matrices: Symmetric, Orthogonal, Normal

Suppose now A4 is a square matrix with real entries, that is, a real square matrix. The relationship
between A4 and its transpose A” yields important kinds of matrices.

(a) Symmetric Matrices

A matrix 4 is symmetric if AT = A. Equivalently, 4 = [a;] is symmetric if symmetric elements (mirror
elements with respect to the diagonal) are equal, that is, if each a; = a;.

A matrix 4 is skew-symmetric if AT = —A or, equivalently, if each a; = —aj;. Clearly, the diagonal
elements of such a matrix must be zero, since a; = —a;; implies a;; = 0.

(Note that a matrix 4 must be square if 47 = 4 or AT = —4.)

2 -3 5 o0 3 -4 100
Example 2.11. Let4=|-3 6 7[,B=|-3 0 5 ’C:[o 0 1]'
5 7 -8 4 =5 0

(a) By inspection, the symmetric elements in 4 are equal, or A7 = 4. Thus 4 is symmetric.

(b) The diagonal elements of B are 0 and symmetric elements are negatives of each other, or B’ = —B. Thus B is
skew-symmetric.

(c) Since C is not square, C is neither symmetric nor skew-symmetric.

(b) Orthogonal Matrices

A real matrix 4 is orthogonal if AT = A~', that is, if AA” = AT4 = I. Thus A must necessarily be
square and invertible.

[=IENE-TRORNCITN

Example 2.12. Let4 =

©l— ol ol

. Multiplying 4 by A7 yields I; that is, 44" = I. This means 4”4 = I, as well.

o0 Ol& Ol—

9
Thus A7 = A7'; that is, 4 is orthogonal.

Now suppose 4 is a real orthogonal 3 x 3 matrix with rows
up =(ay, ay, az), uy = (by, by, b3), uy = (¢, €3, ¢3)

Since 4 is orthogonal, we must have 447 = I. Namely

a, a, a a b ¢ 1 0 0
AAT = b, by by||lay By & |=|0 1 0|=1I
6 a; by ¢ 0 0 1
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Multiplying 4 by A7 and setting each entry equal to the corresponding entry in / yields the following nine equations:

E+a+a=1, a,b; + ayb, + azb; =0, ajcy +aye, +aze; =0

bia; + bya, + bya; =0, b +b3+ b =1, bicy +bycy + b33 =0
— — 222

c1a; + ¢ay + cza3 =0, c1by + cyby +c3b3; =0, ai+a;+a5=1

Accordingly, u; -uy =1, uy -up = 1, u3 -u3 = 1, and u; - u; = 0 for i # j. Thus the rows u;, u,, u3 are unit vectors
and are orthogonal to each other.

Generally speaking, vectors uy, u,, ..., u,, in R" are said to form an orthonormal set of vectors if the
vectors are unit vectors and are orthogonal to each other, that is,
0 ifi#j
U u; = e 7&].
Y 1 ifi=j

In other words, u; - u; = ;; where J;; is the Kronecker delta function.

We have shown that the condition 447 = I implies that the rows of 4 form an orthonormal set of
vectors. The condition 4”4 = I similarly implies that the columns of 4 also form an orthonormal set of
vectors. Furthermore, since each step is reversible, the converse is true.

The above results for 3 x 3 matrices is true in general. That is, the following theorem holds.

Theorem 2.6: Let A4 be a real matrix. Then the following are equivalent:
(a) A is orthogonal.
(b) The rows of A form an orthonormal set.
(¢) The columns of A form an orthonormal set.

For n = 2, we have the following result (proved in Problem 2.28).

Theorem 2.7: Let 4 be a real 2 x 2 orthogonal matrix. Then, for some real number 0,

4= cos sin0 4= cos 0 sin 0
T | —sinf cos0 or | sin@ —cosf

(¢) Normal vectors

A real matrix 4 is normal if it commutes with its transpose A7, that is, if 447 = ATA. If A is
symmetric, orthogonal, or skew-symmetric, then 4 is normal. There are also other normal matrices.

6 -3
3 6

r [6 =31 6 3] [45 o [ 6 376 -3
AA_[3 6][—3 6]_[0 45] and AA_[—3 6][3 6}

Since 447 = AT 4, the matrix 4 is normal.

Example 2.13. Let 4 = [ ] Then

45 0
0 45

2.11 COMPLEX MATRICES

Let 4 be a complex matrix, that is, a matrix with complex entries. Recall (Section 1.7) that if
z = a + bi is a complex number, then z = a — bi is its conjugate. The conjugate of a complex matrix 4,
written 4, is the matrix obtained from 4 by taking the conjugate of each entry in 4. That is, if 4 = [a;],
then 4 = [b;], where b; = a;. (We denote this fact by writing 4 = [a;;].)
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The two operations of transpose and conjugation commute for any complex matrix 4, and the special
notation 47 is used for the conjugate transpose of 4. That is,

A = A)" = AT)
Note that if 4 is real, then A7 = A”. [Some texts use A* instead of 47.]

2—8i —6i

Example 2.14. LetA:[z—g.gl oy g;;l.].ThanH: 543 144 |,
' ' ' 447 3-2i

Special Complex Matrices: Hermitian, Unitary, Normal

Consider a complex matrix 4. The relationship between 4 and its conjugate transpose A’ yields
important kinds of complex matrices (which are analogous to the kinds of real matrices described above).

A complex matrix 4 is said to be Hermitian or skew-Hermitian according as
AT"=4 o A" =-4

Clearly, 4 = [a;] is Hermitian if and only if symmetric elements are conjugate, that is, if each a; = a;;, in
which case each diagonal element a; must be real. Similarly, if 4 is skew-symmetric, then each diagonal
element a; = 0. (Note that 4 must be square if 47 = 4 or A = —4.)

A complex matrix 4 is unitary if ATA™" = 474" = I, that is, if
AT =471,

Thus 4 must necessarily be square and invertible. We note that a complex matrix A4 is unitary if and only if
its rows (columns) form an orthonormal set relative to the dot product of complex vectors.

A complex matrix 4 is said to be normal if it commutes with 47, that is, if
A" = 474
(Thus A must be a square matrix.) This definition reduces to that for real matrices when 4 is real.

Example 2.15. Consider the following complex matrices:

3 1-2i 447 1 . .
A=| 142 -4 —2 B:% i 1 1 +i C:[Zﬂl 1412']
4—7i  2i 5 14+i —14+i 0 ! !

(a) By inspection, the diagonal elements of 4 are real and the symmetric elements 1 — 2i and 1 4 2i are conjugate,
4 4 7i and 4 — 7i are conjugate, and —2i and 2i are conjugate. Thus 4 is Hermitian.

(b) Multiplying B by B yields I, that is, BB = I. This implies BB = I, as well. Thus B = B~!, which means B
is unitary.

(¢) To show C is normal, we evaluate CC* and C*C:

g (243 1 q2-3 —i 1 [ 14 4—4
CC‘[;’ 142 || 1 1-2i|" |4+4 6

14

. He —
and similarly C"C = [ 44 4i

4 _641]' Since CCH = CHC, the complex matrix C is normal.

We note that when a matrix A4 is real, Hermitian is the same as symmetric, and unitary is the same as
orthogonal.
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2.12 BLOCK MATRICES

Using a system of horizontal and vertical (dashed) lines, we can partition a matrix 4 into submatrices
called blocks (or cells) of A. Clearly a given matrix may be divided into blocks in different ways. For
example:

1 -2 01! 3 L =210 1 3 1 -2 o0'1t 3
2 315 712 23, 57 =2 2.3 5.7 =2
3010 450 9p 3 11 45 97p 31 415 09
4 6,-3 1, 8 476,31 8 4 6 -3,1 8

The convenience of the partition of matrices, say 4 and B, into blocks is that the result of operations on 4
and B can be obtained by carrying out the computation with the blocks, just as if they were the actual
elements of the matrices. This is illustrated below, where the notation 4 = [4;] will be used for a block
matrix 4 with blocks 4.

Suppose that 4 = [4,;] and B = [B;] are block matrices with the same numbers of row and column
blocks, and suppose that corresponding blocks have the same size. Then adding the corresponding blocks
of A and B also adds the corresponding elements of 4 and B, and multiplying each block of 4 by a scalar £

multiplies each element of 4 by k. Thus

Ay +By Ap+B,p ... A4, +B,
Ay +B Ay + B ee. Ay, +B
A+B= 21 21 22 22 2n 2n
Aml +Bml AmZ +Bm2 te Amn +an
and

kAll kAlZ DEEEY kAln
kA — kAZl k/422 DEEEEY kA2n
ml kAmZ s kAmn

The case of matrix multiplication is less obvious, but still true. That is, suppose that U = [Uy] and
V' = [V};] are block matrices such that the number of columns of each block Uy is equal to the number of
rows of each block Vj;. (Thus each product Uy V}; is defined.) Then

Wll W12 CEIRY Wln
Wy Wy ... W

uy=| TomEe e where W= UV + Uply + ..+ Uy
I/le VVmZ s Wmn

The proof of the above formula for UV is straightforward, but detailed and lengthy. It is left as an exercise
(Problem 2.85).

Square Block Matrices

Let M be a block matrix. Then M is called a square block matrix if:

(i) M is a square matrix. (ii) The blocks form a square matrix.
(iii) The diagonal blocks are also square matrices.

The latter two conditions will occur if and only if there are the same number of horizontal and vertical
lines and they are placed symmetrically.
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Consider the following two block matrices:

1 2,3 4,5 1 2,3 4,5
1101 111 111 1'1
A=19787 6,5 and B=|9 8,7 6,5
4 414 414 4 414 44|
3 5/3 5,3 35,3 5,3

The block matrix A4 is not a square block matrix, since the second and third diagonal blocks are not square.
On the other hand, the block matrix B is a square block matrix.

Block Diagonal Matrices

Let M = [4;;] be a square block matrix such that the nondiagonal blocks are all zero matrices, that is,
A; = 0 wheni # j. Then M is called a block diagonal matrix. We sometimes denote such a block diagonal
matrix by writing

M:diag(AH,A22,...,Arr) or M=A11 @AZZGB"'@AN‘

The importance of block diagonal matrices is that the algebra of the block matrix is frequently reduced to
the algebra of the individual blocks. Specifically, suppose f(x) is a polynomial and M is the above block
diagonal matrix. Then f(M) is a block diagonal matrix and

S (M) = diag(f(411), [ (42), - - ../ (4,,))

Also, M is invertible if and only if each 4;, is invertible, and, in such a case, M ™! is a block diagonal matrix
and

M™! = diag(4y], 45, ..., A0

) rr

Analogously, a square block matrix is called a block upper triangular matrix if the blocks below the
diagonal are zero matrices, and a block lower triangular matrix if the blocks above the diagonal are zero
matrices.

Example 2.16. Determine which of the following square block matrices are upper diagonal, lower diagonal, or diagonal:

(a) A is upper triangular since the block below the diagonal is a zero block.
(b) B is lower triangular since all blocks above the diagonal are zero blocks.
(¢) C is diagonal since the blocks above and below the diagonal are zero blocks.

(d) D is neither upper triangular nor lower triangular. Also, no other partitioning of D will make it into either a block
upper triangular matrix or a block lower triangular matrix.
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Solved Problems

MATRIX ADDITION AND SCALAR MULTIPLICATION

2.1.

2.2.

2.3.

4 5 —6 7 1 8
(@ A+B, (b) 24-3B.

(a) Add the corresponding elements:

GiveAz[1 —2 3]and8:[_3 0 2:|,ﬁnd:

143 =240 342] [ 4 6 5
A+B—[4—7 541 —6+8]_[—3 6 2}

(b) First perform the scalar multiplication and then a matrix addition:

2 —4 6 -9 0 -6 -7 —4 0
24-38= [8 10 —12] + [ 20 -3 —24] = [—29 7 —36]
(Note that we multiply B by —3 and then add, rather than multiplying B by 3 and subtracting. This
usually prevents errors.)

. X y _ X 6 4 x+y
F1ndx,y,z,twhere3|:z t]_[—l 2t]+|:z+t 3 }

Write each side as a single equation:

3 3y| | x+4 x+y+6
3z 3t| " |z+t—=1  2t+43

Set corresponding entries equal to each other to obtain the following system of four equations:
3x=x+4, 3Jy=x+y+6, 3z=z4+1t—-1, 3t=2t+3

or 2x =4, 2y =6+x, 2z=t-—1, t=3

The solutionis x =2, y=4,z=1,¢t=3.

Prove Theorem 2.1 (i) and (v): (i) A+ B)+ C=A4A+ (B+C), (v) k(4 + B) = kA + kB.

Suppose 4 = [a;], B = [b;], C = [¢;]. The proof reduces to showing that corresponding ij-entries in each
side of each matrix equation are equal. [We only prove (i) and (v), since the other parts of Theorem 2.1 are
proved similarly.]

(i) The ij-entry of 4 + B is a; + by; hence the ij-entry of (4 + B) + C is (a; + b;) + ¢;;. On the other hand,
the ij-entry of B + C is b; + ¢;;, and hence the ij-entry of 4 + (B + C) is a;; + (b; + ¢;;). However, for
scalars in K,

(a5 +by) + ¢y = ay + (b; +¢)

Thus (4 + B) + C and 4 + (B + C) have identical ij-entries. Therefore (4 + B) + C = A4 + (B + C).

(v) The ij-entry of 4 + B is a;; + by; hence k(a;; + by) is the ij-entry of k(4 + B). On the other hand, the
ij-entries of k4 and kB are ka;; and kb, respectively. Thus ka; + kb; is the ij-entry of k4 + kB. However,
for scalars in K,

k(ay; + by) = kay; + kb
Thus k(4 + B) and kA + kB have identical ij-entries. Therefore k(4 + B) = k4 + kB.
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MATRIX MULTIPLICATION

3
2.4. Calculate: (a) [8,—4,5]] 2|, () [6,-1,7,5]

5
) (C) [37 87 _234] -1
-1 6

4
-9
=3

2

(a) Multiply the corresponding entries and add:

3
8, —4,5]] 2| =83)+(=4)2)+5(-1)=24—-8—5=11

(b) Multiply the corresponding entries and add:
4

-9
[6,-1,7,5] 3 =244+9-21410=22

2

(c¢) The product is not defined when the row matrix and the column matrix have different numbers of
elements.

2.5. Let (r x s) denote an r x s matrix. Find the sizes of those matrix products that are defined:
(@) (2x3)3x4), (¢ (I1x2)(3x1), (&) 4x4)(3x3)
(b)) 4xDAx2), (@ x2)2x3), () 2x2)2x4)
In each case, the product is defined if the inner numbers are equal, and then the product will have the size
of the outer numbers in the given order.

(a) 2x4, (¢) not defined, (e) not defined
b) 4x2, d) 5x3, (f) 2x4

2.6. Letd= [é _ﬂ and B = B _g _2}. Find: (a) 4B, (b) BA.
(a) Since Aisa2 x 2 and B a2 x 3 matrix, the product 4B is defined and is a 2 x 3 matrix. To obtain the
entries in the first row of 4B, multiply the first row [1, 3] of 4 by the columns |:§ ] [ _g ] |: _2] of B,

respectively, as follows:

a1V 32 0 —4)_[2+9 0-6 —4+18]_[11 —6 14
T2 1|3 =2 6" -

To obtain the entries in the second row of AB, multiply the second row [2, —1] of 4 by the columns of B:
1 3772 0 —4 11 —6 14
AB = =
2 —-1]13 =2 | 6 4-3 0+2 —-8-6

11 -6 14]

Thus

AB =
[1 2 14

(b) The size of B is 2 x 3 and that of 4 is 2 x 2. The inner numbers 3 and 2 are not equal ; hence the product
BA is not defined.
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5 3 g 2 -1 0 6
2.7. Find AB, where 4 = [4 5 5] and B=| 1 3 -5 1
4 1 -2 2

Since 4 is a 2 x 3 and B a 3 x 4 matrix, the product 4B is defined and is a 2 x 4 matrix. Multiply the
rows of 4 by the columns of B to obtain

44+3-4 249-1 0-15+2 1243-2| | 3 6 —13 13
8—24+20 -4-6+5 0+10—10 24—-2410|" |26 -5 0 32|

2.8. Find: (a) [_; 2}[_%} (b) [_ﬂ[_; 2] () [2,—7][_; g}

(a) The first factor is 2 x 2 and the second is 2 x 1, so the product is defined as a 2 x 1 matrix:

R B

(b) The product is not defined, since the first factor is 2 x 1 and the second factor is 2 x 2.

a=|

(¢) The first factor is 1 x 2 and the second factor is 2 x 2, so the product is defined as a 1 x 2 (row) matrix:

2, —7][_; g] =[2+21, 12—35]=[23,-23]

2.9. Clearly 04 = 0 and A0 = 0, where the 0’s are zero matrices (with possibly different sizes). Find
matrices 4 and B with no zero entries such that AB = 0.

1 2 6 2 0 0
LetA:|:2 4]andB:|:_3 _1:|.ThenAB:|:O 0:|.

2.10. Prove Theorem 2.2(i): (4B)C = A(BC).
Let A=[ay;], B=[by], C=|[cy), andlet AB=S=[s;], BC=T=[t;]. Then

m n
s =Y ayby and ty= Y bycy
j=1 k=1

Multiplying S = 4B by C, the il-entry of (4B)C is
Spcy tSpCy o 80, = kZl SikCry = kZl X;(aybjk)ckl
= —1j=

On the other hand, multiplying 4 by T = BC, the il-entry of A(BC) is

m m n
apty +apty + ..+ apty =D agty =3 3 ay(bycy)
= j=1 k=t

The above sums are equal; that is, corresponding elements in (4B)C and A(BC) are equal. Thus
(4B)C = A(BC).

2.11. Prove Theorem 2.2(ii): A(B+ C) = AB + AC.
Let A = [a,], B=[by], C =[cy], and let D = B+ C = [dy], E = AB = [ey], F = AC = f;]. Then

m m
dy = by + cjps ey = _ayby, S = 2 azcn
j=1 Jj=1
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Thus the ik-entry of the matrix 4B 4 AC is
e +fi :Jé aby, +j: a;icix :g; a;(by + ci)
On the other hand, the ij-entry of the matrix 4D = A(B + C) is
andy +apdy + -+ ay,dy = ,é a;dy = /é ay(bj + ci)

Thus A(B + C) = AB + AC, since the corresponding elements are equal.

TRANSPOSE
2.12. Find the transpose of each matrix:
1 -2 3 2 3 2
A= 7 g —9| B=1|2 4 5], C:[l’—375’ _’7]7 D=| -4
3 56 6

Rewrite the rows of each matrix as columns to obtain the transpose of the matrix:

17 1 23 _;
AT=| -2 8/, Bl=[2 4 5], cT = s |- DT =[2, -4, 6]
3 -9 356 3

(Note that BT = B; such a matrix is said to be symmetric. Note also that the transpose of the row vector C is a
column vector, and the transpose of the column vector D is a row vector.)

2.13. Prove Theorem 2.3(iv): (4B)" = BTA”.
Let 4 = [a;] and B = [by;]. Then the ij-entry of AB is
a,-lblj + a,—zsz +...+ al-mb,,y-
This is the ji-entry (reverse order) of (4B)”. Now column j of B becomes row j of BY, and row i of 4 becomes
column i of AT, Thus the ij-entry of BTAT is

T
[b1js by - oo byllan. aips - - - @] = byjan + byap + ... + bya;,

Thus (4B)” = BT A7, since the corresponding entries are equal.

SQUARE MATRICES

2.14. Find the diagonal and trace of each matrix:
1 3 6 2 4 8 1 ) 3
(@ A=|2 -5 8, (b) B= 3 -7 91, (o) C:|:4 _s 6]'
4 -2 9 =5 0 2
(a) The diagonal of 4 consists of the elements from the upper left corner of 4 to the lower right corner of A
or, in other words, the elements a;,, a,,, as;. Thus the diagonal of 4 consists of the numbers 1, —5, and
9. The trace of 4 is the sum of the diagonal elements. Thus

tr(4)=1-54+9=5
(b) The diagonal of B consists of the numbers 2, —7, and 2. Hence
tr(B)=2—-74+2=-3

(¢) The diagonal and trace are only defined for square matrices.
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2.15. Letd = |:i _§i|, and let f(x) = 2x> — 4x + 5 and g(x) = x> 4+ 2x + 11. Find:

(a) 42, (b) A4, (¢) f(A), (d) g(A).
1 21f1 2 1+8 2-6 9 —4
2 44— _ -
(@ A =dAd= [4 —3][4 —3] - {4— 12 8+9] - [—8 17]
1 2 9 —4 9-16 —4+34 -7 30
3 442 _ _ _
b) A" =dA4"= [—4 —3][—8 17] - [36+24 —16—51] - [ 60 —67]
(c) First substitute 4 for x and 57 for the constant in f(x), obtaining
2 1 0
60 —67 4 —3]”[0 1]
Now perform the scalar multiplication and then the matrix addition:
. —14 60 —4 -8 50 —13 52
S = [ 120 —134} + [—16 12] + [0 5] = [ 104 —117]
(d) Substitute 4 for x and 11/ for the constant in g(x), and then calculate as follows:

(4) = A% + 24 111—[ o _4}+2[] 2] 11[1 O]
gl = T8 17 4 -3 01

g e i PR R P

Since g(A) is the zero matrix, 4 is a root of the polynomial g(x).

f(A):2A3—4A+SI:2[_7 30] —4[1

1 3
4 -3
(b) Describe all such vectors.

2.16. Let A:|: ] (@) Find a nonzero column vector u = [;] such that Au = 3u.

(a) First set up the matrix equation Au = 3u, and then write each side as a single matrix (column vector) as

follows:
1 3 x| _,|x x+3y [ | 3x
[4 —J[y]_}[y]’ and then [4x—3y]_[3y]

Set the corresponding elements equal to each other to obtain a system of equations:
x+3y=3x or 2x—3y=0
4x — 3y =3y 4x—6y=0

The system reduces to one nondegenerate linear equation in two unknowns, and so has an infinite

number of solutions. To obtain a nonzero solution, let, say, y = 2; then x = 3. Thus u = (3, 2)T is a
desired nonzero vector.

or 2x—3y=0

(b) To find the general solution, set y = a, where a is a parameter. Substitute y = a into 2x — 3y =0 to
obtain x = %a. Thus u = (%a, a)T represents all such solutions.

INVERTIBLE MATRICES, INVERSES

1 0 2 —11 2 2
2.17. Showthat A=|2 -1 3 |and B= —4 0 1 | are inverses.
4 1 8 6 —1 -1

Compute the product 4B, obtaining
—11+04+12 24+0-2 24+0-2 1 00
AB=| -224+4+18 440-3 4-1-3|=]10 1 0|=1
44— 4448 8+0—8 8+1-—8 00 1

Since AB = I, we can conclude (Theorem 3.15) that B4 = I. Accordingly, 4 and B are inverses.
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2.18. Find the inverse, if possible, of each matrix:

53 2 -3 2 6
(@) A:[4 2} ®) B:[l 3]’ © [ 3 —9]'

Use the formula for the inverse of a 2 x 2 matrix appearing in Section 2.9.

(a) First find |A| =5(2) —3(4) = 10 — 12 = —2. Next interchange the diagonal eclements, take the
negatives of the nondiagonal elements, and multiply by 1/|4]:

A,lzil[ 2 —3] _ [—1 %}

21-4 5 2 -3

(b) First find |B] = 2(3) — (=3)(1) = 6 + 3 = 9. Next interchange the diagonal elements, take the negatives
of the nondiagonal elements, and multiply by 1/|B|:

SRR

(¢) First find |C] = —2(—9) — 6(3) = 18 — 18 = 0. Since |C| = 0, C has no inverse.

Ol— Wl—
oI w—
| I

1 1 1 X1 X X3
219. Letd=|0 1 2| Findd' =]y 1 »n
1 2 4 Zy Z) Z3

Multiplying 4 by A~! and setting the nine entries equal to the nine entries of the identity matrix / yields
the following three systems of three equations in three of the unknowns:

x+ o+ =1 N+ n+t =0 xn+ i+ =0
y+22, =0 y +2z,=1 y3+2z3=0
X, +2y,+4z, =0 Xy + 2y, +4z, =0 X3+ 2y3+4z3=1

Solving the three systems for the nine unknowns yields

x=0, y=2, zy=-1; X,==2, y»=3, z=-1 x3=1, y3y=-2, zz=1
0 -2 1
Thus A= 2 3 =2

-1 -1 1

(Remark: The next chapter gives an efficient way for solving the three systems.)

2.20. Let 4 and B be invertible matrices (with the same size). Show that 4B is also invertible and
(4B)™' = B~'4~". [Thus, by induction, (4,4, ...4,) " =4, ... 47'47"]

Using the associativity of matrix multiplication, we get
ABYB AN =ABB WA = A4 =447 =1
B A YUB) =B 'A ' A B=A4""IB=B'B=1

Thus (4B)~' = B~'47".



Lipschutz-Lipson:Schaum’s | 2. Algebra of Matrices Text © The McGraw-Hill
Outline of Theory and Companies, 2004
Problems of Linear

Algebra, 3/e

CHAP. 2] ALGEBRA OF MATRICES 49

DIAGONAL AND TRIANGULAR MATRICES
2.21. Write out the diagonal matrices 4 = diag(4, —3, 7), B = diag(2, —6), C = diag(3, -8, 0, 5).

Put the given scalars on the diagonal and 0’s elsewhere:
3
4 00
a=10 =3 ol B:[é _2] c=| -8 .
0o 0 7

2.22. Let A = diag(2, 3, 5) and B = diag(7, 0, —4). Find:
(a) AB, A%, B>,  (b) f(4), where f(x) =x>* +3x—2, (c¢) A 'and B~

(a) The product matrix 4B is a diagonal matrix obtained by multiplying corresponding diagonal entries;
hence

AB = diag(2(7), 3(0), 5(—4)) = diag(14, 0, —20)

Thus the squares 4% and B? are obtained by squaring each diagonal entry; hence
A% = diag(2?, 3%, 5%) = diag(4,9,25) and  B* = diag(49, 0, 16)
(b) f(A) is a diagonal matrix obtained by evaluating f(x) at each diagonal entry. We have
f@2)=4+6-2=38, fB)=9+9-2=16, f(5)=254+15-2=38

Thus f(4) = diag(8, 16, 38).
(¢) The inverse of a diagonal matrix is a diagonal matrix obtained by taking the inverse (reciprocal) of each

diagonal entry. Thus 4~ = diag(},1, 1), but B has no inverse since there is a 0 on the diagonal.

2.23. Find a 2 x 2 matrix 4 such that 4% is diagonal but not 4.

1 2 > |70 C
LetA_|:3 _1].ThenA _|:0 7},whlchmdlagonal.

2.24. Find an upper triangular matrix 4 such that 43 = |:(§ _ZZ ]

Set A = |:)(; JZ/] Then x> =8, so x =2; and 2> = 27, so z = 3. Next calculate 4> using x = 2 and
y=23:

2 |2 y||2 y|_ |4 S 3 |2 y||4 S| _ |8 19
A_[o3o3_o9 and A =15 3]0 9|0 27

Thus 19y = —57, or y = —3. Accordingly, 4 = [(2) _§:|

2.25. Let 4 =[ay] and B = [b;] be upper triangular matrices. Prove that AB is upper triangular with
diagonal allbll, a22b22, ey annbnn.

Let AB = [c;]. Then ¢; = Yy, azby; and ¢; = Y| ayby;. Suppose i > j. Then, for any k, either i > &
or k > j, so that either a; = 0 or by; = 0. Thus ¢; = 0, and 4B is upper triangular. Suppose i = j. Then, for
k < i, we have a;, = 0; and, for k£ > i, we have b;; = 0. Hence ¢; = a;;b;;, as claimed. [This proves one part of
Theorem 2.5(i); the statements for A + B and kA4 are left as exercises.]
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SPECIAL REAL MATRICES: SYMMETRIC AND ORTHOGONAL

2.26.

2.27.

2.28.

Determine whether or not each of the following matrices is symmetric, that is, AT = A, or
skew-symmetric, i.e., AT = —A4:

5 -7 1 0 4 -3 0 0 0
@ A=|-7 8 2|, ® B=|-4 0 5|, (o c:[o 0 0]
1 2 -4 3 -5 0

(a) By inspection, the symmetric elements (mirror images in the diagonal) are —7 and —7, 1 and 1, 2 and 2.
Thus 4 is symmetric, since symmetric elements are equal.

(b) By inspection, the diagonal elements are all 0, and the symmetric elements, 4 and —4, —3 and 3, and 5
and —5, are negatives of each other. Hence B is skew-symmetric.

(¢) Since C is not square, C is neither symmetric nor skew-symmetric.

4 x+2

Find x and B, if B = |:2x—3 1

] is symmetric.

Set the symmetric elements x + 2 and 2x — 3 equal to each other, obtaining 2x —3 =x+2 or x = 5.

4 7
Hence B = |:7 6]'

Let A be an arbitrary 2 x 2 (real) orthogonal matrix.
(a) Prove: If (a, b) is the first row of 4, then ¢ + b> = 1 and

a b a b
A—[_b a] or A_[b —a]'

(b) Prove Theorem 2.7: For some real number 0,

A:|: cos 0 sinﬁ] or A:[COSG sinf)}

—sinf cos0 sinf —cos0

(a) Suppose (x,y) is the second row of 4. Since the rows of 4 form an orthonormal set, we get

az—i—bz:l, x2+y2:1, ax+by=0
Similarly, the columns form an orthogonal set, so

A+ =1, b2+y2=1, ab+xy=0
Therefore, x> = 1 — a®> = b*, whence x = +b.

Case (i): x = b. Then b(a+y) =0,s0y = —a.
Case (ii): x = —b. Then b(y —a) =0, so y = a.

This means, as claimed,
a b a b
A_|:_b a] or A_|:b —a]

(b) Sincea® +b> =1, wehave —1 < a < 1. Leta = cos 0. Then b*> = 1 — cos? 0, so b = sin 0. This proves
the theorem.
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2.29. Find a 2 x 2 orthogonal matrix A whose first row is a (positive) multiple of (3, 4).

Normalize (3, 4) to get (% , %). Then, by Problem 2.28,

by
|
1
|
Qs nilw
[SAIFRNINTN
|
=]
=
™
1
[SIFNEoNI
|
[SIININ
|

2.30. Find a 3 x 3 orthogonal matrix P whose first two rows are multiples of u; = (1,1, 1) and
uy = (0, —1, 1), respectively. (Note that, as required, #; and u, are orthogonal.)

First find a nonzero vector u; orthogonal to u; and u,; say (cross product) u; = u; x uy, = (2, —1, —1).
Let A be the matrix whose rows are u,, u,, u3; and let P be the matrix obtained from A4 by normalizing the
rows of 4. Thus

11 1 /3 1/V3 1/4/3
A=10 -1 1 and P=| 0 —1/V2 1/J2
2 -1 -1 2/3/6 —1/36 —1//6

COMPLEX MATRICES: HERMITIAN AND UNITARY MATRICES

2-3i 5+4+8i
:|, (b) A= -4  3-7i
—6—1 5i

3-5i 244i

. H . _
2.31. Find A" where: (a) 4 = [6—{- 7 148

Recall that 47 = A7, the conjugate tranpose of A. Thus
3451 6-—17i 243 -4 —6+4i
H_ H_
(@ 4 _[2—41' I—Si]’ ® 4 _[5—81' 347 —5i ]

_2; 27
3! 3!

2 _l_z,:|isunitary.
3 3 3
The rows of A form an orthonormal set:
1 2.2, 1 2. 2. 1 4 4
(5‘5“5’)‘(5‘3“5'):<§+§)+§:1
1 2. 2. 2.1 2. 2. 4
(5‘5“5’)‘(‘5”‘5‘5’)=<§’+§

J2o b2y 20 1 2
3" 7373 373737

1
2.32. Show that 4 = [2

Thus 4 is unitary.

2.32. Prove the complex analogue of Theorem 2.6: Let 4 be a complex matrix. Then the following are
equivalent. (i) 4 is unitary. (ii) The rows of 4 form an orthonormal set. (iii) The columns of 4 form
an orthonormal set.

(The proof is almost identical to the proof on page 38 for the case when 4 is a 3 x 3 real
matrix.)

First recall that the vectors u;, u,, ..., u, in C" form an orthonormal set if they are unit vectors
and are orthogonal to each other, where the dot product in C" is defined by

(aj,ay,...,a,) (b, by, ....b)=ab, +ab,+...+a,b,

Suppose 4 is unitary, and Ry, R,, ..., R, are its rows. Then R],R},..., R} are the columns of A". Let
AA" = [¢;]. By matrix multiplication, ¢; = R;,R] = R; - R;. Since 4 is unitary, we have 44" = I. Multiplying



Lipschutz-Lipson:Schaum’s | 2. Algebra of Matrices Text © The McGraw-Hill

Outline of Theory and Companies, 2004
Problems of Linear
Algebra, 3/e

52 ALGEBRA OF MATRICES [CHAP. 2

A by A" and setting each entry ¢;; equal to the corresponding entry in / yields the following n? equations:
R -Ri=1, R,-R,=1, ..., R,-R, =1, and R;-R; =0, fori#j

Thus the rows of 4 are unit vectors and are orthogonal to each other; hence they form an orthonormal set of
vectors. The condition A74 = I similarly shows that the columns of A also form an orthonormal set of
vectors. Furthermore, since each step is reversible, the converse is true. This proves the theorem.

BLOCK MATRICES

2.33. Consider the following block matrices (which are partitions of the same matrix):

1 —2,0 11 3 1 -2 011 _3
@ |2 _3!/5 7 =24 () [2_ 357 2
31745, 9 31 4,5 9

Find the size of each block matrix and also the size of each block.

(a) The block matrix has two rows of matrices and three columns of matrices; hence its size is 2 x 3. The
block sizes are 2 x 2,2 x 2, and 2 x 1 for the first row; and 1 x 2, 1 x 2, and 1 x 1 for the second row.

(b) The size of the block matrix is 3 x 2; and the block sizes are 1 x 3 and 1 x 2 for each of the three rows.

2.34. Compute AB using block multiplication, where

1 2,1 1 2 3,1
A=|3 40| ad B=|4_5 611
0 0,2 00 0,1

Here 4 = £ F and B = R § , where E, F', G, R, S, T are the given blocks, and 0,,, and
le2 G 01><3 T

0,3 are zero matrices of the indicated sites. Hence

9 12 15 4
ER ES+FT 9 12 157 [37 [1
AB:[OM GT ]= [19 2% 33| |7]T|ol|=|19 26 33

0 0 0 5 0 0 0 2

3

2.35. Let M = diag(4, B, C), where 4 = |:; i], B=[5],C= |:; ;i| Find M?.

Since M is block diagonal, square each block:

, [ 7 10 - > [16 24
A_[IS n| B=EBL C=ly al

SO

MISCELLANEOUS PROBLEM

2.36. Let f(x) and g(x) be polynomials and let 4 be a square matrix. Prove:
(@ (f+8)A)=[(4)+g),
(b (f-2)A) =1(4)g),
(¢) f(A)gd) =g f(4).

Suppose f(x) = Y "i_; ax’ and g(x) = > b
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(a) We can assume » = s = n by adding powers of x with 0 as their coefficients. Then

n

S +gx) =D (a; + bi)x[

Hence (f+2)U) = i(“i + bi)A[_: 2": biA' = f(4) + g(4)
i i=1
(b) We have f(x)g(x) = 3 a;b;x". Then

iy

f(A)gA) = (Z a,A’) (Z b,A") = Y abd™ = (f)A)
1 J L]

(¢) Using /(x)g(x) = g(x)f (), we have
FWgA) = (R)A) = (8f )A) = g(4) f(4)

Supplementary Problems

ALGEBRA OF MATRICES

2.37.

2.38.

2.39.

2.40.

2.41.

2.42.

2.43.

2.44

2.45.

2.46.

2.47.

2.48.

Problems 2.37-2.40 refer to the following matrices:
1 2 50 1 -3 4 37 -1
A:[3 —4]’ B:[—6 7]’ C:[z 6 —5]’ D:[4 -8 9]
Find: (a) 54 —2B, (b)24+32B, (c)2C —3D.
Find: (a) AB and (4B)C, (b) BC and A(BC). [Note that (AB)C = A(BC).]
Find: (a) 4% and 43, (b) AD and BD, (c) CD.

Find: (a) AT, (b) BT, (c¢) (4B)", (d) ATBT. [Note that ATBT = (4B)"]
Problems 2.41 and 2.42 refer to the following matrices:

2 -3 01 2
A:[(l) _; i] B:[_‘l1 _g _g] C=| 5 -1 -4 2|, D=]-1
-1 0 03

Find: (a) 34 —4B, (b) AC, (c) BC, (d)AD, (e) BD, (f) CD.

Find: (a) A7, (b) ATB, (c) ATC.

1 2

LetA:[3 6

]. Find a 2 x 3 matrix B with distinct nonzero entries such that AB = 0.
a, a, ay ay
Lete!' =[1,0,0], e, =[0,1,0], e3 =[0,0,1],and A = | b, b, b; b, |.Find e 4, e,4, e;A.
€ ¢ 3 ¢y
Lete; =[0,...,0,1,0,...,0], where 1 is the ith entry. Show:
(a) eA = A;, ith row of 4. (¢) If e,A =eB, for each i, then 4 = B.

(b) Be] =B, jth column of B. (d) If Aef = Be], for each j, then 4 = B.
Prove Theorem 2.2(iii) and (iv): (iii) (B + C)4 = BA + CA, (iv) k(4B) = (kA)B = A(kB).
Prove Theorem 2.3: (i) (4 + B) = AT +B”, (i) (4")", (iii) (kd) = kA”.

Show: (a) If A has a zero row, then AB has a zero row. (b) If B has a zero column, then 4B has a zero
column.
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SQUARE MATRICES, INVERSES
2.49. Find the diagonal and trace of each of the following matrices:

2 =5 8 1 3 -4

@ A=|3 -6 -7|, ® B=|6 1 7,(c)C:|:

4 0 -1 2 =5 -1

3 1 1

Problems 2.50-2.52 refer to A = |:2 - :|, B = |:4 :2

© The McGraw-Hill
Companies, 2004

[CHAP. 2

3 -6
-5 0

)

2.50.

2.51.

2.52.

2.53.

2.54.

2.55.

2.56.

2.57.

Find: (a) 4% and 43, (b) f(4) and g(4), where

f(x) =x> —2x* -5, gx) =x* —3x+17.

Find: (a) B*> and B, (b) f(B) and g(B), where

fx) =x*+2x—22, gkx) =x* —3x—6.

Find a nonzero column vector u such that Mu = 4u.

Find the inverse of each of the following matrices (if it exists):

7 4 2 3 4 —6
U S e
1 1 2 1 -1 1
1 2 5|andB=]|0 1 -1
1 37 1 3 =2
Suppose 4 is invertible. Show that if AB = AC, then B = C. Give an example of a nonzero matrix 4 such that
AB = AC but B# C.

[ 3]

Find the inverses of 4 =

Find 2 x 2 invertible matrices 4 and B such that 4 + B ## 0 and 4 + B is not invertible.

Show: (@) A is invertible if and only if A7 is invertible. (b) The operations of inversion and transpose
commute, that is, (A7) ™' = (4™")7. (¢) If 4 has a zero row or zero column, then 4 is not invertible.

DIAGONAL AND TRIANGULAR MATRICES

2.58.

2.59.

2.60.

2.61.

2.62.

2.63.

Let 4 = diag(1, 2, —3) and B = diag(2, —5, 0). Find:
(a) AB, A*, B*, (b) f(A), where f(x) =x*>+4x—3, (¢) A 'and B~

1
LetA_[O

5 110
andB=|0 1 1].(a) Find A" (b) Find B".
! 00 1

Find all real triangular matrices A such that 42 = B, where: (a) B = [g ;; ], (b) B= [ (1) _3]

(5 2
|0 &

(@) fx)=x>—=Tx+10,(h) gx)=x*>—25,(c) h(x) =x> —4.

Let A = ] Find all numbers & for which 4 is a root of the polynomial:

Let B = ! O], Find a matrix 4 such that 4> = B.

126 27

. Find a triangular matrix 4 with positive diagonal entries such that 4> = B.

1
LetB=|0
0

S O
EENV IV}
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2.64. Using only the elements 0 and 1, find the number of 3 x 3 matrices that are: (¢) diagonal,
(b) upper triangular, (c) non-singular and upper triangular. Generalize to n x n matrices.

2.65. Let D, = ki, the scalar matrix belonging to the scalar k. Show:
(@) Dd=kA, (b)) BDy=kB, (¢) Dy+Dy=Dpy, (d) DDy =Dy

2.66. Suppose AB = C, where A and C are upper triangular.

(a) Find 2 x 2 nonzero matrices 4, B, C, where B is not upper triangular.
(b) Suppose 4 is also invertible. Show that B must also be upper triangular.

SPECIAL TYPES OF REAL MATRICES

2.67. Find x, y, z such that 4 is symmetric, where:

2 x 3 7 —6 2x
(a A=1(4 5 y|, b)) A=y z =2
z 1 7 x =2 5

2.68. Suppose 4 is a square matrix. Show: (@) A4 + A7 is symmetric, (b) 4 — AT is skew-symmetric,
(¢) 4=B+ C, where B is symmetric and C is skew-symmetric.

. 4 5
2.69. Write 4 = |:1 3

] as the sum of a symmetric matrix B and a skew-symmetric matrix C.

2.70. Suppose A4 and B are symmetric. Show that the following are also symmetric:

(@) A+B, (b) kA, for any scalar k, (c) 42,
(d) A" forn>0, (e) f(A4), for any polynomial f(x).

2.71. Find a 2 x 2 orthogonal matrix P whose first row is a multiple of:

(@ G.-4, ) (1,2).

2.72. Find a 3 x 3 orthogonal matrix P whose first two rows are multiples of:

(@ (1,2,3)and (0,—-2,3), (») (1,3,1)and (1,0, —1).

2.73. Suppose 4 and B are orthogonal matrices. Show that 47, A1, 4B are also orthogonal.

1
2.74. Which of the following matrices are normal? 4 = [i _;‘], B= [é _i], C=10
0

COMPLEX MATRICES . .
3 x+2i  yi

2.75. Find real numbers x, y, z such that 4 is Hermitian, where 4 = | 3 — 2{ 0 1+zi
Vi 1—xi -1

2.76. Suppose A is a complex matrix. Show that 44" and 47 4 are Hermitian.

2.77. Let A be a square matrix. Show that: (a) A+ A" is Hermitian, (b) A — A" is skew-Hermitian,
(¢) A= B+ C, where B is Hermitian and C is skew-Hermitian.
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2.78. Determine which of the following matrices are unitary:

A:[ i/2 —ﬁ/z] le[wi 1—1'] ol } 7 71:
V32 —i)2 201 —i 1+i l4i —14i 0

2.79. Suppose A and B are unitary. Show that A", A~!, AB are unitary.

2.80. Determine which of the following matrices are normal: 4 = [3 t4l 2 _|1_ 31,] and B = [ | 1_ ; (1)]

BLOCK MATRICES

— |

1 20 0 0 5 =2,0 ¢

34,000 24,00

281, LetU=|7+—~-—=—- andV=[0 0,1 2
0 015 1 2 |

0 0'3 4 1 0 072 =3

: 0 0 ,—4 1

(a) Find UV using block multiplication. (b) Are U and V block diagonal matrices?
(¢) Is UV block diagonal?

2.82. Partition each of the following matrices so that it becomes a square block matrix with as many diagonal blocks
as possible:

1 20 00
1 0 0 300 00 01 0
A=(10 0 2], B=|10 0 4 0 0|, C=]0 0 0
0 0 3 00 5 00 2 0 0
0 0 0 0 6
R .
: 2 3 e _ ‘ ‘ A2V D
2.83. Find M* and M" for: (a) M = 707:72717‘07,@) M = 0 0:1 >
0,0 03 0 0,45

2.84. For each matrix M in Problem 2.83, find /(M) where f(x) = x> +4x — 5.

2.85.  Suppose UY = [Uy] and V = [V] are block matrices for which UV is defined and the number of columns of
each block Uy is equal to the number of rows of each block Vj;. Show that UV = [W;], where
Wij = Zk U ij-

2.86. Suppose M and N are block diagonal matrices where corresponding blocks have the same size, say
M = diag(4,) and N = diag(B;). Show:

(i) M+ N = diag(4; + B)), (iii) MN = diag(4,B,),
(i) kM = diag(k4,), (iv) f(M) = diag( f(4;)) for any polynomial f(x).
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Answers to Supplementary Problems
Notation: 4 =[R;; R,; ...] denotes a matrix 4 with rows R, R,, ....
237. (a) [-5,10; 27,-34], b [17,4; -—12,13], (¢) [-7,-27,11; —8,36,-37]
238. (a) [-7,14; 39,-28], [21,105,-98; —17,—285,296];
) [5,—15,20; 8,60,—59], [21,105,—98; —17,—285,296]
239. (a) [7,—6; —9,22], [-11,38; 57,-106],
») [11,-9,17; -7,53,-39], [15,35,—=5; 10,-98,69]; (¢) not defined
240. (a) [1,3; 2,-4], [5.—6; 0,7, [5,—5; 10,—40]
241. (a) [—13,-3,18; 4,17,0], ) [-5,-22,4,5; 11,-3,-12,18],
() [11,-12,0,-5; —15,5,8,4], @ 9 9], (e) [11; 9], (f) not defined
242. (o) [1,0; —1,3; 2,4], ®) [4,0,-3; —7,—6,12; 4,-8,6], (¢) not defined
2.43. [2,4,6; —1,-2,-3]
244. [ay,ay,a3,a4], [by, by, b3, 04), 1,55 03, 4]
249. (a) 2,-6,—1,tr(4) = -5, ® L,1,-1,t(B) =1, (¢) not defined
250. (a) [—11,-15; 9,—14], [-67,40; —24,-59], (b) [-50,70; —42,—-46], g(4)=0
251, (a) [14,4; -—2,34], [60,—52; 26,—2000], b) f(B)=0,[—4,10; —5,46]
252, u=/[2a,4
2.53. [3,—-4; -5,7], [—%,%; 2, —1], not defined, [1, —%; 2, —%
254, [I,1,—-1; 2,-53 —1,2,-1], [I,1,0; —1,-3,1; —1,—4,1]
255, A4=[1,2; 1,2,B=[0,0; 1,1], C=12,2; 0,0]
256. 4=[1,2; 0,3, B=I[4,3; 3,0]
2.57. (¢) Hint: Use Problem 2.48
258. (a) AB=diag(2,—10,0), A4>=diag(1,4,9), B? = diag(4,25,0);,
(b) f(A) = diag(2,9, 18), (¢) 47! =diag(1,1, —1), C! does not exist
2.59. (@) [1,2"; 0,1], b) [1,n, %n(n —1); 0,1,n; 0,0,1]
260. (o) [2,3; 0,5], [-2,-3; 0,-5], [2,—-7; 0,5], [-2,7; 0,5] (b) none
261. () k=2, b) k=-5, (¢) none
2.62. [1,0; 2,3]
2.63. [1,2,1; 0,3,1; 0,0,2]
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2.64. All entries below the diagonal must be 0 to be upper triangular, and all diagonal entries must be 1 to be non-
singular. (a) 8(2"), (b) 26 (2nrth/2), (c) 23 (21=D/2y,

2.66. (a) A=[1,1; 0,0, B=][1,2; 3,4,C=1[4,6; 0,0]

2,67. (@) x=4,y=1,z=3, (b) x=0,y=—6, z any real number
2.68. (c¢) Hint: Let B=1(A+4")and C=1(4—4")

269. B=[4,3; 3,3],C=[0,2; -2,0]

271 (@) B-% %3 ) [1/V52/V5 2/v5 —1/V5]

2.72. (a) [1/V14,2//14,3//14; 0,—=2/3/13,3//13; 12//157, —=3//157, —2//157]
() [1/V/11,3//11, 1//11; 1/3/2, 0, —1/+/2;  3/3/22, =2/+/22, 3/+/22]

2.74. A,C
275. x=3,y=0,z=3
2.77. (¢) Hint: Let B=1(4+4")and C =14 —4")
2.78. A4,B,C
2.80. 4
2.81. (a) UV =diag([7,6; 17,10],[-1,9; 7,-=5]) (b) no, (c) yes
2.82. A: line between first and second rows (columns);
B: line between second and third rows (columns) and between fourth and fifth rows (columns);
C: C itself — no further partitioning of C is possible.
283. (o) M’ =diag(4], 9.8 4,9, [9)),
M? = diag([8], [25,44; 22,25], [27])
(b) M?=diag([3,4; 8,11], [9,12; 24,33))
M3 = diag([11,15; 30,41], [57,78; 156,213])

2.84. (a) diag([7], [8.24; 12,8],[16]), (b) diag([2,8; 16,181], [8,20; 40,481])
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Systems of Linear
Equations

3.1 INTRODUCTION

Systems of linear equations play an important and motivating role in the subject of linear algebra. In
fact, many problems in linear algebra reduce to finding the solution of a system of linear equations. Thus
the techniques introduced in this chapter will be applicable to abstract ideas introduced later. On the other
hand, some of the abstract results will give us new insights into the structure and properties of systems of
linear equations.

All our systems of linear equations involve scalars as both coefficients and constants, and such scalars
may come from any number field K. There is almost no loss in generality if the reader assumes that all our
scalars are real numbers, that is, that they come from the real field R.

3.2 BASIC DEFINITIONS, SOLUTIONS

This section gives basic definitions connected with the solutions of systems of linear equations. The
actual algorithms for finding such solutions will be treated later.

Linear Equation and Solutions

A linear equation in unknowns xi, x,, ..., X, iS an equation that can be put in the standard form
ax;+ax,+---+ax,=b 3.1
where a,, a,, .. ., a,, and b are constants. The constant a, is called the coefficient of x;, and b is called the

constant term of the equation.
A solution of the linear equation (3.1) is a list of values for the unknowns or, equivalently, a vector « in
K", say

=k, x=k, ..., x,=k, or u=(ky,ky,.... k)
such that the following statement (obtained by substituting k; for x; in the equation) is true:
alkl +a2k2 +"'+ankn :b

In such a case we say that u satisfies the equation.

59
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Remark: Equation (3.1) implicitly assumes there is an ordering of the unknowns. In order to avoid
subscripts, we will usually use x, y for two unknowns, x, y, z for three unknowns, and x, y, z, ¢ for four
unknowns, and they will be ordered as shown.

Example 3.1. Consider the following linear equation in three unknowns x, y, z:
xX+2y—-3z=6
We note that x =5,y = 2,z = 1, or, equivalently, the vector u = (5,2, 1) is a solution of the equation. That is,
5422)-3(1)=6 or 5+4-3=6 or 6=6
On the other hand, w = (1, 2, 3) is not a solution, since, on substitution, we do not get a true statement:

14+22)-33)=6 or 1+4-9=6 or —4=6
System of Linear Equations

A system of linear equations is a list of linear equations with the same unknowns. In particular, a
system of m linear equations L, L,, ..., L,, in n unknowns x,, x,, ..., x,, can be put in the standard form

apx; +apX, +- o+ ayx, = b
ar X + aypxy + -+ -+ ay,x, = b, (3.2)
Ap1X + AppXy +-- 1+ QnXn = bm

where the a; and b; are constants. The number g;; is the coefficient of the unknown x; in the equation L;,
and the number b, is the constant of the equation L.

The system (3.2) is called an m x n (read: m by n) system. It is called a square system if m = n, that is,
if the number m of equations is equal to the number # of unknowns.

The system (3.2) is said to be homogeneous if all the constant terms are zero, that is, if b, =0,
b, =0,...,b, = 0. Otherwise the system is said to be nonhomogeneous.

A solution (or a particular solution) of the system (3.2) is a list of values for the unknowns or,
equivalently, a vector u in K", that is a solution of each of the equations in the system. The set of all
solutions of the system is called the solution set or the general solution of the system.

Example 3.2. Consider the following system of linear equations:
X+ x,+4x;+3x, =5
2x1 4+ 3%+ x3—2x,=1
X, +2x) —5x3+4x, =3
It is a 3 x 4 system since it has 3 equations in 4 unknowns. Determine whether (¢) u = (—8,6,1,1) and
(b) v=(-10, 5, 1, 2) are solutions of the system.

(a) Substitute the values of u in each equation, obtaining

—84+6+41)+3(1)=5 or —-8+6+4+3=5 or =5
2A-8)+3(6)+1-2(1)=1 or —16+18+1-2=1 or 1=1
—84206)—5(1)+4(1)=3 or  —8+12-5+4=3 or 3=3

Yes, u is a solution of the system since it is a solution of each equation.

(b) Substitute the values of v into each successive equation, obtaining
—10+54+41)+32)=5 or —104+54+4+6=5 or 5=5
2(-10)+305)+1-2(2)=1 or —20+154+1—-4=1 or —-8=1
No, v is not a solution of the system, since it is not a solution of the second equation. (We do not need to
substitute v into the third equation.)
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The system (3.2) of linear equations is said to be consistent if it has one or more solutions, and it is
said to be inconsistent if it has no solution. If the field K of scalars is infinite, such as when K is the real
field R or the complex field C, then we have the following important result.

Theorem 3.1: Suppose the field K is infinite. Then any system ¥ of linear equations has either:
(1) a unique solution, (ii) no solution, or (iii) an infinite number of solutions.

This situation is pictured in Fig. 3-1. The three cases have a geometrical description when the system
& consists of two equations in two unknowns (Section 3.4).

System of linear equations

| : |
Inconsistent Consistent
No Unique Infinite number
solution solution of solutions

Fig. 3-1

Augmented and Coefficient Matrices of a System

Consider again the general system (3.2) of m equations in #» unknowns. Such a system has associated
with it the following two matrices:

a apn e ap, bl ap [431) e ap,

a a a b a a a
M= 21 22 2n 2 and A= 21 22 2n

L ) Apn bn L ) An

The first matrix M is called the augmented matrix of the system, and the second matrix A4 is called the
coefficient matrix.

The coefficient matrix 4 is simply the matrix of coefficients, which is the augmented matrix M without
the last column of constants. Some texts write M = [4, B] to emphasize the two parts of M, where B
denotes the column vector of constants. The augmented matrix M and the coefficient matrix 4 of the
system in Example 3.2 are as follows:

1 1 35 1 1 3
M=|2 3 1 -2 1 and A=12 3 1 -2
1 2 =5 4 3 1 2 =5 4

As expected, A4 consists of all the columns of M except the last, which is the column of constants.

Clearly, a system of linear equations is completely determined by its augmented matrix M, and vice
versa. Specifically, each row of M corresponds to an equation of the system, and each column of M
corresponds to the coefficients of an unknown, except for the last column, which corresponds to the
constants of the system.
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Degenerate Linear Equations

A linear equation is said to be degenerate if all the coefficients are zero, that is, if it has the form
0x; +0xy+---+0x,=0 (3.3)

The solution of such an equation only depends on the value of the constant b. Specifically:

(1) If b # 0, then the equation has no solution.
(i) If b =0, then every vector u = (k, k5, ..., k,) in K" is a solution.

The following theorem applies.

Theorem 3.2: Let ¥ be a system of linear equations that contains a degenerate equation L, say with
constant b.

(1) If b # 0, then the system % has no solution.

(ii) Ifb =0, then L may be deleted from the system without changing the solution set of
the system.

Part (i) comes from the fact that the degenerate equation has no solution, so the system has no solution.
Part (ii) comes from the fact that every element in K" is a solution of the degenerate equation.

Leading Unknown in a Nondegenerate Linear Equation

Now let L be a nondegenerate linear equation. This means one or more of the coefficients of L are not
zero. By the leading unknown of L, we mean the first unknown in L with a nonzero coefficient. For
example, x; and y are the leading unknowns, respectively, in the equations

0x; 4+ Ox, 4 5x3 + 6x, + Ox5 + 8xg =7 and Ox+2y—4z=>5
We frequently omit terms with zero coefficients, so the above equations would be written as
5x3 4 6x4 + 8xg =7 and 2y—4z=>5

In such a case, the leading unknown appears first.

3.3 EQUIVALENT SYSTEMS, ELEMENTARY OPERATIONS

Consider the system (3.2) of m linear equations in » unknowns. Let L be the linear equation obtained
by multiplying the m equations by constants ¢y, c,, ..., ¢, respectively, and then adding the resulting
equations. Specifically, let L be the following linear equation:

(clall +oee +Cmam1)x1 +-- +(cla1n +- +Cmamn)xn = clbl + e +cmbm

Then L is called a linear combination of the equations in the system. One can easily show (Problem 3.43)
that any solution of the system (3.2) is also a solution of the linear combination L.
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Example 3.3. Let L,, L,, L; denote, respectively, the three equations in Example 3.2. Let L be the equation obtained by
multiplying L,, L,, Ly by 3, —2, 4, respectively and then adding. Namely,

3L: 3x; + 3% +12x+ 9% = 15
—2L,: —4dx; —6x, — 2x3 4+ 4x, = -2
4L;: 4x) 4 8xy —20x3 + 16x, = 12
(Sum) L: 3x; + 5x, — 10x3 +29x, = 25

Then L is a linear combination of L, L,, L;. As expected, the solution u = (-8, 6, 1, 1) of the system is also a
solution of L. That is, substituting u in L, we obtain a true statement:

3(=8) 4+ 5(6) — 10(1) +29(1) =25  or  —24+30—-104+29=25 or 9=9

The following theorem holds.

Theorem 3.3: Two systems of linear equations have the same solutions if and only if each equation in
each system is a linear combination of the equations in the other system.

Two systems of linear equations are said to be equivalent if they have the same solutions. The next
subsection shows one way to obtain equivalent systems of linear equations.

Elementary Operations
The following operations on a system of linear equations L, L,,...,L,, are called elementary
operations.

[E;] Interchange two of the equations. We indicate that the equations L; and L; are interchanged by
writing:

“Interchange L, and ;” or “Li «— L;”

E,] Replace an equation by a nonzero multiple of itself. We indicate that equation L; is replaced by kL,
2 i i
(where k£ # 0) by writing

“Replace L; by kL;” or “kL; — L;”

[E;] Replace an equation by the sum of a multiple of another equation and itself. We indicate that
equation L; is replaced by the sum of kL; and L; by writing:

“Replace L; by kL; + L;” or “kL; +L; — L;”
The arrow — in [E,] and [E;] may be read as “replaces”.

The main property of the above elementary operations is contained in the following theorem (proved in
Problem 3.45).

Theorem 3.4: Suppose a system of .# of linear equations is obtained from a system ¥ of linear
equations by a finite sequence of elementary operations. Then .# and % have the same
solutions.

Remark: Sometimes (say to avoid fractions when all the given scalars are integers) we may apply
[E,] and [E;] in one step, that is, we may apply the following operation:

[E] Replace equation L; by the sum of kL; and k'L; (where k' # 0), written
“Replace L; by kL; + K'L;” or “kL; +K'L; — L;”

We emphasize that in operations [E;] and [E], only equation Z; is changed.
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Gaussian elimination, our main method for finding the solution of a given system of linear
equations, consists of using the above operations to transform a given system into an equivalent
system whose solution can be easily obtained.

The details of Gaussian elimination are discussed in subsequent sections.

3.4 SMALL SQUARE SYSTEMS OF LINEAR EQUATIONS

This section considers the special case of one equation in one unknown, and two equations in two
unknowns. These simple systems are treated separately since their solution sets can be described
geometrically, and their properties motivate the general case.

Linear Equation in One Unknown
The following simple basic result is proved in Problem 3.5.

Theorem 3.4: Consider the linear equation ax = b.
(1) Ifa #0, then x = b/a is a unique solution of ax = b.
(i) Ifa =0, but b # 0, then ax = b has no solution.

(i) Ifa =0 and b = 0, then every scalar & is a solution of ax = b.

Example 3.4. Solve:

(@ 4x—1=x+6,b) 2x—5—x=x+3,(c) 4+x—3=2x+1—x.
(a) Rewrite the equation in standard form obtaining 3x = 7. Then x = % is the unique solution [Theorem 3.4(i)].
(b) Rewrite the equation in standard form, obtaining Ox = 8. The equation has no solution [Theorem 3.4(ii)].

(¢) Rewrite the equation in standard form, obtaining Ox = 0. Then every scalar £ is a solution [Theorem 3.4(iii)].

System of Two Linear Equations in Two Unknowns (2 x 2 System)

Consider a system of two nondegenerate linear equations in two unknowns x and y, which can be put
in the standard form

Aix+ By =C,

3.4
Ayx + By = G

Since the equations are nondegenerate, 4, and B, are not both zero, and 4, and B, are not both zero.

The general solution of the system (3.4) belongs to one of three types as indicated in Fig. 3-1. If R is
the field of scalars, then the graph of each equation is a line in the plane R? and the three types may be
described geometrically as pictured in Fig. 3-2. Specifically:

(1) The system has exactly one solution.
Here the two lines intersect in one point [Fig. 3-2(a)]. This occurs when the lines have distinct slopes
or, equivalently, when the coefficients of x and y are not proportional:
4, , B

#* — or, equivalently, A\B, —A4,B, #0
4, " B,

For example, in Fig. 3-2(a), 1/3 # —1/2.
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« Y

Ly
Li:x—-y=-1 Li:x+3y=3 Li:x+2y=4
Ly:3x+2y=12 Ly:2x+6y=-8 Ly 2x +4y =28
(b) (©)
Fig. 3-2

(2) The system has no solution.
Here the two lines are parallel [Fig. 3-2(b)]. This occurs when the lines have the same slopes but
different y intercepts, or when

A_B_ G

4, B, G

For example, in Fig. 3-2(b), 1/2 =3/6 # —3/8.

(3) The system has an infinite number of solutions.
Here the two lines coincide [Fig. 3-2(c)]. This occurs when the lines have the same slopes and same y
intercepts, or when the coefficients and constants are proportional,

A4 _Bi_G
4, B, G,
For example, in Fig. 3-2(c), 1/2 =2/4 = 4/8.
Remark: The following expression and its value is called a determinant of order two:

4, B

A2 BZ :AIBZ —A2Bl

Determinants will be studied in Chapter 9. Thus the system (3.4) has a unique solution if and only if the
determinant of its coefficients is not zero. (We show later that this statement is true for any square system
of linear equations.)

Elimination Algorithm

The solution to system (3.4) can be obtained by the process of elimination, whereby we reduce the
system to a single equation in only one unknown. Assuming the system has a unique solution, this
elimination algorithm has two parts.
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Algorithm 3.1: The input consists of two nondegenerate linear equations L, and L, in two unknowns
with a unique solution.

Part A. (Forward Elimination) Multiply each equation by a constant so that the resulting coefficients of
one unknown are negatives of each other, and then add the two equations to obtain a new
equation L that has only one unknown.

Part B. (Back-substitution) Solve for the unknown in the new equation L (which contains only one
unknown), substitute this value of the unknown into one of the original equations, and then
solve to obtain the value of the other unknown.

Part A of Algorithm 3.1 can be applied to any system even if the system does not have a unique
solution. In such a case, the new equation L will be degenerate and Part B will not apply.

Example 3.5 (Unique Case). Solve the system
Li: 2x —3y=-8
Ly: 3x+4y= 5
The unknown x is eliminated from the equations by forming the new equation L = —3L; + 2L,. That is, we

multiply L; by —3 and L, by 2 and add the resulting equations as follows:

—3L;: —6x+9y =24
2L,: 6x+ 8y =10

Addition : 17y =34

We now solve the new equation for y, obtaining y = 2. We substitute y = 2 into one of the original equations, say L,
and solve for the other unknown x, obtaining

2x—3(2)=-8 or 2x—6=238 or 2x=-2 or x=-1

Thus x = —1, y = 2, or the pair u = (—1, 2) is the unique solution of the system. The unique solution is expected,
since 2/3 # —3/4. [Geometrically, the lines corresponding to the equations intersect at the point (—1, 2).]

Example 3.6. (Nonunique Cases)

(a) Solve the system
L: x—3y=4
Lyy =2x+6y=>5

We eliminated x from the equations by multiplying L, by 2 and adding it to L,, that is, by forming the new
equation L = 2L, + L,. This yields the degenerate equation

Ox+0y=13
which has a nonzero constant » = 13. Thus this equation and the system has no solution. This is expected, since
1/(=2) = —3/6 # 4/5. (Geometrically, the lines corresponding to the equations are parallel.)
(b) Solve the system
Ly: x—3y=4
Ly —2x+4+6y= -8
We eliminated x from the equations by multiplying L, by 2 and adding it to L,, that is, by forming the new
equation L = 2L, + L,. This yields the degenerate equation
Ox4+0y=0

where the constant term is also zero. Thus the system has an infinite number of solutions, which correspond to the
solutions of either equation. This is expected, since 1/(—2) = —3/6 =4/(—8). (Geometrically, the lines
corresponding to the equations coincide.)
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To find the general solution, let y = a, and substitute into L, to obtain
x—3a=4 or x=3a+4
Thus the general solution of the system is
x=3a+4,y=a or u=Ba+4, a)

where a (called a parameter) is any scalar.

3.5 SYSTEMS IN TRIANGULAR AND ECHELON FORM

The main method for solving systems of linear equations, Gaussian elimination, is treated in Section
3.6. Here we consider two simple types of systems of linear equations: systems in triangular form and the
more general systems in echelon form.

Triangular Form

Consider the following system of linear equations, which is in triangular form:

2%, +3xy + 5x3 —2x4, =9
S5xp — x34+3x, =1
Tx; — x4 =13

2x, =8

That is, the first unknown x, is the leading unknown in the first equation, the second unknown x, is the
leading unknown in the second equation, and so on. Thus, in particular, the system is square and each
leading unknown is directly to the right of the leading unknown in the preceding equation.

Such a triangular system always has a unique solution, which may be obtained by back-substitution.
That is:

(1) First solve the last equation for the last unknown to get x, = 4.

(2) Then substitute this value x, = 4 in the next-to-last equation, and solve for the next-to-last unknown
x3 as follows:

Tx; —4=3 or Txy =17 or =1
(3) Now substitute x; = 1 and x, = 4 in the second equation, and solve for the second unknown x, as
follows:

Sx,—14+12=1 or Sx,+11=1 or 5x, = —10 or Xy = =2

(4) Finally, substitute x, = —2, x; = 1, x4, = 4 in the first equation, and solve for the first unknown x, as
follows:

2x,+6+5-8=9 or 2x,+3=9 or 2x, =6 or x =3

Thus x; =3 ,x, = =2, x3 = 1, x, = 4, or, equivalently, the vector u = (3, —2, 1, 4) is the unique solution
of the system.

Remark. There is an alternative form for back-substitution (which will be used when solving a
system using the matrix format). Namely, after first finding the value of the last unknown, we substitute this
value for the last unknown in all the preceding equations before solving for the next-to-last unknown. This
yields a triangular system with one less equation and one less unknown. For example, in the above
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triangular system, we substitute x, = 4 in all the preceding equations to obtain the triangular system

2x) = 3%, +5x3 = 17
SXZ - X3 = -1
7.X3 = 7

We then repeat the process using the new last equation. And so on.

Echelon Form, Pivot and Free Variables

The following system of linear equations is said to be in echelon form:

2%, +6xy —x3+4x, —2x5 =7
X3+ZX4+2)C5:5
3X4—9.7C5 =6

That is, no equation is degenerate and the leading unknown in each equation other than the first is to the
right of the leading unknown in the preceding equation. The leading unknowns in the system, x;, x5, x4, are
called pivot variables and the other unknowns, x, and xs, are called free variables.

Generally speaking, an echelon system or a system in echelon form has the following form:

apx; +apxX, +apX; +axs + - +ayx, = b
@4, %, + Ay jr+1%),+1 + - tayx, = b2 (34)

X, ot Xy = by

where 1 <j, <--- <j,and ajy, ay,,....a
that » < n.
The solution set of any echelon system is described in the following theorem (proved in Problem 3.10).

,j, are not zero. The pivot variables are x|, Xiyener X Note
Tr J2 Jr

Theorem 3.5: Consider a system of linear equations in echelon form, say with » equations in n
unknowns. There are two cases.

(1) r = n. That is, there are as many equations as unknowns (triangular form). Then the
system has a unique solution.

(i) 7 < n. That is, there are more unknowns than equations. Then we can arbitrarily
assign values to the n — r free variables and solve uniquely for the r pivot variables,
obtaining a solution of the system.

Suppose an echelon system does contain more unknowns than equations. Assuming the field K is
infinite, the system has an infinite number of solutions, since each of the n — r free variables may be
assigned any scalar.

The general solution of a system with free variables may be described in either of two equivalent ways,
which we illustrate using the above echelon system where there are » = 3 equations and » = 5 unknowns.
One description is called the “Parametric Form” of the solution, and the other description is called the
“Free-Variable Form”.

Parametric Form

Assign arbitrary values, called parameters, to the free variables x, and xs, say x, = a and x5 = b, and
then use back-substitution to obtain values for the pivot variables x|, x3, x5 in terms of the parameters a and
b. Specifically:
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(1) Substitute x5 = b in the last equation, and solve for x,:

3x4g—9 =6 or 3xs =6+4+9b or X, =2+43b

(2) Substitute x, =2 + 3b and x5 = b into the second equation, and solve for x;:

x3+2Q2+3b)+2b=5 or x3+44+8 =5 or x;=1-—8b
(3) Substitute x, = a, x3 =1 —8b, x, =2+ 3b, x5 = b into the first equation, and solve for x;:

2x;+6a—(1—-8b)+42+3b)—-2b=7 or xy=4-3a—-9b
Accordingly, the general solution in parametric form is
x; =4 —3a — 9b, X, = a, x;=1—8b, x, =2+ 3b, Xs=5b
or, equivalently,
v=(4—-3a—9b, a, 1 —8b, 2+ 3b, b)

where a and b are arbitrary numbers.

Free-Variable Form

Use back-substitution to solve for the pivot variables x;, x5, x4 directly in terms of the free variables x,
and xs. That is, the last equation gives x; = 2 + 3x5. Substitution in the second equation yields
x3 = 1 — 8xs, and then substitution in the first equation yields x; = 4 — 3x, — 9x5. Accordingly,

x; =4 —3x, —9x5, x, =freevariable, x3=1-—8x5, x3=2+3x5, x5 = free variable
or, equivalently,
U=(4—3XZ_9XS, X9, 1 _8)C5, 2+3XS, x5)

is the free-variable form for the general solution of the system.
We emphasize that there is no difference between the above two forms of the general solution, and the
use of one or the other to represent the general solution is simply a matter of taste.

Remark: A particular solution of the above system can be found by assigning any values to the free
variables and then solving for the pivot variables by back-substitution. For example, setting x, = 1 and
x5 = 1, we obtain

X, =2+3=5, y=1-8=-7, X, =4-3-9=-8

Thus u = (-8, —1, 7,5, 1) is the particular solution corresponding to x, = 1 and x5 = 1.

3.6 GAUSSIAN ELIMINATION

The main method for solving the general system (3.2) of linear equations is called Gaussian
elimination. It essentially consists of two parts:

Part A. (Forward Elimination) Step-by-step reduction of the system yielding either a degenerate equation
with no solution (which indicates the system has no solution) or an equivalent simpler system in
triangular or echelon form.

Part B. (Backward Elimination) Step-by-step back-substitution to find the solution of the simpler
system.
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Part B has already been investigated in Section 3.4. Accordingly, we need only give the algorithm for
Part A, which is as follows.

Algorithm 3.2 for (Part A):

Input: The m x n system (3.2) of linear equations.

Elimination Step: Find the first unknown in the system with a nonzero coefficient (which now must be
X))
(a) Arrange so that a;; # 0. That is, if necessary, interchange equations so that the first unknown x,
appears with a nonzero coefficient in the first equation.
() Use ay; as a pivot to eliminate x; from all equations except the first equation. That is, for i > 1:
(1) Set m = —a;, /ay;; (2) Replace L, by mL; + L;
The system now has the following form:
ay Xy +apxy +apx; + -+ ax, = b
), X, -+ Xy = by
amjzsz + -+ QynXn = bn
where x; does not appear in any equation except the first, a;; # 0, and x;, denotes the first unknown
with a nonzero coefficient in any equation other than the first.
(c) Examine each new equation L.
(1) If L has the form Ox; 4+ Ox, + - - - + Ox,, = b with b # 0, then

STOP

The system is inconsistent and has no solution.

(2) If L has the form Ox; + Ox, + - - - 4+ Ox,, = 0 or if L is a multiple of another equation, then delete
L from the system.

Recursion Step: Repeat the Elimination Step with each new “smaller” subsystem formed by all the
equations excluding the first equation.

Output: Finally, the system is reduced to triangular or echelon form, or a degenerate equation with no
solution is obtained indicating an inconsistent system.

The next remarks refer to the Elimination Step in Algorithm 3.2.

(1) The following number m in (b) is called the multiplier:

a; _ coefficient to be deleted

ap prOt

(2) One could alternatively apply the following operation in (b):

Replace L; by —a; L, +a;,L;

This would avoid fractions if all the scalars were originally integers.
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Gaussian Elimination Example

Here we illustrate in detail Gaussian elimination using the following system of linear equations:

L;: x—3y—2z= 6
L,: 2x—4y—-3z= 8
Ly: —3x+6y+8=-5

Part A. We use the coefficient 1 of x in the first equation L, as the pivot in order to eliminate x from the
second equation L, and from the third equation L;. This is accomplished as follows:

(1) Multiply L, by the multiplier m = —2 and add it to L,; that is, “Replace L, by —2L, + L,”.
(2) Multiply L, by the multiplier m = 3 and add it to Ls; that is, “Replace L; by 3L, + L;”.

These steps yield

(=2)L;: —2x+6y+4z=—12 3L;: 3x—9 —6z= 18
L,: 2x—4y—3z= 8 Ly: —3x4+6y+8=-5
New Lj: y+ z=—4 New L;: y+ z=-4

Thus the original system is replaced by the following system:
Ly: x—3y—2z= 6
Ly: 2y+ z=—-4
Ls: —3y+2z= 13
(Note that the equations L, and L; form a subsystem with one less equation and one less unknown than the
original system.)
Next we use the coefficient 2 of y in the (new) second equation L, as the pivot in order to eliminate y
from the (new) third equation L;. This is accomplished as follows:
(3) Multiply L, by the multiplier m =3 and adding it to Ls; that is, “Replace Ly by 3L, + L;”
(alternately, “Replace L; by 3L, + 2L;”, which will avoid fractions).

This step yields

3Ly 3y+3z=-6 3L, 6+ 32— 12
Ly 2= 2Ly:  —6y+4z= 26
New L;: %z: 7 New Lj: 7z = 14

Thus our system is replaced by the following system:

Ly: x=3y—2z= 6
Ly: 2y+ z=—4
Ly: Tz= 14 (or 1z=7)

The system is now in triangular form, so Part A is completed.

Part B. The values for the unknowns are obtained in reverse order, z, y, x, by back-substitution.
Specifically:

(1) Solve for z in Ly to get z = 2.

(2) Substitute z =2 in L,, and solve for y to get y = —3.
(3) Substitute y = —3 and z = 2 in L, and solve for x to get x = 1.

Thus the solution of the triangular system and hence the original system is as follows:

x=1, y=-3, z=2 or, equivalently, u={(1,-3,2).
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Condensed Format

The Gaussian elimination algorithm involves rewriting systems of linear equations. Sometimes we can
avoid excessive recopying of some of the equations by adopting a “condensed format”. This format for the
solution of the above system follows:

Number Equation Operation
(1) x—3y—-2z= 6
2) 2x—4y—3z= 8
3) —3x+6y+8=-5
(2" 2y+ z=—-4 Replace L, by —2L; + L,
3) —3y+2z=13 Replace L; by 3L, + L,
3" 7z = 14 Replace L; by 3L, +2L;

That is, first we write down the number of each of the original equations. As we apply the Gaussian
elimination algorithm to the system, we only write down the new equations, and we label each new
equation using the same number as the original corresponding equation, but with an added prime. (After
each new equation, we will indicate, for instructional purposes, the elementary operation that yielded the
new equation.)

The system in triangular form consists of equations (1), (2'), and (3”), the numbers with the largest
number of primes. Applying back-substitution to these equations again yields x =1, y = =3, z = 2.

Remark: If two equations need to be interchanged, say to obtain a nonzero coefficient as a pivot,
then this is easily accomplished in the format by simply renumbering the two equations rather than
changing their positions.

Example 3.7. Solve the following system: x+2y— 3z=1
2x+5y— 8 =4
3x+8—13z=7
We solve the system by Gaussian elimination.
Part A. (Forward Elimination) We use the coefficient 1 of x in the first equation L, as the pivot in order to
eliminate x from the second equation L, and from the third equation L;. This is accomplished as follows:
(1) Multiply L, by the multiplier m = —2 and add it to L,; that is, “Replace L, by —2L, + L,”.
(2) Multiply L, by the multiplier m = —3 and add it to Ls; that is, “Replace Ly by —3L; + L;”.

The two steps yield

2y—3z=1
o £—2§:2 or ¥+ -3z=1
2y—4z=4 y-2z=2

(The third equation is deleted, since it is a multiple of the second equation.) The system is now in echelon form with
free variable z.

Part B. (Backward Elimination) To obtain the general solution, let the free variable z = a, and solve for x and y by
back-substitution. Substitute z = a in the second equation to obtain y = 2 4 2a. Then substitute z =g and y = 2 + 2a
into the first equation to obtain

x+224+2a)—3a=1 or x+44+4a—-3a=1 or x=-3—a
Thus the following is the general solution where a is a parameter:

x=-3—-a, y=2+42a, z=a or u=(-3—-a, 2+2a, a)
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Example 3.8. Solve the following system:
X, +3x — 253+ 5x, =4
2%+ 8% — x3+ 9 =9
3x; + 5% — 123+ 17x, =7

We use Gaussian elimination.

Part A. (Forward Elimination) We use the coefficient 1 of x; in the first equation L, as the pivot in order to
eliminate x; from the second equation L, and from the third equation L;. This is accomplished by the following
operations:

(1) “Replace L, by —2L; + L,” and (2) “Replace Ly by —3L; + L;”

These yield:
X1 +3x —2x;+ 5, = 4
2% +3x3 — x4 = 1
—4xy —6x3+2x4 = =5
We now use the coefficient 2 of x, in the second equation L, as the pivot and the multiplier m = 2 in order to

eliminate x, from the third equation L;. This is accomplished by the operation “Replace L; by 2L, + L;”, which then
yields the degenerate equation

Oxy + Oxy + Ox3 4+ Oxy = =3
This equation and, hence, the original system have no solution:

DO NOT CONTINUE

Remark 1: As in the above examples, Part A of Gaussian elimination tells us whether or not the
system has a solution, that is, whether or not the system is consistent. Accordingly, Part B need never be
applied when a system has no solution.

Remark 2: If a system of linear equations has more than four unknowns and four equations, then it
may be more convenient to use the matrix format for solving the system. This matrix format is discussed
later.

3.7 ECHELON MATRICES, ROW CANONICAL FORM, ROW EQUIVALENCE

One way to solve a system of linear equations is by working with its augmented matrix M rather than
the system itself. This section introduces the necessary matrix concepts for such a discussion. These
concepts, such as echelon matrices and elementary row operations, are also of independent interest.

Echelon Matrices
A matrix 4 is called an echelon matrix, or is said to be in echelon form, if the following two conditions
hold (where a leading nonzero element of a row of A4 is the first nonzero element in the row):

(1) All zero rows, if any, are at the bottom of the matrix.
(2) Each leading nonzero entry in a row is to the right of the leading nonzero entry in the preceding row.
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That is, 4 = [a,] is an echelon matrix if there exist nonzero entries
Qs Aojys v ves Ay s where j, <j, <--- <j,
with the property that

— Di<r, j<Ji
ay=0  for {(ii)i>r

The entries a, > Q2jys - Ay s which are the leading nonzero elements in their respective rows, are called
the pivots of the echelon matrix.

Example 3.9. The following is an echelon matrix whose pivots have been circled:

PN

Il
cococoo
cooco®E

coocow
coo@+

5
4
0
0
0

9
1
®
0
0

oc@= v o
S oL

Observe that the pivots are in columns C,, Cy, C4, C;, and each is to the right of the one above. Using the above
notation, the pivots are

aljl = 2’ a2jz = 3’ 613]-] = 5’ a414 =8

where j, =2, j, =4, j; =6, j, = 7. Here r = 4.

Row Canonical Form

A matrix 4 is said to be in row canonical form if it is an echelon matrix, that is, if it satisfies the above
properties (1) and (2), and if it satisfies the following additional two properties:

(3) Each pivot (leading nonzero entry) is equal to 1.
(4) Each pivot is the only nonzero entry in its column.
The major difference between an echelon matrix and a matrix in row canonical form is that in an

echelon matrix there must be zeros below the pivots [Properties (1) and (2)], but in a matrix in row
canonical form, each pivot must also equal 1 [Property (3)] and there must also be zeros above the pivots

[Property (4)].
The zero matrix 0 of any size and the identity matrix / of any size are important special examples of
matrices in row canonical form.

Example 3.10. The following are echelon matrices whose pivots have been circled:

320 45 —6

?0@1—32 0 @® 2 3 0o D3 00 4
, 0 0 D, 00 0@®O0 -3

0000 0® 2 0 00 000 0@ 2

0000 0O O

The third matrix is also an example of a matrix in row canonical form. The second matrix is not in row canonical
form, since it does not satisfy property (4), that is, there is a nonzero entry above the second pivot in the third column.
The first matrix is not in row canonical form, since it satisfies neither property (3) nor property (4), that is, some pivots
are not equal to 1 and there are nonzero entries above the pivots.
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Elementary Row Operations

Suppose 4 is a matrix with rows R, R,, ..., R,,. The following operations on 4 are called elementary
row operations.

[E;] (Row Interchange): Interchange rows R; and R;. This may be written as
“Interchange R; and R;” or “R; <— R;”
[E;] (Row Scaling): Replace row R; by a nonzero multiple kR; of itself. This may be written as
“Replace R; by kR; (k # 0)” or “kR; — R,

[E;] (Row Addition): Replace row R; by the sum of a multiple kR; of a row R; and itself. This may be
written as
“Replace R; by kR; + R;” or “kR;+ R, > R;”

The arrow — in E, and E; may be read as “replaces”.
Sometimes (say to avoid fractions when all the given scalars are integers) we may apply [E,] and [E;]

in one step, that is, we may apply the following operation:

[E] Replace R; by the sum of a multiple kR; of a row R; and a nonzero multiple £'R; of itself. This may be
written as
“Replace R; by kR; + k'R; (K" # 0)” or “kR; + k'R, — R;”

We emphasize that in operations [E;] and [E] only row R; is changed.
Row Equivalence, Rank of a Matrix

A matrix 4 is said to be row equivalent to a matrix B, written
A~B

if B can be obtained from A4 by a sequence of elementary row operations. In the case that B is also an
echelon matrix, B is called an echelon form of A.

The following are two basic results on row equivalence.
Theorem 3.6:  Suppose 4 = [a;] and B = [b;] are row equivalent echelon matrices with respective pivot
entries
aljl,azjz, ...arjr and blkIVbZkz’ bAk‘

Then 4 and B have the same number of nonzero rows, that is, » = s, and the pivot entries
are in the same positions, that is, j, =k, j, =k, ..., j,. = k,.

Theorem 3.7: Every matrix 4 is row equivalent to a unique matrix in row canonical form.

The proofs of the above theorems will be postponed to Chapter 4. The unique matrix in Theorem 3.7 is
called the row canonical form of A.
Using the above theorems, we can now give our first definition of the rank of a matrix.

Definition: The rank of a matrix A4, written rank(4), is equal to the number of pivots in an echelon form
of 4.

The rank is a very important property of a matrix and, depending on the context in which the
matrix is used, it will be defined in many different ways. Of course, all the definitions lead to the
same number.
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The next section gives the matrix format of Gaussian elimination, which finds an echelon form of any
matrix 4 (and hence the rank of 4), and also finds the row canonical form of A4.
One can show that row equivalence is an equivalence relation. That is:

(1) A ~ A for any matrix 4.
(2) If A~ B, then B~ A.
(3) IfA4~Band B~ C, then4 ~ C.

Property (2) comes from the fact that each elementary row operation has an inverse operation of the same
type. Namely:

(i) “Interchange R; and R;” is its own inverse.
(i) “Replace R; by kR,” and “Replace R; by (1/k)R;” are inverses.
(i) “Replace R; by kR; + R;” and “Replace R; by —kR; + R;” are inverses.

There is a similar result for operation [E] (Problem 3.73).

3.8 GAUSSIAN ELIMINATION, MATRIX FORMULATION
The section gives two matrix algorithms that accomplish the following:

(1) Algorithm 3.3 transforms any matrix 4 into an echelon form.
(2) Algorithm 3.4 transforms the echelon matrix into its row canonical form.

These algorithms, which use the elementary row operations, are simply restatements of Gaussian
elimination as applied to matrices rather than to linear equations. (The term “row reduce” or simply
“reduce” will mean to transform a matrix by the elementary row operations.)

Algorithm 3.3 (Forward Elimination): The input is any matrix 4. (The algorithm puts 0’s below each
pivot, working from the “top-down”.) The output is an echelon
form of 4.

Step 1. Find the first column with a nonzero entry. Let j; denote this column.

(a) Arrange so that a; # 0. That is, if necessary, interchange rows so that a nonzero entry
appears in the first row in column j,.

(b) Use ay;, as a pivot to obtain 0s below ay;.
Specifically, for i > 1:
(1) Setm = —ay; /ay;,; (2) Replace R; by mR, + R;
[That is, apply the operation —(a;; /a,; )R, + R; = R;‘]

Step 2. Repeat Step 1 with the submatrix formed by all the rows excluding the first row. Here we let j,
denote the first column in the subsystem with a nonzero entry. Hence, at the end of Step 2, we
have a,;, # 0.

Steps 3 to r. Continue the above process until a submatrix has only zero rows.
We emphasize that at the end of the algorithm, the pivots will be
Qijys Gojps - Ay,

where r denotes the number of nonzero rows in the final echelon matrix.
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Remark 1: The following number m in Step 1(b) is called the multiplier:
me a;, _ entry to be deleted
ayj, pivot
Remark 2: One could replace the operation in Step 1(b) by
Replace R; by —a;, R| + ay; R;
This would avoid fractions if all the scalars were originally integers.

Algorithm 3.4 (Backward Elimination): The input is a matrix 4 = [a,] in echelon form with pivot
entries '

ay, Ay, e, Gy
The output is the row canonical form of 4.
Step 1. (a) (Use row scaling so the last pivot equals 1.) Multiply the last nonzero row R, by 1/a,; .
() (Usea, =1 to obtain 0’s above the pivot.) Fori=r—1,r—2,...,2, 1:

(1) Setm = —ay ; (2) Replace R; by mR, + R;

(That is, apply the operations —ay; R, + R; — R;.)
R 5, ..., Ry.

r—1» —

Steps 2 to r—1. Repeat Step 1 for rows R
Step r. (Use row scaling so the first pivot equals 1.) Multiply R, by 1/a,; .

There is an alternative form of Algorithm 3.4, which we describe here in words. The formal
description of this algorithm is left to the reader as a supplementary problem.

Alternative Algorithm 3.4 Puts 0’s above the pivots row by row from the bottom up (rather than column
by column from right to left).

The alternative algorithm, when applied to an augmented matrix M of a system of linear equations, is
essentially the same as solving for the pivot unknowns one after the other from the bottom up.
Remark: We emphasize that Gaussian elimination is a two-stage process. Specifically:
Stage A (Algorithm 3.3). Puts 0’s below each pivot, working from the top row R; down.
Stage B (Algorithm 3.4). Puts 0’s above each pivot, working from the bottom row R, up.

There is another algorithm, called Gauss—Jordan, that also row reduces a matrix to its row canonical form.
The difference is that Gauss—Jordan puts 0’s both below and above each pivot as it works its way from the
top row R; down. Although Gauss—Jordan may be easier to state and understand, it is much less efficient
than the two-stage Gaussian elimination algorithm.

1 2 -3 1 2
Example 3.11. Consider the matrix A= |2 4 —4 6 10 |.
36 -6 9 13

(a) Use Algorithm 3.3 to reduce 4 to an echelon form.

(b) Use Algorithm 3.4 to further reduce A4 to its row canonical form.
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(a) Firstuse a;; =1 as a pivot to obtain 0’s below a,, that is, apply the operations “Replace R, by —2R, + R,” and

(b)

“Replace Ry by —3R; + R;”; and then use a,; = 2 as a pivot to obtain 0 below a,s, that is, apply the operation
“Replace R; by —2R, + R;”. This yields

1 2 -3 1 2 1 2 =31 2
A~|10 0 2 4 6(~]0 0 2 4 6
00 3 6 7 00 00 -2

The matrix is now in echelon form.

Multiply R; by —% so the pivot entry a3s = 1, and then use a3s = 1 as a pivot to obtain 0’s above it by the
operations “Replace R, by —5R; + R,” and then “Replace R; by —2R; + R,”. This yields

1 2 =31 2 1 2 =310
A~|10 0 2 4 6[~]0 0 2 4 0
00 0 01 00 001
Multiply R, by % so the pivot entry a,; = 1, and then use a,; = 1 as a pivot to obtain 0’s above it by the operation
“Replace R, by 3R, + R;”. This yields

1 2 -3 10 1 2070
A~|(0 O 1 2 0({~]0 0 1 2 0

00 0 01 0 0 0 01
f

The last matrix is the row canonical form of A.

Application to Systems of Linear Equations

the

One way to solve a system of linear equations is by working with its augmented matrix M rather than
equations themselves. Specifically, we reduce M to echelon form (which tells us whether the system

has a solution), and then further reduce M to its row canonical form (which essentially gives the solution of
the original system of linear equations). The justification for this process comes from the following facts:

(1
@)
©)

Any elementary row operation on the augmented matrix M of the system is equivalent to applying the
corresponding operation on the system itself.

The system has a solution if and only if the echelon form of the augmented matrix M does not have a
row of the form (0,0, ..., 0, ) with b # 0.

In the row canonical form of the augmented matrix M (excluding zero rows), the coefficient of each
basic variable is a pivot entry equal to 1 and it is the only nonzero entry in its respective column;
hence the free-variable form of the solution of the system of linear equations is obtained by simply
transferring the free variables to the other side.

This process is illustrated below.

Example 3.12. Solve each of the following systems:

(@)

X1+ x—2x3+4x, =5 X+ X —2x343x, =4 xX+2y+z= 3
2%+ 2% —3x3+ x4, =3 2x) +3x, +3x3 — x4 =3 2x+5y—z=-4
3x; 4+ 3%, —4x; —2x, =1 Sx;+T7x +4x3 4+ x4 =5 3x—2y—z= 5
(@) (b) (©)
Reduce its augmented matrix M to echelon form and then to row canonical form as follows:
1 1 -2 45 1 1 -2 4 5 1 1 0 —-10 -9
M=|2 2 -3 1 3(~(0 0 1 -7 =-7|~|0 0 1 =7 -7
33 4 =21 00 2 —-14 -14 000 0 0
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Rewrite the row canonical form in terms of a system of linear equations to obtain the free variable form of the
solution. That is,

X +x, —10x,=-9 or X =—-9—x, + 10x4
X3 —Txy =7 X3 =—T+7Tx
(The zero row is omitted in the solution.) Observe that x; and x; are the pivot variables, and x, and x, are the free

variables.

(b) First reduce its augmented matrix M to echelon form as follows:

11 -2 3 4 1 1 =2 3 4 1 1 =2 3 4
M=12 3 3 -1 3|~/[0 1 7 =7 =5]~10 1 7 =7 =5
57 4 1 5 0 2 14 —-14 15 00 0 0 =5

There is no need to continue to find the row canonical form of M, since the echelon form already tells us that the
system has no solution. Specifically, the third row of the echelon matrix corresponds to the degenerate equation

Oxy + Oxy + Ox3 4+ Oxy = =5
which has no solution. Thus the system has no solution.

(¢) Reduce its augmented matrix M to echelon form and then to row canonical form as follows:

1 2 1 3 1 2 1 3 1 2 1 3
M=[2 5 -1 —-4|~|0 1 -3 -10|~]0 1 -3 -10
13 -2 -1 5 0o -8 —4 -4 0 0 -28 -84
1 2 1 3 1 20 0 1 0 0 2
~10 1 -3 -10|~[0 1 0 —-1|~(0 1 0 -1
L0 0 1 3 0 0 1 3 0 0 1 3

Thus the system has the unique solution x =2, y = —1, z = 3, or, equivalently, the vector u = (2, —1, 3). We
note that the echelon form of M already indicated that the solution was unique, since it corresponded to a
triangular system.

Application to Existence and Uniqueness Theorems

This subsection gives theoretical conditions for the existence and uniqueness of a solution of a system
of linear equations using the notion of the rank of a matrix.

Theorem 3.8: Consider a system of linear equations in » unknowns with augmented matrix M = [4, B].
Then:

(a) The system has a solution if and only if rank(4) = rank(M).
(b) The solution is unique if and only if rank(4) = rank(M) = n.

Proof of (a). The system has a solution if and only if an echelon form of M = [4, B] does not have a
row of the form

0,0,...,0,5), with b #0
If an echelon form of M does have a row, then b is a pivot of M but not of 4, and hence

rank(M) > rank(4). Otherwise, the echelon forms of 4 and M have the same pivots, and hence
rank(4) = rank(M). This proves (a).

Proof of (b). The system has a unique solution if and only if an echelon form has no free variable. This
means there is a pivot for each unknown. Accordingly, n = rank(4) = rank(M). This proves (b).

The above proof uses the fact (Problem 3.74) that an echelon form of the augmented matrix
M = [A, B] also automatically yields an echelon form of 4.
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3.9 MATRIX EQUATION OF A SYSTEM OF LINEAR EQUATIONS

The general system (3.2) of m linear equations in # unknowns is equivalent to the matrix equation

an (459 e Ay X b]
a a ...oa b
21 9» 2n x| =7 of AX =B
A1 A2 Ayyn X bm
n

where 4 = [a;] is the coefficient matrix, X = [x;] is the column vector of unknowns, and B = [b,] is the
column vector of constants. (Some texts write Ax = b rather than AX = B, in order to emphasize that x and
b are simply column vectors.)

The statement that the system of linear equations and the matrix equation are equivalent means that

any vector solution of the system is a solution of the matrix equation, and vice versa.

Example 3.13. The following system of linear equations and matrix equation are equivalent:

X 4+ 20 —dxy + T, = 4 1 2 -4 7 i‘ 4

3x; —5xy +6x3 —8x4, = 8 and 3 -5 6 -8 xz =

4x; —3xy — 2x3 + 6x, = 11 4 -3 =2 6 x3 11
4

We note that x; = 3, x, = 1, x;3 =2, x4, = 1, or, in other words, the vector u = [3, 1, 2, 1] is a solution of the system.
Thus the (column) vector u is also a solution of the matrix equation.

The matrix form AX = B of a system of linear equations is notationally very convenient when
discussing and proving properties of systems of linear equations. This is illustrated with our first theorem
(described in Fig. 3-1), which we restate for easy reference.

Theorem 3.1: Suppose the field K is infinite. Then the system AX = B has: (a) a unique solution, (b) no
solution, or (c) an infinite number of solutions.

Proof. Tt suffices to show that if AX = B has more than one solution, then it has infinitely many.
Suppose u and v are distinct solutions of 4AX = B; that is, Au = B and Av = B. Then, for any k € K,

Alu + k(u — v)] = Au + k(Au — Av) =B+ k(B—B) =B

Thus, for each k € K, the vector u + k(u — v) is a solution of AX = B. Since all such solutions are distinct
(Problem 3.47), AX = B has an infinite number of solutions.

Observe that the above theorem is true when K is the real field R (or the complex field C). Section 3.3
shows that the theorem has a geometrical description when the system consists of two equations in two
unknowns, where each equation represents a line in R?. The theorem also has a geometrical description
when the system consists of three nondegenerate equations in three unknowns, where the three equations
correspond to planes H,, H,, Hy in R®. That is:

(a) Unique solution: Here the three planes intersect in exactly one point.

(b) No solution: Here the planes may intersect pairwise but with no common point of intersection, or two
of the planes may be parallel.

(¢) Infinite number of solutions: Here the three planes may intersect in a line (one free variable), or they
may coincide (two free variables).

These three cases are pictured in Fig. 3-3.
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H, Hy, and Hj
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(b) No solutions
Fig. 3-3

Matrix Equation of a Square System of Linear Equations

A system AX = B of linear equations is square if and only if the matrix 4 of coefficients is square. In
such a case, we have the following important result.

Theorem 3.9: A square system AX = B of linear equations has a unique solution if and only if the
matrix A4 is invertible. In such a case, 4~'B is the unique solution of the system.
We only prove here that if 4 is invertible, then A~'B is a unique solution. If 4 is invertible, then
AA'By=(44"H)B=IB=B
and hence 4~'B is a solution. Now suppose v is any solution, so Av = B. Then
v=Iv=A"Aw=4" ) =4"'B

Thus the solution 4~'B is unique.

Example 3.14. Consider the following system of linear equations, whose coefficient matrix 4 and inverse A~! are also

given:
x+2y+ 3z=1 1 2 3 3 -8 3
x4+3y+ 6z2=3, A=|1 3 6/, A= -1 7 =3
2x+6y+13z=>5 2 6 13 0o -2 1
By Theorem 3.9, the unique solution of the system is
3 -8 3 1 —6
A'B=| -1 7 3[|3|=]| 5
0 -2 1 5 -1

That is, x = —6,y=5,z=—1.
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Remark. We emphasize that Theorem 3.9 does not usually help us to find the solution of a square
system. That is, finding the inverse of a coefficient matrix 4 is not usually any easier than solving the
system directly. Thus, unless we are given the inverse of a coefficient matrix 4, as in Example 3.14, we
usually solve a square system by Gaussian elimination (or some iterative method whose discussion lies
beyond the scope of this text).

3.10 SYSTEMS OF LINEAR EQUATIONS AND LINEAR COMBINATIONS OF VECTORS

The general system (3.2) of linear equations may be rewritten as the following vector equation:

an ap A1n b,
X, a1 +x, ax 4+ x, Pn | _ b,
a1 A2 Ann bm
Recall that a vector v in K" is said to be a linear combination of vectors u, u,, ..., u,, in K" if there exist
scalars a;, a,, ..., a, in K such that

v=au; +au, +---+auu,

Accordingly, the genereal system (3.2) of linear equations and the above equivalent vector equation have a
solution if and only if the column vector of constants is a linear combination of the columns of the
coefficient matrix. We state this observation formally.

Theorem 3.10: A system AX = B of linear equations has a solution if and only if B is a linear
combination of the columns of the coefficient matrix 4.

Thus the answer to the problem of expressing a given vector v in K" as a linear combination of vectors
uy, Uy, ..., u, in K" reduces to solving a system of linear equations.

Linear Combination Example
Suppose we want to write the vector v = (1, —2, 5) as a linear combination of the vectors
u, =(1,1,1), uy, = (1, 2,3), u; =(2,—-1,1)

First we write v = xu; + yu, + zuz with unknowns x, y, z, and then we find the equivalent system of linear
equations which we solve. Specifically, we first write

1 1 1 2
=2 |=x|1|4+y|l2|+z| -1 *)
5 1 3 1
Then
1 x y 2z x+y+2z
2 |=|x|+||+|—z|=|x+2y—2
5 x 3y z x+3y+z

Setting corresponding entries equal to each other yields the following equivalent system:
X+ y+2z= 1
x+2y— z=-2 (**)
x+3y+ z= 5
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For notational convenience, we have written the vectors in R” as columns, since it is then easier to find the
equivalent system of linear equations. In fact, one can easily go from the vector equation (*) directly to the
system (**).

Now we solve the equivalent system of linear equations by reducing the system to echelon form. This
yields

x4+ y+2z= 1 xX+y+2z= 1
y—3z=-3 and then y—3z=-3
2y— z= 4 5z=10

Back-substitution yields the solution x = —6, y = 3, z = 2. Thus v = —6u; + 3u, + 2us.

Example 3.15

(a) Write the vector v = (4,9, 19) as a linear combination of
u; =(1,-2,3), uy, = (3, -7, 10), u; =(2,1,9).

Find the equivalent system of linear equations by writing v = xu; + yu, + zu;, and reduce the system to an
echelon form. We have

x4+ 3y+2z= 4 x+3y+2z= 4 x+3y+2z= 4

—2x— Ty+ z= 9 or —y+ z=17 or —y+ z=17

3x+10y+9z=19 y+3z=17 8z =124
Back-substitution yields the solution x =4, y = —2, z=3. Thus v is a linear combination of u, u,, u;.

Specifically, v = 4u; — 2u, + 3us.

(b) Write the vector v = (2, 3, —5) as a linear combination of
u; =(1,2,-3), u, = (2,3, —-4), uy; =(1,3,-5)

Find the equivalent system of linear equations by writing v = xu; + yu, + zu;, and reduce the system to an
echelon form. We have

xX+2p+ z= 2 x+2y4+ z= 2 X+2y+ z= 2
2x+3y+3z= 3 or —y+ z=-1 or —5S5y+5z=-1
—3x—dy—5z=-5 2y—2z= 1 0= 3

The system has no solution. Thus it is impossible to write v as a linear combination of u;, u,, u;.

Linear Combinations of Orthogonall Vectors, Fourier Coefficients

Recall first (Section 1.4) that the dot (inner) product u-v of vectors u = (ay,...,a,) and
v=(by,...,b,) in R" is defined by

u'U:a1b1+azb2+"'+anbn

Furthermore, vectors u and v are said to be orthogonal if their dot product u - v = 0.
Suppose that u;, u,, ..., u, in R" are n nonzero pairwise orthogonal vectors. This means

(D) wou;=0 fori#j and (i) u;-u; #0 for each i

Then, for any vector v in R”, there is an easy way to write v as a linear combination of u;, u,, ..., u,,
which is illustrated in the next example.
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Example 3.16. Consider the following three vectors in R*:
u, =(1,1,1), uy, = (1, -3, 2), u; =(5,—1,-4)
These vectors are pairwise orthogonal; that is,
u cuy=1-3+4+2=0, u cu3=5—-1-4=0, U, - u3=5+3-8=0

Suppose we want to write v = (4, 14, —9) as a linear combination of u;, u,, u;.

Method 1. Find the equivalent system of linear equations as in Example 3-14 and then solve,
obtaining v = 3u; — 4u, + u;.

Method 2. (This method uses the fact that the vectors u,, u,, u; are mutually orthogonal, and hence
the arithmetic is much simpler.) Set v as a linear combination of u, u,, u3 using unknown scalars x, y, z as
follows:

(4,14, -9) =x(1, 1, 1) + »(1, =3,2) +z(5, -1, —4) *)
Take the dot product of (*) with respect to u; to get
(4,14,-9)- (1,1, ) =x(1,1,1) - (1, 1, 1) or 9=23x or x=3

(The last two terms drop out, since u; is orthogonal to u, and to u5.) Next take the dot product of (*) with respect to u,
to obtain

(4,14,-9)-(1,-3,2) =3(1,-3,2)-(1,-3,2) or —56=14 or y=—4
Finally, take the dot product of (*) with respect to u; to get
4,14,-9)-(5,—-1,—4) =z(5,—-1,—-4) - (5, —1,—-4) or 42 — 42z or z=1

Thus v = 3u; — 4u, + uj.
The procedure in Method 2 in Example 3.16 is valid in general. Namely:

Theorem 3.10:  Suppose u, u,, ..., u, are nonzero mutually orthogonal vectors in R”. Then, for any
vector v in R”,
v-uy v U,

v-u,
ul+ u2+...+ un
Uy - uy Uy - Uy Uy - Uy

V=

We emphasize that there must be n such orthogonal vectors u; in R” for the formula to be used. Note
also that each u; - u; # 0, since each u; is a nonzero vector.

Remark: The following scalar k; (appearing in Theorem 3.10) is called the Fourier coefficient of v
with respect to u;:

U-U;

;U

1

i

= 2
- up gl

It is analogous to a coefficient in the celebrated Fourier series of a function.

3.11 HOMOGENEOUS SYSTEMS OF LINEAR EQUATIONS

A system of linear equations is said to be homogeneous if all the constant terms are zero. Thus a
homogeneous system has the form A4X = 0. Clearly, such a system always has the zero vector
0=1(0,0,...,0) as a solution, called the zero or trivial solution. Accordingly, we are usually interested
in whether or not the system has a nonzero solution.
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Since a homogeneous system AX = 0 does have at least the zero solution, it can always be put in an
echelon form; say
apx; tapxX; tapx;tagxs+--+apx, =0
a3 X, + g1 X1+ X, =0

%, + -+, =0

Here r denotes the number of equations in echelon form and # denotes the number of unknowns. Thus the
echelon system has n — r free variables.
The question of nonzero solutions reduces to the following two cases:

(1) » = n. The system has only the zero solution.
(i) r < n. The system has a nonzero solution.

Accordingly, if we begin with fewer equations than unknowns, then, in echelon form, » < n, and the
system has a nonzero solution. This proves the following important result.

Theorem 3.11: A homogeneous system AX = 0 with more unknowns than equations has a nonzero
solution.

Example 3.17. Determine whether or not each of the following homogeneous systems has a nonzero solution:

x4+ y—x=0 x4+ y—z=0 X;+2x) —3x3+4x, =0
2x—=3y+ z=0 2x+4y— z=0 2x) — 3%, +5x3 —Tx; =0
x—4y+2z=0 x+2y+2x=0 5x +6xy —9x3 +8x, =0

(@) (b (c)

(a) Reduce the system to echelon form as follows:

x+ y— z=0 o

—5y+3z=0 and then xt5y+3z:8

—5y+3z=0 yreE=

The system has a nonzero solution, since there are only two equations in the three unknowns in echelon form.
Here z is a free variable. Let us, say, set z = 5. Then, by back-substitution, y = 3 and x = 2. Thus the vector
u =(2,3,5) is a particular nonzero solution.

(b) Reduce the system to echelon form as follows:

x+y— z=0 xX+y—z=0
2y+ z=0 and then 2y+z=0
—y+5z=0 11z=0

In echelon form, there are three equations in three unknowns. Thus the system has only the zero solution.

(c¢) The system must have a nonzero solution (Theorem 3.11), since there are four unknowns but only three
equations. (Here we do not need to reduce the system to echelon form.)

Basis for the General Solution of a Homogeneous System

Let W denote the general solution of a homogeneous system AX = 0. A list of nonzero solution

vectors u, Uy, ..., u, of the system is said to be a basis for W if each solution vector w € W can be
expressed uniquely as a linear combination of the vectors uy, u,, ..., u,, that is, there exist unique scalars
a,, a,, ..., a, such that

W =au; + au, +---+ a,u

The number s of such basis vectors is equal to the number of free variables. This number s is called the
dimension of W, written dim W = s. In case W = {0}, that is, the system has only the zero solution, we
define dim W = 0.
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The following theorem, proved in Chapter 5, tells us how to find such a basis.

Theorem 3.12: Let W be the general solution of a homogeneous system AX = 0, and suppose that the
echelon form of the homogeneous system has s free variables. Let u;, u,, ..., u, be the
solutions obtained by setting one of the free variables equal to 1 (or any nonzero
constant) and the remaining free variables equal to 0. Then dim W = s, and the vectors
Uy, Uy, ..., u, form a basis of W.

We emphasize that the general solution /' may have many bases, and that Theorem 3.12 only gives us
one such basis.
Example 3.18. Find the dimension and a basis for the general solution /¥ of the homogeneous system
x4+ 2x— 3x34+2x4— 4x5=0
2x, 4+ 4xy — Sxz3+ x3— 6x5=0
5x; + 10x, — 13x3 + 4x4 — 16x5 =0
First reduce the system to echelon form. Apply the following operations:
“Replace L, by —2L, + L,” and “Replace L3 by —5L; +L;”, and then “Replace L; by —2L, + L;”
These operations yield

X+ 2x —3x3+2x, —4x5 =0
X3 —3x4+2x5=0 and
2x3 —6x4 +4x5 =0

X1 +2x, —3x3+2x4 —4x5 =0
X3 —=3x4+2x5 =0

The system in echelon form has three free variables, x,, x4, x5; hence dim W = 3. Three solution vectors that form a
basis for W are obtained as follows:

(1) Setx, =1, x4, =0, xs = 0. Back-substitution yields the solution u; = (-2, 1, 0, 0, 0).
(2) Setx, =0, x4 =1, x; = 0. Back-substitution yields the solution u, = (7,0, 3, 1, 0).
(3) Setx, =0, x, =0, xs = 1. Back-substitution yields the solution u; = (—2,0, —2,0, 1).

The vectors u; =(—2,1,0,0,0), u, =(7,0,3,1,0), u3 = (2,0, -2, 0, 1) form a basis for W.

Remark: Any solution of the system in Example 3.18 can be written in the form
au; + bu, + cuy; = a(—2,1,0,0,0)+ 5(7,0,3,1,0) + ¢(—2,0, —2,0, 1)
=(-2a+7b—2c, a, 3b—2c, b, o
or
Xy =—-2a+7b—2c, X, =a, x3 =3b —2c, X, =0, Xs=c¢

where a, b, c are arbitrary constants. Observe that this representation is nothing more than the parametric
form of the general solution under the choice of parameters x, = a, x, = b, x5 = c.

Nonhomogeneous and Associated Homogeneous Systems
Let AX = B be a nonhomogeneous system of linear equations. Then 4AX = 0 is called the associated
homogeneous system. For example,

x+2y—4z=17 and x+2y—4z=0
3x—5y+6z=8 3x—5y+6z2=0

show a nonhomogeneous system and its associated homogeneous system.
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The relationship between the solution U of a nonhomogeneous system 4X = B and the solution W of
its associated homogeneous system AX = 0 is contained in the following theorem.

Theorem 3.13: Let v, be a particular solution of AX = B and let ¥ be the general solution of AX = 0.
Then the following is the general solution of AX = B:

U=vy+W={vy+w:we W}

That is, U = v, + W is obtained by adding v, to each element in /. We note that this theorem has a
geometrical interpretation in R>. Specifically, suppose W is a line through the origin O. Then, as pictured
in Fig. 3-4, U = vy, + W is the line parallel to /¥ obtained by adding v, to each element of /. Similarly,
whenever W is a plane through the origin O, then U = v, + W is a plane parallel to V.

vot+ W

w

Fig. 3-4

3.12 ELEMENTARY MATRICES

Let e denote an elementary row operation and let e(4) denote the results of applying the operation e to
a matrix 4. Now let £ be the matrix obtained by applying e to the identity matrix /, that is,

E=-¢e(l)

Then E is called the elementary matrix corresponding to the elementary row operation e. Note that E is
always a square matrix.

Example 3.19. Consider the following three elementary row operations:
(1) Interchange R, and R;. (2) Replace R, by —6R,. (3) Replace R; by — 4R, + R;.

The 3 x 3 elementary matrices corresponding to the above elementary row operations are as follows:

100 1 00 100
E,=|0 0 1| E=|0 —6 0|, Es=| 01 0
010 0 0 1 -4 0 1

The following theorem, proved in Problem 3.34, holds.

Theorem 3.13: Let e be an elementary row operation and let £ be the corresponding m x m elementary
matrix. Then
e(d) = EA

where A4 is any m X n matrix.
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In other words, the result of applying an elementary row operation e to a matrix 4 can be obtained by
premultiplying 4 by the corresponding elementary matrix E.

Now suppose €’ is the inverse of an elementary row operation e, and let £’ and E be the corresponding
matrices. We note (Problem 3.33) that £ is invertible and £’ is its inverse. This means, in particular, that
any product

P = Ek N E2E1
of elementary matrices is invertible.

Applications of Elementary Matrices

Using Theorem 3.13, we are able to prove (Problem 3.35) the following important properties of
matrices.
Theorem 3.14: Let 4 be a square matrix. Then the following are equivalent:
(a) A is invertible (nonsingular).
(b) A is row equivalent to the identity matrix /.
(¢) A is a product of elementary matrices.

Recall that square matrices 4 and B are inverses if AB = BA = I. The next theorem (proved in
Problem 3.36) shows that we need only show that one of the products is true, say 4B = I, to prove that
matrices are inverses.

Theorem 3.15: Suppose AB = I. Then B4 = I, and hence B = A",

Row equivalence can also be defined in terms of matrix multiplication. Specifically, we will prove

(Problem 3.37) the following.

Theorem 3.16: B is row equivalent to A4 if and only if there exists a nonsingular matrix P such that
B = PA.

Application to Finding the Inverse of an n x n Matrix
The following algorithm finds the inverse of a matrix.
Algorithm 3.5: The input is a square matrix 4. The output is the inverse of 4 or that the inverse does not

exist.

Step 1. Form the n x 2n (block) matrix M = [4, I], where A is the left half of M and the identity matrix /
is the right half of M.

Step 2. Row reduce M to echelon form. If the process generates a zero row in the A half of M, then
STOP
A has no inverse. (Otherwise 4 is in triangular form.)

Step 3. Further row reduce M to its row canonical form
M ~ 1, B]
where the identity matrix / has replaced 4 in the left half of M.
Step 4. Set A~! = B, the matrix that is now in the right half of M.
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The justification for the above algorithm is as follows. Suppose 4 is invertible and, say, the sequence of
elementary row operations e, e, . .., e, applied to M = [4, I] reduces the left half of M, which is 4, to the
identity matrix /. Let E; be the elementary matrix corresponding to the operation e;. Then, by applying
Theorem 3.13, we get

Eq"’EZElA =1 or (Eq...EzEll)A :1, SO A71 :Eq"'E2E11
That is, A" can be obtained by applying the elementary row operations e, e,, . . . , e, to the identity matrix

I, which appears in the right half of M. Thus B = 4~!, as claimed.

1 0 2
Example 3.20. Find the inverse of the matrix 4 = |:2 -1 3 :|
4 1 8

First form the (block) matrix M = [4, I] and row reduce M to an echelon form:

I 02100 1 0 21 100 1 0 21 100
M=|2 -1 30 1 0[~|0 -1 =1/=2 1 0|~[0 -1 —=1;-2 10
4 1 810 0 1 0 1 0,-4 01 0 0 —1,-6 11

In echelon form, the left half of M is in triangular form; hence 4 has an inverse. Next we further row reduce M to its

row canonical form:
1 0 0 : —11 2 2 1 0 0 :—11 2 2
M~|0 -1 0, 4 0 -1({~)0 1 0, —4 0 1
0 011 6 -1 -1 00 11 6 -1 -1
| |

The identity matrix is now in the left half of the final matrix; hence the right half is 4~!. In other words,

—11 2 2
A7rt=| -4 0 1
6 —1 -1
Elementary Column Operations
Now let 4 be a matrix with columns C;, C,, ..., C,. The following operations on 4, analogous to the

elementary row operations, are called elementary column operations:
[Fi] (Column Interchange): Interchange columns C; and C;.
[F,] (Column Scaling): Replace C; by kC; (where k # 0).
[F5] (Column Addition): Replace C; by kC; + C;.
We may indicate each of the column operations by writing, respectively,

() C < C, Q)G — C, (3) (kC; + C) — C;

Moreover, each column operation has an inverse operation of the same type, just like the corresponding
row operation.

Now let / denote an elementary column operation, and let ' be the matrix obtained by applying f to
the identity matrix /, that is,

F=f)

Then F is called the elementary matrix corresponding to the elementary column operation /. Note that F' is
always a square matrix.
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Example 3.21. Consider the following elementary column operations:
(1) Interchange C; and Cj; (2) Replace C; by —2C5; (3) Replace C; by —3C, + C;

The corresponding three 3 x 3 elementary matrices are as follows:

00 1 10 0 10 0
Fo=[0 1 0], F=0 1 0], F=[0 1 =3
100 00 —2 00 1

The following theorem is analogous to Theorem 3.13 for the elementary row operations.

Theorem 3.17: For any matrix 4, f(4) = AF.

That is, the result of applying an elementary column operation f on a matrix 4 can be obtained by
postmultiplying 4 by the corresponding elementary matrix F'.

Matrix Equivalence

A matrix B is equivalent to a matrix 4 if B can be obtained from 4 by a sequence of row and column
operations. Alternatively, B is equivalent to 4, if there exist nonsingular matrices P and Q such that
B = PAQ. Just like row equivalence, equivalence of matrices is an equivalence relation.

The main result of this subsection (proved in Problem 3.38) is as follows.

Theorem 3.18: Every m X n matrix 4 is equivalent to a unique block matrix of the form

6 0]

where [, is the r-square identity matrix.

The following definition applies.

Definition: The nonnegative integer » in Theorem 3.18 is called the rank of A, written rank(A4).

Note that this definition agrees with the previous definition of the rank of a matrix.

3.13 LU DECOMPOSITION

Suppose 4 is a nonsingular matrix that can be brought into (upper) triangular form U using only row-
addition operations, that is, suppose A can be triangularized by the following algorithm, which we write
using computer notation.

Algorithm 3.6: The input is a matrix 4 and the output is a triangular matrix U.
Step 1. Repeat fori=1,2,...,n—1:
Step 2. Repeat forj=i+1,i4+2,...,n

(@) Setmy:= a;/a;.

(b) SetR;:= myR,+R;

[End of Step 2 inner loop.]
[End of Step 1 outer loop.]
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The numbers m;; are called multipliers. Sometimes we keep track of these multipliers by means of the
following lower triangular matrix L:

1 0 0 ... 0 0

—my 1 0 ... 0 0

L= —n3 —nmsy 1 e 0 0
—Mmy —m,y —My3 o _mn,n—l 1

That is, L has 1’s on the diagonal, 0’s above the diagonal, and the negative of the multiplier m;; as its
ij-entry below the diagonal.

The above matrix L and the triangular matrix U obtained in Algorithm 3.6 gives us the classical LU
factorization of such a matrix 4. Namely:

Theorem 3.19: Let A4 be a nonsingular matrix that can be brought into triangular form U using only row-
addition operations. Then 4 = LU, where L is the above lower triangular matrix with 1’s
on the diagonal, and U is an upper triangular matrix with no 0’s on the diagonal.

1 2 -3
Example 3.22. Suppose 4 = |:—3 -4 13 :| We note that 4 may be reduced to triangular form by the operations
2 1 =5
“Replace R, by 3R, + R,”; “Replace R; by — 2R, +R;”; and then “Replace R; by 3R, +R;”
That is,
1 2 =3 1 2 -3
A~]10 2 4|~|0 2 4
0 -3 1 00 7
This gives us the classical factorization 4 = LU, where
100 12 -3
L=|—3 ; 0 and U=|0 2 4
2 —= 1
2 00

We emphasize:
(1) The entries —3, 2, —% in L are the negatives of the multipliers in the above elementary row operations.

(2) U is the triangular form of 4.

Application to Systems of Linear Equations

Consider a computer algorithm M. Let C(n) denote the running time of the algorithm as a function of
the size n of the input data. [The function C(n) is sometimes called the time complexity or simply the
complexity of the algorithm M.] Frequently, C(n) simply counts the number of multiplications and
divisions executed by M, but does not count the number of additions and subtractions since they take much
less time to execute.
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Now consider a square system of linear equations AX = B, where
A =ay), X=[x,....x,)", B=[by,....b,]"

and suppose 4 has an LU factorization. Then the system can be brought into triangular form (in order to
apply back-substitution) by applying Algorithm 3.6 to the augmented matrix M = [4, B] of the system.
The time complexity of Algorithm 3.6 and back-substitution are, respectively,

C(n) ~1in’ and  C(n)~1in?

where 7 is the number of equations.

On the other hand, suppose we already have the factorization 4 = LU. Then, to triangularize the
system, we need only apply the row operations in the algorithm (retained by the matrix L) to the column
vector B. In this case, the time complexity is

C(n) ~ %nz

Of course, to obtain the factorization 4 = LU requires the original algorithm where C(n) ~ %n3. Thus
nothing may be gained by first finding the LU factorization when a single system is involved. However,
there are situations, illustrated below, where the LU factorization is useful.

Suppose, for a given matrix 4, we need to solve the system

AX =B

repeatedly for a sequence of different constant vectors, say By, Bs, ..., B;. Also, suppose some of the B;
depend upon the solution of the system obtained while using preceding vectors B;. In such a case, it is
more efficient to first find the LU factorization of 4, and then to use this factorization to solve the system

for each new B.

Example 3.23. Consider the following system of linear equations:

x+ v+ z=k 1 21 ky
2x+ 3y+3z=k or AX = B, where A= 2 3 3 and B=|k
—3x+ 10y + 2z = k3 -3 10 2 ks

Suppose we want to solve the system three times where B is equal, say, to B, B,, B;. Furthermore, suppose
B, =1, 1,1]", and suppose

B, =B+ X, (forj=1,2)

where Xj is the solution of AX = B . Here it is more efficient to first obtain the LU factorization of 4 and then use the

LU factorization to solve the system for each of the B’s. (This is done in Problem 3.42.)

Solved Problems

LINEAR EQUATIONS, SOLUTIONS, 2x2 SYSTEMS

3.1. Determine whether each of the following equations is linear:
(a) S5x+7y—8yz=16, b) x4+ mny+ez=1logs, (¢) 3x+hky—8z=16
(a) No, since the product yz of two unknowns is of second degree.

(b) Yes, since 7, e, and log 5 are constants.

(¢) As it stands, there are four unknowns: x,y, z, k. Because of the term ky it is not a linear equation.
However, assuming k is a constant, the equation is linear in the unknowns x, y, z.
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3.2. Determine whether the following vectors are solutions of x; + 2x, —4x; 4 3x, = 15:
(@)u=0(@3,2,1,4) and (b) v=(1,2,4,5).
(a) Substitute to obtain 3 4 2(2) — 4(1) 4+ 3(4) = 15, or 15 = 15; yes, it is a solution.
(b) Substitute to obtain 1 4 2(2) — 4(4) + 3(5) = 15, or 4 = 15; no, it is not a solution.

3.3. Solve: (a) ex=m, (b) 3x—4—x=2x+3, (c) 7T+2x—4=3x+3—x
(a) Since e # 0, multiply by 1/e to obtain x = ©/e.
(b) Rewrite in standard form, obtaining Ox = 7. The equation has no solution.

(¢) Rewrite in standard form, obtaining Ox = 0. Every scalar £ is a solution.

3.4. Prove Theorem 3.4: Consider the equation ax = b.

(i) Ifa#0, then x = b/a is a unique solution of ax = b.
(ii) Ifa =0 but b # 0, then ax = b has no solution.
(iii) If @ =0 and b = 0, then every scalar k is a solution of ax = b.
Suppose a # 0. Then the scalar b/a exists. Substituting b/a in ax = b yields a(b/a) = b, or b = b; hence

b/a is a solution. On the other hand, suppose x, is a solution to ax = b, so that ax, = b. Multiplying both
sides by 1/a yields x, = b/a. Hence b/a is the unique solution of ax = b. Thus (i) is proved.

On the other hand, suppose @ = 0. Then, for any scalar k, we have ak = 0k = 0. If b # 0, then ak # b.
Accordingly, k is not a solution of ax = b, and so (ii) is proved. If b = 0, then ak = b. That is, any scalar & is a
solution of ax = b, and so (iii) is proved.

3.5. Solve each of the following systems:

2x—=5y=11 2x -3y =28
3x+4y=5 —6x+9y =06

2x—3y= 8

© 4 r6p=—16

(@) (b)
(a) Eliminate x from the equations by forming the new equation L = —3L, + 2L,. This yields the equation
23y = =23, and so y=-1

Substitute y = —1 in one of the original equations, say L,, to get
2x—5(—1)=11 or 2x+5=11 or 2x=16 or x=3
Thus x = 3, y = —1 or the pair u = (3, —1) is the unique solution of the system.
(b) Eliminate x from the equations by forming the new equation L = 3L, + L,. This yields the equation
Ox + 0y =30
This is a degenerate equation with a nonzero constant; hence this equation and the system have no
solution. (Geometrically, the lines corresponding to the equations are parallel.)
(c¢) Eliminate x from the equations by forming the new equation L = 2L, + L,. This yields the equation
Ox+0y=0

This is a degenerate equation where the constant term is also zero. Thus the system has an infinite
number of solutions, which correspond to the solution of either equation. (Geometrically, the lines
corresponding to the equations coincide.)

To find the general solution, set y = a and substitute in L, to obtain

2x—3a=28 or 2x =3a+8 or x:%a+4
Thus the general solution is
x:%a+4, y=a or u:(%a+4, a)

where a is any scalar.
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3.6. Consider the system
xX+ay=4
ax+9 =>b

(a) For which values of a does the system have a unique solution?
(b) Find those pairs of values (a, b) for which the system has more than one solution.

(a) Eliminate x from the equations by forming the new equation L = —alL, + L,. This yields the equation
9—a*)y=>b—4a )]

The system has a unique solution if and only if the coefficient of y in (1) is not zero, that is, if 9 — a® # 0
or if a # £3.

(b) The system has more than one solution if both sides of (1) are zero. The left-hand side is zero when
a = £3. When a = 3, the right-hand side is zero when b — 12 = 0 or b = 12. When a = —3, the right-
hand side is zero when b + 12 — 0 or b = —12. Thus (3, 12) and (—3, —12) are the pairs for which the
system has more than one solution.

SYSTEMS IN TRIANGULAR AND ECHELON FORM

3.7. Determine the pivot and free variables in each of the following systems:

2x) +3xy —6x3 —S5x4+2x5 =7 2x—6y+7z=1 x+2y—-3z=2
xX3+3x, —Tx5 =6 4y+3z=38 2x+3y+ z=4
X4 —2x5 =1 2z=4 3x+4y+5z=28

(a) () (©

(a) In echelon form, the leading unknowns are the pivot variables, and the others are the free variables. Here
X1, X3, X, are the pivot variables, and x, and x5 are the free variable.

(b) The leading unknowns are x, y, z, so they are the pivot variables. There are no free variables (as in any
triangular system).

(¢) The notion of pivot and free variables applies only to a system in echelon form.

3.8. Solve the triangular system in Problem 3.7(b).
Since it is a triangular system, solve by back-substitution.

(i) The last equation gives z = 2.
(i) Substitute z = 2 in the second equation to get 4y +6 =8 or y = %
(iii) Substitute z =2 and y = % in the first equation to get

1
2x—6(§)+7(2):1 or 2x+11=1 or x=5

Thusx=5y=Lz=20ru=(5,31%

2 »3»2) is the unique solution to the system.

3.9. Solve the echelon system in Problem 3.7(a).

Assign parameters to the free variables, say x, = a and x5 = b, and solve for the pivot variables by back-
substitution.

(1) Substitute xs = b in the last equation to get x4, —2b =1 or x4 =2b+ 1.
(ii) Substitute x5 = b and x, = 2b + 1 in the second equation to get

x3+32b+1)—-7b=6 or x3—b+3=6 or x3=b+3
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(iif) Substitute x5 =b,x, =2b+1, x3=b+3, x, =a in the first equation to get
2 +3a—-6(b+3)—-52b+1)+2b=7 or 2x,+3a—14b-23 =7
or xI:%a+7b+15

Thus

3
x1:§a+7b+15, Xp=a, X3=b+3, x4=2b+1, x5=0

or u:(%a+7b~|—15, a, b+3, 2b+1, b)

is the parametric form of the general solution.
Alternatively, solving for the pivot variable x;, x3, x, in terms of the free variables x, and x5 yields the

following free-variable form of the general solution:

3
x1:§x2—|—7x5+15, X3 =X5+3, Xy =2x5+1

3.10. Prove Theorem 3.5. Consider the system (3.4) of linear equations in echelon form with » equations
and n unknowns.

(1) If r = n, then the system has a unique solution.
(ii) Ifr < n, then we can arbitrarily assign values to the n — r free variable and solve uniquely for
the » pivot variables, obtaining a solution of the system.

(1) Suppose » = n. Then we have a square system AX = B where the matrix A of coefficients is (upper)
triangular with nonzero diagonal elements. Thus A4 is invertible. By Theorem 3.9, the system has a
unique solution.

(i) Assigning values to the n — r free variables yields a triangular system in the pivot variables, which, by
(i), has a unique solution.

GAUSSIAN ELIMINATION

3.11. Solve each of the following systems:

x+2y—4z= —4 x+2y—3z=-1 x+2y— 3z=1

2x+5y—-9z=-10 —3x+ y—2z=-7 2x+5y— 8z =4

3x—2y+3z= 11 S5x4+3y—4z= 2 3x+8y—13z=7
(a) (b) (c)

Reduce each system to triangular or echelon form using Gaussian elimination:

(a) Apply “Replace L, by —2L; + L,” and “Replace L3 by —3L, + L;” to eliminate x from the second and
third equations, and then apply “Replace L; by 8L, + L;” to eliminate y from the third equation. These
operations yield

xX+2y— 4z=-4 xX+2y—4z=—-4
y— z=-2 and then y— z=-=-2
—8y+15z= 23 7z = 23

The system is in triangular form. Solve by back-substitution to obtain the unique solution u = (2, —1, 1).

(b) Eliminate x from the second and third equations by the operations “Replace L, by 3L, +L,” and
“Replace L; by —5L; 4+ L;”. This gives the equivalent system

xX+2y— 3z= -1
7y —11z=-10
—Ty+1lz= 7
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The operation “Replace L; by L, + L;” yields the following degenerate equation with a nonzero
constant:

Ox+0y+0z=-3

This equation and hence the system have no solution.

Eliminate x from the second and third equations by the operations “Replace L, by —2L, + L,” and
“Replace Ly by —3L; + L;”. This yields the new system

2y—3z=1
xF ;_é:z o YT-3=1
2y—4z=4 y-2z=2

(The third equation is deleted, since it is a multiple of the second equation.) The system is in echelon
form with pivot variables x and y and free variable z.

To find the parametric form of the general solution, set z =a and solve for x and y by back-
substitution. Substitute z = a in the second equation to get y =2 4 2a. Then substitute z = a and
y =2+ 2a in the first equation to get

x+2Q2+2a)—3a=1 or x+4+a=1 or x=-3—-a
Thus the general solution is
x=-3—a, y=2+4+2a, z=a or u=(-3—a, 2+2a, a)

where a is a parameter.

Solve each of the following systems:

(@)

(b)

X — 3% +2x;— x4+2x5=2 X1+ 2% —3x;+4x, =2

3x) — 9% +Tx3 — x4 +3x5=7 21+ S5x —2x3+ x, =1

2% —6x) + Tx3 +4x4 — S5x5 =7 Sxy+12x) — Tx3 + 6x4 =3
(a) ()

Reduce each system to echelon form using Gaussian elimination:

Apply “Replace L, by —3L; + L,” and “Replace L3 by —2L, + L;” to eliminate x from the second and
third equations. This yields

Xp—=3x +2x3— x4 +2x5=2

X3+ 2x, —3x5 =1 or
3x3 +6x4 —9x5 =3

X; — 3% +2x3 — x4+ 2x5=2
X34+ 2x4 —3x5 =1

(We delete L, since it is a multiple of L,.) The system is in echelon form with pivot variables x; and x;
and free variables x,, x,, xs.

To find the parametric form of the general solution, set x, = a, x4, = b, x5 = ¢, where a, b, c are
parameters. Back-substitution yields x; = 1 — 2b + 3¢ and x; = 3a + 5b — 8c. The general solution is

xy=3a+5b—-8c, x,=a, x3=1—-2b+3c, x4=0b, xs=c

or, equivalently, u = 3a + 5b — 8¢, a, 1 —2b+3c, b, ¢).

Eliminate x; from the second and third equations by the operations “Replace L, by —2L; + L,” and
“Replace L; by —5L; + L;”. This yields the system

X1+ 2x) —3x34+ 4x4= 2
Xy +4x3 — Txy = —
2xy + 8x3 — 14xy = =7

The operation “Replace L; by —2L, + L;” yields the degenerate equation 0 = 3. Thus the system has no
solution (even though the system has more unknowns than equations).
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3.13. Solve using the condensed format:

2y+3z= 3
x+ y+ z= 4
4x + 8y —3z=35

The condensed format follows:

Number Equation Operation
) (@) 2y+ 3z= 3 L+ L,
(1) 2 x+ y+ z= 4 L <L,
3) 4x+8y— 3z=35
(3) 4y — 7z=19 Replace Ly by — 4L, + L,
(3" —13z=13  Replace Ly by — 2L, + L

Here (1), (2), and (3”) form a triangular system. (We emphasize that the interchange of L, and L, is
accomplished by simply renumbering L, and L, as above.)

Using back-substitution with the triangular system yields z = —1 from L;, y =3 from L,, and x = 2
from L. Thus the unique solution of the system is x = 2, y = 3, z = —1 or the triple u = (2, 3, —1).

3.14. Consider the system
x+2y4+ z= 3
ay+5z=10
2x+Ty+az= b

(a) Find those values of a for which the system has a unique solution.
(b) Find those pairs of values (a, ) for which the system has more than one solution.

Reduce the system to echelon form. That is, eliminate x from the third equation by the operation
“Replace L; by —2L,+L;” and then eliminate y from the third equation by the operation
“Replace L; by —3L, + aL;”. This yields

x4+ 2y + z=3 x+2y+ z=3
ay +5z=10 and then ay+5z=10
y+(@—=2z=b-6 (@* —2a — 15)z = ab — 6a — 30

Examine the last equation (a®> — 2a — 15)z = ab — 6a — 30.

(a) The system has a unique solution if and only if the coefficient of z is not zero, that is, if
@ —2a—15=(a—5)a+3)#0 o a#5 and a#—3.

(b) The system has more than one solution if both sides are zero. The left-hand side is zero when a = 5 or
a = —3. When a = 5, the right-hand side is zero when 56 — 60 = 0, or b = 12. When a = —3, the right-
hand side is zero when —3b + 12 = 0, or b = 4. Thus (5, 12) and (-3, 4) are the pairs for which the
system has more than one solution.

ECHELON MATRICES, ROW EQUIVALENCE, ROW CANONICAL FORM

3.15. Row reduce each of the following matrices to echelon form:
1 2 -3 0 -4 1 -6
(a0 A=1(2 4 =2 2|, () B= 1 2 =5
3 6 —4 3 6 3 —4
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(a) Use a;; =1 as a pivot to obtain 0’s below a,;, that is, apply the row operations “Replace R, by

—2R, + R,” and “Replace Ry by —3R; + R;”; and then use a,; = 4 as a pivot to obtain a 0 below a,;,
that is, apply the row operation “Replace R; by —5R, + 4R;”. These operations yield

1 2 -3 0 1 2 =30
A~]10 0 4 2(~]0 0 4 2
0 0 53 00 0 2

The matrix is now in echelon form.

(b) Hand calculations are usually simpler if the pivot element equals 1. Therefore, first interchange R; and
R,. Next apply the operations “Replace R, by 4R, + R,” and “Replace R; by —6R; + R;”; and then
apply the operation “Replace R; by R, + R;”. These operations yield

1 2 =5 1 2 =5 1 2 =5
B~|—-41 —6|~]0 9 =26 |~[0 9 =26
6 3 —4 0 -9 26 0 0 0

The matrix is now in echelon form.

3.16. Describe the pivoting row-reduction algorithm. Also describe the advantages, if any, of using this
pivoting algorithm.

The row-reduction algorithm becomes a pivoting algorithm if the entry in column j of greatest absolute
value is chosen as the pivot ay;, and if one uses the row operation

(=ay,/ay )R, + R, — R,

The main advantage of the pivoting algorithm is that the above row operation involves division by the
(current) pivot ay;,, and, on the computer, roundoff errors may be substantially reduced when one divides by a
number as large in absolute value as possible.

2 =2 2 1
317. Letd=| -3 6 0 —1|.Reduce 4 to echelon form using the pivoting algorithm.
1 -7 10 2

First interchange R, and R, so that —3 can be used as the pivot, and then apply the operations “Replace
R, by %Rl + R,” and “Replace R; by %Rl + R;”. These operations yield

-3 6 0 -1 -3 6 0 -1
A~ 2 =2 2 1|~ 0 2 2 !
1 -7 10 2 0 -5 10 3

Now interchange R, and R; so that —5 can be used as the pivot, and then apply the operation “Replace R; by
%Rz + R;”. We obtain

-3 6 0 -1 -3 6 0 -1
A~| 0 =5 10 % ~| 0 -5 10 3
o 2 2 1 0 0 6 1
The matrix has been brought to echelon form using partial pivoting.
3.18. Reduce each of the following matrices to row canonical form:
22 -1 6 4 5 -9 6
(a) A=|4 4 1 10 134, (b)) B=1|0 2 3
8§ 8 —1 26 19 0 0 7
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(a) Firstreduce 4 to echelon form by applying the operations “Replace R, by —2R, + R,” and “Replace R;
by —4R, + R;”, and then applying the operation “Replace R; by —R, + R;”. These operations yield

2 2 -1 6 4 2 2 -1 6 4
A~10 0 3 -2 6|~(0 0 3 -2 6
oo 3 27 00 0 4 2
Now use back-substitution on the echelon matrix to obtain the row canonical form of 4. Specifically, first

multiply R; by % to obtain the pivot a3, = 1, and then apply the operations “Replace R, by 2R; +R,”
and “Replace R; by —6R; + R;”. These operations yield

2 2 -1 6 4 2 2 -1 0 1
A~10 0 3 -2 5{~(0 0 3 0 6
00 O 1 %_ L0 0 01 i
Now multiply R, by %, making the pivot a,; = 1, and then apply “Replace R; by R, + R,”, yielding
2 2 -1 0 17 2 2 0 0 3
A~|0 0 1 0 2{~]0 0 1 0 2
00 0 1 %_ L0 0 0 1 !
Finally, multiply R, by %, so the pivot a;; = 1. Thus we obtain the following row canonical form of 4:
1 1.0 0 3
A~10 0 1 0 2
(00 0 1 4
(b) Since B is in echelon form, use back-substitution to obtain
5 -9 6 5 =9 0] 5 -9 0 500 1 00
B~[0 2 3|~]0 2 0|~]|0 I 0f~|0 1 O|~]0 1 O
0 0 1 0 0 1] 0 0 1 0 0 1 0 0 1

The last matrix, which is the identity matrix /, is the row canonical form of B. (This is expected, since B
is invertible, and so its row canonical form must be /.)

3.19. Describe the Gauss—Jordan elimination algorithm, which also row reduces an arbitrary matrix 4 to
its row canonical form.

The Gauss—Jordan algorithm is similar in some ways to the Gaussian elimination algorithm, except that
here each pivot is used to place 0’s both below and above the pivot, not just below the pivot, before working
with the next pivot. Also, one variation of the algorithm first normalizes each row, that is, obtains a unit pivot,
before it is used to produce 0’ in the other rows, rather than normalizing the rows at the end of the algorithm.

1 -2 3 1 2
320. Letd=|1 1 4 —1 3 |.Use Gauss—Jordan to find the row canonical form of 4.
2 59 -2 8
Use a;; = 1 as a pivot to obtain 0’s below a,; by applying the operations “Replace R, by —R; + R,” and
“Replace R; by —2R;| 4+ R;”. This yields

1 -2 3 1 2
A~ 1|0 31 =21
0 9 3 —4 4

Multiply R, by % to make the pivot a,, = 1, and then produce 0’s below and above a,, by applying the
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operations “Replace Ry by —9R, + R;” and “Replace R, by 2R, + R,”. These operations yield

1 -2 3 1 2 1 04 18
S KIREEEE I N R KR R A
0 9 3 —4 4 00 0 2 1

Finally, multiply R; by % to make the pivot as4 = 1, and then produce 0’s above a3, by applying the operations
“Replace R, by 3R; +R,” and “Replace R by 1R, + R, ”. These operations yield

Loy -5 Lo 4o¥
A~lo 1 L 2 1|~lo 1 Lo 2
000 11 00 01 1

which is the row canonical form of 4.

SYSTEMS OF LINEAR EQUATION IN MATRIX FORM
3.21. Find the augmented matrix M and the coefficient matrix 4 of the following system:

X+2y—3z=4
3y—4z47x=5
6z4+8x—9y =1

First align the unknowns in the system, and then use the aligned system to obtain M and 4. We have

x+2y—-3z=4 1 2 =3 4 1 2 =3
Tx+3y—4z=5; then M=1|7 3 45 and A=1|7 3 —4
& -9 +6z=1 8 -9 6 1 8 -9 o6
3.22. Solve each of the following systems using its augmented matrix M:
x+2y— z= 3 x—2y+4z=2 x+ y+3z=1
x+3y4+ z= 5 2x—=3y+5z=3 2x+3y— z=3
x+8y+4z=17 Ix—4y+6z=7 Sx+Ty+ z=7
(a) (b) (©)
(a) Reduce the augmented matrix M to echelon form as follows:
1 2 -1 3 1 2 -1 3 1 2 -1 3
M=|1 3 I 5|~|10 1 2 2(~]0 1 2 2
38 4 17 02 7 8 00 3 4
Now write down the corresponding triangular system
x+2y—2z=3
y+2z=2
3z=4
and solve by back-substitution to obtain the unique solution
x=4,y=-3z=3 o u=F. -39
Alternately, reduce the echelon form of M to row canonical form, obtaining
12 -13 120 L 100 Y
M~10 1 2 2|~|010 —3|~[0 10 -3
00 1 % 0 0 1 3 0 0 1 3

This also corresponds to the above solution.
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(b) First reduce the augmented matrix M to echelon form as follows:

1 -2 4 2 1 -2 4 2 1 -2 4
M=|2 -3 5 3|~1]0 1 -3 -1|~10 1 -3 -1
3 4 6 7 0 2 —6 1 0 0 0

The third row corresponds to the degenerate equation Ox + Oy + 0z = 3, which has no solution. Thus
“DO NOT CONTINUE”. The original system also has no solution. (Note that the echelon form indicates
whether or not the system has a solution.)

(¢) Reduce the augmented matrix M to echelon form and then to row canonical form:

1 1 31 11 31
M:23—13~01—71~|:(1)(1)_1(7)(1)]
5 7 1 7 —2—H——2
(The third row of the second matrix is deleted, since it is a multiple of the second row and will result in a
zero row.) Write down the system corresponding to the row canonical form of M and then transfer the
free variables to the other side to obtain the free-variable form of the solution:

X+ 10z=0 and x=—10z
y— Tz=1 y=1+7z

Here z is the only free variable. The parametric solution, using z = a, is as follows:

x=—10a, y=147a, z=a or u=(—10a, 1+ 7a, a)

3.23. Solve the following system using its augmented matrix M:

X1+ 2x) —3x3 — 2x4 +4x5 =1
2%, 4+ 5%, —8x3 — x4+ 6x5 =4
Xy +4x, —Txy +5x,+2x5 =8

Reduce the augmented matrix M to echelon form and then to row canonical form:

1 2 =3 =2 4 1 1 2 -3 =2 4 1 1 2 =3 =2 41
M=|2 5 -8 -1 6 4[~]0 1 =2 3 -2 2|~|0 1 =2 3 =2 2
|1 4 7 52 8 02 —4 7 =27 00 0 1 23
1 2 -3 0 8 7 1 0 1 0 24 21
~l0 1 =2 0 -8 -7|~|0 1 -2 0 -8 -7
00 01 2 3 00 01 2 3

Write down the system corresponding to the row canonical form of M and then transfer the free variables to
the other side to obtain the free-variable form of the solution:

X+ X3 + 24x5 = 21 Xy =21 —x3 — 24x5
Xy — 2x3 — 8xs = =7 and Xy = =T 4 2x3 4+ 85
X4 +2xs= 3 x4 =3 — 2x5

Here x|, x,, x, are the pivot variables and x; and x5 are the free variables. Recall that the parametric form of
the solution can be obtained from the free-variable form of the solution by simply setting the free variables
equal to parameters, say x; = a, x5 = b. This process yields

Xy =21—a—24b, x, =—=7+4+2a+8b, x3=a, x4 =3—-2b, x5=05
or u=21—a—24b, —7+2a+8b, a, 3—2b, b)

which is another form of the solution.
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LINEAR COMBINATIONS, HOMOGENEOUS SYSTEMS
3.24. Write v as a linear combination of u, u,, u;, where
(@ v=3,10,7)and u; = (1,3, -2),u, = (1,4,2),u; = (2,8, 1);
b)) v=2,7,8) and u; =(1,2,3), u, =(1,3,5), u3 =(1,5,9);
o0 v=(1,54)and u; =(1,3,-2), u, =2,7,-1), u3 = (1,6, 7).
Find the equivalent system of linear equations by writing v = xu; + yu, + zus. Alternatively, use the

augmented matrix M of the equivalent system, where M = [u, u,, us, v]. (Here u,, u,, u3, v are the columns
of M.)

(a) The vector equation v = xu, + yu, + zu; for the given vectors is as follows:

3 1 1 2 X+y+2z
10| =x| 3|+y4|+z[8|=]| 3x+4y+82
7 -2 2 1 —2x+2y+z

Form the equivalent system of linear equations by setting corresponding entries equal to each other, and
then reduce the system to echelon form:

x+ y+2z= 3 x+ y+2z= 3 x+y+2z=3
3x+4y+8=10 or y+2z=1 or y+2z=1
242+ z= 7 4y+4+5z=13 —3z=9

The system is in triangular form. Back-substitution yields the unique solution x =2, y =7, z = —3.

Thus v = 2u; + Tu, — 3u;.
Alternatively, form the augmented matrix M = [u, u,, u3, v] of the equivalent system, and reduce
M to echelon form:

11 2 3 1 12 3 1 1 2 3
M = 348 10(~(0 1 2 1|[~|01 2 1
-2 21 7 0 4 5 13 00 -3 9

The last matrix corresponds to a triangular system that has a unique solution. Back-substitution yields the
solution x =2, y =7, z = —3. Thus v = 2u; + Tu, — 3us.

(b) Form the augmented matrix M = [u,, u,, us, v] of the equivalent system, and reduce M to the echelon

form:
1 1 1 2 1 11 2 111 2
M=|2 35 7|~(0 13 3|~[0 13 3
359 8 0 2 6 4 00 0 -2
The third row corresponds to the degenerate equation Ox + 0y + 0z = —2, which has no solution. Thus

the system also has no solution, and v cannot be written as a linear combination of u, u,, u.

(¢) Form the augmented matrix M = [u, u,, u3, v] of the equivalent system, and reduce M to echelon form:
1 2 1 1 1 2 1 1 1 2 1 1
M= 3 76 5(~(0 13 2(~]01 3 2
-2 -1 7 4 0 3 96 00 0 0
The last matrix corresponds to the following system with free variable z:

x+2y+ z=1
y+3z=2

Thus v can be written as a linear combination of u;, u,, u; in many ways. For example, let the free
variable z = 1, and, by back-substitution, we get y = —2 and x = 2. Thus v = 2u; — 2u, + u;.
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3.25. Letu; =(1,2,4),u, =(2,-3,1),u3 =(2,1,—1)in R3. Show that uy, uy, uy are orthogonal, and
write v as a linear combination of u;, u,, u3, where: (a) v=(7,16,6), (b) v=(3,5,2).

Take the dot product of pairs of vectors to get
U uy=2—-64+4=0, u-u3=242-4=0, u, u3=4-3-1=0

Thus the three vectors in R® are orthogonal, and hence Fourier coefficients can be used. That is,
v = xu; + yu, + zuz, where

_ v _ v LA
u -uy’ Uy - uy’ Uy - Uy
(a) We have
74+32+24 63 14—-48+6 28 144+16—-6 24
“Ttdti6 21 > YE G rorl T TR S B e
Thus v = 3u; — 2u, + 4u;.
(b) We have
x:3—i-10—|—8:2:1 y:6—15+2:—_7:_1 Z:6+5—2:2:§
1+4+16 21 4+94+1 14 2’ 4+141 6 2

,— 1 3
Thus v = u; —uy +3u;.

3.26. Find the dimension and a basis for the general solution  of each of the following homogeneous

systems:
2x, 4+ 4x, — 5x34+3x, =0 x—2y—-3z=0
3x;+ 6x; — Tx3+4x,=0 2x+ y— z=0
Sx;+10x, — 1lx; +6x4, =0 3x—4y—-82=0
(a) (b)

»

(a) Reduce the system to echelon form using the operations “Replace L, by —3L, + 2L,”, “Replace L; by
—5L, 4+ 2L;”, and then “Replace L; by —2L, + L;”. These operations yield:
2x; +4x; —Sx3+3x4, =0
x3— x4=0 and
3x3 = 3x4=0

2x) +4x, — 5x3+3x, =0
X3 — X4:0

The system in echelon form has two free variables, x, and x,, so dim W = 2. A basis [u,, u,] for W may
be obtained as follows:

(1) Setx, =1, x4 = 0. Back-substitution yields x; = 0, and then x; = —2. Thus u; = (-2, 1, 0, 0).
(2) Setx, =0, x; = 1. Back-substitution yields x; = 1, and then x; = 1. Thus u, = (1,0, 1, 1).

(b) Reduce the system to echelon form, obtaining

x—2y—3z=0 x—2y—3z=0
S5y+9z=0 and S5y+9z=0
2y4+7z=0 17z=0

There are no free variables (the system is in triangular form). Hence dim W = 0, and W has no basis.
Specifically, W consists only of the zero solution, that is, W = {0}.

3.27. Find the dimension and a basis for the general solution W of the following homogeneous system
using matrix notation:
xl +2)(:2+ 3x:; _ZX4+ 4.XS :O
2x1 +4X2+ 8x:; + X4+ 9XS :O
3x1 + 6X2 + 13X3 + 4X4 + 14XS = O

Show how the basis gives the parametric form of the general solution of the system.
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When a system is homogeneous, we represent the system by its coefficient matrix A4 rather than by its
augmented matrix M, since the last column of the augmented matrix M is a zero column, and it will remain a
zero column during any row-reduction process.

Reduce the coefficient matrix 4 to echelon form, obtaining

1 2 3 -2 4 1 23 -2 4
A=12 4 8 1 9|~]0 0 2 51~[é§;*§‘1‘]
36 13 4 14 0 0 4 10 2

(The third row of the second matrix is deleted, since it is a multiple of the second row and will result in a zero
row.) We can now proceed in one of two ways.
(a) Write down the corresponding homogeneous system in echelon form:

xX; +2x, +3x3 —2x4 +4x5 =0
2x3+5x, 4+ x5=0
The system in echelon form has three free variables, x,, x4, x5, so dim W = 3. A basis [u,, u,, u3] for W

may be obtained as follows:

(1) Setx, =1, x4 =0, x5 =0, Back-substitution yields x; = 0, and then x; = —2. Thus
u; =(-2,1,0,0,0).

(2) Setx, =0, x4 =1, xs =0. Back-substitution yields x; = —%, and then x; = 12. Thus
u =(12,0,—3,1,0).

(3) Setx, =0, x4 =0, x5 = 1. Back-substitution yields x; = f%, and then x; = f% Thus
_(_5 1
u = (_i’ O, _E’O’ l)

[One could avoid fractions in the basis by choosing x, =2 in (2) and x5 =2 in (3), which yields
multiples of #, and u5.] The parametric form of the general solution is obtained from the following linear
combination of the basis vectors using parameters a, b, c:

au1+bu2+cu3:(—2a+12b—%c, a, —%b—%c, b, ¢)

(b) Reduce the echelon form of 4 to row canonical form:
1 2 3 -2 4 1 2 3 -1
A~ s 1|7
001 5 3 0 0 1

Write down the corresponding free-variable solution:

=)

[SIE STV
| S

ot B

9 5
X = —2x, + 2% T 5%s
5 1
3= 75X 5%

Using these equations for the pivot variables x; and x;, repeat the above process to obtain a basis [u;, u,, u3]
for W. That is, set x, =1, x, =0, x5 = 0 to get u;; set x, =0, x, = 1, x5 = 0 to geet u,; and set x, =0,
x; =0, x5 =1 to get u.

3.28. Prove Theorem 3.13. Let v, be a particular solution of AX = B, and let W be the general solution of
AX =0. Then U = vy + W = {vy +w: w € W} is the general solution of AX = B.

Let w be a solution of AX = 0. Then
A(vg +w) =Avy+Aw=B+0=B

Thus the sum v, + w is a solution of 4AX = B. On the other hand, suppose v is also a solution of AX = B.
Then

Alv—vy) =Av—Avy=B—-B=0

Therefore v — v, belongs to . Since v = v, + (v — vy), we find that any solution of AX = B can be obtained
by adding a solution of 4AX = 0 to a solution of AX = B. Thus the theorem is proved.
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ELEMENTARY MATRICES, APPLICATIONS

3.29.

3.30.

3.31.

Let e}, e,, e; denote, respectively, the elementary row operations
“Interchange rows R, and R,”, “Replace Ry by 7R;”, “Replace R, by —3R, + R,”
Find the corresponding 3-square elementary matrices E,, E,, Ej.

Apply each operation to the 3 x 3 identity matrix /3 to obtain

010 100
E,=|1 0 0], E,={0 1 0], Ey=|—
00 1 00 7

S W =
S = O
— o O

Consider the elementary row operations in Problem 3.29.
(a) Describe the inverse operations ey !, e5!, 3.
(b) Find the corresponding 3-square elementary matrices £, Ej, Ej.

(¢) What is the relationship between the matrices £}, £, E; and the matrices £, E,, E3?

(a) The inverses of e;, e,, e; are, respectively,

“Interchange rows R; and R,”, “Replace R; by %R3”, “Replace R, by 3R, + R,”.

(b) Apply each inverse operation to the 3 x 3 identity matrix /5 to obtain

01 0 1 00 1 00
Er=[1 0 0], E,=({0 1 0], Ei=|3 10
00 1 00 ! 00 1

(¢) The matrices E}, EY, Ejy are, respectively, the inverses of the matrices E|, E,, E;.

Write each of the following matrices as a product of elementary matrices:

_— 123 1 12
@ 4=|_, | () B=|0 1 4], @ C=| 2 3 8
00 1 -3 -1 2

The following three steps write a matrix M as a product of elementary matrices:

Step 1. Row reduce M to the identity matrix /, keeping track of the elementary row operations.
Step 2. Write down the inverse row operations.

Step 3. Write M as the product of the elementary matrices corresponding to the inverse operations. This
gives the desired result.

If a zero row appears in Step 1, then M is not row equivalent to the identity matrix /, and M cannot be written
as a product of elementary matrices.

(a) (1) We have
1 -3 1 -3 1 =3 10
A:[fz 4]”[0 fz]w[o 1]~[o 1]21

where the row operations are, respectively,
“Replace R, by 2R, +R,”, “Replace R, by — %Rz”, “Replace R, by 3R, + R,”
(2) Inverse operations:

“Replace R, by —2R, +R,”, “Replace R, by —2R,”, “Replace R, by 3R, + R,”

o a2 0 2 ]
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() (1) We have

1 2 3 1 20 1 00
B=|0 1 4|~[0 1 0|~]0 1 0|=1
0 0 1 0 0 1 0 0 1
where the row operations are, respectively,
“Replace R, by —4R; +R,”, “Replace Ry by —3R; +R;”, “Replace R, by —2R, +R,”
(2) Inverse operations:
“Replace R, by 4R; + R,”, “Replace R, by 3R; + R, ”, “Replace R, by 2R, + R,”
1 00 1 0 3 1 20
3 B=|(0 1 4]0 1 0[O0 I O
0 0 1 0 0 1 0 0 1
(¢) (1) First row reduce C to echelon form. We have
1 1 2 1 1 2 1 1 2
C= 2 3 8(~|0 1 4(~]0 1 4
-3 -1 2 0 2 8 0 00

In echelon form, C has a zero row. “STOP”. The matrix C cannot be row reduced to the identity
matrix /, and C cannot be written as a product of elementary matrices. (We note, in particular, that
C has no inverse.)

1 2 —4 1 4 —4
3.32. Find the inverse of: (a) A=| —1 -1 51, B=]1 5 -1
2 7 -3 3 13 -6
(a) Form the matrix M = [4, I] and row reduce M to echelon form:
1 2—4:100_ 12—4:100
M=|-1 -1 501 0]~|0 1 I+ 1 1 0
2 7 =300 1] |03 5,-20 1
1 2 —4: 1 0 07
~10 1 1 1 1 0
00 2,-5 =3 1

In echelon form, the left half of M is in triangular form; hence 4 has an inverse. Further reduce M to row
canonical form:

120:—9 —6 2 100:—16 —11 3
M~|0 10! 1T 5 ~t|~lo 10l I 5 1
00 13 -3 4] Looay-r a1y

The final matrix has the form [7, A7']; that is, 47! is the right half of the last matrix. Thus
—-16 —11 3
A =

[ Y[V ST
[ Y[R NTIVN
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(b) Form the matrix M = [B, I] and row reduce M to echelon form:

1 3 4,10 0 13 -4, 100 13 =411 00
M=|1 5 -110 1 0[~|0 2 3,-1 10f~[02 3,-1 10
313 =60 0 1 04 6'-3 0 1 00 01-1 -2 1

In echelon form, M has a zero row in its left half; that is, B is not row reducible to triangular form.
Accordingly, B has no inverse.

3.33. Show that every elementary matrix E is invertible, and its inverse is an elementary matrix.

Let E be the elementary matrix corresponding to the elementary operation e, that is, e(/) = E. Let €' be
the inverse operation of e and let £ be the corresponding elementary matrix, that is, ¢'(I) = E’. Then

I=ce()=€¢(E)=FEE ad [=e(l())=eE)=EE

Therefore E' is the inverse of E.

3.34. Prove Theorem 3.13: Let e be an elementary row operation and let £ be the corresponding m-square
elementary matrix, that is, £ = e([). Then e(4) = EA, where A is any m X n matrix.

Let R; be the row i of A; we denote this by writing 4 = [R,, ..., R,,]. If B is a matrix for which 4B is
defined then 4B =[R\B...,R,B]. We also let

e, =(0,...,0,1,0,...,0), =i

Here "=/ means 1 is the ith entry. One can show (Problem 2.45) that e;4 = R,. We also note that
I =[e, ey, ...,e,] is the identity matrix.

(i) Let e be the elementary row operation “Interchange rows R; and R;”. Then, for"= i and f = 7

E=el)=ler, .80\ o v ]

and

-~
=

eA)=[Ry,....Ry... . R\ ...\ R,

=

Thus

EA=[eA,....ed.....ed,....e,A|=[Ry,....R.....R,....R,] = e(4)

(i) Let e be the elementary row operation “Replace R; by kR; (k # 0)”. Then, for =i,
E=el)=le.....ke;. ... e,]
and

eA)=[R,.....kR;,....R,]

s e
Thus
EA=[ed,... keA, ... .e,A|=[R,.,....kR:,...,R,] = e(A)
(ii)) Let e be the elementary row operation “Replace R; by kR; + R,”. Then, for"= i,
E=el)=]e, ..., kej’—ite[, ceey €]
and

e(A)=1[Ry, .... kR, TR, .... R,]
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Using (ke; + ;)4 = k(e;A) + e;4 = kR; + R; , we have
EA=[ed, ..., (ke;+e)d, ..., e,d]
=[R. .... KR+R., .... R,]=el)

3.35. Prove Theorem 3.14: Let 4 be a square matrix. Then the following are equivalent:

(a) A is invertible (nonsingular).
(b) A is row equivalent to the identity matrix /.
(¢) A is a product of elementary matrices.

Suppose 4 is invertible and suppose A4 is row equivalent to matrix B in row canonical form. Then there
exist elementary matrices E;,E,,...,E; such that E,...E,E,4=B. Since A is invertible and each
elementary matrix is invertible, B is also invertible. But if B # I, then B has a zero row; whence B is not
invertible. Thus B =/, and (@) implies (b).

If (b) holds, then there exist elementary matrices E,, E,, ..., E, such that E ... E,E;A = I. Hence
A=(E,...E,E)"" =E'Ey'... E;'. But the E;"! are also elementary matrices. Thus (b) implies (c).

If (¢) holds, then 4 = E|E, ... E,. The E; are invertible matrices; hence their product 4 is also invertible.
Thus (c) implies (a). Accordingly, the theorem is proved.

3.36. Prove Theorem 3.15: If AB = I, then B4 = I, and hence B = A~!.

Suppose A4 is not invertible. Then 4 is not row equivalent to the identity matrix /, and so 4 is row
equivalent to a matrix with a zero row. In other words, there exist elementary matrices £, ..., E, such that
E, ... E,E 4 hasazerorow. Hence E; . .. E,E,AB = E, . . . E, E|, an invertible matrix, also has a zero row. But
invertible matrices cannot have zero rows; hence 4 is invertible, with inverse A~!'. Then also,

B=IB=UA"'AB=A4"'UB)=4"'T=4""

3.37. Prove Theorem 3.16: B is row equivalent to A (written B ~ A) if and only if there exists a
nonsingular matrix P such that B = PA.

If B~ A4, then B=e(...(ey(e;(4))...) =E,...E;E\A = PA where P =E_.. E,E, is nonsingular.
Conversely, suppose B = PA, where P is nonsingular. By Theorem 3.14, P is a product of elementary
matrices, and so B can be obtained from 4 by a sequence of elementary row operations, that is, B ~ A. Thus
the theorem is proved.

3.38. Prove Theorem 3.18: Every m x n matrix 4 is equivalent to a unique block matrix of the form

[{; 8:|, where I, is the r x r identity matrix.

The proof is constructive, in the form of an algorithm.

Step 1. Row reduce 4 to row canonical form, with leading nonzero entries a; , ay;,, ..., @, -
Step 2. Interchange C; and Cy;, interchange C, and C,;, ..., and interchange C, and C. This gives a
. I.'B . . .
matrix in the form [767‘ 70€|, with leading nonzero entries a,;, dy), . . ., Gy
[

Step 3. Use column operations, with the a;; as pivots, to replace each entry in B with a zero, i.e., for
i=1,2,...,randj=r+1,r+2,...,n, apply the operation —b;C; + C; — C,.
L1 0

The final matrix has the desired form |} 0 —0;|.
[
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LU FACTORIZATION

3.39.

3.40.

341.

1 -3 5 1 4 -3
Find the LU decomposition of: (@) 4 = 2 —4 7|,(b) B= 2 8 1
-1 -2 1 -5 -9 7

(a) Reduce 4 to triangular form by the following operations:
“Replace R, by — 2R, +R,”, “Replace R; by R, + R3”, and then
“Replace R; by 3R, + R;”

These operations yield the following, where the triangular form is U:

1 -3 5 1 =3 5 100
A~0 2 =3|~|0 2 -3|=U and L=| 2 10
0 -5 6 0 0 -3 EER

The entries 2, —1, —% in L are the negatives of the multipliers —2, 1, % in the above row operations. (As a

check, multiply L and U to verify 4 = LU.)

(b) Reduce B to triangular form by first applying the operations “Replace R, by —2R; + R,” and “Replace
R; by 5R; + R;”. These operations yield

1 4 -3
B~10 0 7
0 11 =8

Observe that the second diagonal entry is 0. Thus B cannot be brought into triangular form without row
interchange operations. Accordingly, B is not LU-factorable. (There does exist a PLU factorization of
such a matrix B, where P is a permutation matrix, but such a factorization lies beyond the scope of this
text.)

Find the LDU factorization of the matrix 4 in Problem 3.39.

The 4 = LDU factorization refers to the situation where L is a lower triangular matrix with 1’s on the
diagonal (as in the LU factorization of 4), D is a diagonal matrix, and U is an upper triangular matrix with 1’s
on the diagonal. Thus simply factor out the diagonal entries in the matrix U in the above LU factorization of 4
to obtain D and L. That is

1 00 1 0 0 1 -3 5
L= 2 1 0], D=|0 2 01, U=10 1 -3
—1 —% 1 0 0 —% 0 1
1 2 1
Find the LU factorization of the matrix 4 = 2 3 3
-3 —-10 2
Reduce 4 to triangular form by the following operations:
(1) “Replace R, by —2R; + R,”, (2) “Replace R; by 3R, + R;”, (3) “Replace R; by —4R, + R;”
These operations yield the following, where the triangular form is U:
1 2 1 1 2 1 1 00
A~]10 -1 1|~]0 -1 1|=U and L= 210
0 —4 5 0 0 1 -3 4 1

The entries 2, —3,4 in L are the negatives of the multipliers —2, 3, —4 in the above row operations. (As a
check, multiply L and U to verify 4 = LU.)
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3.42. Let A be the matrix in Problem 3.41. Find X;, X,, X5, where: X; is the solution of AX = B, for:
(a) Bl :(1,1,1), (b) Bz :Bl +Xl’ (C) B3 :Bz +X2

(a) Find L~'B, by applying the row operations (1), (2), and then (3) in Problem 3.41 to B:

(1) and (2) ! 3)
B=11|——>| -1 ]| —| —1

Solve UX = B for B = (1, —1, 8) by back-substitution to obtain X; = (—25, 9, 8).
(b) First find B, =B, + X, = (1,1, 1) +(=25,9, 8) = (—24, 10, 9). Then as above

7 (Dand ()
5

B, = [~24, 10, 9] [=24, 58, —63] — L, [—24, 58, —295]"

Solve UX = B for B = (—24, 58, —295) by back-substitution to obtain X, = (943, —353, —295).
(¢) First find B; = B, + X, = (—24, 10, 9) + (943, —353, —295) = (919, —343, —286). Then, as above

B, = [943, =353, —295] [919, —2181, 2671)7 —— [919, —2181, 11 395]"

Solve UX = B for B = (919, —2181, 11395) by back-substitution to obtain

T (1) and (2)
—

X3 = (37628, 13576, 11395).

MISCELLANEOUS PROBLEMS

3.43. Let L be a linear combination of the m equations in #» unknowns in the system (3.2). Say L is the
equation

(cray; + -+ )y + -+ (cray, + -+ + Cpyy)x, = c1by + -+ + ¢y, (1

Show that any solution of the system (3.2) is also a solution of L.
Let u = (ky, ..., k,) be a solution of (3.2). Then
anky +apky +---+a;k, = b; i=12,....m) ?2)
Substituting « in the left-hand side of (1) and using (2), we get
(cray + -+ cwapdhy + o+ (ay, + -+ )k,
=c(ayk +-tayuk) + -+ clamk + - +a,,k,)
=ciby+ -+ by,

This is the right-hand side of (1); hence u is a solution of (1).

3.44. Suppose a system .# of linear equations is obtained from a system % by applying an elementary
operation (page 64). Show that .# and # have the same solutions.

Each equation L in .# is a linear combination of equations in .. Hence, by Problem 3.43, any solution
of & will also be a solution of .#. On the other hand, each elementary operation has an inverse elementary
operation, so . can be obtained from .# by an elementary operation. This means that any solution of .Z is a
solution of . Thus % and .# have the same solutions.

3.45. Prove Theorem 3.4: Suppose a system .# of linear equations is obtained from a system . by a
sequence of elementary operations. Then .# and % have the same solutions.

Each step of the sequence does not change the solution set (Problem 3.44). Thus the original system ¥
and the final system .# (and any system in between) have the same solutions.
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3.46. A system .Z of linear equations is said to be consistent if no linear combination of its equations is a
degenerate equation L with a nonzero constant. Show that . is consistent if and only if % is
reducible to echelon form.

Suppose & is reducible to echelon form. Then % has a solution, which must also be a solution of every
linear combination of its equations. Thus L, which has no solution, cannot be a linear combination of the
equations in #. Thus ¢ is consistent.

On the other hand, suppose .¢ is not reducible to echelon form. Then, in the reduction process, it must
yield a degenerate equation L with a nonzero constant, which is a linear combination of the equations in %.
Therefore, & is not consistent, that is, % is inconsistent.

3.47. Suppose u and v are distinct vectors. Show that, for distinct scalars k, the vectors u + k(u — v) are
distinct.

Suppose u + k(4 — v) = u + ky(u — v). We need only show that k; = k,. We have
ki(u —v) = ky(u —v), and so (ky —ky)u—v)=0

Since u and v are distinct, u — v # 0. Hence k; — k, = 0, and so k| = k.

3.48. Suppose AB is defined. Prove:
(a) Suppose A4 has a zero row. Then AB has a zero row.
(b) Suppose B has a zero column. Then AB has a zero column.

(a) Let R; be the zero row of 4, and Cy, ..., C, the columns of B. Then the ith row of 4B is
(R,C,R,C,,...,RC,)=(0,0,0,...,0)

(b) BT has a zero row, and so B747 = (4B)" has a zero row. Hence AB has a zero column.

Supplementary Problems

LINEAR EQUATIONS, 2x2 SYSTEMS
3.49. Determine whether each of the following systems is linear:

(@) 3x—4y+2yz=8,(b) ex+3y=m() 2x—3y+kz=4
3.50. Solve: (@) mx=2,(b) 3x+2=5x+7—2x,(c) 6x+2—4x=5+2x—3

3.51. Solve each of the following systems:

(@) 2x+3y=1 (b) 4x—-2y=5 (c) 2x—4=3y d) 2x—4y=10
Sx+7y=3 —6x+3y=1 Sy—x=5 3x—6y=15

3.52. Consider each of the following systems in unknowns x and y:

(@) x—ay=1 (b) ax+3y=2 (¢) x+ay=3
ax—4y=5>b 12x+ay=05 2x+5y=0>b

For which values of a does each system have a unique solution, and for which pairs of values (a, ) does each
system have more than one solution?
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3.53.  Solve:
(a) x+ y+ 2z= 4 b)) x—2y+ 3z=2 (¢) x+2y+ 3z= 3
2x+3y+ 6z=10 2x—3y+ 8z=7 2x+3y+ 8= 4
3x+6y+10z=14 3x—4y+13z=8 Sx+8+192=11
3.54. Solve:
(@) x—2y=5 b) x+2y—-3z+2t=2 (¢) x+2y+4z—-5t=3
2x+3y=3 2x+5y—8z+6t=5 3x— y+5z+2t=4
Ix+2y=7 3x+4y—5z+2t=4 Sx—4y—6z+9t=2
3.55. Solve:
(@) 2x— y—4z=2 b) x+2y— z+3t= 3
4x—2y—6z=5 2x+4y+4z+3t= 9
6x —3y—82=38 3x+6y— z4+ 8 =10
3.56. Consider each of the following systems in unknowns x and y:
(@) x—2y =1 b) x+ 2y+2z=1 () x4+ yt+az=1
xX— y+az=2 x4+ ay+3z=3 x+ay+ z=4
ay+4z=»>b x+1ly+az=5»b ax+ y+ z=5»b

For which values of a does the system have a unique solution, and for which pairs of values (a, b) does the
system have more than one solution? The value of » does not have any effect on whether the system has a
unique solution. Why?

LINEAR COMBINATIONS, HOMOGENEOUS SYSTEMS

3.57. Write v as a linear combination of u;, u,, u3, where:
(@ v=04-92), uy=(1.2,-1), u, =(1,4,2), u3=(1,-3,2);
b)) v=(1,3,2), uy=(01,2,1), u, =(2,6,5), u3 =(1,7,8);
© v=(01,4,6), uy=(1,1,2), u, =(2,3,5), u3 =(3,5,8).
3.58. Letu; =(1,1,2),u, =(1,3,-2),u3 = (4, -2, —1)in R3. Show that uy, u,, uy are orthogonal, and write v as
a linear combination of u,, u,, u3, where: (@) v=(5,-5,9), () v=(1,-3,3),(c) v=(1,1,1).
(Hint: Use Fourier coefficients.)
3.59. Find the dimension and a basis of the general solution W of each of the following homogeneous systems:
(@) 2;‘?12;3 () x+2y—-32=0 (©) x+2y+ 3z+ t=0
5x+y+42:0 2+ 5y +2z=0 2x+4y+ Tz+4t=0
yroaz= 3x— y—4z=0 3x+6y+10z+5t=0
3.60. Find the dimension and a basis of the general solution W of each of the following systems:

(a) (b) 2x; — 4x, +3x3— x4+2x5=0
3x; — 6xy 4+ 5x3 —2x4 +4x5 =0

Sx; — 10xy + 7x3 —3x4 +4x5 =0

X1+ 3%+ 2% —x4— x5=0
2%+ 6xy4+ Sxz3+x,— x5=0
Sxp 4+ 15x) +12x3 + x4 —3x5 =0
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ECHELON MATRICES, ROW CANONICAL FORM

3.61. Reduce each of the following matrices to echelon form and then to row canonical form:

11 2 1 2 -1 21 24 2 =2 51
@ |2 4 9, @ |24 1 23|, @ [|362 2 04
(15 12 36 3 -7 7 482 6 =57

3.62. Reduce each of the following matrices to echelon form and then to row canonical form:

1212 1 2 01 2 3 1 31 3
2 435 5 7 03 8 12 2 8 5 10
@ 135649101 P Jlooa s © |1 7710
1243 6 9 02 7 10 311 7 15

3.63. Using only 0’s and 1%, list all possible 2 x 2 matrices in row canonical form.

3.64. Using only 0’ and 17, find the number # of possible 3 x 3 matrices in row canonical form.

ELEMENTARY MATRICES, APPLICATIONS
3.65. Let e, ey, e; denote, respectively, the following elementary row operations:

“Interchange R, and R;”, “Replace R, by 3R,”, “Replace R; by 2R; +R,”

(a) Find the corresponding elementary matrices E;, E,, Ej.

(b) Find the inverse operations 7!, e;!, e3!; their corresponding elementary matrices £, E5, E}; and the
relationship between them and E,, E,, E;.

(¢) Describe the corresponding elementary column operations f;, f5, f5.

(d) Find elementary matrices F, F,, F'; corresponding to fi, f,, f3, and the relationship between them and
E\.E,. E;.

3.66. Express each of the following matrices as a product of elementary matrices:

1 20
1 2 3 -6 2 6
A:[ ] B:[ ] cz[ ] p=|0 1 3
3 4 -2 4 -3 -7 38 7
3.67. Find the inverse of each of the following matrices (if it exists):

1 -2 -1 1 2 3 1 3 =2 21 -1
A=12 =3 1|, B=|2 6 1|, C=|2 8 3|, D=|5 2 -3
3 -4 4 3 10 -1 17 1 02 1

3.68. Find the inverse of each of the following n x n matrices:

(a) A has 1’ on the diagonal and superdiagonal (entries directly above the diagonal) and 0’s elsewhere.
(b) B has 1% on and above the diagonal, and 0’s elsewhere.

LU FACTORIZATION

3.69. Find the LU factorization of each of the following matrices:
1 -1 -1 1 3 -1 2 3 6 1 2 3
(a) 3 -4 =21,0 25 11|, (o 4 7 91, 2 4 7
2 =3 =2 3 4 2 3 5 4 3 7 10
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3.70. Let A be the matrix in Problem 3.69(a). Find X, X,, X3, X, where:

(@) X, is the solution of AX = B,, where B, = (1,1, 1)".
(b) For k > 1, X, is the solution of AX = B, where B, = B;_; + X;_;.

3.71. Let B be the matrix in Problem 3.69(b). Find the LDU factorization of B.

MISCELLANEOUS PROBLEMS
3.72. Consider the following systems in unknowns x and y:

ax+by =1
ex+dy=0

ax+by=0

(@) cx+dy=1

(b)

Suppose D = ad — bc # 0. Show that each system has the unique solution:
(@) x=d/D,y=—c/D,(b) x=-b/D,y=a/D.

3.73. Find the inverse of the row operation “Replace R; by kR; + k'R; (k' # 0)”.

3.74. Prove that deleting the last column of an echelon form (respectively, the row canonical form) of an augmented
matrix M = [4, B] yields an echelon form (respectively, the row canonical form) of 4.

3.75. Let e be an elementary row operation and  its elementary matrix, and let / be the corresponding elementary
column operation and F its elementary matrix. Prove:
@ fA)= (), () F=E" () f(4)=4F.

3.76. Matrix A4 is equivalent to matrix B, written A ~ B, if there exist nonsingular matrices P and Q such that
B = PAQ. Prove that = is an equivalence relation, that is:

(a) A=A, (b) IfA~B,thenB~A4,(c) IfA~Band B~ C, then 4 ~ C.

Answers to Supplementary Problems

Notation: A =[R;; R,; ...]denotes the matrix 4 with rows R, R,, ... . The elements in each row are separated
by commas (which may be omitted with single digits), the rows are separated by semicolons, and 0 denotes a zero row.
For example,

1 2 3 4
A=[1,2,3,4, 5,-6,7,-8; 0=|5 -6 7 -8
0 00 O
349. (a) no, (b) yes, (¢) linear in x, y, z, not linear in x, y, z, k
350. (@) x=2/m, (b) no solution, (c) every scalar k is a solution

351. (@) (2,-1), (b) no solution, © (5,2), d (5-2a, a)
3.52. (a) a#+2,(2,2),(-2,-2), (b) a# =+6,(6,4),(—6,—4), (©0 a#3,6.6)
3,53, (@ (2,1, %), (b) mo solution, (¢) u=(-7a+7, 2a—-2, a).

354, (@) (3,-1), (b) u=(—a+2b, 14+2a, a, b), (¢) no solution
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355 (@) u= (%a, a, %), b) u= (%(7 —5b—4a), a, %(1 +b), b)

356. (@) a#+3,3,3),(=3,-3), (b) a#S5anda#—1,(57),(~1, =5),
(0 a#landa#—2,(1,-2),(=2.5)

357. (@ 2.-1,3, (b)) —5.3

5. 1, (¢) not possible

358, (@) 3,-2,1, () 2,-1L (© 2,14

359. (@) dmW=1,u; =(-1,1,1), (b) dim W =0, no basis,
(¢) dmW =2,u, =(-2,1,0,0), u, =(5,0,-2,1)

3.60. (a) dim W =3,u, =(=3,1,0,0,0), u, = (7,0,-3,1,0), u3 = (3,0, —1,0, 1),
() dim W =2,u, =(2,1,0,0,0), u, = (5,0, —5, -3, 1)

361 (a) [1,0,—1; 55 0L, () [1,2,0,0,%; 0,0,1,0,%8; 0,0,0,1,2],
(© [1,2,0,4,53; 0,0,1,-5%, -3 0]

3.62. (@) [l

1 2; 0,0,1,0,1,2; 0,0,0,1,2,1; 0],
®) o,

; 0,7),1,0; 0,0,0,1; 0], (¢) [1,0,0,4; 0,1,0,—1; 0,0,1,2; 0]
3.63. 5:[1,0; o0,1],[1,1; 0,0],[1,0; 0,0][0,1; 0,0],0

3.64. 15

3.65. (a) [1,0,0; 0,0,1; o0,1,0],[1,0,0; 0,30, 0,0,11],[1,0,2; 0,1,0; 0,0,1],

(B) Ry <> R3; 1R, —> Ry —2Ry +R, — R; each E} =E;},
(©) C, < C3,3C, — C5,2C;+C, — Cy,  (d) each F;, = ET.

3.66. A=1[1,0; ,0][1,0; 0,-2][1,2; 0,1], B is not invertible,

C=]1,0; —%,1][1,0; 0,1][1,6; 0,1])2,0; 0,1],

D =[100; 010; 301][100; 010; 021][100; 013; 001][120; 010; 001]
3.67. A '=[-8,12,-5; —=5,7,-3; 1,-2,1], B has no inverse,

c'=3F.-%1 -33. -3 3.-21, D'=[-3-1; =521 10,—4,-1]
368. A'=[1,-1,1,-1,...; 0,1,—1,1,—1,...; 0,0,1,—=1,1,=1,1,...; ...; ...; 0,...0,1]

B~! has 1’s on diagonal, —1’s on superdiagonal, and 0’s elsewhere.
3.69. (a) [100; 310; 211](1,—-1,—1; 0,—1,1; 0,0,—1],

0
(b) [100; 210; 351][1,3,—1; 0,—1,—3; 0,0,—10],
(¢) [100; 210; 2,1.12,3,3; 0,1,-3; 0,0,—7],

2°2°
(d) There is no LU decomposition.

370. X, =[1,1,-1]",B, =[2,2,01", X, =[6,4,0]", B, =[8,6,0]", X; =[22,16,-2]", B, =[30,22, -2],
X, =86, 62, —6]"

3.71. B=[100; 210; 351]diag(1,—1,—10)[1,3,—1; 0,1,=3; 0,0,1]
3.73.  Replace R; by —kR; + (1/K')R;
3.75. (©) f(A4) = (e(T)! = EAT = U")TET = 4F

376. (a) A=IAI. (b) If A= PBQ, then B = P~1407".
(¢) IfA=PBQ and B = P'CQ, then 4 = (PP')C(Q'0)
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Vector Spaces

4.1 INTRODUCTION

This chapter introduces the underlying structure of linear algebra, that of a finite-dimensional vector
space. The definition of a vector space V, whose elements are called vectors, involves an arbitrary field K,
whose elements are called scalars. The following notation will be used (unless otherwise stated or
implied):

vV the given vector space
u,v,w vectors in V'

K the given number field
a,b,cork scalars in K

Almost nothing essential is lost if the reader assumes that K is the real field R or the complex field C.
The reader might suspect that the real line R has “dimension” one, the cartesian plane R? has
“dimension” two, and the space R® has “dimension” three. This chapter formalizes the notion of
“dimension”, and this definition will agree with the reader’s intuition.
Throughout this text, we will use the following set notation:
aci Element a belongs to set 4
a,beA Elements a and b belong to 4
Vxed For every x in 4
Ix e 4 There exists an x in 4
ACB A is a subset of B
ANB Intersection of 4 and B
AUB Union of 4 and B
? Empty set

4.2 VECTOR SPACES
The following defines the notion of a vector space V' where K is the field of scalars.
Definition: Let // be a nonempty set with two operations:

(i) Vector Addition: This assigns to any u,v € V a sum u+ v in V.
(1) Scalar Multiplication: This assigns to any u € V, k € K a product ku € V.

116
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Then V is called a vector space (over the field K) if the following axioms hold for any
vectors u, v,w € V:

[Al (w+ov)+w=u+(+w)
[A,] There is a vector in ¥, denoted by 0 and called the zero vector, such that, for any
uel,
u+0=04+u=0
[A5;] For each u € V, there is a vector in V, denoted by —u, and called the negative of u,
such that
u+(—u)=(—u)+u=0.
[Ay] u+v=v+4+u
M1 k(u—+ v) = ku + kv, for any scalar k € K.
[M,] (a+ b)u = au + bu, for any scalars a,b € K.
[M3] (ab)u = a(bu), for any scalars a, b € K.
[M4] 1u = u, for the unit scalar 1 € K.

The above axioms naturally split into two sets (as indicated by the labeling of the axioms). The first
four are only concerned with the additive structure of V7, and can be summarized by saying V is a
commutative group under addition. This means:

(@) Anysum v, + v, + ...+ v, of vectors requires no parentheses and does not depend on the order of
the summands.

(b) The zero vector 0 is unique, and the negative —u of a vector u is unique.
(¢) (Cancellation Law) If u +w = v+ w, then u = v.

Also, subtraction in V is defined by u — v = u + (—v), where —v is the unique negative of v.

On the other hand, the remaining four axioms are concerned with the “action” of the field K of scalars
on the vector space V. Using these additional axioms we prove (Problem 4.2) the following simple
properties of a vector space.

Theorem 4.1: Let V' be a vector space over a field K.

(i) For any scalar k e K and 0 € V, k0 = 0.

(i) For 0 € K and any vector u € V, Ou = 0.
(iii) Ifku=0,where ke K andu €V, then k=0 or u=0.
(iv) Forany k € K and any u € V, (—k)u = k(—u) = —ku.

4.3 EXAMPLES OF VECTOR SPACES
This section lists important examples of vector spaces that will be used throughout the text.

Space K"
Let K be an arbitrary field. The notation K” is frequently used to denote the set of all n-tuples of

elements in K. Here K" is a vector space over K using the following operations:
(1) Vector Addition: (a,,a,, ...,a,)+ (b;,by,...,b,)=(a; +b;, ay+b,,..., a,+b,)
(ii) Scalar Multiplication: k(a,, a,, ..., a,) = (ka,, ka,, ..., ka,)
The zero vector in K” is the n-tuple of zeros,
0=(0,0,...,0)
and the negative of a vector is defined by

—(ay, a3, ...,a,) = (—ay, —ay, ..., —a,)
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Observe that these are the same as the operations defined for R” in Chapter 1. The proof that K" is a vector
space is identical to the proof of Theorem 1.1, which we now regard as stating that R” with the operations
defined there is a vector space over R.

Polynomial Space P(¢)
Let P(¢) denote the set of all real polynomials of the form
p() =ag+at+at* +... +aft (s=1,2,..)

where the coefficients a; belong to a field K. Then P(¢) is a vector space over K using the following
operations:

(1) Vector Addition: Here p(t) + q(¢) in P(¢) is the usual operation of addition of polynomials.

(ii) Scalar Multiplication: Here kp(t) in P(¢) is the usual operation of the product of a scalar k£ and a
polynomial p().

The zero polynomial 0 is the zero vector in P(¢).

Polynomial Space P, (7)

Let P, (7) denote the set of all polynomials p(#) over a field K, where the degree of p(¢) is less than or
equal to n, that is,

p)y=ay+ait+al+.. . +af

where s < n. Then P,(¢) is a vector space over K with respect to the usual operations of addition of
polynomials and of multiplication of a polynomial by a constant (just like the vector space P(¢) above). We
include the zero polynomial 0 as an element of P, (), even though its degree is undefined.

Matrix Space M,, ,

The notation M, ,,, or simply M, will be used to denote the set of all m x » matrices with entries in a
field K. Then M,, , is a vector space over K with respect to the usual operations of matrix addition and
scalar multiplication of matrices, as indicated by Theorem 2.1.

Function Space F(X)
Let X be a nonempty set and let K be an arbitrary field. Let F(X) denote the set of all functions of X

into K. [Note that F(X) is nonempty, since X is nonempty.] Then F(X) is a vector space over K with
respect to the following operations:

(1) Vector Addition: The sum of two functions f and g in F(X) is the function /' + g in F(X) defined by
(f+2)=/()+gk) VxeX

(ii) Scalar Multiplication: The product of a scalar k € K and a function f in F(X) is the function kf in
F(X) defined by

kX)) =k (x)  VxeX



Lipschutz-Lipson:Schaum’s | 4. Vector Spaces Text © The McGraw-Hill
Outline of Theory and Companies, 2004
Problems of Linear

Algebra, 3/e

CHAP. 4] VECTOR SPACES 119

The zero vector in F(X) is the zero function 0, which maps every x € X into the zero element 0 € K,
that is,

0(x)=0 VxeX
Also, for any function f in F(X), the function —f in F(X) defined by
(=Nx) =—/(x) VxeX
is the negative of the function f.

Fields and Subfields
Suppose a field £ is an extension of a field K, that is, suppose E is a field that contains K as a subfield.
Then E may be viewed as a vector space over K using the following operations:

(i) Vector Addition: Here u + v in E is the usual addition in E.

(ii) Scalar Multiplication: Here ku in E, where k € K and u € E, is the usual product of £ and u as
elements of E.

That is, the eight axioms of a vector space are satisfied by £ and its subfield K with respect to the above
two operations.

4.4 LINEAR COMBINATIONS, SPANNING SETS

Let V be a vector space over a field K. A vector v in V is a linear combination of vectors u, u,, . . ., u,,
in V if there exist scalars ay, a,, ..., a,, in K such that

vV=auy +au, +...+auu,
Alternatively, v is a linear combination of u, u,, ..., u,, if there is a solution to the vector equation
U =X1uy + XUy + ...+ XU,

where x, x,, ..., x,, are unknown scalars.

Example 4.1. (Linear Combinations in R") Suppose we want to express v = (3, 7, —4) in R® as a linear combination of
the vectors
u =(1,2,3), u, =(2,3,7), u; = (3,5,6)

We seek scalars x, y, z such that v = xu; + yu, + zuy; that is,

3 1 2 3 x+2+3z= 3
3l=x|2|4+y[3|+2|5 or 2x+3y+5z= 7
—4 3 7 6 x+Ty+6z=—4

(For notational convenience, we have written the vectors in R? as columns, since it is then easier to find the equivalent
system of linear equations.) Reducing the system to echelon form yields

x+2y4+3z= 3 x+2y4+3z= 3
—-y—z= 1 and then —y—z= 1
y—3z=-13 —4z=-12

Back-substitution yields the solution x = 2, y = —4, z = 3. Thus v = 2u; — 4u, + 3u;.

Remark: Generally speaking, the question of expressing a given vector v in K" as a linear
combination of vectors uy, u,, ..., u, in K" is equivalent to solving a system AX = B of linear equations,
where v is the column B of constants, and the u’s are the columns of the coefficient matrix 4. Such a system
may have a unique solution (as above), many solutions, or no solution. The last case — no solution — means
that v cannot be written as a linear combination of the u’s.
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Example 4.2. (Linear combinations in P(#)) Suppose we want to express the polynomial v = 372 + 5¢ — 5 as a linear
combination of the polynomials

pr=1r+2+1, Py =20 +5t44, py=1r+3t+6
We seek scalars x, y, z such that v = xp; + yp, + zp;; that is,
362 45t — 5 =x( + 2t + 1) 4+ y(26% + 5t + 4) + z(* + 3t + 6) *
There are two ways to proceed from here.
(1) Expand the right-hand side of (*) obtaining:
3822 45t —5 =xt® + 2xt +x + 2912 + Syt + 4y + 26> + 3zt + 62
= +2y+2) 4+ Qx4 5y +32)t + (x + 4y + 62)

Set coefficients of the same powers of ¢ equal to each other, and reduce the system to echelon form:

X+2y4+ z= 3 x+2y+ z= 3 x+2y+ z= 3
2x+5y+3z= 5 or y+ z=-1 or y+ z=-1
x+4y+6z=-5 2y+5z=-8 3z=-6

The system is in triangular form and has a solution. Back-substitution yields the solutionx =3,y =1,z = -2.

Thus
v=13p, +p, —2p;

(2) The equation (*) is actually an identity in the variable #; that is, the equation holds for any value of 7. We can
obtain three equations in the unknowns x, y, z by setting ¢ equal to any three values. For example:

Set # = 0 in (1) to obtain: x+ 4+ 6z=-5
Set ¢t = 1 in (1) to obtain: 4x+11y+10z=3
Set t = —1 in (1) to obtain: v+ 4z=-7

Reducing this system to echelon form and solving by back-substitution again yields the solution x =3, y = 1,
z = —2. Thus (again) v = 3p, + p, — 2p;.

Spanning Sets

Let V' be a vector space over K. Vectors u;, u,, ..., u, in V are said to span V or to form a spanning
set of V if every v in V is a linear combination of the vectors u,, u,, . .., u,, that is, if there exist scalars
a,a,,...,a, in K such that

v=au; +ayu, +...+auu,

The following remarks follow directly from the definition.

Remark 1: Suppose u;, u,, ..., u, span V. Then, for any vector w, the set w, u;, u,, ..., u,, also
spans V.
Remark 2: Suppose u;, u,, ..., u, span V and suppose u, is a linear combination of some of the

other u’s. Then the u’s without u; also span V.

Remark 3: Suppose u,, u,, ..., u,, span V and suppose one of the u’s is the zero vector. Then the u’s
without the zero vector also span V.
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Example 4.3. Consider the vector space ¥ = R>.
(@) We claim that the following vectors form a spanning set of R>:
e; =(1,0,0), e, =(0,1,0), e3;=(0,0,1)
Specifically, if v = (a, b, c) is any vector in R, then
v =ae; + be, + ce;
For example, v = (5, —6, 2) = —5¢; — 6e, + 2e5.
(b) We claim that the following vectors also form a spanning set of R>:
w; =(1,1,1), w, = (1, 1,0), wsy =(1,0,0)
Specifically, if v = (a, b, ¢) is any vector in R?, then (Problem 4.62)
v={(a,b,c) =cw; + (b —c)w, + (a — b)w;
For example, v = (5, —6, 2) = 2w; — 8w, + 11w;.
(¢) One can show (Problem 3.24) that v = (2, 7, 8) cannot be written as a linear combination of the vectors
u, =(1,2,3), u, =(1,3,9), u; =(1,5,9)
Accordingly, u;, u,, u; do not span R>.
Example 4.4. Consider the vector space V = P,(¢) consisting of all polynomials of degree <n.
(a) Clearly every polynomial in P,(f) can be expressed as a linear combination of the n 4+ 1 polynomials
1, ¢ 2, 7, .., 1
Thus these powers of ¢ (where 1 = ) form a spanning set for P, (?).
(b) One can also show that, for any scalar ¢, the following n 4+ 1 powers of ¢t — c,
1, t—c, (=0 (@(t—0’, ..., (=0
(where (£ — ¢)° = 1), also form a spanning set for P, (7).

Example 4.5. Consider the vector space M = M, , consisting of all 2 x 2 matrices, and consider the following four
matrices in M:

1 0 0 1 0 0 0 0
E11:|:0 0]7 E12:|:0 O:|’ EZl:|:1 0]’ E22:|:0 1]

Then clearly any matrix 4 in M can be written as a linear combination of the four matrices. For example,

5 —6
A:{7 8]:5E11—6E12+7E21+8E22

Accordingly, the four matrices E,;, E|5, E,;, E», span M.

4.5 SUBSPACES

This section introduces the important notion of a subspace.

Definition: Let J be a vector space over a field K and let /¥ be a subset of V. Then W is a subspace of V'
if W is itself a vector space over K with respect to the operations of vector addition and
scalar multiplication on V.
The way in which one shows that any set W is a vector space is to show that I satisfies the eight
axioms of a vector space. However, if I is a subset of a vector space V, then some of the axioms
automatically hold in W, since they already hold in V. Simple criteria for identifying subspaces follow.
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Theorem 4.2: Suppose W is a subset of a vector space V. Then I is a subspace of V if the following two
conditions hold:

(a) The zero vector 0 belongs to W.
(b) For every u,v e W,k € K: (i) The sum u + v € W. (ii) The multiple ku € W.

Property (i) in (b) states that W is closed under vector addition, and property (ii) in () states that W is
closed under scalar multiplication. Both properties may be combined into the following equivalent single
statement:

(b') For every u,v € W,a, b € K, the linear combination au + bv € W.

Now let V' be any vector space. Then } automatically contains two subspaces, the set {0} consisting of
the zero vector alone and the whole space V itself. These are sometimes called the frivial subspaces of V.
Examples of nontrivial subspaces follow.

Example 4.6. Consider the vector space V = R>.

(@) Let U consist of all vectors in R> whose entries are equal; that is,
U={(a,b,c):a=b=c}

For example, (1,1,1), (=3, =3, —3), (7,7,7), (=2, —2, —2) are vectors in U. Geometrically, U is the line
through the origin O and the point (1, 1, 1) as shown in Fig. 4-1(a). Clearly 0 = (0, 0, 0) belongs to U, since all
entries in 0 are equal. Further, suppose u and v are arbitrary vectors in U, say, u = (a, a, a) and v = (b, b, b).
Then, for any scalar k € R, the following are also vectors in U:

u+v=_(a+b, a+b, a+b) and ku = (ka, ka, ka)

Thus U is a subspace of R>.

(b) Let W be any plane in R passing through the origin, as pictured in Fig. 4-1(b). Then 0 = (0, 0, 0) belongs to ¥,
since we assumed W passes through the origin O. Further, suppose u and v are vectors in W. Then u and v may be
viewed as arrows in the plane W eminating from the origin O, as in Fig. 4-1(b). The sum u 4 v and any multiple
ku of u also lie in the plane W, Thus W is a subspace of R>.

Fig. 4-1

Example 4.7

(@) LetV =M,,, the vector space of n x n matrices. Let /¥; be the subset of all (upper) triangular matrices and let
W, be the subset of all symmetric matrices. Then W, is a subspace of ¥, since ¥, contains the zero matrix 0 and
W, is closed under matrix addition and scalar multiplication, that is, the sum and scalar multiple of such
triangular matrices are also triangular. Similarly, /7, is a subspace of V.
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(b) Let ¥V = P(¢), the vector space P(¢) of polynomials. Then the space P, (¢) of polynomials of degree at most n may
be viewed as a subspace of P(7). Let Q(¢) be the collection of polynomials with only even powers of . For
example, the following are polynomials in Q(%):

pr=3+47-5° and  p, =6 — T + 9 + 342
(We assume that any constant k = kz° is an even power of z.) Then Q(f) is a subspace of P(f).

(¢) Let V be the vector space of real-valued functions. Then the collection ¥, of continuous functions and the
collection W, of differentiable functions are subspaces of V.

Intersection of Subspaces

Let U and W be subspaces of a vector space V. We show that the intersection U N IV is also a subspace
of V. Clearly, 0 € U and 0 € W, since U and W are subspaces; whence 0 € U N W. Now suppose u and v
belong to the intersection U N W. Then u, v € U and u, v € W. Further, since U and W are subspaces, for
any scalars a, b € K,

au+bve U and au-+bve W

Thus au + bv € U N W. Therefore U N W is a subspace of V.
The above result generalizes as follows.

Theorem 4.3: The intersection of any number of subspaces of a vector space V' is a subspace of V.

Solution Space of a Homogeneous System

Consider a system AX = B of linear equations in #» unknowns. Then every solution # may be viewed
as a vector in K”. Thus the solution set of such a system is a subset of K”. Now suppose the system is
homogeneous, that is, suppose the system has the form AX = 0. Let ¥ be its solution set. Since 40 = 0,
the zero vector 0 € W. Moreover, suppose « and v belong to W. Then u and v are solutions of 4AX = 0, or, in
other words, A4u = 0 and Av = 0. Therefore, for any scalars a and b, we have

A(au + bv) = adu + bAv =a0+b0=0+0=0

Thus au + bv belongs to W, since it is a solution of AX = 0. Accordingly, W is a subspace of K".
We state the above result formally.

Theorem 4.4: The solution set 7 of a homogeneous system AX = 0 in » unknowns is a subspace of K”.

We emphasize that the solution set of a nonhomogeneous system 4X = B is not a subspace of K”. In
fact, the zero vector 0 does not belong to its solution set.

4.6 LINEAR SPANS, ROW SPACE OF A MATRIX

Suppose u;, u,, ..., u,, are any vectors in a vector space V. Recall (Section 4.4) that any vector of the
form a,u; + a,u, + ... + a,u,,, where the a; are scalars, is called a linear combination of u;, u,, ..., u
The collection of all such linear combinations, denoted by

-
span(uy, uy, . .., u,,) or span(y;)
is called the linear span of uy, u,, ..., u,,.

Clearly the zero vector 0 belongs to span(y;), since

0=0u; +0uy +...4+0u,
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Furthermore, suppose v and v' belong to span(u;), say,
v=au +au, + ...+ a,u, and V' = by +byuy + ...+ byu,
Then, for any scalar k£ € K, we have
v+ = (a; + b)uy + (ay + b)uy + ...+ (a,, + b,)u,,
and
kv = kauy + kayu, + . .. + ka,u,,

Thus v + v" and kv also belong to span(u;). Accordingly, span(x;) is a subspace of V.

More generally, for any subset S of ¥, span(S) consists of all linear combinations of vectors in S or,
when S = ¢, span(S) = {0}. Thus, in particular, S is a spanning set (Section 4.4) of span(S).

The following theorem, which was partially proved above, holds.

Theorem 4.5: Let S be a subset of a vector space V.
(i) Then span(S) is a subspace of V' that contains S.
(i) If W is a subspace of V' containing S, then span(S) C W.
Condition (ii) in Theorem 4.5 may be interpreted as saying that span(S) is the “smallest” subspace of
V' containing S.
Example 4.8. Consider the vector space V = R>.

(a) Let u be any nonzero vector in R®. Then span(u) consists of all scalar multiples of u. Geometrically, span(u) is
the line through the origin O and the endpoint of u, as shown in Fig. 4-2(a).

(@) (b)
Fig. 4-2

(b) Letu and v be vectors in R? that are not multiples of each other. Then span(u, v) is the plane through the origin O
and the endpoints of u and v as shown in Fig. 4-2(b).

(¢) Consider the vectors ¢; = (1,0, 0), e, = (0, 1,0), e; = (0, 0, 1) in R®. Recall [Example 4.1(a)] that every vector
in R® is a linear combination of e, e,, e;. That is, e;, e,, e; form a spanning set of R>. Accordingly,
span(e;, €, ;) = R°.

Row Space of a Matrix

Let 4 = [a;] be an arbitrary m X n matrix over a field K. The rows of 4,

Ry =(ay,ap, .-, ay,), Ry = (a1, a5, -, az), Ry = (@15 Qs - -+ 5 Q)
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may be viewed as vectors in K”; hence they span a subspace of K" called the row space of A and denoted
by rowsp(4). That is,
rowsp(4) = span(R;, R,, ..., R,,)
Analagously, the columns of 4 may be viewed as vectors in K™ called the column space of A and denoted
by colsp(4). Observe that colsp(4) = rowsp(47).
Recall that matrices 4 and B are row equivalent, written 4 ~ B, if B can be obtained from 4 by a

sequence of elementary row operations. Now suppose M is the matrix obtained by applying one the
following elementary row operations on a matrix 4:

(1) Interchange R; and R;. (2) Replace R, by kR;, (3) Replace R; by kR; + R;

Then each row of M is a row of A4 or a linear combination of rows of 4. Hence the row space of M is
contained in the row space of 4. On the other hand, we can apply the inverse elementary row operation on
M to obtain 4; hence the row space of 4 is contained in the row space of M. Accordingly, 4 and M have
the same row space. This will be true each time we apply an elementary row operation. Thus we have
proved the following theorem.

Theorem 4.6: Row equivalent matrices have the same row space.

We are now able to prove (Problems 4.45—4.47) basic results on row equivalence (which first
appeared as Theorems 3.6 and 3.7 in Chapter 3).

Theorem 4.7:  Suppose 4 = [a;] and B = [b;;] are row equivalent echelon matrices with respective pivot
entries

aljl,azjz,...,a,jr and b1k17b2k27 "'7bsks

Then A4 and B have the same number of nonzero rows, that is, » = s, and their pivot entries
are in the same positions, that is, j, = k|, j, =k, ..., J, = k.

Theorem 4.8: Suppose 4 and B are row canonical matrices. Then 4 and B have the same row space if
and only if they have the same nonzero rows.

Corollary 4.9: Every matrix 4 is row equivalent to a unique matrix in row canonical form.
We apply the above results in the next example.
Example 4.9. Consider the following two sets of vectors in R*:
u =(1,2,-1,3), u =(2,4,1,-2), uy; =3,6,3,-7)
wy = (1,2, -4, 11), w, = (2,4, -5, 14)
Let U = span(u;) and W = span(w;). There are two ways to show that U = W.

(a) Show that each u; is a linear combination of w; and w,, and show that each w; is a linear combination of u;, u,,
u3. Observe that we have to show that six systems of linear equations are consistent.

(b) Form the matrix 4 whose rows are u,, u,, u; and row reduce 4 to row canonical form, and form the matrix B
whose rows are w; and w, and row reduce B to row canonical form:

12 -1 3 12 -1 3 120
A=|2 4 1 =2|~|00 3 -8f{~]|0 0 1 -
36 3 -7 00 6 —16 000 0
a1 2 =41 12 -4 11 120 !
24 5 14 00 3 -8 001 -3

Since the nonzero rows of the matrices in row canonical form are identical, the row spaces of A4 and B are equal.
Therefore, U = W.

Clearly, the method in (b) is more efficient than the method in (a).
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4.7 LINEAR DEPENDENCE AND INDEPENDENCE

Let 7 be a vector space over a field K. The following defines the notion of linear dependence and
independence of vectors over K. (One usually suppresses mentioning K when the field is understood.) This
concept plays an essential role in the theory of linear algebra and in mathematics in general.

Definition: We say that the vectors v, v,,...,v, in V are linearly dependent if there exist scalars
a, ay, ..., a, in K, not all of them 0, such that

avy +av, +...4+a,v, =0
Otherwise, we say that the vectors are linearly independent.

The above definition may be restated as follows. Consider the vector equation

xllil +x2U2+...+mem :O (*)
where the x’s are unknown scalars. This equation always has the zero solution x, =0,x, =0, ...,x,, = 0.
Suppose this is the only solution, that is, suppose we can show:
X0 + X0 + ... +x,0, =0 implies x=0,x=0,...,x,=0

Then the vectors vy, v,, ..., v, are linearly independent, On the other hand, suppose the equation (*) has a
nonzero solution; then the vectors are linearly dependent.

A set S ={v;,v,,...,0,} of vectors in V is linearly dependent or independent according as the
vectors vy, vy, ..., U, are linearly dependent or independent.

An infinite set S of vectors is linearly dependent or independent according as there do or do not exist
vectors vy, Uy, ..., U, in S that are linearly dependent.

Warning: The set S = {v;, v,, ..., v,,} above represents a /ist or, in other words, a finite sequence of

vectors where the vectors are ordered and repetition is permitted.

The following remarks follow directly from the above definition.

Remark 1: Suppose 0 is one of the vectors vy, v,, ..., 0, say v; = 0. Then the vectors must be
linearly dependent, since we have the following linear combination where the coefficient of v; # 0:

1o, 400, +... 400, =1-0+0+...40=0

Remark 2: Suppose v is a nonzero vector. Then v, by itself, is linearly independent, since
kv=0, v#0 implies k=0
Remark 3: Suppose two of the vectors vy, v, ..., v, are equal or one is a scalar multiple of the

other, say v; = kv,. Then the vectors must be linearly dependent, since we have the following linear
combination where the coefficient of v; # 0:

vy —kvy +003+...4+ 00, =0

Remark 4: Two vectors v; and v, are linearly dependent if and only if one of them is a multiple of
the other.

Remark 5: If the set {v, ..., v,} is linearly independent, then any rearrangement of the vectors
{v,—l, Uiy vvvs vl-m} is also linearly independent.

Remark 6: IfasetS of vectors is linearly independent, then any subset of S is linearly independent.
Alternatively, if S contains a linearly dependent subset, then S is linearly dependent.
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Example 4.10

(a)

()

(©)

Letu=(1,1,0),v=(1,3,2), w=(4,9,5). Then u, v, w are linearly dependent, since
3u+50—-2w=3(1,1,0)+5(1,3,2) — 2(4,9,5) =(0,0,0) =0

We show that the vectors u = (1,2, 3), v =(2,5,7), w= (1, 3, 5) are linearly independent. We form the vector
equation xu + yv + zw = 0, where x, y, z are unknown scalars. This yields

1 2 1 0 x+2y+ z=0 x+2y+ z=0
x|2|+y|5|+z13|=1]0 or 2x4+5y+3z=0 or y+ z=0
3 7 5 0 3x+7y+5z=0 2z=0

Back-substitution yields x = 0, y = 0, z = 0. We have shown that
xu+yv+zw=0 implies x=0, y=0, z=0
Accordingly, u, v, w are linearly independent.

Let V be the vector space of functions from R into R. We show that the functions f(f) = sint, g(f) = €, () = 1>
are linearly independent. We form the vector (function) equation xf' + yg + zh = 0, where x, y, z are unknown
scalars. This function equation means that, for every value of ¢,

xsint+ye +z2 =0
Thus, in this equation, we choose appropriate values of ¢ to easily get x =0, y = 0, z = 0. For example:

(1) Substitute r =0 to obtain x(0) + y(1) +z(0) =0 or y=0
(ii) Substitute r =7 to obtain x(0) = 0(e") + z(n?) = 0 or z=0
(iii)  Substitute t = /2 to obtain x(1) + 0(e™?) + 0(n?/4) = 0 or x=0

We have shown:
xf+yg+zf=0 implies x=0, y=0, z=0

Accordingly, u, v, w are linearly independent.

Linear Dependence in R?

(a)
®)

Linear dependence in the vector space ¥ = R® can be described geometrically as follows:

Any two vectors u and v in R? are linearly dependent if and only if they lie on the same line through
the origin O, as shown in Fig. 4-3(a).

Any three vectors u, v, w in R? are linearly dependent if and only if they liec on the same plane
through the origin O, as shown in Fig. 4-3(b).

Later, we will be able to show that any four or more vectors in R® are automatically linearly dependent.

(a) u and v are linearly dependent (b) u, v, and w are linearly dependent

Fig. 4-3
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Linear Dependence and Linear Combinations

The notions of linear dependence and linear combinations are closely related. Specifically, for more
than one vector, we show that the vectors v, v,, ..., v,, are linearly dependent if and only if one of them is
a linear combination of the others.

Suppose, say, v; is a linear combination of the others,

U= a0y F e+ g0y G Uiy a0
Then by adding —v; to both sides, we obtain
all)l + e + aiilviil —_ Ui +ai+11)l~+l + .. .amvm = 0

where the coefficient of v; is not 0. Hence the vectors are linearly dependent. Conversely, suppose the
vectors are linearly dependent, say,

by +...+ by, +...b,v, =0, where b #0

Then wWE can Sol\/e fOr U] Obtaining
v b lb Uy — - b lb v - b lb v - - b lb v
J 7 1¥1 e J j—1%j-1 J JH1Yj+1 e J m=m

and so v; is a linear combination of the other vectors.
We now state a slightly stronger statement than the one above. This result has many important
consequences.

Lemma 4.10: Suppose two or more nonzero vectors vy, vy, ..., U, are linearly dependent. Then one of
the vectors is a linear combination of the preceding vectors, that is, there exists k£ > 1 such
that

Uy = C1Uy + CrUy + ...+ Cr_1Uk—1

Linear Dependence and Echelon Matrices

Consider the following echelon matrix 4, whose pivots have been circled:
0@ 3 456 7
0 0@®3 2 3 4
A={0 0 0 0@ 8 9
000 00®7
0000 O0O0O

Observe that the rows R,, R;, R, have 0% in the second column below the nonzero pivot in R, and hence
any linear combination of R,, R;, R, must have 0 as its second entry. Thus R, cannot be a linear
combination of the rows below it. Similarly, the rows R; and R, have 0’s in the third column below the
nonzero pivot in R,, and hence R, cannot be a linear combination of the rows below it. Finally, R; cannot
be a multiple of R4, since R, has a 0 in the fifth column below the nonzero pivot in R;. Viewing the
nonzero rows from the bottom up, R,, R;, R,, R, no row is a linear combination of the preceding rows.
Thus the rows are linearly independent by Lemma 4.10.

The argument used with the above echelon matrix 4 can be used for the nonzero rows of any echelon
matrix. Thus we have the following very useful result.

Theorem 4.11: The nonzero rows of a matrix in echelon form are linearly independent.
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4.8 BASIS AND DIMENSION

First we state two equivalent ways to define a basis of a vector space V. (The equivalence is proved in
Problem 4.28.)

Definition A: A set S = {u,, u,, ..., u,} of vectors is a basis of V' if it has the following two properties:
(1) S is linearly independent. (2) S spans V.

Definition B: A setS = {u;, u,, ..., u,} of vectors is a basis of V' if every v € V' can be written uniquely
as a linear combination of the basis vectors.

The following is a fundamental result in linear algebra.

Theorem 4.12: Let V' be a vector space such that one basis has m elements and another basis has n
elements. Then m = n.

A vector space V is said to be of finite dimension n or n-dimensional, written
dimV =n

if V has a basis with n elements. Theorem 4.12 tells us that all bases of V' have the same number of
elements, so this definition is well-defined.

The vector space {0} is defined to have dimension 0.

Suppose a vector space V' does not have a finite basis. Then V is said to be of infinite dimension or to
be infinite-dimensional.

The above fundamental Theorem 4.12 is a consequence of the following “replacement lemma”
(proved in Problem 4.35).

Lemma 4.13:  Suppose {v;, v,, ..., v,} spans V, and suppose {w;, w,, ..., w,} is linearly independent.
Then m < n, and V is spanned by a set of the form

D2 Py

{wi, wy, ..o, Wy, Ui

Thus, in particular, n + 1 or more vectors in V" are linearly dependent.

Observe in the above lemma that we have replaced m of the vectors in the spanning set of V" by the m
independent vectors and still retained a spanning set.

Examples of Bases

This subsection presents important examples of bases of some of the main vector spaces appearing in
this text.

(a) Vector space K": Consider the following »n vectors in K”:
e, =(1,0,0,0,...,0,0), e, =(0,1,0,0,...,0,0), ..., ¢,=(0,0,0,0,...,0,1)
These vectors are linearly independent. (For example, they form a matrix in echelon form.)
Furthermore, any vector u = (ay, a,, ..., a,) in K" can be written as a linear combination of the
above vectors. Specifically,

v=ae +ae,+...t+a,e,

Accordingly, the vectors form a basis of K" called the usual or standard basis of K". Thus (as one
might expect) K” has dimension z. In particular, any other basis of K” has n elements.
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(D) Vector space M = M, of all » x s matrices: The following six matrices form a basis of the vector

©

@

space M, ; of all 2 x 3 matrices over K:

1 00 010 00 1] |10 0 O 0 0 0 0 00

00 O0)]0 0 Of O OO]]1T 0O O[O0 T1 O0)]0 01
More generally, in the vector space M = M,  of all r X s matrices, let £; be the matrix with ij-entry 1
and 0’s elsewhere. Then all such matrices form a basis of M,. ; called the usual or standard basis of

M, ;. Accordingly, dimM,. ; = 7s.

Vector space P,(¢) of all polynomials of degree < n: The set S={1,£,2,,...,"} of n+1
polynomials is a basis of P, (). Specifically, any polynomial /() of degree <n can be expessed as a
linear combination of these powers of ¢, and one can show that these polynomials are linearly
independent. Therefore, dim P, () = n + 1.

Vector space P(¢) of all polynomials: Consider any finite set S = {f,(?), (), ..., [, ()} of
polynomials in P(¢), and let m denote the largest of the degrees of the polynomials. Then any
polynomial g(¢) of degree exceeding m cannot be expressed as a linear combination of the elements of
S. Thus S cannot be a basis of P(¢). This means that the dimension of P(¢) is infinite. We note that the
infinite set S’ = {1,¢, /2, #%,...}, consisting of all the powers of ¢, spans P(f) and is linearly
independent. Accordingly, S’ is an infinite basis of P(z).

Theorems on Bases

The following three theorems (proved in Problems 4.37, 4.38, and 4.39) will be used frequently.

Theorem 4.14: Let V' be a vector space of finite dimension n. Then:

(1) Any n+ 1 or more vectors in ¥ are linearly dependent.
(ii) Any linearly independent set S = {u,, u,, ..., u,} with n elements is a basis of V.
(iii)) Any spanning set 7 = {v, v, ..., v,} of V with n elements is a basis of V.

Theorem 4.15: Suppose S spans a vector space V. Then:

(1) Any maximum number of linearly independent vectors in S form a basis of V.

(i) Suppose one deletes from S every vector that is a linear combination of preceding
vectors in S. Then the remaining vectors form a basis of V.

Theorem 4.16: Let V' be a vector space of finite dimension and let S = {u, u,, ..., u,} be a set of

linearly independent vectors in V. Then § is part of a basis of V; that is, S may be
extended to a basis of V.

Example 4.11

(a)

(b)

The following four vectors in R* form a matrix in echelon form:
(1,1,1,1), (0,1,1,1), (0,0,1,1), (0,0,0,1)
Thus the vectors are linearly independent, and, since dim R* = 4, the vector form a basis of R*.
The following 7 + 1 polynomials in P,(¢) are of increasing degree:
1, t=1, =12 ..., =1

Therefore no polynomial is a linear combination of preceding polynomials; hence the polynomials are linear
independent. Furthermore, they form a basis of P,(), since dimP,(¥) = n + 1.
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(¢) Consider any four vectors in R>; say
(257, —132, 58), (43,0, —17), (521, =317, 94), (328, =512, —731)

By Theorem 4.14(a), the four vectors must be linearly dependent, since they come from the 3-dimensional
vector space R>.

Dimension and Subspaces

The following theorem (proved in Problem 4.40) gives the basic relationship between the dimension of
a vector space and the dimension of a subspace.

Theorem 4.17: Let W be a subspace of an n-dimensional vector space V. Then dim W < n. In particular,
ifdmW =n, then W = V.

Example 4.12. Let J7 be a subspace of the real space R>. Note that dim R* = 3. Theorem 4.17 tells us that the dimension
of W can only be 0, 1, 2, or 3. The following cases apply:

(a) dim W =0, then W = {0}, a point.

(b)) dim W =1, then W is a line through the origin 0.
(¢) dimW =2, then W is a plane through the origin 0.
(d) dim W = 3, then W is the entire space R>.

4.9 APPLICATION TO MATRICES, RANK OF A MATRIX

Let 4 be any m x n matrix over a field K. Recall that the rows of 4 may be viewed as vectors in K" and
that the row space of 4, written rowsp(4), is the subspace of K" spanned by the rows of 4. The following
definition applies.

Definition: The rank of a matrix A4, written rank(4), is equal to the maximum number of linearly
independent rows of 4 or, equivalently, the dimension of the row space of 4.

Recall, on the other hand, that the columns of an m x n matrix 4 may be viewed as vectors in K" and
that the column space of 4, written colsp(4), is the subspace of K™ spanned by the columns of 4. Although
m may not be equal to #, that is, the rows and columns of 4 may belong to different vector spaces, we do
have the following fundamental result.

Theorem 4.18: The maximum number of linearly independent rows of any matrix 4 is equal to the
maximum number of linearly independent columns of 4. Thus the dimension of the row
space of A4 is equal to the dimension of the column space of A.
Accordingly, one could restate the above definition of the rank of 4 using column instead of row.

Basis-Finding Problems
This subsection shows how an echelon form of any matrix A4 gives us the solution to certain problems

about A itself. Specifically, let 4 and B be the following matrices, where the echelon matrix B (whose
pivots are circled) is an echelon form of A4:

12 1 31 2 21312
25 5 64 5 0o D31 21
A=[3 7 6 11 6 9 and B=|0 00 D1 2
1510 89 9 000000
26 8 11 9 12 000000
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We solve the following four problems about the matrix 4, where C;, C,, ..., C¢ denote its columns:

(a) Find a basis of the row space of 4.

(b) Find each column C, of A that is a linear combination of preceding columns of 4.
(¢) Find a basis of the column space of 4.

(d) Find the rank of A4.

(a) We are given that 4 and B are row equivalent, so they have the same row space. Moreover, B is in
echelon form, so its nonzero rows are linearly independent and hence form a basis of the row space of
B. Thus they also form a basis of the row space of A. That is,

basis of rowsp(A4): (1,2,1,3,1,2), 0,1,3,1,2,1), 0,0,0,1,1,2)

(b) LetM, =[C,,C,,..., C;], the submatrix of 4 consisting of the first & columns of 4. Then M, _, and
M, are, respectively, the coefficient matrix and augmented matrix of the vector equation

xlcl +)C2C2 + e “ka_lck_l = Ck

Theorem 3.8 tells us that the system has a solution, or, equivalently, C,, is a linear combination of the
preceding columns of 4 if and only if rank(M;) = rank(M,_,), where rank(M, ) means the number of
pivots in an echelon form of M. Now the first k¥ columns of the echelon matrix B is also an echelon
form of M. Accordingly,

rank(M,) = rank(M;) = 2 and rank(M,) = rank(Ms) = rank(My) =3

Thus C;, Cs, Cy are each a linear combination of the preceding columns of A.

(¢) The fact that the remaining columns C;, C,, C, are not linear combinations of their respective
preceding columns also tells us that they are linearly independent. Thus they form a basis of the
column space of 4. That is

basis of colsp(4): [1,2,3,1,2]7, [2,5,7,5,6]", [3,6,11,8,11]"

Observe that C,, C,, C, may also be characterized as those columns of A that contain the pivots in
any echelon form of 4.
(d) Here we see that three possible definitions of the rank of 4 yield the same value.
(1) There are three pivots in B, which is an echelon form of A4.

(i) The three pivots in B correspond to the nonzero rows of B, which form a basis of the row space
of 4.

(iii) The three pivots in B correspond to the columns of 4, which form a basis of the column space
of 4.

Thus rank(4) = 3.

Application to Finding a Basis for 7 = span(u,, u,, .. ., u,)

Frequently, we are given a list S = {u, u,, ..., u,} of vectors in K" and we want to find a basis for the
subspace W of K" spanned by the given vectors, that is, a basis of

W = span(S) = span(u,, uy, ..., u,)

The following two algorithms, which are essentially described in the above subsection, find such a basis
(and hence the dimension) of W.
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Algorithm 4.1 (Row space algorithm)
Step 1. Form the matrix M whose rows are the given vectors.
Step 2. Row reduce M to echelon form.
Step 3. Output the nonzero rows of the echelon matrix.
Sometimes we want to find a basis that only comes from the original given vectors. The next algorithm
accomplishes this task.
Algorithm 4.2 (Casting-out algorithm)
Step 1. Form the matrix M whose columns are the given vectors.
Step 2. Row reduce M to echelon form.

Step 3. For each column C, in the echelon matrix without a pivot, delete (cast out) the vector u, from the
list S of given vectors.

Step 4. Output the remaining vectors in S (which correspond to columns with pivots).

We emphasize that in the first algorithm we form a matrix whose rows are the given vectors, whereas
in the second algorithm we form a matrix whose columns are the given vectors.
Example 4.13. Let /¥ be the subspace of R’ spanned by the following vectors:
u =(1,2,1,3,2), u, =(1,3,3,5,3), u; = (3,8,7, 13, 8)
u, =(1,4,6,9,7), us = (5,13,13,25,19)

Find a basis of W consisting of the original given vectors, and find dim .
Form the matrix M whose columns are the given vectors, and reduce M to echelon form:

11 31 5 1 1 3 15
2 3 8 4 13 012 23
M=|13 76 13|~]0 0 0 1 2
35 13 9 25 00 00O
2 3 8 7 19 00 00O

The pivots in the echelon matrix appear in columns C,, C,, C,. Accordingly, we “cast out” the vectors u; and us from
the original five vectors. The remaining vectors u;, u,, u,, which correspond to the columns in the echelon matrix with
pivots, form a basis of W. Thus, in particular, dim W = 3.

Remark: The justification of the Casting-out algorithm is essentially described above, but we repeat
it again here for emphasis. The fact that column Cj; in the echelon matrix in Example 4.13 does not have a
pivot means that the vector equation

Xuy +yuy = uy

has a solution, and hence u; is a linear combination of #; and u,. Similarly, the fact that C5 does not have a
pivot means that u5 is a linear combination of the preceding vectors. We have deleted each vector in the
original spanning set that is a linear combination of preceding vectors. Thus the remaining vectors are
linearly independent and form a basis of W.

Application to Homogeneous Systems of Linear Equations
Consider again a homogeneous system AX = 0 of linear equations over K with » unknowns. By

Theorem 4.4, the solution set W of such a system is a subspace of K”, and hence W has a dimension. The
following theorem, whose proof is postponed until Chapter 5, holds.
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Theorem 4.19: The dimension of the solution space W of a homogeneous system AX =0 is n —r,
where 7 is the number of unknowns and r is the rank of the coefficient matrix A.

In the case where the system AX = 0 is in echelon form, it has precisely n — r free variables, say
Xjs X;)s .- X; . Let v; be the solution obtained by setting x; = 1 (or any nonzero constant) and the
remalmng free Varlables equal to 0. We show (Problem 4.50) that the solutions v,, vy, ..., v,_, are linearly
independent; hence they form a basis of the solution space W.

We have already used the above process to find a basis of the solution space W of a homogeneous
system AX = 0 in Section 3.11. Problem 4.48 gives three other examples.

4.10 SUMS AND DIRECT SUMS

Let U and W be subsets of a vector space V. The sum of U and W, written U + W, consists of all sums
u + w where u € U and w € W. That is,

U+W={v:v=u+w, whereu e U and w € W}

Now suppose U and W are subspaces of V. Then one can easily show (Problem 4.53) that U + W is a
subspace of V. Recall that U N W is also a subspace of V. The following theorem (proved in Problem 4.58)
relates the dimensions of these subspaces.

Theorem 4.20: Suppose U and W are finite-dimensional subspaces of a vector space V. Then U + W
has finite dimension and

dim(U + W) = dim U + dim W — dim(U N W)

Example 4.14. Let V' = M, ,, the vector space of 2 x 2 matrices. Let U consist of those matrices whose second row is
zero, and let W consist of those matrices whose second column is zero. Then

S (]| s (]| B | R A (]

That is, U + W consists of those matrices whose lower right entry is 0, and U N W consists of those matrices whose
second row and second column are zero. Note that dimU =2, dimW =2, dm(UNW)=1. Also,
dim(U + W) = 3, which is expected from Theorem 4.20. That is,

dim(U + W) = dim U + dim ¥ —dim(UN W) =2+2—1=3

Direct Sums

The vector space V' is said to be the direct sum of its subspaces U and W, denoted by
V=Uo®W

if every v € V can be written in one and only one way as v =« +w where u € U and w € W.
The following theorem (proved in Problem 4.59) characterizes such a decomposition.

Theorem 4.21: The vector space V is the direct sum of its subspaces U and W if and only if:
O V=U+W(@G) Unw ={0}.
Example 4.15. Consider the vector space ¥ = R®
(a) Let U be the xy-plane and let W be the yz-plane; that is,
U=/{(a,b,0):a,beR} and W ={(0,b,c):b,c e R}

Then R = U + W, since every vector in R? is the sum of a vector in U and a vector in W, However, R? is not the
direct sum of U and W, since such sums are not unique. For example,

(3,5.7)=(3,1,00+(0,4,7)  andalso  (3,5,7) = (3, =4, 0) +(0,9,7)
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(b) Let U be the xy-plane and let W be the z-axis, that is,
U=/{(ab,0):a,beR} and W ={0,0,¢c):c R}

Now any vector (a, b, ¢) € R? can be written as the sum of a vector in U and a vector in ¥ in one and only one
way:

(a,b,c) =(a,b,0)+(0,0,c)
Accordingly, R? is the direct sum of U and W; that is, R® = U @ W,

General Direct Sums
The notion of a direct sum is extended to more than one factor in the obvious way. That is, V' is the
direct sum of subspaces W, W,, ..., W,, written
V=W eWwW,o...oW,
if every vector v € V' can be written in one and only one way as
v=w;+w, +...+w,
where w; e Wi, wy, e Wy, ..., w,. € W,.
The following theorems hold.

Theorem 4.22: Suppose V =W, & W, ® ... & W,. Also, for each k, suppose S, is a linearly indepen-
dent subset of W,. Then:

(a) The union S = |, S; is linearly independent in V.
(b) If each S; is a basis of W}, then J, S; is a basis of V.
(¢ dimV =dimW,+dmW, +...+dimW,.

Theorem 4.23: Suppose V =W, + W, + ...+ W, and dim ¥V = ), dim W,. Then
V:WI@WZGB"'@WV’

4.11 COORDINATES

Let V be an n-dimensional vector space over K with basis S = {u, u,, ..., u,}. Then any vector v € V'
can be expressed uniquely as a linear combination of the basis vectors in S, say

vV=au; +au, +...+a,u,

These n scalars ay, a,, . . ., a, are called the coordinates of v relative to the basis S, and they form a vector
[ay,a,,...,a,] in K" called the coordinate vector of v relative to S. We denote this vector by [v]g, or
simply [v], when S is understood. Thus

[U]S = [al’ a, ... ’an]

For notational convenience, brackets [...], rather than parentheses (...), are used to denote the coordinate
vector.

Remark: The above n scalars a;,a,,...,a, also form the coordinate column vector
la,ay, ..., an]T of v relative to S. The choice of the column vector rather than the row vector to represent
v depends on the context in which it is used. The use of such column vectors will become clear later in
Chapter 6.
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Example 4.16. Consider the vector space P,(¢) of polynomials of degree <2. The polynomials
pL=t+1, py=t—1, pi=@—1Y=7F~—-2t+1

form a basis S of P,(¢). The coordinate vector [v] of v = 2/ — 5¢ + 9 relative to S is obtained as follows.
Set v = xp; +yp, + zp; using unknown scalars x, y, z, and simplify:

22 =5t +9=x(t+ 1)+ y(t — )4+ =z =2t +1)
=xt+xdyt—y+zt® =2zt +z
=z +(x+y—22)+x—y+2)
Then set the coefficients of the same powers of ¢ equal to each other to obtain the system
z=2, X+y—2z=-5, x—y+z=9
The solution of the system is x = 3, y = —4, z = 2. Thus
v =3p, —4p, + 2p;, and hence [v] = [3, —4, 2]

Example 4.17. Consider real space R*. The following vectors form a basis S of R:
u, =(1,-1,0), uy, = (1, 1,0), u; = (0,1, 1)
The coordinates of v = (5, 3, 4) relative to the basis S is obtained as follows.

Set v = xv; + yv, + zv3, that is, set v as a linear combination of the basis vectors using unknown scalars x, y, z.
This yields:

5 1 1 0
3(=x|-1|+y|1]|+2|1
4 0 0 1

The equivalent system of linear equations is as follows:
x+y=>5, —x+y+z=3, z=4
The solution of the system is x = 3, y =2, z = 4. Thus
v =3u; + 2u, + 4u;, and so [v], =[3,2,4]

Remark 1: There is a geometrical interpretation of the coordinates of a vector v relative to a basis S
for the real space R”, which we illustrate using the basis S of R® in Example 4.17. First consider the space
R? with the usual x, y, z axes. Then the basis vectors determine a new coordinate system of R3, say with x/,
V', Z/ axes, as shown in Fig. 4-4. That is:

(1) The x'-axis is in the direction of u; with unit length |||

(2) The y'-axis is in the direction of u, with unit length ||u,||.

(3) The Z-axis is in the direction of u; with unit length ||us]|.
Then each vector v = (a, b, ¢) or, equivalently, the point P(a, b, ¢) in R® will have new coordinates with
respect to the new x/, )/, z’ axes. These new coordinates are precisely [v], the coordinates of v with respect

to the basis S. Thus, as shown in Example 4.17, the coordinates of the point P(5, 3, 4) with the new axes
form the vector [3,2,4].

Remark 2: Consider the usual basis £ = {e|, e,, ..., e,} of K" defined by

e, =(1,0,0,...,0,0), e,=1(0,1,0,...,0,0), ..., n=(0,0,0,...,0,1)
Let v = (ay, a,, ..., a,) be any vector in K”. Then one can easily show that
v=ae, +ae,+...+a,e,, and so Vg =lay. ay, ..., a,]

That is, the coordinate vector [v]; of any vector v relative to the usual basis £ of K" is identical to the
original vector v.
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v=1(53,4)=[324]

Fig. 4-4
Isomorphism of V' and K”
Let V" be a vector space of dimension # over K, and suppose S = {u, u,, ..., u,} is a basis of V. Then
each vector v € V' corresponds to a unique n-tuple [v]g in K”. On the other hand, each n-tuple
[er,¢p,...,¢,] iIn K" corresponds to a unique vector cyu; + ¢ty + ...+ c,u, in V. Thus the basis S

induces a one-to-one correspondence between V' and K”. Furthermore, suppose

v=au; +ayu, + ...+ a,u, and w=bu; +byu, +...+byu,
Then

v+w=(a; +b)u +(ay + by)uy +... + (a, + b,)u,
kv = (ka))u; + (kay)u, + ... + (ka,)u,
where k is a scalar. Accordingly,
o+wls=lay+by, ... a,+b]=la,....a,]+[by,....b,]=[v]g+ [wls
[kvlg = [ka,, kay, ..., ka,) = kla,, ay, . .., a,] = k[v]g

Thus the above one-to-one correspondence between V' and K" preserves the vector space operations of
vector addition and scalar multiplication. We then say that /" and K" are isomorphic, written

V =K"
We state this result formally.

Theorem 4.24: Let V' be an n-dimensional vector space over a field K. Then V' and K, are isomorphic.
The next example gives a practical application of the above result.
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Example 4.18. Suppose we want to determine whether or not the following matrices in ¥ = M, ; are linearly dependent:

1 2 =3 1 3 —4 3 8 —11
A_[4 0 1]’ B_[6 5 4]’ C_|:16 10 9:|
The coordinate vectors of the matrices in the usual basis of M, ; are as follows:
[41=11,2,-3,4,0,1], [B]=11,3,-4,6,5,4], [C1=13,8,—11,16,10,9]

Form the matrix M whose rows are the above coordinate vectors and reduce M to an echelon form:

12 -3 4 01 1 2 -3 4 01 1 2 =3 4 01
M=|1 3 -4 6 5 4|(~]j01 -1 2 5 3|~]01 -1 2 53
3 8 —11 16 10 9 02 -2 4 10 6 0 0 0 0 0O

Since the echelon matrix has only two nonzero rows, the coordinate vectors [4], [B], [C] span a subspace of dimension
2 and so are linearly dependent. Accordingly, the original matrices 4, B, C are linearly dependent.

Solved Problems

VECTOR SPACES, LINEAR COMBINATIONS
4.1. Suppose u and v belong to a vector space V. Simplify each of the following expressions:
(@) E; =3Qu—4v)+5u+7Tv, (¢) E;=2uv+3Q2u+ 4v)
3
b)) E,=3u—6Bu—5)+7u, (d) E;=5u——45u
v
Multiply out and collect terms:
(@) E,=6u—12v+5u+7v=11u—>5v
(b) E,=3u—18u+30v+ 7u = —8u+ 300

(c) Ej is not defined since the product uv of vectors is not defined.
(d) E, is not defined since division by a vector is not defined.

4.2. Prove Theorem 4.1: Let V' be a vector space over a field K.
(1) k0 =0. (ii) Ou =0. (i) If ku =0, then k =0 or u = 0. (iv) (—k)u = k(—u) = —ku.

(i) By Axiom [A;] with u = 0, we have 0 4+ 0 = 0. Hence, by Axiom [M,], we have
k0 = k(0 + 0) = k0 + k0
Adding —k0 to both sides gives the desired result.
(ii) For scalars, 0 + 0 = 0. Hence, by Axiom [M,], we have
Ou = (04 0)u = Ou + Ou
Adding —O0u to both sides gives the desired result.
(iii) Suppose ku = 0 and k # 0. Then there exists a scalar k= such that k~'k = 1. Thus
u=lu=Gk""u=k"'(kuy=k"'0=0

(iv) Using u + (—u) = 0 and k£ + (—k) = 0 yields
0 =k0 = klu + (—uw)] = ku + k(—u) and 0=0u="[k+ (—k)u=hku+ (—k)u

Adding —ku to both sides of the first equation gives —ku = k(—u), and adding —ku to both sides of the
second equation gives —ku = (—k)u. Thus (—k)u = k(—u) = —ku.
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4.3. Show that: (@) k(u — v) = ku — kv, (b) u + u = 2u.

4.4.

4.5.

(a) Using the definition of subtraction, that # — v = u 4 (—v), and Theorem 4.1(iv), that k(—v) = —kv, we
have

k(u — v) = k[u + (—v)] = ku + k(—v) = ku + (—kv) = ku — kv
(b) Using Axiom [My] and then Axiom [M,], we have

utu=lu+lu=1+Du=2u

Express v = (1, —2, 5) in R® as a linear combination of the vectors

=010, w=(01,23), wu=(02,-11)

We seek scalars x, y, z, as yet unknown, such that v = xu; + yu, + zu;. Thus we require

1 1 1 2 x+ y+2z= 1
=2 |=x|1|+y[2|+z] -1 or x+2y— z=-2
5 1 3 1 x+3y+ z= 5

(For notational convenience, we write the vectors in R? as columns, since it is then easier to find the equivalent
system of linear equations.) Reducing the system to echelon form yields the triangular system

x+y+2z=1, y—3z=-3, 5z2=10

The system is consistent and has a solution. Solving by back-substitution yields the solution x = —6, y = 3,
z = 2. Thus v = —6u; + 3u, + 2u;.

Alternatively, write down the augmented matrix M of the equivalent system of linear equations, where v/,
u,, uy are the first three columns of M and v is the last column, and then reduce M to echelon form:

11 2 1 11 2 1 11 2 1
M=|]12 -1 -2{~10 1 -3 3|~(0 1 -3 -3
1 3 1 5 0 2 -1 4 0 0 5 10

The last matrix corresponds to a triangular system, which has a solution. Solving the triangular system by
back-substitution yields the solution x = —6, y = 3, z = 2. Thus v = —6u; + 3u, + 2u;.

Express v = (2, —5, 3) in R® as a linear combination of the vectors

u =(1,-3,2), u, =2,-4,-1), u3=(1,-5,7)

We seek scalars x, y, z, as yet unknown, such that v = xu; 4 yu, + zuz. Thus we require

2 1 2 1 x+2y+ z= 2
=S |=x| 3 |+y| -4 |+z| -5 or —3x—4y—-5z=-5
3 2 -1 7 2x— y+7z= 3

Reducing the system to echelon form yields the system

X+2y+z=2, 2y —2z=1, 0=3

The system is inconsistent and so has no solution. Thus v cannot be written as a linear combination of
Uy, Uy, Us.
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4.6.
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Express the polynomial v = > + 4t — 3 in P(¢) as a linear combination of the polynomials
=1 —2t+5, py =2t —3t, py=t+1
Set v as a linear conbination of p,, p,, p; using unknowns x, y, z to obtain
P4t —3=x(®=2+5+yQ2 =30 +zt+1) (*

We can proceed in two ways.

Method 1. Expand the right side of (¥) and express it in terms of powers of ¢ as follows:
244t —3=x —2xt+5x+ 28 —3pt+zt+z
= (x +20)F* + (=2x = 3y +2)t + (5x + 32)

Set coefficients of the same powers of 7 equal to each other, and reduce the system to echelon form. This
yields

x+2y= 1 x+2y= 1 x4+ 2y = 1
—2x—3y+ z= 4 or y+ z= 6 or y+ z= 6
Sx+3z=-3 —10y+3z= -8 13z =52

The system is consistent and has a solution. Solving by back-substitution yields the solution x = =3,y = 2,

z=4. Thus v = =3p; + 2p, + 4p,.
Method 2. The equation (*) is an identity in ¢#; that is, the equation holds for any value of 7. Thus we can set ¢
equal to any numbers to obtain equations in the unknowns.

(a) Sett=0 in (*) to obtain the equation —3 = 5x + z.

(b) Sett=1 in (*) to obtain the equation 2 = 4x — y + 2z.

(¢) Sett= —1 in (*) to obtain the equation —6 = 8x + S5y.

Solve the system of the three equations to again obtain the solution x = —3, y=2, z=4. Thus
v=—3p; +2p; +4p;.

4.7. Express M as a linear combination of the matrices 4, B, C, where
4 7 1 1 1 2 I 1
Set M as a linear combination of 4, B, C using unknown scalars x, y, z, that is, set M = x4 + yB + zC.
This yields
4 71 _ |11 1 2 L 1) _ | x+y+z x+2y+z
[7 9] _x[l 1] +y[3 4] +2[4 5] - [x+3y+4z x4 4y+5z
Form the equivalent system of equations by setting corresponding entries equal to each other:
x+y+z=4, x+2y+z=7, x+3y+4z=17, x+4y+5z=9
Reducing the system to echelon form yields
x+y+z=4, y=3, 3z = -3, 4z = —4
The last equation drops out. Solving the system by back-substitution yields z = —1, y = 3, x = 2. Thus
M =24+3B-C.
SUBSPACES
4.8. Prove Theorem 4.2: W is a subspace of V' if the following two conditions hold:

(@ 0eW.(b)Ifu,ve W, thenu+v, kue W.



Lipschutz-Lipson:Schaum’s | 4. Vector Spaces Text © The McGraw-Hill
Outline of Theory and Companies, 2004
Problems of Linear

Algebra, 3/e

CHAP. 4] VECTOR SPACES 141

By (a), W is nonempty, and, by (b), the operations of vector addition and scalar multiplication are well
defined for W. Axioms [A], [A4], [M1], [M2], [M3], [M4] hold in ¥ since the vectors in W belong to V. Thus
we need only show that [A;] and [A3] also hold in W. Now [A;] holds since the zero vector in V' belongs to W
by (a). Finally, if v € W, then (—1)v = —v € W, and v + (—v) = 0. Thus [A3] holds.

4.9. Let ¥ = R>. Show that ¥ is not a subspace of ¥, where:
(@) W={(ab,c):a=>0}, ) W={a,b,c):a>+b*+c<1}.
In each case, show that Theorem 4.2 does not hold.

(a) W consists of those vectors whose first entry is nonnegative. Thus v = (1, 2, 3) belongs to W. Let
k = —3. Then kv = (-3, —6, —9) does not belong to ¥, since —3 is negative. Thus W is not a subspace
of V.

(b) W consists of vectors whose length does not exceed 1. Hence u = (1, 0, 0) and v = (0, 1, 0) belong to W,
but u + v = (1, 1, 0) does not belong to 1, since 12 4 12 4 0> = 2 > 1. Thus W is not a subspace of V.

4.10. Let V' = P(¢), the vector space of real polynomials. Determine whether or not  is a subspace of 7,
where:

(a) W consists of all polynomials with integral coefficients.
(b) W consists of all polynomials with degree > 6 and the zero polynomial.

(¢) W consists of all polynomials with only even powers of ¢.
(a) No, since scalar multiples of polynomials in W do not always belong to W. For example,

2 2
fO=3+6t+77ewW  but Lfy=343+1fg¢w

(b) and (c). Yes. Since, in each case, W contains the zero polynomial, and sums and scalar multiples of
polynomials in W belong to W.

4.11. Let V be the vector space of functions f : R — R. Show that I is a subspace of V, where:
(@) W ={f(x):f(1) =0} all functions whose value at 1 is 0.
®) W ={f(x):f(3)=f(1)}, all functions assigning the same value to 3 and 1.
(0 W={f®:f(—x) = —f(x)}, all odd functions.

Let 0 denote the zero polynomial, so ﬁ(x) = 0 for every value of x.

(a) 0 € W, since 6(1) = 0. Suppose f,g € W. Then f(1) = 0 and g(1) = 0. Also, for scalars a and b, we
have

(af +bg)(1) =af (1) + bg(1) =a0+ 50 =0
Thus af + bg € W, and hence W is a subspace.

(b) 0 € W, since 6(3) =0= 6(1). Suppose f, g € W. Then f(3) =f(1) and g(3) = g(1). Thus, for any
scalars a and b, we have

(af +bg)(3) = af 3) + bg(3) = af (1) + bg(1) = (af + be)(1)

Thus af + bg € W, and hence W is a subspace.

(¢) 0 € W, since ()(—x) =0=-0= —6(x). Suppose f, g € W. Then f(—x) = —f(x) and g(—x) = —g(x).
Also, for scalars a and b,

(af + bg)(—x) = af (—x) + bg(—x) = —af (x) — bg(x) = —(af + bg)(x)

Thus ab + gf € W, and hence W is a subspace of V.
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4.12.

VECTOR SPACES [CHAP. 4

Prove Theorem 4.3: The intersection of any number of subspaces of V' is a subspace of V.

Let {W; : i € I} be a collection of subspaces of V" and let W = N(W; : i € I). Since each W is a subspace
of ¥, we have 0 € W,, for every i € 1. Hence 0 € W. Suppose u, v € W. Then u, v € W,, for every i € 1. Since
each I, is a subspace, au + bv € W;, for every i € I. Hence au + bv € W. Thus W is a subspace of V.

LINEAR SPANS

4.13.

4.14.

4.15.

4.16.

Show that the vectors u; = (1,1, 1), u, = (1,2, 3), u3 = (1, 5, 8) span R,

We need to show that an arbitrary vector v = (a, b, ¢) in R? is a linear combination of u;, u,, us. Set
v = xu; + yu, + zus, that is, set

(a,b,0)=x(1,1, D) +»(1,2,3)+2(1,5,8) =(x+y+2z, x+2y+5z x+3y+8)

Form the equivalent system and reduce it to echelon form:

x+ y+ z=a x+y+ z=a xX+y+ z=a
X+2y+52=>b or y+4z=b—a or y+4z=b—a
x+3y+8=c 2y+Tc=c—a —z=c—2b+a

The above system is in echelon form and is consistent; in fact,
x=—a+5 —3c, y=3a—Tb+4c, z=a+2b—c

is a solution. Thus u;, u, u3 span R>.

Find conditions on a, b, ¢ so that v = (a, b, ¢) in R® belongs to W = span(u,, uy, u3), where
up=(1,2,0), u, =(-1,1,2), u3=(3,0,-4)

Set v as a linear combination of u;, u,, u; using unknowns x, y, z; that is, set v = xu; + yu, + zus. This
yields

(a,b,¢c) =x(1,2,0) +p(—1,1,2) +2(3,0,—-4) = (x —y+ 3z, 2x+y, 2y—4z2)

Form the equivalent system of linear equations and reduce it to echelon form:

x—y+3z=a x—y+3z=a x—y+3z=a
2x+y =b or Jy—6z=b—-2a or 3y—6z=b-2a
2y—4z=c 2y—4z=c 0=4a—2b+3c

The vector v = (a, b, ¢) belongs to W if and only if the system is consistent, and it is consistent if and only if
4a — 2b + 3¢ = 0. Note, in particular, that u,, u,, u; do not span the whole space R>.

Show that the vector space ¥ = P(¢) of real polynomials cannot be spanned by a finite number of
polynomials.

Any finite set S of polynomials contains a polynomial of maximum degree, say m. Then the linear span
span(S) of S cannot contain a polynomial of degree greater than m. Thus span(S) # V, for any finite set S.

Prove Theorem 4.5: Let S be a subset of V. (i) Then span(S) is a subspace of V' containing S.
(i) If W is a subspace of V' containing S, then span(S) C W.

(i) Suppose S is empty. By definition, span(S) = {0}. Hence span(S) = {0} is a subspace of V' and
S C span(S). Suppose S is not empty and v € S. Then v = lv € span(S); hence S C span(S). Also
0 = Ov € span(S). Now suppose u, w € span(S), say

u=au +...+au. =y au; and w=bw +...+bw,=> bw,
7 7
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where u;, w; € S and a;, b; € K. Then

u+v=73 au+y bw and hu = k(z a,-u,-) = kau;
i i 7 i

belong to span(S) since each is a linear combination of vectors in S. Thus span(S) is a subspace of V.

(ii) Suppose u;, u,, ..., u, € S. Then all the u; belong to W. Thus all multiples a,u,, ayu,, ..., au, € W,
and so the sum a,u; + ayu, + ... + a,u, € W. That is, W contains all linear combinations of elements in
S, or, in other words, span(S) € W, as claimed.

LINEAR DEPENDENCE

4.17.

4.18.

4.19.

Determine whether or not u and v are linearly dependent, where:
(@) u=(1,2),v=(3,-5), (o) u=(@,2,-3),v=4,5,-6)
b)) u=(1,-3),v=(-2,6), d)yu=2,4,-8),v=(3,6,—12)
Two vectors u and v are linearly dependent if and only if one is a multiple of the other.

(a) No. (b) Yes; for v = —2u. (c¢) No. (d) Yes, for v = %u

Determine whether or not « and v are linearly dependent where:

(@) u=20+4t—-3,v=4~%+8t—6, by u=2=3t+4 v=41>-3t+2,

13 —4 —4 —12 16 11 2 2 2
© ”_[5 0 —1]’“_[—20 0 4]’ @ “_[2 2 2}’”_[3 3 3}

Two vectors u and v are linearly dependent if and only if one is a multiple of the other.

(a) Yes; for v = 2u. (b) No. (c¢) Yes, for v = —4u. (d) No.

Determine whether or not the vectors u = (1, 1,2), v =(2,3,1), w=(4,5,5) in R? are linearly
dependent.

Method 1. Set a linear combination of u, v, w equal to the zero vector using unknowns x, y, z to obtain the
equivalent homogeneous system of linear equations and then reduce the system to echelon form. This yields

1 2 4 0 x+2y+4z=0
x| 1| +y|3|+2z|5(=]0 or x+3y+52=0 or
1 1 5 0 2x+ y+5z=0

xX+2y+4z=0
y+ z=0

The echelon system has only two nonzero equations in three unknowns; hence it has a free variable and a
nonzero solution. Thus u, v, w are linearly dependent.

Method 2. Form the matrix 4 whose columns are u, v, w and reduce to echelon form:

1 2 4 1 2 4 1 2 4
A=1]1 3 5|~]0 1 11~{0 1 1
215 0 -3 -3 0 0 0

The third column does not have a pivot; hence the third vector w is a linear combination of the first two
vectors u and v. Thus the vectors are linearly dependent. (Observe that the matrix 4 is also the coefficient
matrix in Method 1. In other words, this method is essentially the same as the first method.)

Method 3. Form the matrix B whose rows are u, v, w, and reduce to echelon form:

0 1 2
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4.20.

4.21.

4.22.

VECTOR SPACES [CHAP. 4

Since the echelon matrix has only two nonzero rows, the three vectors are linearly dependent. (The three given
vectors span a space of dimension 2.)

Determine whether or not each of the following lists of vectors in R® is linearly dependent:
(@ u=(1,2,5,u,=(1,3,1),us=2,57), uy, =3, 1,4),

b)) u=(1,2,5,v=2,51),w=(1,5,2),

o u=(,2,3),v=(0,0,0), w=(1,5,6).

(a) Yes, since any four vectors in R are linearly dependent.

(b) Use Method 2 above; that is, form the matrix 4 whose columns are the given vectors, and reduce the
matrix to echelon form:

1 2 1 1 2 1 1 2 1
A=|[2 5 5|{~1]0 1 3(~10 1 3
51 2 0 -9 -3 0 0 24

Every column has a pivot entry; hence no vector is a linear combination of the previous vectors. Thus the
vectors are linearly independent.

(¢) Since 0 = (0,0, 0) is one of the vectors, the vectors are linearly dependent.

Show that the functions f(¢) = sint, g(¢) cost, h(t) =t from R into R are linearly independent.

Set a linear combination of the functions equal to the zero function 0 using unknown scalars x, y, z, that
is, set xf + yg + zh = 0; and then show x = 0, y = 0, z = 0. We emphasize that xf' + yg 4+ zh = 0 means that,
for every value of ¢, we have xf'(t) + yg(t) + zh(t) = 0.

Thus, in the equation xsint + ycost 4zt = 0:

(i) Settr=0 to obtain x(0) + (1) +2(0) =0 or y=0.
(ii) Sett=m/2 to obtain x(1) +y(0) +2zrn/2 =0 or x+mnz/2 =0.
(iii) Sett=m= to obtain x(0) +y(—1)+z(rn)=0 or —y+nz=0.

The three equations have only the zero solution, that is, x =0, y =0, z=0. Thus f, g, & are linearly
independent.

Suppose the vectors u, v, w are linearly independent. Show that the vectors u + v, u — v, u — 2v 4+ w
are also linearly independent.

Suppose x(u + v) + y(u — v) + z(u — 2v + w) = 0. Then

xu+xv+yu—yv+zu—2zv4+zw =0
or

x+y+z2u+x—y—2204+2zw=0
Since u, v, w are linearly independent, the coefficients in the above equation are each 0; hence
x+y+z=0, x—y—2z=0, z=0

The only solution to the above homogeneous systemisx =0,y =0,z =0. Thus u + v, u — v, u — 20 + w are
linearly independent.
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4.23. Show that the vectors u = (1 +i, 2i) and w = (1, 1+1i) in C? are linearly dependent over the
complex field C but linearly independent over the real field R.

Recall that two vectors are linearly dependent (over a field K) if and only if one of them is a multiple of
the other (by an element in K). Since

A+iw=0+)1, 1+i)=>0+i 2)=u

u and w are linearly dependent over C. On the other hand, v and w are linearly independent over R, since no
real multiple of w can equal u. Specifically, when £ is real, the first component of kw = (k, k + ki) must be
real, and it can never equal the first component 1 + i of u, which is complex.

BASIS AND DIMENSION

4.24. Determine whether or not each of the following form a basis of R>:
(@) (1,1,1), (1,0, 1); o (1,1,1),(1,2,3), (2,—1,1):
b® (1,2,3),(1,3,5), (1,0,1), (2,3,0); @ (1,1,2),(1,2,5), (5,3,4).

(a and b) No, since a basis of R? must contain exactly 3 elements because dimR> = 3.

(¢c) The three vectors form a basis if and only if they are linearly independent. Thus form the matrix whose
rows are the given vectors, and row reduce the matrix to echelon form:

1 1 1 1 1 1 1 11
1 2 3|1~10 ~10 1 2
2 -1 1 0 -3 -1 0 0 5

The echelon matrix has no zero rows; hence the three vectors are linearly independent, and so they do
form a basis of R>.

(d) Form the matrix whose rows are the given vectors, and row reduce the matrix to echelon form:

11 2 1 1 2 1 1 2
1 2 5|~1]0 1 3(~10 1 3
5 3 4 0 -2 -6 0 0 0

The echelon matrix has a zero row; hence the three vectors are linearly dependent, and so they do not
form a basis of R>.

4.25. Determine whether (1,1,1,1), (1,2,3,2), (2,5,6,4), (2,6,8,5) form a basis of R*. If not, find
the dimension of the subspace they span.

Form the matrix whose rows are the given vectors, and row reduce to echelon form:

1111 111 (I O 1111
sl 232 ot 21| fo1 2 1| o121
|25 6 4 03 4 2 00 -2 -1 00 21
2685 04 6 3 00 -2 -1 000 0

The echelon matrix has a zero row. Hence the four vectors are linearly dependent and do not form a basis of
R*. Since the echelon matrix has three nonzero rows, the four vectors span a subspace of dimension 3.

4.26. Extend {u; = (1,1, 1, 1), u, = (2,2, 3,4)} to a basis of R*.
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First form the matrix with rows u#, and u,, and reduce to echelon form:
L1 1] |1 1 11
2 2 3 4 00 1 2
Then w; =(1,1,1,1) and w, = (0,0, 1, 2) span the same set of vectors as spanned by u; and u,. Let

u; =(0,1,0,0) and uy =(0,0,0,1). Then w;, uz, w,, uy form a matrix in echelon form. Thus they are
linearly independent, and they form a basis of R*. Hence u,, u,, u3, u, also form a basis of R*.

4.27. Consider the complex field C, which contains the real field R, which contains the rational field Q.
(Thus C is a vector space over R, and R is a vector space over Q.)

(a) Show that {1, i} is a basis of C over R; hence C is a vector space of dimension 2 over R.

(b) Show that R is a vector space of infinite dimension over Q.

(a) For any v e C, we have v =a+ bi = a(l) + b(i), where a,b € R. Hence {1,i} spans C over R.
Furthermore, if x(1) + y({) = 0 or x + yi = 0, where x, y € R, then x = 0 and y = 0. Hence {1, i} is
linearly independent over R. Thus {1, i} is a basis for C over R.

(b) It can be shown that 7 is a transendental number, that is, 7 is not a root of any polynomial over Q. Thus,
for any n, the # + 1 real numbers 1, m, 72, ..., 7" are linearly independent over Q. Thus R cannot be of
dimension n over Q. Accordingly, R is of infinite dimension over Q.

4.28. Suppose S = {u;, u,, ..., u,} is a subset of V. Show that the following Definitions A and B of a
basis of V' are equivalent:

(A) S is linearly independent and spans V.
(B) Every v € V is a unique linear combination of vectors in S.
Suppose (A) holds. Since S spans V; the vector v is a linear combination of the u;, say
u=au +au, + ...+ a,u, and u=>byu +byu, +...+b,u,
Subtracting, we get
O0=v—v=1(ay—b)u +(ay —byuy, +...+(a, —b,u,
But the u; are linearly independent. Hence the coefficients in the above relation are each 0:
a,—b =0, a, — b, =0, a,—b,=0
Therefore a; = by, a, = b,, ..., a, = b,. Hence the representation of v as a linear combination of the u; is
unique. Thus (A) implies (B).
Suppose (B) holds. Then S spans V. Suppose
0=ciu +cu, +...+cu,
However, we do have 0=0u; +0up + ...+ Ou,

By hypothesis, the representation of 0 as a linear combination of the u; is unique. Hence each ¢; = 0 and the «;
are linearly independent. Thus (B) implies (A).

DIMENSION AND SUBSPACES

4.29. Find a basis and dimension of the subspace W of R® where:
(@) W={a,b,c):a+b+c=0} by W={ab,c):(a=b=rc)}
(@) Note that W #R>, since, e.g., (1,2,3) ¢ W. Thus dim W < 3. Note that u; =(1,0,—1) and
uy = (0, 1, —1) are two independent vectors in W. Thus dim ¥ = 2, and so u; and u, form a basis of W.

(b) The vector u = (1,1, 1) € W. Any vector w € W has the form w = (k, k, k). Hence w = ku. Thus u
spans W and dim W = 1.
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4.30. Let W be the subspace of R* spanned by the vectors
u =(1,-2,5,-3), u, =(2,3,1, -4), u; =(3,8,-3,-5)

(a) Find a basis and dimension of W. (b) Extend the basis of ¥ to a basis of R*.

(a) Apply Algorithm 4.1, the row space algorithm. Form the matrix whose rows are the given vectors, and
reduce it to echelon form:

1 -2 5 =3 1 -2 5 =3 1 -2 5 =3
A=12 3 1 4|~10 7 -9 21~10 7 -9 2
3 8§ -3 -5 0 14 -18 4 0 0 0 0

The nonzero rows (1, —2, 5, —3) and (0, 7, —9, 2) of the echelon matrix form a basis of the row space of
A and hence of W. Thus, in particular, dim W = 2.

(b) We seek four linearly independent vectors, which include the above two vectors. The four vectors
(1,-2,5,-3), (0,7,-9,2), (0,0,1,0), and (0,0,0, 1) are linearly independent (since they form an
echelon matrix), and so they form a basis of R*, which is an extension of the basis of W

431. Let W be the subspace of R’ spanned by u; =(1,2,—1,3,4), u,=(2,4,-2,6,8),
u; =(1,3,2,2,6), u,=(1,4,51,8), us=1(2,7,3,3,9). Find a subset of the vectors that
form a basis of W.

Here we use Algorithm 4.2, the Casting-out algorithm. Form the matrix M whose columns (not rows) are
the given vectors, and reduce it to echelon form:

1 211 2 1 2 1 1 2 1 211 2
2 4 3 47 0 0 1 2 3 o012 3
M=|-1 -2 2 5 3|~]0 0 3 6 5/]~({0 0 0 0 —4
3 6 2 1 3 00 -1 -2 -3 0000 O
4 8 6 8 9 00 2 4 1 0000 O

The pivot positions are in columns C,, C;, Cs. Hence the corresponding vectors u,, u3, us form a basis of 17,
and dim W = 3.

4.32. Let IV be the vector space of 2 x 2 matrices over K. Let I be the subspace of symmetric matrices.
Show that dim W = 3, by finding a basis of W.
Recall that a matrix 4 = [a;] is symmetric if AT = A, or, equivalently, each a; =a;. Thus 4 = [Z Z]
denotes an arbitrary 2 x 2 symmetric matrix. Setting (i) a=1, b=0, d =0, (i) a=0, b=1, d =0,
(iii)) a =0, b =0, d = 1, we obtain the respective matrices:

10 0 1 00
a-lon}m=[Vol e-[0 ]

We claim that S = {£|, E,, E3} is a basis of W; that is, () S spans W and (b) S is linearly independent.
(a) The above matrix 4 = [Z 2] = aE, + bE, + dE;. Thus S spans W.
(b) Suppose xE| + yE, + zE; = 0, where x, y, z are unknown scalars. That is, suppose
10 0 1 0 0] [0 O x y|_ |00
o ool oo )=l o] o 1210 )

Setting corresponding entries equal to each other yields x = 0, y = 0, z = 0. Thus S is linearly independent.
Therefore, S is a basis of W, as claimed.
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THEOREMS ON LINEAR DEPENDENCE, BASIS, AND DIMENSION

4.33. Prove Lemma 4.10: Suppose two or more nonzero vectors vy, vy, ..., 0, are linearly dependent.
Then one of them is a linear combination of the preceding vectors.

Since the v; are linearly dependent, there exist scalars a;,...,a,, not all 0, such that
av; +...+a,v, =0. Let k be the largest integer such that a; # 0. Then

aw; +...+aug +0v +...+00,=0 or av+ ... +aqv, =0
Suppose k = 1; then a;v; =0, a; # 0, and so v; = 0. But the v; are nonzero vectors. Hence £ > 1 and
—1 —1
Uy = —Qp a1y —...—qp a1V

That is, v, is a linear combination of the preceding vectors.

4.34. Suppose S = {v;, v, ..., v,} spans a vector space V.
(@) IfweV,then {w,v,...,0,} is linearly dependent and spans V.
(b) If v; is a linear combination of vy, ..., v;_;, then S without v; spans V.

(a) The vector w is a linear combination of the v;, since {v;} spans V. Accordingly, {w, v, ..., v,,} is linearly
dependent. Clearly, w with the v; span V; since the v; by themselves span V that is, {w, v, ..., v,,} spans
V.

(b) Suppose v; = kv + ...+ ki_;v;_. Letu € V. Since {v;} spans ¥, u is a linear combination of the v;’s,
say u = a,v, + ...+ a,v,,. Substituting for v;, we obtain

u=av+...+a_ i talko +. A kov) Fagvig .t a,
=(a; +ak)v, +...+(a_ +aki_))vi_ +a; v + ... +a,v,

Thus {vy,...,v;_1,V;y1,...,0,} spans V. In other words, we can delete v; from the spanning set and still
retain a spanning set.

4.35. Prove Lemma 4.13: Suppose {v,, v,,...,0,} spans V, and suppose {w, w,,...,w,} is linearly
independent. Then m < n, and V' is spanned by a set of the form

wi, wa, oo, Wy, Vs Ugyo oo o5 Uy }

1 n—m
Thus any n + 1 or more vectors in V are linearly dependent.

It suffices to prove the lemma in the case that the v; are all not 0. (Prove!) Since {v;} spans V, we have by
Problem 4.34 that

{wi,v,...,0, (1)

is linearly dependent and also spans V. By Lemma 4.10, one of the vectors in (1) is a linear combination of the
preceding vectors. This vector cannot be wy, so it must be one of the v’s, say v;. Thus by Problem 4.34, we can
delete v; from the spanning set (1) and obtain the spanning set

{W171)17--~50j_1a vj+17--~svn} )
Now we repeat the argument with the vector w,. That is, since (2) spans V, the set
Wi, Wy, 01, Uy, Dppgs -, D) 3)

is linearly dependent and also spans V. Again by Lemma 4.10, one of the vectors in (3) is a linear combination
of the preceding vectors. We emphasize that this vector cannot be w; or w,, since {w,...,w,} is
independent; hence it must be one of the v’s, say v;. Thus, by Problem 4.34, we can delete v, from the
spanning set (3) and obtain the spanning set

Wi, Wy, Urs s Uity Uity o Ut Ugpts -« -5 Up)

We repeat the argument with ws, and so forth. At each step, we are able to add one of the w’s and delete
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one of the v’s in the spanning set. If m < n, then we finally obtain a spanning set of the required form:

Wiy oo Wy U

n—m

Finally, we show that m > n is not possible. Otherwise, after n of the above steps, we obtain the spanning
set {wy,...,w,}. This implies that w,,, is a linear combination of wy,...,w,, which contradicts the
hypothesis that {w;} is linearly independent.

4.36. Prove Theorem 4.12: Every basis of a vector space V' has the same number of elements.

Suppose {u, u,, ..., u,} is a basis of V; and suppose {v;, v,, ...} is another basis of V. Since {u;} spans V,
the basis {v;, v,, ...} must contain n or less vectors, or else it is linearly dependent by Problem 4.35, that is,
Lemma 4.13. On the other hand, if the basis {v;, v,, ...} contains less than » elements, then {u, u,, ..., u,} is
linearly dependent by Problem 4.35. Thus the basis {v,, v, ...} contains exactly n vectors, and so the theorem
is true.

4.37. Prove Theorem 4.14: Let V' be a vector space of finite dimension n. Then:

(i) Any n+ 1 or more vectors must be linearly dependent.
(ii) Any linearly independent set S = {u, u,, ...u,} with n elements is a basis of V.
(iii) Any spanning set 7 = {v;, v,, ..., v,} of V' with n elements is a basis of V.
Suppose B = {w;, w,, ..., w,} is a basis of V.

(1) Since B spans V, any n + 1 or more vectors are linearly dependent by Lemma 4.13.

(ii) By Lemma 4.13, elements from B can be adjoined to S to form a spanning set of V' with n elements.
Since S already has n elements, S itself is a spanning set of V. Thus S is a basis of V.

(iii) Suppose T is linearly dependent. Then some v; is a linear combination of the preceding vectors. By
Problem 4.34, V' is spanned by the vectors in T" without v; and there are n — 1 of them. By Lemma 4.13,
the independent set B cannot have more than » — 1 elements. This contradicts the fact that B has n
elements. Thus 7 is linearly independent, and hence T is a basis of V.

4.38. Prove Theorem 4.15: Suppose S spans a vector space V. Then:

(1) Any maximum number of linearly independent vectors in S form a basis of V.

(ii) Suppose one deletes from S every vector that is a linear combination of preceding vectors in
S. Then the remaining vectors form a basis of V.

(1) Suppose {v;, ..., v,} is a maximum linearly independent subset of S, and suppose w € S. Accordingly
{vy, ..., v,, w}is linearly dependent. No v; can be a linear combination of preceding vectors. Hence w is
a linear combination of the v;. Thus w € span(v;), and hence S C span(v;). This leads to

V' = span(S) C span(v;) S V

Thus {v;} spans ¥, and, since it is linearly independent, it is a basis of V.

(i) The remaining vectors form a maximum linearly independent subset of S; hence, by (i), it is a basis of V.

4.39. Prove Theorem 4.16: Let V' be a vector space of finite dimension and let S = {u;, u,, ..., u,} be a
set of linearly independent vectors in V. Then S is part of a basis of V; that is, S may be extended to
a basis of V.

Suppose B = {w;, w,, ..., w,} is a basis of V. Then B spans V, and hence V' is spanned by

SUB={u,uy, ..., U, Wi,Wy,...,W,}
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By Theorem 4.15, we can delete from S U B each vector that is a linear combination of preceding vectors to
obtain a basis B’ for V. Since S is linearly independent, no u; is a linear combination of preceding vectors.
Thus B’ contains every vector in S, and S is part of the basis B’ for V.

Prove Theorem 4.17: Let W be a subspace of an n-dimensional vector space V. Then dim W < n. In
particular, if dim W = n, then W= V.

Since V' is of dimension n, any n + 1 or more vectors are linearly dependent. Furthermore, since a basis
of W consists of linearly independent vectors, it cannot contain more than n elements. Accordingly,
dim W < n.

In particular, if {w,, ..., w,} is a basis of I¥, then, since it is an independent set with n elements, it is also
a basis of V. Thus W =V when dim W = n.

RANK OF A MATRIX, ROW AND COLUMN SPACES

4.41.

Find the rank and basis of the row space of each of the following matrices:
1 3 1 -2 -3

1 2 0 -1

(@ A4=|2 6 =3 =3|, (b B= a3 -1 -4
310 -6 -5 2 3 -4 -7 3
3 8 1 -7 -8

(a) Row reduce 4 to echelon form:
1 2 0 -1 1 2 0 -1
A~{0 2 -3 —-1|(~[0 2 -3 -1
0 4 -6 2 00 0 O

The two nonzero rows (1,2,0,—1) and (0,2, —3, —1) of the echelon form of 4 form a basis for
rowsp(4). In particular, rank(4) = 2.

(b) Row reduce B to echelon form:

13 1 -2 -3 131 -2 -3
s |0 12 11| o121 -l
0 -3 -6 -3 3 000 0 0
0 -1 -2 -1 1 000 0 0

The two nonzero rows (1,3, 1, —2, —3) and (0, 1, 2, 1, —1) of the echelon form of B form a basis for
rowsp(B). In particular, rank(B) = 2.

4.42. Show that U = W, where U and W are the following subspaces of R>:

U = span(u,, u,, u3) = span(1, 1, —1), (2,3,-1), (3,1, =5)}
W= Span(WI’ Wo, W}) = span(l, _17 _3)7 (3’ _29 _8)’ (27 l’ _3)}

Form the matrix 4 whose rows are the u;, and row reduce A4 to row canonical form:

1 1 -1 1 1 -1 1 0 —
A=12 3 —-1[~|0 1 11~[0 1 1
31 =5 0 -2 -2 0 0 0
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Next form the matrix B whose rows are the wj, and row reduce B to row canonical form:

1 -1 =3 1 -1 -3 1 0 -2
B=|3 -2 -8(|~]|0 1 1{~]0 1 1
2 1 -3 0 3 3 0 0 0

Since 4 and B have the same row canonical form, the row spaces of 4 and B are equal, and so U = W.

121 2 3 1
2 4 3 7 7 4
4.43. Letd =
¢ 122 5 5 6
3 6 6 15 14 15

(a) Find rank(M,), for k = 1,2, ..., 6, where M, is the submatrix of 4 consisting of the first &
columns C}, C,, ..., C, of 4.

(b) Which columns C; . are linear combinations of preceding columns Ci, ..., C;?

(¢) Find columns of 4 that form a basis for the column space of A.

(d) Express column C, as a linear combination of the columns in part (c).

(a) Row reduce 4 to echelon form:

1 21 2 3 1 1 21 2 3 1
A~00131 21 (001 3 1 2
00132 5 000013
0 03 9 5 12 00 0 0 O0O0
Observe that this simultaneously reduces all the matrices M, to echelon form; for example, the first four
columns of the echelon form of 4 are an echelon form of M,. We know that rank(}/,) is equal to the
number of pivots or, equivalently, the number of nonzero rows in an echelon form of M,. Thus
rank(M,) = rank(M,) = 1, rank(M;) = rank(M}) = 2
rank(Ms) = rank(My) = 3

(b) The vector equation x;C; +x,C, + ... +x,C; = C; yields the system with coefficient matrix M, and
augmented M, ;. Thus C; . is a linear combination of Cy, ..., C, if and only if rank(M,) = rank(M,, ;)
or, equivalently, if C;,; does not contain a pivot. Thus each of C,, C,, Cy is a linear combination of
preceding columns.

(¢) In the echelon form of A4, the pivots are in the first, third, and fifth columns. Thus columns C;, C;, Cs of
A form a basis for the columns space of 4. Alternatively, deleting columns C,, C,, C¢ from the spanning
set of columns (they are linear combinations of other columns), we obtain, again, C;, C;, Cs.

(d) The echelon matrix tells us that Cy is a linear combination of columns C; and C;. The augmented matrix
M of the vector equation C, = xC; + yC, consists of the columns C;, C;, C; of 4 which, when reduced
to echelon form, yields the matrix (omitting zero rows)

TR R
Thus C, = —C; 4+ 3C; = —C; + 3C; + 0Cs.
4.44. Suppose u = (a;,a,,...,a,) is a linear combination of the rows R, R,,..., R, of a matrix

B =[b;], say u = kiR, + kR, + ... + k,R,,. Prove that
ai:k1b1[+k2b2i+...+kmbm[, i:1,2,...,n

where b;, b,;, ..., b, are the entries in the ith column of B.
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We are given that u = kR, + k)R, + ... + k,,R,,. Hence

@, ay,....a)=k(byys.. b))+ o+ Ey(byrs - By)
=(kby + .. kb, - by + A kby,)

Setting corresponding components equal to each other, we obtain the desired result.

Prove Theorem 4.7: Suppose 4 = [a;] and B = [b;] are row equivalent echelon matrices with
respective pivot entries

Clljl,azjz, ...,a,jr and blk17b2k27 ""bskx
(pictured in Fig. 4-5). Then 4 and B have the same number of nonzero rows, that is, » = s, and their
pivot entries are in the same positions, that is, j, = ky,j, = ky, ..., j, = k.
ay, * * % k% % by, * x x x x x
4 “2_/2****’ b by, * * x x
a, * * by * *
Fig. 4-5

Clearly 4 = 0 if and only if B = 0, and so we need only prove the theorem when » > 1 and s > 1. We
first show that j; = k;. Suppose j; < k,. Then the j;th column of B is zero. Since the first row R* of 4 is in the
row space of B, we have R* = ¢;R| + ¢|R, + ...+ ¢, R,,, where the R; are the rows of B. Since the j;th
column of B is zero, we have

ay;

j, =¢0+60+...4¢,0=0

But this contradicts the fact that the pivot entry a;; # 0. Hence j; > & and, similarly, k; > j,. Thus j; = ;.

Now let A" be the submatrix of 4 obtained by deleting the first row of 4, and let B’ be the submatrix of B
obtained by deleting the first row of B. We prove that 4" and B’ have the same row space. The theorem will
then follow by induction, since 4’ and B’ are also echelon matrices.

LetR = (a;,a,, ...,a,) beany rowof 4" and let R}, ..., R,, be the rows of B. Since R is in the row space
of B, there exist scalars d,, ..., d,, such that R = d\R, + d,R, + ...+ d,R,,. Since 4 is in echelon form and
R is not the first row of 4, the jth entry of R is zero: ¢; = 0 for i = j; = k;. Furthermore, since B is in echelon
form, all the entries in the k;th column of B are 0 except the first: by, # 0, but by, =0, ..., b, = 0. Thus

0= akl = dlbl]q +d20+ .o +dm0 = dlb1k|

Now by, # 0 and so d; = 0. Thus R is a linear combination of R,, ..., R,, and so is in the row space of B'.
Since R was any row of 4’, the row space of 4" is contained in the row space of B'. Similarly, the row space of
B’ is contained in the row space of 4". Thus 4" and B’ have the same row space, and so the theorem is proved.

Prove Theorem 4.8: Suppose 4 and B are row canonical matrices. Then 4 and B have the same row
space if and only if they have the same nonzero rows.

Obviously, if 4 and B have the same nonzero rows, then they have the same row space. Thus we only
have to prove the converse.

Suppose A4 and B have the same row space, and suppose R # 0 is the ith row of A. Then there exist scalars
Cl, ..., ¢y such that

R=c R +c R+ ... +¢R; (1)

where the R; are the nonzero rows of B. The theorem is proved if we show that R = R, that is, that ¢; = 1 but
¢, =0 for k #1i.
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Let a;;, be the pivot entry in R, i.e., the first nonzero entry of R. By (1) and Problem 4.44,

a; = c by + by +... by ?2)

But, by Problem 4.45, b;; is a pivot entry of B, and, since B is row reduced, it is the only nonzero entry in the
jth column of B. Thus, from (2), we obtain a; = c,bij-l. However, a; =1 and b,-j’ = 1, since A and B are row
reduced; hence ¢; = 1.
Now suppose k # i, and by;, is the pivot entry in R;. By (1) and Problem 4.44,

ay, = ¢ by, + by +... by, 3)
Since B is row reduced, by; is the only nonzero entry in the jth column of B. Hence, by (3), a;;,
Furthermore, by Problem 4.45, a;; is a pivot entry of 4, and since 4 is row reduced, a;;, = 0. Thus ¢;by; =0,
and since by; =1, ¢, = 0. Accordingly R = R;, and the theorem is proved.

= ciby, -

4.47. Prove Corollary 4.9: Every matrix 4 is row equivalent to a unique matrix in row canonical form.

Suppose A4 is row equivalent to matrices 4; and 4,, where 4, and 4, are in row canonical form. Then
rowsp(4) = rowsp(4,) and rowsp(4) = rowsp(4,). Hence rowsp(4,) = rowsp(4,). Since 4, and 4, are in
row canonical form, 4, = 4, by Theorem 4.8. Thus the corollary is proved.

4.48. Suppose RB and 4B are defined, where R is a row vector and 4 and B are matrices. Prove:
(a) RB is a linear combination of the rows of B.
(b) The row space of AB is contained in the row space of B.
(¢) The column space of AB is contained in the column space of 4.
(d) rank(4B) < rank(B) and rank(4B) < rank(4).
(a) Suppose R =(ay,ay,...,a,) and B =[b;]. Let By, ..., B, denote the rows of B and B',....B"its
columns. Then
RB = (RB',RB’, ... ,RB")
=(a\b;, +aybyy + ... +a,b,;, ..., apby,+ayby, +...+a,b,,)

=aj(by, by, b)) +ax(byys byys o by + A @By B, - D)
= alBl + aZBZ +...+ amBm

Thus RB is a linear combination of the rows of B, as claimed.

(b) The rows of AB are R;B, where R; is the ith row of 4. Thus, by part (a), each row of 4B is in the row
space of B. Thus rowsp(4B) C rowsp(B), as claimed.

(¢) Using part (b), we have
colsp(4B) = rowsp(4B)” = rowsp(B”A”) < rowsp(4”) = colsp(4)

(d) The row space of 4B is contained in the row space of B; hence rank(4B) < rank(B). Furthermore, the
column space of 4B is contained in the column space of 4; hence rank(4B) < rank(4).

4.49. Let A be an n-square matrix. Show that 4 is invertible if and only if rank(4) = n.

Note that the rows of the n-square identity matrix /, are linearly independent, since /,, is in echelon form;
hence rank(/,) = n. Now if 4 is invertible, then 4 is row equivalent to /,; hence rank(4) = n. But if 4 is not
invertible, then 4 is row equivalent to a matrix with a zero row; hence rank(4) < n, that is, 4 is invertible if
and only if rank(4) = n.
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APPLICATIONS TO LINEAR EQUATIONS

4.50. Find the dimension and a basis of the solution space W of each homogeneous system:

X+2y4+2z—5+3t=0 X+2y4+ z=2t=0 x4+ y+2z=0
x+2y+3z+s+ t=0, 2x+4y+4z—-3t=0 2x+3y+3z=0
3x+6y+82+s5+5t=0 3x+6y+7z—4t=0 x+3y+5z=0
(a) (b) (c)
(@) Reduce the system to echelon form:
x+2y+2z— s+3t=0 x+2y+2z— s+3t=0
z4+2s—=2t=0 or z4+2s=2t=0
2z4+4s—4t=0

The system in echelon form has two (nonzero) equations in five unknowns. Hence the system has
5 — 2 = 3 free variables, which are y, s, £. Thus dim W = 3. We obtain a basis for W:

(1) Sety=1,s=0,t=0 to obtain the solution v, =(-2,1,0,0,0).
2) Sety=0,s=1,t=0 to obtain the solution v, =(5,0,-2,1,0).
(3) Sety=0,s=0,t=1 to obtain the solution v; =(-7,0,2,0,1).

The set {v;, v,, v3} is a basis of the solution space W.

(b) (Here we use the matrix format of our homogeneous system.) Reduce the coefficient matrix 4 to echelon

form:
1 2 1 =2 1 2 1 =2 1 2 1 =2
A=12 4 4 -3 |[~]0 0 2 1{~{0 0 2 1
3 6 7 —4 0 0 4 0 0 0 0

This corresponds to the system

X+2y4+2z-2t=0
2z+ t=0

The free variables are y and ¢, and dim W = 2.
(1) Sety =1, z=0 to obtain the solution u; = (-2, 1,0, 0).
(if) Sety =0, z =2 to obtain the solution u, = (6,0, —1, 2).
Then {u,, u,} is a basis of W.
(¢) Reduce the coefficient matrix 4 to echelon form:

11 2 1 1 2 11 2
A=(2 3 3|~]0 1 —-1|~]0 1 -1
1 35 0 2 3 0 0 5

This corresponds to a triangular system with no free variables. Thus 0 is the only solution, that is,
W = {0}. Hence dim W = 0.

4.51. Find a homogeneous system whose solution set  is spanned by

{ul,uz,u3}={(l,—2,0,3), (1’_15_174)7 (170» _25 5)}

Let v = (x,y,z,¢). Then v € W if and only if v is a linear combination of the vectors u, u,, u; that span
W. Thus form the matrix M whose first columns are u;, u,, u; and whose last column is v, and then row reduce
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M to echelon form. This yields

1 1 x 11 1 x 111 x
Mo l|"2 -1 0yl Jo 12 2y| O 12 2x+y

0 -1 -2 z 0 -1 -2 z 0 0 0 2x+y+z

3 5 ¢ 0 1 2 —3x+¢ 0 0 0 —5x—y+t¢

Then v is a linear combination of u,, u,, u; if rank(M) = rank(4), where 4 is the submatrix without column v.
Thus set the last two entries in the fourth column on the right equal to zero to obtain the required
homogeneous system:

2x+y+z =0
Sx+y —t=0
4.52. Let x;,x;,...,x; be the free variables of a homogeneous system of linear equations with n
unknowns. Let v; be the solution for which x; = 1, and all other free variables equal 0. Show that
the solutions vy, vs, ..., v; are linearly independent.
Let A be the matrix whose rows are the v;. We interchange column 1 and column #;, then column 2 and
column iy, ..., then column k£ and column i;, and we obtain the £ x n matrix
1L 00 ... 00 cippq --- €y
B=[l.C]= 01 0 ... 00 cypqq - Cop
0 0 0 0 1 Cr k+1 Cin

The above matrix B is in echelon form, and so its rows are independent; hence rank(B) = k. Since 4 and B are
column equivalent, they have the same rank, i.e., rank(4) = k. But 4 has k rows; hence these rows, i.e., the v;,
are linearly independent, as claimed.

SUMS, DIRECT SUMS, INTERSECTIONS
4.53. Let U and W be subspaces of a vector space V. Show that:
(a) U+ V is a subspace of V.
(b) U and W are contained in U + W.
(¢) U + W is the smallest subspace containing U and W, that is, U + W = span(U, ).
d W+w=Ww
(a) Since U and W are subspaces, 0 € U and 0 € W. Hence 0 = 0 + 0 belongs to U + W. Now suppose
v, € U+ W.Thenv=u+wand v/ =« + v/, where u,’ € U and w, w € W. Then
av+bv' = (au+bu') + (aw+bw) e U+ W

Thus U + W is a subspace of V.
(b) Let ue U. Since W is a subspace, 0 € W. Hence u = u + 0 belongs to U + W. Thus U C U + W.
Similarly, W € U + W.
(¢) Since U + W is a subspace of V' containing U and W, it must also contain the linear span of U and W.
That is, span(U, W) C U + W.
On the other hand, if v € U 4+ W, thenv =u+w = lu+ 1w, where u € U and w € W. Thus v is a
linear combination of elements in U U W, and so v € span(U, W). Hence U + W C span(U, W).
The two inclusion relations give the desired result.
(d) Since W is a subspace of V, we have that W is closed under vector addition; hence W + W < W. By
part (a), W € W + W. Hence W + W = W.
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4.54. Consider the following subspaces of R>:
U = span(u;, u,, u3) = span{(1, 3, —2,2,3), (1,4,-3,4,2), (2,3,-1,-2,9)}
W = span(w;, w,, w3) = span{(1,3,0,2,1), (1,5,-6,6,3), (2,5,3,2,1)}
Find a basis and the dimension of: (a) U + W, (b) U N W.

(a) U+ W is the space spanned by all six vectors. Hence form the matrix whose rows are the given six
vectors, and then row reduce to echelon form:

13 2 23 13 2 2 3 13 22 3
1 4 -3 42 0 1 -1 2 —I 01 -1 2 -1
23 -1 29 |0 -3 3 -6 3[_|00 10 -l
13 0 21 0 0 2 0 -2 00 00 0
15 6 63 0 -4 4 0 00 00 0
25 3 21 0 -1 7 -2 -5 00 00 0

The following three nonzero rows of the echelon matrix form a basis of U N W:
(1,3,-2,2,2,3), 0,1,-1,2,-1), (0,0,1,0,-1)
Thus dim(U + W) = 3.

(b) Letv=(x,y,z, s, 1) denote an arbitrary element in R®. First find, say as in Problem 4.49, homogeneous
systems whose solution sets are U and W, respectively.
Let M be the matrix whose columns are the u; and v, and reduce M to echelon form:

1 1 2 x 11 2 X

3 4 y 01 -3 —3x+y
M=|-2 -3 -1 z|[~]0 0 0 —x+y+z

2 4 -2 5 0 0 0 4x—-2y+s

3 2 9 ¢ 00 0 —6x+y+t¢t

Set the last three entries in the last column equal to zero to obtain the following homogeneous system whose
solution set is U:

—x+y+z=0, 4x—-2y+s5=0, —6x+y+1t=0

Now let M’ be the matrix whose columns are the w; and v, and reduce M’ to echelon form:

1 1 2 x 11 2 X

3 5 0 2 -1  —3x+4y
M=[0 -6 3 z[~]0 0 0 —9x+3y+z

2 6 2 = 0 0 0 4x—-2y+s

131 ¢ 00 0 2vx—y+r

Again set the last three entries in the last column equal to zero to obtain the following homogeneous system
whose solution set is :

—943+z=0, 4x —2y+s5=0, 2x—y+t=0

Combine both of the above systems to obtain a homogeneous system, whose solution space is U N W, and
reduce the system to echelon form, yielding

—x+y+ z=0
2y+4z4 s=0
8z+5s+2t=0
s—2t=0

There is one free variable, which is #; hence dim(U N W) = 1. Setting ¢ = 2, we obtain the solution
u=(1,4,-3,4,2), which forms our required basis of U N W.
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4.55. Suppose U and W are distinct four-dimensional subspaces of a vector space V, where dim V' = 6.
Find the possible dimensions of U N W.

Since U and W are distinct, U + W properly contains U and W; consequently dim(U + W) > 4. But
dim(U + W) cannot be greater than 6, since dim} = 6. Hence we have two possibilities: (a)
dim(U + W) =5 or (b) dim(U + W) = 6. By Theorem 4.20,

dim(UNW)=dimU +dimW — dim(U + W) = 8 — dim(U + W)
Thus (a) dim(U N W) =3 or (b) dim(U N W) = 2.

4.56. Let U and W be the following subspaces of R*:
U={(a,b,c):a=b=c} and W = {(0, b, ¢)}
(Note that W is the yz-plane.) Show that R> = U @ W.

First we show that U N W = {0}. Suppose v = (a,b,c) € UNW. Then a = b = ¢ and a = 0. Hence
a=0,b=0,c=0. Thus v =0 = (0,0, 0).
Next we show that R* = U + W For, if v = (a, b, ¢) € R?, then

v=(a,a,a)+ (0, b—a, c—a) where (a,a,a) e U and (0, b—a, c—a)e W
Both conditions U N W = {0} and U + W = R® imply that R® = U @ .

4.57. Suppose that U and I are subspaces of a vector space V' and that § = {u;} spans U and S’ = {w;}
spans W. Show that SUS’ spans U + W. (Accordingly, by induction, if S; spans W,, for
i=1,2,...,n,then S, U...US, spans W, + ...+ W,.)

Letv e U+ W.Then v = u + w, where u € U and w € W. Since S spans U, u is a linear combination of
u;, and since S’ spans W, w is a linear combination of wy; say

u=ayu; +au, +...+au; and v=">byw; +byw;, +...+bw;
where a;, b; € K. Then
v=ut+w=au tau, +...tau +bw, +bw, +...+bw

Accordingly, SUS" = {u;, w;} spans U + W.

4.58. Prove Theorem 4.20: Suppose U and V are finite-dimensional subspaces of a vector space V. Then
U + W has finite dimension and

dim(U + W) =dimU + dim W — dim(U N W)

Observe that U N W is a subspacc of both U and W. Suppose dim U = m, dim W = n, dm(U N W) = r.
Suppose {v;, ..., v,} is a basis of U N W. By Theorem 4.16, we can extend {v;} to a basis of U and to a basis
of W; say,

{vp,...,0uy, ..o, and {v, ..., 0w W,_ )
are bases of U and W, respectively. Let
B=A{vy,...,0,up, .. Uy Wi,y Wy}

Note that B has exactly m + n — r elements. Thus the theorem is proved if we can show that B is a basis
of U + W. Since {v;, uj} spans U and {v;, w;} spans W, the union B = {v,, u;, wy} spans U + W. Thus it
suffices to show that B is independent.

Suppose
awv, +...+av. +bu+...+b,_u, . +cw+...4+c,_w,_.=0 1)
where a;, b., ¢, are scalars. Let

i» Djs
v=av+...+a.,+bu +...+b,_u,_, 2)
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By (1), we also have
V=W = = W, 3)

Since {v;, uj} C U, v e U by (2); and since {w,} € W, v € W by (3). Accordingly, v € U N W. Now {v;} is a
basis of U N W, and so there exist scalars d,, ..., d, for which v = d,v, + ... + d,v,. Thus, by (3), we have

dlvl +... +drvr +Clwl +... +Cn—rwn7r =0

But {v;, w;} is a basis of W, and so is independent. Hence the above equation forces ¢; =0,...,¢,_, = 0.
Substituting this into (1), we obtain

avy+...+av.+byu, +...+b,_u,_,=0

But {v;,u} is a basis of U, and so is independent. Hence the above equation forces
a=0,...,a4,=0,b,=0,...,b,_,=0.
Since (1) implies that the a;, b;, ¢ are all 0, B = {v;, u;, w} is independent, and the theorem is proved.

i’ j:
Prove Theorem 4.21: V=U @ W ifand only if (i) V' = U + W, (ii) U N W = {0}.

Suppose V' = U @ W. Then any v € V can be uniquely written in the form v = u 4+ w, where u € U and
w € W. Thus, in particular, V' = U + W. Now suppose v € U N W. Then

(1) v=v+0, where ve U, 0€W, (2) v=0+v, where 0 € U, ve W.

Thus v=04+0=0and UNW = {0}.

On the other hand, suppose V' =U + W and U N W = {0}. Let v € V. Since V = U + W, there exist
ue U and we W such that v = u 4+ w. We need to show that such a sum is unique. Suppose also that
v=u +w, where ' € U and w € W. Then

u+w=u +w, and so u—u =w—w
Butu—u' € U and w —w € W, hence, by UNW = {0},
/ /

u—u' =0, wW—-w=0, and so u=u, w=w

Thus such a sum for v € V' is unique, and V' = U & W.

Prove Theorem 4.22 (for two factors): Suppose V' = U & W. Also, suppose S = {uy, ..., u,} and
S"={w,,...,w,} are linearly independent subsets of U and W, respectively. Then:

(@) The union S U S’ is linearly independent in V.

(b) IfS and S’ are bases of U and W, respectively, then S U S’ is a basis of V.

(¢) dimV =dimU + dim W.

(a) Suppose ajuy + ...+ a,u,, +byw, +...+b,w, =0, where a;, b; are scalars. Then
(ayuy + ... +a,u,)+OGw+...+b,w,)=0=04+0

where 0, ayu; + ...+ a,u, € U and 0, b,w, + ...+ b,w, € W. Since such a sum for 0 is unique, this
leads to

au; +...+a,u, =0 and bw +...+bw,=0
Since S, is linearly independent, each a; = 0, and since S, is linearly independent, each b; = 0. Thus
S =8, US, is linearly independent.
(b) By part (a), S =S| US, is linearly independent, and, by Problem 4.55, § =S, U S, spans V' = U + W.
Thus S =S, U S, is a basis of V.
(¢) This follows directly from part (b).
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4.61. Relative to the basis S = {u;, u,} = {(1, 1), (2,3)} of R?, find the coordinate vector of v, where:
(@) v=(4,-3), (b) v=(a,b).

In each case, set

v=uxu; +yu; =x(1, ) +32,3) = (x+ 2y, x+3y)

and then solve for x and y.

(a) We have
_ X+ 2y = 4
“4,-3)=(x+2y, x+3y) or 43y =3
The solution is x = 18, y = —7. Hence [v] = [18, —7].
(b) We have
_ xX+2y=a
(a,b) =(x+2y, x+3y) or x43y=b

The solution is x = 3a — 2b, y = —a + b. Hence [v] = [3¢ — 2b, a+ b].

4.62. Find the coordinate vector of v = (a, b, ¢) in R’ relative to:

(a)
®)

the usual basis £ = {(1, 0, 0), (0,1,0), (0,0, 1)},
the basis § = {ulv U, u3} = {(17 19 1)7 (17 11 0)! (17 05 O)}

159

(a) Relative to the usual basis £, the coordinates of [v]; are the same as v itself. That is, [v]; = [a, b, c],

(b) Set v as a linear combination of u,, u,, u; using unknown scalars x, y, z. This yields
a 1 1 1 xX+y+z=a
bl=x|1|+y|1]|4+z|0 or x+y =b
c 1 0 0 X =c

Solving the system yields x =c¢,y=b—c,z=a—b. Thus [v]ly =[c, b—¢, a—b].

4.63. Consider the vector space P;(f) of polynomials of degree <3.

(a)
(b)

Show that § = {(r — 1)*, (+—1)*, t—1, 1} is a basis of P;(?).

Find the coordinate vector [v] of v = 313 — 42 4 2t — S relative to S.

(a) The degree of (¢ — 1)¥ is k; writing the polynomials of S in reverse order, we see that no polynomial is a
linear combination of preceding polynomials. Thus the polynomials are linearly independent, and, since

®)

dim P;(7) = 4, they form a basis of P;(7).
Set v as a linear combination of the basis vectors using unknown scalars x, y, z, s. We have
0=3F 442 +2t—5=x(t — 1) +p(t = 1? +z( — 1) + s(1)
=x(® =32 +3t =D +y® =20+ D +z(1 — 1)+ (1)
=xt® —3x? 43t —x 4y — 2t +y+tzt—z+s
=xP + (=3x+ )P +CBx =2y +2)t +(—x+y—z+5)
Then set coefficients of the same powers of ¢ equal to each other to obtain
x=3, —3x+y =4, 3x—2y+z=2, —X+y—z+s=-5
Solving the system yields x = 3, y = 13, z = 19, s = 4. Thus [v] = [3, 13, 19, 4].
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2 3
4 —7

(a) thebasisS:H} i}[i _(1):|’|:(1) _(l)j|’[(1) 8:”,
(b) theusualbasisE:{[é 8][8 (1):|[(1) 8][8 (1)“

(a) Set A4 as a linear combination of the basis vectors using unknown scalars x, y, z, ¢ as follows:

T2 31 11 -1 1 -1 1 0] [x4zdr x—y—z
A_[4 —7]_’{1 1]”[1 0]“[0 0]“[0 0}_[ Xty X ]

Set corresponding entries equal to each other to obtain the system

4.64. Find the coordinate vector of 4 = [ i| in the real vector space M = M, , relative to:

xX+z+t=2, xX—y—z=73, x+y=4, x=-7

Solving the system yields x = —7, y = 11, z = =21, t = 30. Thus [4]y = [-7, 11, —21, 30]. (Note that
the coordinate vector of 4 is a vector in R*, since dimM = 4.)

(b) Expressing A4 as a linear combination of the basis matrices yields

2 3] _f1 0 0 1 00 0 0| [x »

[4 77]_"[0 o]*y[o 0]“[1 o]“[o 1]_[2 t]
Thus x =2,y =3,z=4,t= —7. Hence [4] = [2, 3, 4, —7], whose components are the elements of 4
written row by row.

Remark: This result is true in general, that is, if 4 is any m x n matrix in M = M,, ,,, then the
coordinates of A4 relative to the usual basis of M are the elements of 4 written row by row.

4.65. In the space M = M, 3, determine whether or not the following matrices are linearly dependent:

1 2 3 2 4 7 1 2 5
A_|:4 0 5i|’ B_[IO 1 13]’ C_|:8 2 11]
If the matrices are linearly dependent, find the dimension and a basis of the subspace W of M
spanned by the matrices.

The coordinate vectors of the above matrices relative to the usual basis of M are as follows:
[4]1=11,2,3,4,0,5], [B] =12,4,7,10,1,13], [C1=11,2,5,8,2,11]

Form the matrix M whose rows are the above coordinate vectors, and reduce M to echelon form:

1 23 40 5 1 23 40 5
M=1|2 47 10 1 13|~(0 0 1 2 1 3
1 25 8 2 11 000 0 0O

Since the echelon matrix has only two nonzero rows, the coordinate vectors [4], [B], [C] span a space of
dimension two, and so they are linearly dependent. Thus 4, B, C are linearly dependent. Furthermore,
dim /¥ = 2, and the matrices

123 and o o 1
MI=l4 0 5 2= 1 03

corresponding to the nonzero rows of the echelon matrix form a basis of W.
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4.66. Consider a finite sequence of vectors S = {v, v,,...,0,}. Let T be the sequence of vectors
obtained from S by one of the following “elementary operations”: (i) interchange two vectors,
(ii) multiply a vector by a nonzero scalar, (iii) add a multiple of one vector to another. Show that S
and 7 span the same space W. Also show that T is independent if and only if S is independent.

Observe that, for each operation, the vectors in 7" are linear combinations of vectors in S. On the other
hand, each operation has an inverse of the same type (Prove!); hence the vectors in S are linear combinations
of vectors in 7. Thus S and T span the same space W. Also, T is independent if and only if dim W = n, and
this is true if and only if S is also independent.

4.67. LetA = [a;] and B = [b;] be row equivalent m x n matrices over a field K, and let vy, . .., v, be any
vectors in a vector space V over K. Let
Uy =apvy +apvy +...+av, wy =byoy +bpvy +.. + by,
Uy = dr Uy + Aay Uy + ...+ ay,U, Wy = b21U1 + b22U2 + ...+ bznun
Uy = Ay V1 + AppUs + oo+ QU Wi = bmlvl + meUZ +.o+ bmnvn
Show that {u;} and {w;} span the same space.

Applying an “elementary operation” of Problem 4.66 to {;} is equivalent to applying an elementary row
operation to the matrix 4. Since 4 and B are row equivalent, B can be obtained from 4 by a sequence of
elementary row operations; hence {w;} can be obtained from {u;} by the corresponding sequence of operations.
Accordingly, {u;} and {w;} span the same space.

4.68. Letu,...,v, belong to a vector space V' over K, and let P = [a;] be an n-square matrix over K. Let
Wl :allvl+a1202+...+a1nvn, ey Wn:anlvl+an202+...+annvn
(a) Suppose P is invertible. Show that {w;} and {v;} span the same space; hence {w;} is
independent if and only if {v;} is independent.
(b) Suppose P is not invertible. Show that {w,} is dependent.
(¢) Suppose {w;} is independent. Show that P is invertible.
(a) Since P is invertible, it is row equivalent to the identity matrix /. Hence, by the Problem 4.67, {w;} and
{v;} span the same space. Thus one is independent if and only if the other is.
(b) Since P is not invertible, it is row equivalent to a matrix with a zero row. This means that {w;} spans a
space which has a spanning set of less than n elements. Thus {w;} is dependent.
(c) This is the contrapositive of the statement of (), and so it follows from (b).
4.69. Suppose that 4, 4,, ... are linearly independent sets of vectors, and that 4, € 4, < .... Show that
the union 4 = 4, U A4, U ... is also linearly independent.

Suppose 4 is linearly dependent. Then there exist vectors v, ..., v, € 4 and scalars a,, ..., a, € K, not

all of them 0, such that
avy +a, +...+a,v, =0 €))
Since 4 = U4; and the v; € 4, there exist sets 4; , ..., 4; such that
v €4;, v, €4, R v, € 4;
Let &£ be the maximum index of the sets A,-,, 1k = max(iy, ..., i,). It follows then, since 4, € 4, C ..., that

each Aij is contained in A,. Hence v,,v,,...,v, € 4;, and so, by (1), 4, is linearly dependent, which
contradicts our hypothesis. Thus A4 is linearly independent.
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Let K be a subfield of a field L, and let L be a subfield of a field £. (Thus K C L C E,and K is a
subfield of £.) Suppose E is of dimension # over L, and L is of dimension m over K. Show that E is
of dimension mn over K.

Suppose {v;,...,v,} is a basis of E over L and {ay,...,a,,} is a basis of L over K. We claim that
{a,-vj i=1,...,m,j=1,...,n}is a basis of £ over K. Note that {a,-vj} contains mn elements.

Let w be any arbitrary element in £. Since {v, ..., v,} spans E over L, w is a linear combination of the v;
with coefficients in L:

w=>buv, +bv,+...+b,v, b el )
Since {ay, ..., a,} spans L over K, each b; € L is a linear combination of the a with coefficients in K:

by =kna, +kpa, +... + kia,
by =kya, + kpay + ...+ ky,a,

where k; € K. Substituting in (1), we obtain
w= (kllal +...+ klmam)vl + (k21(11 +...+ k2mam)l)2 +...+ (knlal +...+ knmam)un
=kpayw, + ...+ ka0 +kav + o+ ka,v + o+ kga, + o+ kya,,
= iji(aivj)
ij

where k; € K. Thus w is a linear combination of the a;v; with coefficients in K; hence {a;v;} spans E over K.

The proof is complete if we show that {a;;} is linearly independent over K. Suppose, for scalars
x; € K, we have ), x;(a;v;) = 0; that is,

(11101 +X128501 F oo+ Xy 01) F - (6 @10, F X000, - Xy @) = 0

or
(epa; +xpay + oo+ x,a,)0 F oo+ (pa) Fxpas + - F Xpa,)0, =0
Since {vy, ..., v,} is linearly independent over L and since the above coefficients of the v; belong to L, each
coefficient must be 0:
xXpay +xpa, + ..o+ x,a, =0, ceey Xpay +Xpar + ...+ x,,a, =0
But {a,, ..., a,} is linearly independent over K; hence, since the x; €K,
x1 =0, x,=0, ..., x,=0, ..., x,=0, x, =0, ..., x,=0

Accordingly, {a;v;} is linearly independent over K, and the theorem is proved.

Supplementary Problems

VECTOR SPACES

4.71.

4.72.

Suppose u and v belong to a vector space V. Simplify each of the following expressions:
(@) E, =4(5u—6v)+2QC3u+v), (¢) E; =60Bu+20v)+ Su—"Tv,
(b) E, =5Qu—3v)+4(Tv+38), d) E;=305u+2/v)
Let V' be the set of ordered pairs (a, b) of real numbers with addition in ' and scalar multiplication on V'
defined by
(a,b)+ (c,d)=(a+c, b+d) and k(a, b) = (ka, 0)

Show that V" satisfies all the axioms of a vector space except [My], that is, except 1u = u. Hence [My4] is not a
consequence of the other axioms.
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4.73. Show that Axiom [A,4] of a vector space V; that is, that u + v = v + u, can be derived from the other axioms
for V.

4.74. Let V be the set of ordered pairs (a, b) of real numbers. Show that V' is not a vector space over R with addition
and scalar multiplication defined by:

i) (a,b)+(c,d)=(a+d, b+ c)and k(a, b) = (ka, kb),
(i) (a,b)+(c,d)=(a+c, b+d) and k(a, b) = (a, b),
(iii) (a,d) + (¢, d) =(0,0) and k(a, b) = (ka, kb),
@iv) (a,b)+ (c,d) = (ac, bd) and k(a, b) = (ka, kb).

4.75. Let V be the set of infinite sequences (a;, a,, ...) in a field K. Show that V' is a vector space over K with
addition and scalar multiplication defined by

@.ay...)+ (b, by..)=(a,+b,, ay+by, ..) and k(a,.a,,..)) = (ka,. kay, ...

4.76. Let U and ¥ be vector spaces over a field K. Let V' be the set of ordered pairs (u, w) where u € U and w € W.
Show that V' is a vector space over K with addition in ¥ and scalar multiplication on V' defined by

w, W)+ @ W)=+, w+w) and k(u, w) = (ku, kw)
(This space V' is called the external direct product of U and W.)

SUBSPACES

4.77. Determine whether or not J# is a subspace of R® where W consists of all vectors (a, b, ¢) in R® such that:
(@a=3b, B)a<b<c, (c)ab=0, (dya+b+c=0, (eb=d* (f)a=2b=3c.

4.78. Let V be the vector space of n-square matrices over a field K. Show that ¥ is a subspace of V' if W consists of
all matrices 4 = [a;] that are:
(a) symmetric (47 = 4 or a; = ay), (b) (upper) triangular, (c) diagonal, (d) scalar.

4.79. Let AX = B be a nonhomogeneous system of linear equations in # unknowns, that is, B # 0. Show that the
solution set is not a subspace of K".

4.80. Suppose U and W are subspaces of V' for which U U W is a subspace. Show that U C W or W C U.

4.81. Let V be the vector space of all functions from the real field R into R. Show that ¥ is a subspace of V' where
W consists of all: (a) bounded functions, (b) even functions. [Recall that /: R — R is bounded if IM € R
such that Vx € R, we have | f(x)| < M; and f(x) is even if f(—x) = f(x), Vx € R.]

4.82. Let V be the vector space (Problem 4.75) of infinite sequences (a,, a,, ...) in a field K. Show that W is a
subspace of V if W consists of all sequences with: (a) 0 as the first element, (b) only a finite number of
nonzero elements.

LINEAR COMBINATIONS, LINEAR SPANS
4.83. Consider the vectors u = (1,2,3) and v = (2,3, 1) in R*.

(a) Write w = (1, 3, 8) as a linear combination of « and v.
(b) Write w = (2,4,5) as a linear combination of « and v.
(¢) Find k so that w = (1, k, —2) is a linear combination of u and v.

(d) Find conditions on a, b, ¢ so that w = (a, b, ¢) is a linear combination of « and v.
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4.84. Write the polynomial f(f) =atr®> +bt+c as a linear combination of the polynomials p, = (f — 12,
p, =t—1, p; = 1. [Thus p,, p,, p3 span the space P,(¢) of polynomials of degree < 2.]

4.85. Find one vector in R? that spans the intersection of U and W where U is the xy-plane, i.e. U = {(a, b, 0)}, and
W is the space spanned by the vectors (1,1, 1) and (1,2, 3).

4.86. Prove that span(S) is the intersection of all subspaces of V' containing S.

4.87. Show that span(S) = span(S U {0}). That is, by joining or deleting the zero vector from a set, we do not
change the space spanned by the set.

4.88. Show that: (@) If S C T, then span(S) < span(7). (b) span[span(S)] = span(S).
LINEAR DEPENDENCE AND LINEAR INDEPENDENCE

4.89. Determine whether the following vectors in R* are linearly dependent or independent:

(@ (1,2,-3,1),3,7,1,-2),(1,3,7,-4), (b (1,3,1,-2),(2,5,-1,3),(1,3,7,-2).

4.90. Determine whether the following polynomials u, v, w in P(¢) are linearly dependent or independent:
(@ u=1 —4°2+3t+3, v=4224+4t—1, w=28 —1> -3t +5,
B) u=26—-5>-2t+3, v=0—42-3t4+4, w=28 -T2 —Tt+9.

4.91. Show that the following functions f, g, 4 are linearly independent:
(@ [ =¢, gt)=sint, h()=7, (b)) f()=¢, g) =€, h(t)=1.

4.92. Show that u = (a, b) and v = (c, d) in K? are linearly dependent if and only if ad — bc = 0.

4.93. Suppose u, v, w are linearly independent vectors. Prove that S is linearly independent where:

(a S={u+v-2w, u—v—w, u+wj, b)) S={u+v-3w, u+3v—w, v+w}h

4.94. Suppose {uy, ..., u,, wy, ..., w} is a linearly independent subset of V. Show that span(u;) N span(w;) = {0}.

4.95. Suppose vy, vy, ..., v, are linearly independent. Prove that S is linearly independent where
(@) S={av;,ay0,,...,a,v,} and each a; # 0.
B S={vy,...,0_1, W, 041, ...,0,) and w= >, b; and b, # 0.

4.96. Suppose (ajy,...,ay,), (@y,....ay), ..., (@n,...,a,,) are linearly independent vectors in K", and
suppose v, v, ..., U, are linearly independent vectors in a vector space V' over K. Show that the following

vectors are also linearly independent:

wy =a; vy +...+ap,v, Wy = dy ) + ...+ ay,0,, cey W, = A, 0 + ...+ a,,v,

BASIS AND DIMENSION
4.97. Find a subset of u,, u, us, u, that gives a basis for W = span(,) of R® where:
(@ u=0,1,1,2,3), uy=(1,2,—-1,-2,1), u3=03,5—-1,-2,5), u,=(1,2,1,—1,4)
®) u=(1,-2,1,3,-1), wu,=(-2,4,-2,-6,2), uz=(1,-3,1,2,1), u,=@3,-7,3,8,—-1)
(¢) uy=(1,0,1,0,1), u,=(1,1,2,1,0), u3=(1,2,3,1,1), wuy=(1,2,1,1,1)
d u =(,0,1,1,1), u,=(2,1,2,0,1), u3=(1,1,2,3,4), uy=1(4,2,5,4,6)
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Find a basis and the dimension of: (a) U, (b) W, (c¢) U N W.

4.99.

© The McGraw-Hill
Companies, 2004

(@) x+2y—2z+42s— t=0
xX+2y— z4+35s=-2t=0

2x+4y—Tz+ s+ t=0

b) x+2y— z+4+3s—4=0
2x+4y—2z— s+5t=0

2x+4y —2z+4s -2t =0

4.100.

(@ (1,-2,0,3,—1), (2,-3,2,5,-3), (1, -2,1,2, —2),

b (1,1,2,1,1), (1,2,1,4,

4.101. Determine whether each of the following is a basis of the vector space P, (¢):
(@ {1, 14t 14+t+2, 14+t+2+08, .., 1+t+24+.  +07 141,
b {1+t t+72, £+7, e O

4.102.

(@) u==2+2022-2t+1,
b u=>+7~2-3t+2,

3), 3,5,4,9,7).

Find a basis and the dimension of the subspace W of P(¢) spanned by:

V=P 43244, w=2+2—-Tt—1,
V=20 4+ +t—4, w=4F +32 —5t+2.

Find a homogeneous system whose solution space is spanned by the following sets of three vectors:

165

Consider the subspaces U = {(a, b, c,d) :b—2c+d =0} and W = {(a,b,c,d) :a=d,b=2c} of R*.

Find a basis and the dimension of the solution space W of each of the following homogeneous systems:

4.103. Find a basis and the dimension of the subspace W of /' =M, , spanned by
1 =5 11 2 -4 1 =7
e B e
RANK OF A MATRIX, ROW AND COLUMN SPACES
4.104. Find the rank of each of the following matrices:
1 3 -2 5 4 1 2 -3 =2 1 1 2
1 4 1 3 5 1 3 =2 0 4 55
@ V4 24 3 @ |35 7 o © 5 8 1
2 7 =3 6 13 21 -9 -10 -1 2 2
4.105. Fork =1,2,...,5, find the number », of linearly independent subsets consisting of & columns for each of the
following matrices:
1 1 0 2 3 21 0 2
(@ A=|1 2 0 2 5/, b)) B=|1 2 3 0 4
1 3 02 1 50 2
1 21 3 1 6 1 221 2 1
2 43 83 9 2 45 45 5
4106. Let(@) A=|1 5 o s 3 1|0 @O B=11 5 34 4 ¢
4 8 6 16 7 26 36 7 7 9 10

For each matrix (where Ci, .

@
(ii)
(iii)
(iv)

Find the columns that

.., C¢ denote its columns):

Find its row canonical form M.

are linear combinations of preceding columns.

Find columns (excluding Cy) that form a basis for the column space.

Express Cy as a linear combination of the basis vectors obtained in (iii).
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4.107. Determine which of the following matrices have the same row space:

1 -1 3
1 -2 -1 1 -1 2

A:[ ] B:[ ] c=|2 -1 10
3 -4 5 2 3 -l T s

4.108. Determine which of the following subspaces of R* are identical:
U, =span[(1, 1, -1), (2,3,-1), (3,1,-=5)], U, = span[(1, —1, =3), (3,-2,-8), (2,1,-3)]
Uy =span[(1,1,1), (1,—-1,3), (3,—-1,7)]

4.109. Determine which of the following subspaces of R* are identical:
Uy =span[(1,2,1,4), (2,4,1,5), 3,6,2,9)], U, = span[(1,2,1,2), (2,4,1,3)],
U; = span[(1, 2, 3,10), (2,4,3,11)]

4.110. Find a basis for (i) the row space and (ii) the column space of each matrix M:
0 0 3

1

(@ M= (b) M=

1 4 1 2 1 0 1
31 2 1 1 2 2 1 3
394 5 27) 365 27
4 12 8 8 7 241 -1 0
4.111. Show that if any row is deleted from a matrix in echelon (respectively, row canonical) form, then the resulting
matrix is still in echelon (respectively, row canonical) form.
4.112. Let A and B be arbitrary m x n matrices. Show that rank(4 + B) < rank(4) + rank(B).

4.113. Let r = rank(4 + B). Find 2 x 2 matrices 4 and B such that:
(a) r < rank(4), rank(B); (b) r = rank(4) = rank(B); (c) r > rank(4), rank(B).

SUMS, DIRECT SUMS, INTERSECTIONS
4.114. Suppose U and W are two-dimensional subspaces of K3. Show that U N W # {0}.

4.115. Suppose U and W are subspaces of V' such that dimU =4, dim W = 5, and dim /' = 7. Find the possible
dimensions of U N W.

4.116. Let U and W be subspaces of R? for which dimU = 1, dim W =2, and U & W. Show that RR=UopW

4.117. Consider the following subspaces of R’:
U = span[(1, —1,-1,-2,0), (1,-2,-2,0,-3), (1,—-1,-2,-2,1)]
W = span[(1, -2, -3,0,-2), (1,-1,-3,2,-4), (1,—-1,-2,2,-9)]

(a) Find two homogeneous systems whose solution spaces are U and W, respectively.
(b) Find a basis and the dimension of U N W.
4.118. Let U,, U,, U; be the following subspaces of R>:
Uy =1{(a,b,c):a=c), Uy ={(a,b,c):a+b+c=0}, Uy = {(0,0, ¢))
Show that: (a) R® = U; + U,, (b)) R® = U, + Us, (¢) R® = U; + U;. When is the sum direct?
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4.119. Suppose U, W,, W, are subspaces of a vector space V. Show that
Unw)+UNw,) cUnm, +w,)

Find subspaces of R? for which equality does not hold.

4.120. Suppose W, W,, ..., W, are subspaces of a vector space V. Show that:

(@) span(W,, Wy, .... W)=W,+W,+...+ W,
(b) IfS;spans W fori=1,...,r,then SUS,U...US, spans W, + W, + ...+ W..

4.121. Suppose V' = U @ W. Show that dim V' = dim U + dim W.

4.122. Let S and T be arbitrary nonempty subsets (not necessarily subspaces) of a vector space V' and let k£ be a
scalar. The sum S + 7 and the scalar product &S are defined by:

S+T=@u+v:ueS, veT), kS = {ku: u € S
[We also write w+ S for {w} +S.] Let
§={(1,2), (2,3)}, T={(1,4), (1,5), 2,5}, w=(1,1), k=3
Find: (@) S+ 7T, (b)) w+S, (c) kS, (d) kT, (¢) kS + kT, (f) k(S + T).

4.123. Show that the above operations of S + 7" and &S satisfy:

(@) Commutative law: S+ 7 =T+ S.

(b) Associative law: (S} +5,) + 85 =S| + (S, + 53).
(¢) Distributive law: k(S + T) = kS + kT.

d) S+{0}={0}+S=SandS+V=V+S=V.

4.124. Let V be the vector space of n-square matrices. Let U be the subspace of upper triangular matrices, and let W
be the subspace of lower triangular matrices. Find: (¢) U N W, (b) U + W.

4.125. Let V be the external direct sum of vector spaces U and W over a field K. (See Problem 4.76). Let

U={w,0:ucU} ad W={0,w):weW}

Show that: (a) U and W are subspaces of V, (b) V = Ueo W

4.126. Suppose V =U + W. Let ¥ be the external direct sum of U and W. Show that ¥ is isomorphic to ¥ under
the correspondence v = u + w <> (u, w).

4.127. Use induction to prove: (@) Theorem 4.22, (b) Theorem 4.23.

COORDINATES
4.128. The vectors u; = (1, —2) and u, = (4, —7) form a basis S of R?. Find the coordinate vector [v] of v relative to
S where: (a) v = (5, 3), (b) v=(a, b).

4.129. The vectors u; = (1,2,0), u, = (1, 3,2), u3 = (0, 1, 3) form a basis S of R>. Find the coordinate vector [v] of
v relative to S where: (@) v = (2,7, —4), (b) v = (a, b, ¢).

4130. S={ 4+, 4+t t+1, 1}isabasisof P;(¢). Find the coordinate vector [v] of v relative to S where:
@v=204+7—4+2, (b)v=at’ +bt* +ct+d.
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4.131. Let V' = M, ,. Find the coordinate vector [4] of 4 relative to S where:
11 1 -1 1 0 3 =5 a b
et | KT R O ) P R

4.132. Find the dimension and a basis of the subspace 7 of P5(f) spanned by

u=~ 422 -3t+4, V=2 45 —4t+7, w=~F£+4F +1+2

4.133. Find the dimension and a basis of the subspace W of M = M, 5 spanned by

121 2 4 3 123
A—[3 1 2]’ B‘[7 5 6]’ C‘[s 7 6]

MISCELLANEOUS PROBLEMS
4.134. Answer true or false. If false, prove it with a counterexample.

(a) Ifuy, u,y, uy span ¥, then dim V' = 3.

(b) If A4 is a 4 x 8 matrix, then any six columns are linearly dependent.

(¢) Ifuy, u,, uy are linearly independent, then u;, u,, us;, w are linearly dependent.
(d) If uy, u,, uz, u, are linearly independent, then dim V' > 4.

(e) Ifuy, u,, uy span V, then w, u;, u,, uy span V.

(f) Ifuy, uy, us, u, are linearly independent, then u;, u,, u; are linearly independent.

4.135. Answer true or false. If false, prove it with a counterexample.

(a) If any column is deleted from a matrix in echelon form, then the resulting matrix is still in echelon form.

(b) If any column is deleted from a matrix in row canonical form, then the resulting matrix is still in row
canonical form.

(¢) Ifany column without a pivot is deleted from a matrix in row canonical form, then the resulting matrix is
in row canonical form.

4.136. Determine the dimension of the vector space W of the following n-square matrices:

(a) symmetric matrices, (b) antisymmetric matrices,
(d) diagonal matrices, (c) scalar matrices.
4.137. Lett,t,,...,t, be symbols, and let K be any field. Let ' be the following set of expressions where a; € K:
aty +ayt, + ...+ ayt,
Define addition in ¥ and scalar multiplication on V' by

(arty + ...+ ayt,) + (bity + ...+ b,t,) = (ay + bty + ...+ (a,b,,)1,
k(aity + ayty + ... +a,t,) = ka\t, + kayt, + ... + ka,t,

Show that V' is a vector space over K with the above operations. Also, show that {z,,...,,} is a basis of V]
where

=04 +...+04_ + 14+ 00, +...+ 01,
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4.71. (a) E; =26u—22v. (b) The sum 7v + 8 is not defined, so E, is not defined.
(¢) E5 = 23u + Sv. (d) Division by v is not defined, so E, is not defined
4.77. (a) Yes. () No;e.g. (1,2,3) e W but —2(1,2,3) ¢ W.
(¢) No;e.g. (1,0,0),(0,1,0) € W, but not their sum. (d) Yes.
(e) Nojeg. (1,1,1) € W, but 2(1,1,1) ¢ W. (f) Yes
4.79. The zero vector 0 is not a solution
4.83. (a) w=3u —u,. (b) Impossible. () k= 15—' d) Ta—5b+c=0
4.84. Using f =xp, +yp, +zp3, we getx =a,y=2a+b,z=a+b+c
485. v=(2,5,0)
4.89. (a) Dependent. (b) Independent
4.90. (a) Independent. () Dependent
4.97. (a) uy, uy, uy, uy; (b) uy, uy, us; (©) uy, uy, uz, uy; (d) uy, uy, uy
498. (a) dimU =3, (b) dimWw =2, (00 dm(Unw)=1
4.99. (a) Basis: {(2,—1,0,0,0), (4,0,1,—-1,0), (3,0,1,0,1)}; dimW =3.
(b) Basis: {(2,—1,0,0,0), (1,0,1,0,0)}; dimW =2
4.100. (@) 5x4+y—z—5s=0, x+y—z—t=0;
b) 2x—z=0, 2x—3y+s=0, x—2y+1t=0
4.101. (a) Yes. (b) No, since dimP,(#) = n + 1, but the set contains only » elements
4.102. (a) dimW =2, () dimWwW =3
4.103. dimW =2
4.104. (a) 3, ) 2, (c 3
4.105. (@) ny =4, n,=5 ny=n,=ns=0; b) n=4, n,=5 n3=2,
4.106. (a) (i) M=1[1,2,0,1,0,3; 0,0,1,2,0,1; 0,0,0,0,1,2; 0];

4.107

4.108.

4.109.

i) G, G, G () Cp, G, Gy (v) Cg=3C + G +2C.
b @O M=[1,2,0,0,3,1; 0,0,1,0,—1,-1; 0,0,0,1,1,2; 0],
(i) G, Cs, Cg; (i) Cy, G5, Gy (iv) Co=C -G +2C

. A4 and C are row equivalent to { (l) (1) Z], but not B
. 1 0 -2
U, and U, are row equivalent to 0 1 11 but not U

. 1 2 01
U,, U,, U; are row equivalent to [0 0 1 3]

© The McGraw-Hill
Companies, 2004
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4.110. (@) () (1,3,1,2,1), (0,0,1,—1,=1), (0,0,0,4,7); (ii) Cy, C,, Cs.
®) @ (1,2,1,0,1),(0,0,1,1,2); (i) C, C

11 -1 —17. 1 0] ., Jo 27
4.113. (a) A:[O 0],3:[0 0], (b) A_[O 0],3_[0 0],

10 0 0
© A:[o o]’B:[o 1]

4.115. dm(UNW)=2,3,0r4
i@ 0 TELT G, B
(b) Basis: {(1,-2,-5,0,0), (0,0,1,0,—1)}; dim(UNW)=2
4.118. The sum is direct in (b) and (c)
4.119. In R?, let U, V, W be, respectively, the line y = x, the x-axis, the y-axis.
4122. (@ {2.0). 27, G.7. (3.9, &8y ) {2.3). Gk
(© {B.6), (6.9 (@ {B.12), (3,15, (6,15}
(eand /) {(6,18), (6,21), (9,21), (9.24), (12,24)}
4.124. (a) Diagonal matrices, b Vv
4.128. (a) [—41,11], (b) [-Ta—4b, 2a+Db]
4.129. (a) [—11,13,-10], b) [c—3b+7T7a, —c+3b—06a, c—2b+4a]
4.130. (@) [2,-1,-2,2]; ®b) [a, b—c, c—b+a, d—c+b—ada]
4.131. (a) [7,—-1,-13,10]; b) [d, c—d, b+c—d, a—b—2c+2d]
4.132. dim W =2; basis: { +22 —3t+4, £ +2—1)
4.133. dim W = 2; basis: {[1,2,1,3,1,2], [0,0,1,1,3,2]}
4.134. (a) False; (1,1), (1,2), (2,1) span R®.  (b) True.

(¢) False; (1,0,0,0), (0,1,0,0), (0,0, 1,0), w= (0,0, 0, 1).
(d) True. (¢) True. (f) True

4.135. (a) True. (b) False; e.g. delete C, from [(1) (1) ;] (¢) True.

4.136. (a) %n(n-i—l), (b) %n(n—l), () n, (d 1

© The McGraw-Hill
Companies, 2004
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5.1 INTRODUCTION

The main subject matter of linear algebra is the study of linear mappings and their representation by
means of matrices. This chapter introduces us to these linear maps and the next chapter shows how they
can be represented by matrices. First, however, we begin with a study of mappings in general.

5.2 MAPPINGS, FUNCTIONS

Let A and B be arbitrary nonempty sets. Suppose to each element in A there is assigned a unique
element of B; the collection f* of such assignments is called a mapping (or map) from A4 into B, and is
denoted by

f:A— B

The set 4 is called the domain of the mapping, and B is called the target set. We write f(a), read “f of a”,
for the unique element of B that f* assigns to a € A.

One may also view a mapping f : 4 — B as a computer that, for each input value a € A4, produces a
unique output f(a) € B.

Remark: The term function is used synonymously with the word mapping, although some texts
reserve the word “function” for a real-valued or complex-valued mapping.

Consider a mapping f: 4 — B. If A’ is any subset of 4, then f(4’) denotes the set of images of
elements of 4’; and if B’ is any subset of B, then f~!(B’) denotes the set of elements of 4, each of whose
image lies in B. That is,

fA)={f@:aed} ad ['(B)={a€cAd:f(a)eB]}

We call f(4’) the image of A’ and f~!(B’) the inverse image or preimage of B'. In particular, the set of all
images, i.e., f(4), is called the image or range of f.

To each mapping /' : 4 — B there corresponds the subset of 4 x B given by {(a, f(a)): a € A}. We call
this set the graph of /. Two mappings f': A — B and g: 4 — B are defined to be equal, written ' = g, if
f(a) = g(a) for every a € 4, that is, if they have the same graph. Thus we do not distinguish between a
function and its graph. The negation of /' = g is written f # g and is the statement:

There exists an a € A for which f(a) # g(a).

171
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Sometimes the “barred” arrow i— is used to denote the image of an arbitrary element x € 4 under a
mapping f : 4 — B by writing

X = f(x)
This is illustrated in the following example.

Example 5.1

(@) Letf:R — R be the function that assigns to each real number x its square x*>. We can denote this function by
writing
fx) =5 or X1 x2

Here the image of —3 is 9, so we may wrte f(—3)=9. However, f~'(9)={3,-3}. Also,
f(R) =[0,00) = {x: x > 0} is the image of /.

(b) LetA={a,b,c,d} and B = {x, y, z, t}. Then the following defines a mapping f': 4 — B:
fl@=y fb)=x, floy=z fd=y o [f={ay), b.x), (¢2, dy)
The first defines the mapping explicitly, and the second defines the mapping by its graph. Here,

SUa, b, dh) = {f(@).f(),f(d)} = {y,x,y} = {x,y}
Furthermore, f(4) = {x, y, z} is the image of f.

Example 5.2. Let ¥ be the vector space of polynomials over R, and let p(f) = 3£ — 5¢ + 2.
(a) The derivative defines a mapping D: V' — V' where, for any polynomials f(¢), we have D( /) = df/dt. Thus
D(p) =DB* —5t4+2)=61—5

(b) The integral, say from 0 to 1, defines a mapping J: V' — R. That is, for any polynomial f(¢),
1 1
I = J f(@) dt, andso  J(p) = J (P —5142)=1
0 0

Observe that the mapping in (b) is from the vector space V' into the scalar field R, whereas the mapping in (a) is from
the vector space V' into itself.

Matrix Mappings

Let A be any m x n matrix over K. Then 4 determines a mapping F, : K" — K™ by

F(u) = Au
where the vectors in K” and K™ are written as columns. For example, suppose
1
1 -4 5
A—|:2 3 —6] and u= _2

then

1
n=an=[s 4 2] 3] [

Remark: For notational convenience, we shall frequently denote the mapping F, by the letter 4, the
same symbol as used for the matrix.
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Composition of Mappings
Consider two mappings /' : A — B and g: B — C, illustrated below:
1Lt ¢
The composition of f and g, denoted by geof, is the mapping gof : 4 — C defined by

(goNa) = g(f(a)

That is, first we apply f to a € 4, and then we apply g to f(a) € B to get g( f(a)) € C. Viewing f and g as
“computers”, the composition means we first input @ € 4 to get the output f(a) € B using f, and then we

input f(a) to get the output g( f(a)) € C using g.
Our first theorem tells us that the composition of mappings satisfies the associative law.

Theorem 5.1: Letf:4— B,g:B— C, h: C — D. Then
ho(geof)=(hog)of
We prove this theorem here. Let a € 4. Then
(ho(gof)a) = h((gof)(a)) = h(g(f(a)))
((hog)of)a) = (hog)(f(a)) = h(g(f(a)))
Thus (he(gef))a) = (hog)ef)(a) for every a € 4, and so ho(gef) = (hog)of.

One-to-One and Onto Mappings

We formally introduce some special types of mappings.

Definition: A mapping f': A — B is said to be one-to-one (or 1-1 or injective) if different elements of 4
have distinct images; that is:

(1) If a#d,then f(a) # f(d).
Equivalently,
(2) Iff(a)=f(d),thena=d.
Definition: A mapping f': A — B is said to be onfo (or f maps A onto B or surjective) if every b € B is
the image of at least one a € 4.
Definition: A mapping f': 4 — B is said to be a one-to-one correspondance between A and B (or
bijective) if f is both one-to-one and onto.
Example 5.3. Let f/:R— R, g:R— R, #: R — R be defined by
fx) =27, g =x"—x, h(x) = x*

The graphs of these functions are shown in Fig. 5-1. The function /' is one-to-one. Geometrically, this means that each
horizontal line does not contain more than one point of /. The function g is onto. Geometrically, this means that each
horizontal line contains at least one point of g. The function 4 is neither one-to-one nor onto. For example, both 2 and
—2 have the same image 4, and —16 has no preimage.

Identity and Inverse Mappings
Let 4 be any nonempty set. The mapping f': 4 — A4 defined by f(a) = a, that is, the function that

assigns to each element in A itself, is called the identity mapping. It is usually denoted by 1, or 1 or /.
Thus, for any a € 4, we have 1,(a) = a.
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o /0 7

flx) = 2= glz) = o —x hz) = »?

Fig. 5-1

Now let f: A — B. We call g: B — A4 the inverse of £, written f !, if
feg=1p and gef =1y

We emphasize that /" has an inverse if and only if / is a one-to-one correspondence between A4 and B, that
is, f is one-to-one and onto (Problem 5.7). Also, if b € B, then f~!(h) = a, where a is the unique element
of A4 for which f(a) = b.

5.3 LINEAR MAPPINGS (LINEAR TRANSFORMATIONS)
We begin with a definition.

Definition: Let " and U be vector spaces over the same field K. A mapping F': V' — U is called a linear
mapping or linear transformation if it satisfies the following two conditions:

(1) For any vectors v, w € V, F(v + w) = F(v) + F(w).
(2) For any scalar k and vector v € V, F(kv) = kF(v).

Namely, F': V' — U is linear if it “preserves” the two basic operations of a vector space, that of vector
addition and that of scalar multiplication.

Substituting £ = 0 into condition (2), we obtain F(0) = 0. Thus, every linear mapping takes the zero
vector into the zero vector.

Now for any scalars @, b € K and any vector v, w € V, we obtain

F(av + bw) = F(av) + F(bw) = aF (v) + bF(w)

More generally, for any scalars a; € K and any vector v; € V, we obtain the following basic property of
linear mappings:

F(ajv; + a0y + ... +a,v,) = a;F(v) + a,F(v)) + ... + a,F(v,)
Remark 1: A linear mapping F': V' — U is completely characterized by the condition
F(av + bw) = aF(v) + bF(w) (*)
and so this condition is sometimes used as its defintion.

Remark 2: The term linear transformation rather than linear mapping is frequently used for linear
mappings of the form F: R” — R".
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Example 5.4

(@) Let F:R>— R® be the “projection” mapping into the xy-plane, that is, F is the mapping defined by
F(x,y,z) = (x,y,0). We show that F is linear. Let v = (a, b, ¢) and w = (&, &', ¢’). Then

Fo+w)=F@a+d, b+b, c+)=(a+d, b+¥, 0)
=(a,b,0)+ (d,b,0) = F(v) + F(w)
and, for any scalar £,
F(kv) = F((ka, kb, kc) = (ka, kb, 0) = k(a, b, 0) = kF(v)
Thus F is linear.

(b) Let G: R?> — R? be the “translation” mapping defined by G(x,y) = (x + 1, y+ 2). [That is, G adds the vector
(1,2) to any vector v = (x, y) in R%.] Note that

G(0)=G(0,0)=(1,2) # 0
Thus the zero vector is not mapped into the zero vector. Hence G is not linear.
Example 5.5. (Derivative and Integral Mappings) Consider the vector space ¥V = P(¢) of polynomials over the real field
R. Let u(¢) and v(f) be any polynomials in ¥ and let k£ be any scalar.
(a) Let D:V — V be the derivative mapping. One proves in calculus that
du+v) du dv d(ku) du
=47 d 2=
a ata ™ e di
That is, D(u 4 v) = D(u) + D(v) and D(ku) = kD(u). Thus the derivative mapping is linear.

(b) LetJ:V — R be an integral mapping, say
1

@) = [ £(0) di

0

One also proves in calculus that,

1 rl

1
J [(u(t) + v(2))dt = J u(t) dt +J v(?) dt
0

0 0
and

r ku(t) dt = k J; u(t) dt

0
That is, J(u + v) = J(u) + J(v) and J(ku) = kJ(u). Thus the integral mapping is linear.
Example 5.6. (Zero and Identity Mappings.)

(a) Let F:V — U be the mapping that assigns the zero vector 0 € U to every vector v € V. Then, for any vectors
v,w € V and any scalar k € K, we have

Fo+w)=0=0+0=F(@)+ F(w) and F(kv) = 0 = k0 = kF (v)
Thus F is linear. We call F' the zero mapping, and we shall usually denote it by 0.

(b) Consider the identity mapping / : ' — V, which maps each v € V into itself. Then, for any vectors v, w € V and
any scalars a, b € K, we have

I(av + bw) = av + bw = al (v) + bl(w)
Thus [ is linear.

Our next theorem (proved in Problem 5.13) gives us an abundance of examples of linear mappings. In
particular, it tells us that a linear mapping is completely determined by its values on the elements of a basis.

Theorem 5.2: Let V" and U be vector spaces over a field K. Let {v;, v,, ..., v,} be a basis of V" and let
Uy, Uy, ..., u, be any vectors in U. Then there exists a unique linear mapping F': V — U
such that F(v)) = uy, F(vy) = uy, ..., F(v,) = u,.
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We emphasize that the vectors u;, u,, ..., u, in Theorem 5.2 are completely arbitrary; they may be

linearly dependent or they may even be equal to each other.

Matrices as Linear Mappings
Let 4 be any real m x n matrix. Recall that 4 determines a mapping F,: K" — K™ by F,(u) = Au
(where the vectors in K" and K™ are written as columns). We show F is linear. By matrix multiplication,
F,v4+w) =A@ +w) =Av+ Aw = F,(v) + F,(w)
F (kv) = A(kv) = k(Av) = kF 4(v)
In other words, using 4 to represent the mapping, we have
A(v+w) = Av + Aw and A(kv) = k(A4v)

Thus the matrix mapping A4 is linear.

Vector Space Isomorphism
The notion of two vector spaces being isomorphic was defined in Chapter 4 when we investigated the
coordinates of a vector relative to a basis. We now redefine this concept.

Definition: Two vector spaces V" and U over K are isomorphic, written V' = U, if there exists a bijective
(one-to-one and onto) linear mapping F: V' — U. The mapping F is then called an
isomorphism between V and U.

Consider any vector space V' of dimension # and let S be any basis of V. Then the mapping
vi— [v]g

which maps each vector v € V' into its coordinate vector [v]g, is an isomorphism between V' and K”.

5.4 KERNEL AND IMAGE OF A LINEAR MAPPING
We begin by defining two concepts.

Definition: Let F': V' — U be a linear mapping. The kernel of F, written Ker F, is the set of elements in
V' that map into the zero vector 0 in U; that is,

Ker F={veV:F() =0}
The image (or range) of F, written Im F, is the set of image points in U; that is,
Im F = {u € U: there exists v € V for which F(v) = u}
The following theorem is easily proved (Problem 5.22).

Theorem 5.3: Let F: V' — U be a linear mapping. Then the kernel of F is a subspace of V" and the
image of F is a subspace of U.

Now suppose that vy, v,, ..., v,, span a vector space V' and that F': V' — U is linear. We show that
F(v)), F(vy), ..., F(v,) spanIm F. Letu € Im F. Then there exists v € V such that F(v) = u. Since the v’s
span V' and since v € V, there exist scalars a,, a,, ..., a,, for which

v=avy +av, +...+a,v,
Therefore,
u=F@)=F(av, +ay, +...+a,v,) =a FQ,)+aF(@y)+...4+a,F(,)
Thus the vectors F(v,), F(v,), ..., F(v,,) span Im F.
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We formally state the above result.

Proposition 5.4: Suppose vy, v,, ..., v, span a vector space ¥, and suppose F': V' — U is linear. Then

F(v)), F(vy), ..., F(v,) span Im F.

Example 5.7

(a)

()

Let F: R® — R? be the projection of a vector v into the xy-plane [as pictured in Fig. 5-2(a)]; that is
F(x,y,2) = (x,,0)

Clearly the image of F' is the entire xy-plane, i.e., points of the form (x, y, 0). Moreover, the kernel of F' is the
z-axis, i.e., points of the form (0, 0, ¢). That is,

Im F = {(a, b, ¢): ¢ = 0} = xy-plane and Ker F = {(a,b,c): a =0, b = 0} = z-axis

Let G: R® — R3 be the linear mapping that rotates a vector v about the z-axis through an angle 0 [as pictured in
Fig. 5-2(b)]; that is,

G(x,y,z) = (xcos 0 — ysin0, xsinf + ycosl, z)

Observe that the distance of a vector v from the origin O does not change under the rotation, and so only the zero
vector 0 is mapped into the zero vector 0. Thus Ker G = {0}. On the other hand, every vector « in R® is the
image of a vector v in R? that can be obtained by rotating u back by an angle of 0. Thus Im G = R?, the entire
space.

Example 5.8. Consider the vector space ¥/ = P(¢) of polynomials over the real field R, and let H: ¥ — V be the third-
derivative operator, that is, H[ f(f)] = d*f/df*. [Sometimes the notation D* is used for H, where D is the derivative
operator.] We claim that

Ker H = {polynomials of degree < 2} = P,(¥) and ImH=V

The first comes from the fact that H(ar* 4+ bt + ¢) = 0 but H(¢") # 0 for n > 3. The second comes from that fact that
every polynomial g(¢) in ¥ is the third derivative of some polynomial f(¢) (which can be obtained by taking the anti-
derivative of g(#) three times).

v=(a b, c)

\/

‘ F(v) = (a, b, 0) Y

(@)
Fig. 5-2
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Kernel and Image of Matrix Mappings

Consider, say, a 3 x 4 matrix 4 and the usual basis {e,, e,, e;, e,} of K* (written as columns):

a a a a ! ! ! !

1 2 3 4 0 0 0 0

A= bl bz b3 b4 . e = K € = ol €3 = K €4 = 0
C1 Cy C3 Cyq 0 0 0 0

Recall that 4 may be viewed as a linear mapping 4 : K* — K3, where the vectors in K* and K are viewed
as column vectors. Now the usual basis vectors span K*, so their images Ae,, Ae,, Ae;, Ae, span the image
of 4. But the vectors de;, Ae,, Ae;, Ae, are precisely the columns of 4:

Ael = [al, bl’ C]]T, Aez = [az, bz, Cz]T, A€3 = [a3, b3, C3]T, Ae4 = [a4, b4, C4]T

Thus the image of A4 is precisely the column space of 4.

On the other hand, the kernel of 4 consists of all vectors v for which Av = 0. This means that the
kernel of 4 is the solution space of the homogeneous system 4AX = 0, called the null space of A.

We state the above results formally.

Proposition 5.5: Let A4 be any m x n matrix over a field K viewed as a linear map 4 : K" — K™. Then
Ker 4 = nullsp(4) and Im A = colsp(4)

Here colsp(4) denotes the column space of 4, and nullsp(4) denotes the null space of 4.

Rank and Nullity of a Linear Mapping

Let F: V' — U be a linear mapping. The rank of F is defined to be the dimension of its image, and the
nullity of F is defined to be the dimension of its kernel; namely,

rank(F) = dim(Im F) and nullity(F) = dim(Ker F')
The following important theorem (proved in Problem 5.23) holds.
Theorem 5.6: Let V' be of finite dimension, and let /' : V' — U be linear. Then
dim V' = dim(Ker F) + dim(Im F) = nullity(F) + rank(F)

Recall that the rank of a matrix 4 was also defined to be the dimension of its column space and row
space. If we now view 4 as a linear mapping, then both definitions correspond, since the image of 4 is
precisely its column space.

Example 5.9. Let F: R* = R® be the linear mapping defined by

Fo,y,z,t)y=(x—y+z+t, 2x—2y+3z+4t, 3x—3y+4z+51)

(a) Find a basis and the dimension of the image of F.
First find the image of the usual basis vectors of R?,

F(1,0,0,0) = (1,2,3), F(0,0,1,0) = (1,3,4)
F(0,1,0,0) = (=1, =2, =3), £(0,0,0,1) =(1,4,5)

By Proposition 5.4, the image vectors span Im F. Hence form the matrix M whose rows are these image vectors
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and row reduce to echelon form:

1 2 3 12 3 12 3
1 -2 -3 00 0 01 1
M=1 1 3 41~ lo1 1|70 0 o0
1 4 5 02 2 00 0

Thus (1,2, 3) and (0, 1, 1) form a basis of Im F. Hence dim(Im F) = 2 and rank(F) = 2.

(b) Find a basis and the dimension of the kernel of the map F.
Set F(v) = 0, where v = (x, y, z, t),

Fo,y,z,t)y=(x—y+z+t, 2x—2y+3z+4t, 3x—3y+4z+5t)=(0,0,0)

Set corresponding components equal to each other to form the following homogeneous system whose solution
space is Ker F:

x— y+ z+ t=0 x—y+z+ t=0 B _
2x—=2y+3z4+4t=0 or z4+2t=0 or x y+§12§:8
3x —3y+4z+5t=0 z+2t=0 -

The free variables are y and ¢. Hence dim(Ker F) = 2 or nullity(F) = 2.
(i) Sety =1, =0 to obtain the solution (-1, 1,0, 0),
(i) Sety =0, t =1 to obtain the solution (1, 0, —2, 1).
Thus (-1, 1,0,0) and (1, 0, —2, 1) form a basis for Ker
As expected from Theorem 5.6, dim(Im F) + dim(Ker F) = 4 = dimR*.

Application to Systems of Linear Equations

Let AX = B denote the matrix form of a system of m linear equations in #» unknowns. Now the matrix
A may be viewed as a linear mapping

A: K" — K"

Thus the solution of the equation AX = B may be viewed as the preimage of the vector B € K™ under the
linear mapping A. Furthermore, the solution of the associated homogeneous system

AX =0

may be viewed as the kernel of the linear mapping 4. Applying Theorem 5.6 to this homogeneous system
yields

dim(Ker 4) = dim K" — dim(Im 4) = n — rank 4

But # is exactly the number of unknowns in the homogeneous system AX = 0. Thus we have proved the
following theorem of Chapter 4.

Theorem 4.19: The dimension of the solution space W of a homogenous system AX = 0 of linear
equations is s = n — r, where n is the number of unknowns and r is the rank of the
coefficient matrix 4.

Observe that 7 is also the number of pivot variables in an echelon form of AX = 0, s0 s = n — ris also
the number of free variables. Furthermore, the s solution vectors of AX = 0 described in Theorem 3.12 are
linearly independent (Problem 4.52). Accordingly, since dim W = s, they form a basis for the solution
space W. Thus we have also proved Theorem 3.12.
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5.5 SINGULAR AND NONSINGULAR LINEAR MAPPINGS, ISOMORPHISMS

Let F: V' — U be a linear mapping. Recall that F(0) = 0. F is said to be singular if the image of
some nonzero vector v is 0, that is, if there exists v # 0 such that F(v) =0. Thus F:V — U is
nonsingular if the zero vector 0 is the only vector whose image under F is O or, in other words, if
Ker F = {0}.

Example 5.10. Consider the projection map F: R> — R® and the rotation map G : R*> — R? appearing in Fig. 5-2. (See
Example 5.7.) Since the kernel of F' is the z-axis, F is singular. On the other hand, the kernel of G consists only of the zero
vector 0. Thus G is nonsingular.

Nonsingular linear mappings may also be characterized as those mappings that carry independent sets
into independent sets. Specifically, we prove (Problem 5.28) the following theorem.

Theorem 5.7: Let F:V — U be a nonsingular linear mapping. Then the image of any linearly
independent set is linearly independent.

Isomorphisms

Suppose a linear mapping F': ¥ — U is one-to-one. Then only 0 € ¥ can map into 0 € U, and so F is
nonsingular. The converse is also true. For suppose F is nonsingular and F(v) = F(w), then
F(v—w)=F(@)— F(w) =0, and hence v — w =0 or v = w. Thus F(v) = F(w) implies v = w, that is,
F is one-to-one. Thus we have proved the following proposition.

Proposition 5.8: A linear mapping F: V' — U is one-to-one if and only if F is nonsingular.

Recall that a mapping F': V' — U is called an isomorphism if F' is linear and if F is bijective, i.e., if F/
is one-to-one and onto. Also, recall that a vector space V is said to be isomorphic to a vector space U,
written ' = U, if there is an isomorphism F': V' — U.

The following theorem (proved in Problem 5.29) applies.

Theorem 5.9: Suppose /" has finite dimension and dim V' = dim U. Suppose F': V' — U is linear. Then
F is an isomorphism if and only if F is nonsingular.

5.6 OPERATIONS WITH LINEAR MAPPINGS

We are able to combine linear mappings in various ways to obtain new linear mappings. These
operations are very important and will be used throughout the text.

Let F: V— U and G: V — U be linear mappings over a field K. The sum F + G and the scalar
product kF', where k € K, are defined to be the following mappings from V into U:

(F 4+ G)(v) = F(v) + G(v) and (kF)(v) = kF (v)

We now show that if F' and G are linear, then F 4+ G and kF are also linear. Specifically, for any vectors
v,w € V and any scalars a,b € K,

(F + G)(av + bw) = F(av + bw) + G(av + bw)
= aF(v) + bF(w) + aG(v) + bG(w)
= a[F(v) + G(v)] + b[F(w) + G(w)]
= a(F + G)(v) + b(F + G)(w)
and (kF')(av 4+ bw) = kF (av + bw) = klaF(v) + bF (w)]
= akF(v) + bkF(w) = a(kF)(v) + b(kF)(w)
Thus F + G and kF are linear.
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The following theorem holds.

Theorem 5.10: Let V" and U be vector spaces over a field K. Then the collection of all linear mappings
from V into U with the above operations of addition and scalar multiplication forms a
vector space over K.

The vector space of linear mappings in the above Theorem 5.10 is usually denoted by
Hom(V, U)
Here Hom comes from the word “homomorphism”. We emphasize that the proof of Theorem 5.10 reduces

to showing that Hom(V, U) does satisfy the eight axioms of a vector space. The zero element of
Hom(V, U) is the zero mapping from V into U, denoted by 0 and defined by

0(v) =0

for every vector v € V.
Suppose V and U are of finite dimension. Then we have the following theorem.

Theorem 5.11: Suppose dim V' = m and dim U = n. Then dim[Hom(V, U)] = mn.

Composition of Linear Mappings

Now suppose V, U, and W are vector spaces over the same field K, and suppose F: V' — U and
G: U — W are linear mappings. We picture these mappings as follows:

v LuSw
Recall that the composition function G o F' is the mapping from V" into W defined by (G o F)(v) = G(F(v)).

We show that G o F is linear whenever F and G are linear. Specifically, for any vectors v, w € V' and any
scalars a, b € K, we have

(GoF)(av+ bw) = G(F(av + bw)) = G(aF (v) + bF(w))
= aG(F(v)) + bG(F(w)) = a(G o F)(v) 4+ b(G o F)(w)
Thus G o F is linear.

The composition of linear mappings and the operations of addition and scalar multiplication are
related as follows.

Theorem 5.12: Let V, U, W be vector spaces over K. Suppose the following mappings are linear:
F:V—U, F':V—->U and G:U— W, G.U—>W
Then, for any scalar k € K:
(i) Go(F+F)=GoF+GoF'
(i) (G+G)oF=GoF+GoF.
(i) k(GoF) = (kG)oF = Go(kF).

5.7 ALGEBRA A(V) OF LINEAR OPERATORS

Let V be a vector space over a field K. This section considers the special case of linear mappings from
the vector space V into itself, that is, linear mappings of the form F': V' — V. They are also called linear
operators or linear transformations on V. We will write A(V), instead of Hom(V, V'), for the space of all
such mappings.

Now A(V) is a vector space over K (Theorem 5.8), and, if dim V' = n, then dim A(V) = n®. Moreover,
for any mappings F, G € A(V), the composition G o F exists and also belongs to A(V). Thus we have a
“multiplication” defined in A(V'). [We sometimes write FG instead of Go F in the space A(V).]
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Remark: An algebra A over a field K is a vector space over K in which an operation of
multiplication is defined satisfying, for every F', G, H € 4 and every k € K:

(i) F(G+H)=FG+ FH,
(i) (G+ H)F = GF + HF,
(iii) k(GF) = (kG)F = G(kF).
The algebra is said to be associative if, in addition, (FG)H = F(GH).
The above definition of an algebra and previous theorems give us the following result.

Theorem 5.13: Let V' be a vector space over K. Then A(}) is an associative algebra over K with respect
to composition of mappings. If dim V = n, then dim A(V) = n?.

This is why A(V) is called the algebra of linear operators on V.

Polynomials and Linear Operators

Observe that the identity mapping [ : ' — V belongs to A(V'). Also, for any linear operator F in A(V),
we have FI = [F = F. We can also form “powers” of F. Namely, we define

F'=1, F*=FoF, F =FcF=FoFoF, F'=FF, ..
Furthermore, for any polynomial p(¢) over K, say,
p(t) = ay+ ajt + a,t* + ... + a,f?
we can form the linear operator p(F) defined by
p(F)=ayl +a\F +a,F> + ...+ aF*

(For any scalar k, the operator &/ is sometimes denoted simply by £.) In particular, we say F is a zero of the
polynomial p(¢) if p(F) = 0.

Example 5.11. Let F: K*> — K3 be defined by F(x, y, z) = (0, x, y). For any (a, b, ¢) € K3,
(F+D(a,b,c)=(0,a,b)+ (a,b,c)=(a, a+b, b+c¢)
F3(a, b, c) = F*(0, a, b) = F(0, 0, a) = (0, 0, 0)

Thus F3 = 0, the zero mapping in A(¥). This means F is a zero of the polynomial p(¢) = £>.

Square Matrices as Linear Operators

Let M = M,, , be the vector space of all square n x n matrices over K. Then any matrix 4 in M defines
a linear mapping F, : K" — K" by F,(#) = Au (where the vectors in K" are written as columns). Since the
mapping is from K” into itself, the square matrix 4 is a linear operator, not simply a linear mapping.

Suppose 4 and B are matrices in M. Then the matrix product 4B is defined. Furthermore, for any
(column) vector u in K",

Fyp(u) = (AB)u = A(Bu) = A(Fp(U)) = F(Fp(u)) = (Fy o Fp)(u)

In other words, the matrix product 4B corresponds to the composition of 4 and B as linear mappings.
Similarly, the matrix sum A4 4+ B corresponds to the sum of 4 and B as linear mappings, and the scalar
product kA4 corresponds to the scalar product of A4 as a linear mapping.



Lipschutz-Lipson:Schaum’s | 5. Linear Mappings Text © The McGraw-Hill
Outline of Theory and Companies, 2004
Problems of Linear

Algebra, 3/e

CHAP. 5] LINEAR MAPPINGS 183

Invertible Operators in A(V)

Let F: V' — V be a linear operator. F is said to be invertible if it has an inverse, that is, if there exists
F~1in A(V) such that FF~! = F~'F = I. On the other hand, F is invertible as a mapping if F is both one-
to-one and onto. In such a case, F~! is also linear and F~! is the inverse of F as a linear operator (proved in
Problem 5.15).

Suppose F is invertible. Then only 0 € ¥ can map into itself, and so F is nonsingular. The converse is
not true, as seen by the following example.

Example 5.12. Let V' = P(¢), the vector space of polynomials over K. Let F' be the mapping on ¥ that increases by 1 the
exponent of 7 in each term of a polynomial, that is

Flag+ayt + ayf + ...+ at’) = agt + a;* + a,* + ... +a,rH!
Then F is a linear mapping and F is nonsingular. However, £ is not onto, and so F is not invertible.

The vector space V = P(¢) in the above example has infinite dimension. The situation changes
significantly when V" has finite dimension. Namely, the following theorem applies.

Theorem 5.14: Let F be a linear operator on a finite-dimensional vector space V. Then the following
four conditions are equivalent.

() F is nonsingular: Ker F' = {0}. (iif) F is an onto mapping.
(i) F' is one-to-one. (iv) F is invertible.
The proof of the above theorem mainly follows from Theorem 5.6, which tells us that
dim V' = dim(Ker F) + dim(Im F)
By Proposition 5.8, (i) and (ii) are equivalent. Note that (iv) is equivalent to (ii) and (iii). Thus, to prove the
theorem, we need only show that (i) and (iii) are equivalent. This we do below.

(a) Suppose (i) holds. Then dim(Ker F') = 0, and so the above equation tells us that dim V' = dim(Im F).
This means ¥ = Im F or, in other words, F' is an onto mapping. Thus (i) implies (iii).

(b) Suppose (iii) holds. Then ¥ = Im F, and so dim ¥ = dim(Im F). Therefore the above equation tells
us that dim(Ker F') = 0, and so F is nonsingular. Therefore (iii) implies (i).

Accordingly, all four conditions are equivalent.

Remark: Suppose 4 is a square n x n matrix over K. Then 4 may be viewed as a linear operator on
K". Since K” has finite dimension, Theorem 5.14 holds for the square matrix 4. This is why the terms
“nonsingular” and “invertible” are used interchangeably when applied to square matrices.

Example 5.13. Let F be the linear operator on R? defined by F(x, y) = Qx4 y, 3x +2y).

(a) To show that F is invertible, we need only show that F is nonsingular. Set F(x,y) = (0,0) to obtain the
homogeneous system

2x+y=0 and 3x+2y=0
Solve for x and y to get x = 0, y = 0. Hence F is nonsingular and so invertible.
(b) To find a formula for F~!, we set F(x, y) = (s,¢) and so F~'(s, #) = (x, y). We have
2x+ y=s

2 , 3x+2y) = (s, t
Qx+y, 3x+2y)=(s,1 or 42—t

Solve for x and y in terms of s and ¢ to obtain x =2s — ¢, y = —3s 4+ 2¢. Thus
Fl(s,0)=@Qs—1, —3s+2¢) or Fl(x,y) = Qx—y, —3x+2y)

where we rewrite the formula for F~! using x and y instead of s and ¢.
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5.1.  State whether each diagram in Fig. 5-3 defines a mapping from 4 = {a, b, ¢} into B = {x, y, z}.

(@)

No. There is nothing assigned to the element b € A.

(b) No. Two elements, x and z, are assigned to ¢ € 4.
(c) Yes.

{a) 6] {c)

Fig. 5-3

52. Letf:A— Bandg:B — C be defined by Fig. 5-4.

(a) Find the composition mapping (gof): 4 — C.

(b) Find the images of the mappings f, g, gof.

(@)

(b)

A f B g
I——

Use the definition of the composition mapping to compute

@) @=g(f@) =g =t (gof) (B) = g(f(B) = g() =
(g2/) (@) = g(f(©) = g0) =1

Observe that we arrive at the same answer if we “follow the arrows” in Fig. 5-4:

a—y—t, b—x—s, c—o>y—>t

By Fig. 5-4, the image values under the mapping f are x and y, and the image values under g are r, s, ¢.
Hence

Imf={x,y] and Img=/{rs,1

Also, by part (a), the image values under the composition mapping gof are ¢ and s; accordingly,
Im gof = {s, t}. Note that the images of g and gof are different.
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5.3.

5.4.

5.5.

5.6.

Consider the mapping F : R> — R? defined by F(x, y, z) = (yz, x*). Find:

(@) F(2,3,4); (b) F(5,-2,7); (¢) F~1(0,0), that is, all v € R® such that F(v) = 0.
(a) Substitute in the formula for F to get F(2,3,4) = (3 - 4,2%) = (12, 4).

(b) F(5,-2,7) = (=2-7,5%) = (—14,25).

(¢) Set F(v) =0, where v = (x, y, z), and then solve for x, y, z:

F(xfy7z):(yz’x2):(0!0) or yzzO,x2:0

Thus x = 0 and either y = 0 or z = 0. In other words, x = 0, y = 0 or z = 0. That is, the z-axis and the
y-axis.

Consider the mapping F : R> — R? defined by F(x, y) = (3y, 2x). Let S be the unit circle in R?,
that is, the solution set of x*> 4+ )* = 1. (a) Describe F(S). (b) Find F~L(S).
(a) Let (a, b) be an element of F(S). Then there exists (x, y) € S such that F(x, y) = (a, b). Hence
3y, 2x) = (a, b) or 3y=a,2x=5>b or y:%,x:%
Since (x, y) € S, that is, x> +)* = 1, we have

b\*  ja\2 a b
(z)+<§):1 o gty=l
Thus F(S) is an ellipse.

(b) Let F(x,y) = (a, b), where (a, b) € S. Then (3y, 2x) = (a, b) or 3y = a, 2x = b. Since (a, b) € S, we
have a* + b*> = 1. Thus (3y)2 + (2x)2 = 1. Accordingly, F~1(S) is the ellipse 4x*> + 9)* = 1.

Let the mappings f: 4 — B, g: B — C, h: C — D be defined by Fig. 5-5. Determine whether or
not each function is: (a) one-to-one; (b) onto; (c) invertible, i.e. has an inverse.

(a) The mapping f: 4 — B is one-to-one, since each element of 4 has a different image. The mapping
g: B — C is not one-to one, since x and z both have the same image 4. The mapping #: C — D is one-
to-one.

() The mapping f: 4 — B is not onto, since z € B is not the image of any element of 4. The mapping
g: B — C is onto, since each element of C is the image of some element of B. The mapping ~: C — D
is also onto.

(¢) A mapping has an inverse if and only if it is one-to-one and onto. Hence only / has an inverse.

Fig. 5-5

Suppose f: 4 — Band g: B— C. Hence (gof): A — C exists. Prove:
(a) If f and g are one-to-one, then gof is one-to-one.

(b) Iff and g are onto mappings, then gof is an onto mapping.

(¢) If gof is one-to-one, then f is one-to-one.

(d) If gof is an onto mapping, then g is an onto mapping.
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(a) Suppose (gof)(x) = (gof)(¥). Then g( f(x)) = g(f(»)). Since g is one-to-one, f(x) = f (). Since f is
one-to-one, x = y. We have proven that (gof)(x) = (gof)(y) implies x = y; hence gof is one-to-one.

(b) Suppose ¢ € C. Since g is onto, there exists b € B for which g(b) = c. Since f is onto, there exists a € 4
for which f(a) = b. Thus (gof)(a) = g(f(a)) = g(b) = c. Hence gof is onto.
(¢) Suppose f is not one-to-one. Then there exist distinct elements x,y € 4 for which f(x) = f(y). Thus

(gof)x) =g(f(x)) =g(f(») =(gof)(y). Hence gof is not one-to-one. Therefore if gof is one-to-
one, then /" must be one-to-one.

(d) Ifae A, then (gof)(a) = g(f(a)) € g(B). Hence (gof)(A4) < g(B). Suppose g is not onto. Then g(B) is
properly contained in C and so (g of)(A) is properly contained in C; thus g o f is not onto. Accordingly if
gof is onto, then g must be onto.

5.7. Prove that f : 4 — B has an inverse if and only if /' is one-to-one and onto.

Suppose f has an inverse, i.., there exists a function f~': B — 4 for which f~'of =1, and
fof~! =1,. Since 1, is one-to-one, f is one-to-one by Problem 5.6(c), and since 1, is onto, /" is onto by
Problem 5.6(d), that is, /" is both one-to-one and onto.

Now suppose " is both one-to-one and onto. Then each b € B is the image of a unique element in A4, say
b*. Thus if f(a) = b, then a = b*; hence f(b*) = b. Now let g denote the mapping from B to 4 defined by
b1— b*. We have:

() (gof)Na) = g(f(a)) = g(b) = b* = a for every a € 4; hence gof = 1,.
(i) (fog)b) =f(g(b)) =f(b*) = b for every b € B; hence fog = 1.

Accordingly, f/ has an inverse. Its inverse is the mapping g.

5.8. Letf: R — R be defined by f(x) = 2x — 3. Now f is one-to-one and onto; hence f has an inverse
mapping f~'. Find a formula for =,

Let y be the image of x under the mapping f; that is, y = f(x) = 2x — 3. Hence x will be the image of y
under the inverse mapping f~!. Thus solve for x in terms of y in the above equation to obtain x = %(y + 3).
Then the formula defining the inverse function is f~'(y) =1(y+3), or, using x instead of y,

ST =5 +3).

LINEAR MAPPINGS
5.9. Suppose the mapping F : R — R? is defined by F(x,y) = (x +y, x). Show that F is linear.

We need to show that F(v + w) = F(v) 4+ F(w) and F(kv) = kF(v), where u and v are any elements of R?
and k is any scalar. Let v = (a, b) and w = (o, b). Then

v+w=(a+d, b+b) and kv = (ka, kb)
We have F(v) = (a + b, a) and F(w) = (¢’ + b/, d’). Thus

Fo+w)=F(a+d, b+b)=(@a+d+b+0b, a+d)
=(a+b, a)+(d +b, d)=F@v)+Fw)

and
F(kv) = F(ka, kb) = (ka + kb, ka) = (a+ b, a) = kF(v)

Since v, w, k were arbitrary, F is linear.
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5.10. Suppose F: R* — R? is defined by F(x, y,z) = (x +y + 2z, 2x — 3y + 4z). Show that F is linear.

We argue via matrices. Writing vectors as columns, the mapping F may be written in the form F(v) = Av,
where v = [x, , 2] and
1 1 1
4= |:2 -3 4:|

Then, using properties of matrices, we have
Flo+w)=A@Ww+w) =Av+ Aw = F(v) + F(w)
and F(kv) = A(kv) = k(Av) = kF(v)

Thus F is linear.

5.11. Show that the following mappings are not linear:
(@) F:R?>— R? defined by F(x,y) = (xy, x)
(b)) F:R?>— R? defined by F(x,y) = (x+3, 2y, x+)
(¢) F:R®— R? defined by F(x,y,z) = (x|, y+2)
(a) Letv=(1,2)and w = (3, 4); then v + w = (4, 6). Also,
F)y=(01@03),1)=@G,1) and F(w)=03#4),3)=(12,3)
Hence
F(v+w) = (4(6),4) = (24, 6) # F(v) + F(w)
(b) Since F(0,0) = (3,0,0) # (0,0,0), F cannot be linear.
(¢) Letv=(1,2,3) and k = —3. Then kv = (-3, —6, —9). We have
F()=(1,5) and kF(v)=-3(1,5)=(-3,-15).
Thus
F(kv) = F(=3, =6, =9) = (3, —15) # kF (v)

Accordingly, F' is not linear.

5.12. Let V be the vector space of n-square real matrices. Let M be an arbitrary but fixed matrix in V. Let
F:V — V be defined by F(A) = AM + MA, where A is any matrix in V. Show that F is linear.

For any matrices 4 and B in V' and any scalar &, we have
F(A+B)=(A+BM +M(A+B) =AM + BM + MA + MB
= (AM + MA) = (BM + MB) = F(4) + F(B)
and F(kA) = (kA)M + M(kA) = k(AM) + k(MA) = k(AM + MA) = kF(A)

Thus F is linear.

5.13. Prove Theorem 5.2: Let V" and U be vector spaces over a field K. Let {v;, v,, ..., v,} be a basis of V/
and let uy, u,, ..., u, be any vectors in U. Then there exists a unique linear mapping F': V — U
such that F(v)) = uy, F(vy) = uy, ..., F(v,) = u,.

There are three steps to the proof of the theorem: (1) Define the mapping F': ' — U such that
F(v;)=u;,i=1,...,n. (2) Show that F' is linear. (3) Show that F is unique.

Step 1. Let v € V. Since {v;,...,v,} is a basis of V] there exist unique scalars a,, ..., a, € K for which
v=a,v; + a0, + ...+ a,v,. Wedefine F: V — U by

F@) = ajuy + ayuy + ...+ a,u,
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(Since the g; are unique, the mapping F is well-defined.) Now, fori =1, ..., n,

v; =00, +...+1v;+... 4+ 0y,

Hence F)=0u +...+1lu;+...+0u, =u
Thus the first step of the proof is complete.
Step 2. Suppose v = a,v; + ayv, + ... +a,v, and w = byv; + byv, + ... + b,v,. Then
vtw=(a; +b)v, +(ay+ b)), +...+(a, +b,)v,

and, for any k € K, kv = ka,v, + ka,v, + ... + ka,v,. By definition of the mapping F,

5. Linear Mappings Text © The McGraw-Hill
Companies, 2004

[CHAP. 5

F@) =aju; +ayuy, + ...+ a,v, and Fw)=byv; + by, + ...+ b,v,

Hence
F(U + W) = (al + bl)ul + (a2 + bZ)”Z +...+ (an + bn)un
= (aqyu; + ayuy + ... + au,) + (byuy + byuy + ...+ b,u,)
=F(@)+F(w)
and F(kv) = k(ayu, + ayuy + ... + a,u,) = kF(v)

Thus F is linear.
Step 3. Suppose G: V — U is linear and G(v;) = u;,i =1, ...,n. Let
vV=a v +ayv, +...+a,,

Then

G(v) = Glayv, +ayvy + ... +a,v,) = a,G(v) + a,G(vy) + ... +a,G(v,)

=auy + ayuy + ... + au, = F(v)

Since G(v) = F(v) for every v € ¥V, G = F. Thus F is unique and the theorem is proved.

5.14. Let F: R> — R? be the linear mapping for which F(1,2) = (2, 3) and F(0, 1) = (1, 4). [Note that
{(1,2), (0, 1)} is a basis of R?, so such a linear map F exists and is unique by Theorem 5.2.] Find a

5.15.

formula for F; that is, find F(a, b).
Write (a, b) as a linear combination of (1,2) and (0, 1) using unknowns x and y,
(a,b) =x(1,2) + (0, 1) = (x, 2x+), ) a=x, b=2x+y
Solve for x and y in terms of @ and b to get x = a, y = —2a + b. Then
F(a,b) =xF(1,2) +yF(0,1) = a(2,3) + (—2a + b)(1,4) = (b, —5a+ 4b)

Suppose a linear mapping F : V' — U is one-to-one and onto. Show that the inverse mapping

F~1:U — V is also linear.

Suppose u,u’ € U. Since F is one-to-one and onto, there exist unique vectors v, v’ € ¥V for which

F(v) =u and F(v') = «'. Since F is linear, we also have
Fo+v)=FW)+FW)=u+u and F(kv) = kF(v) = ku
By definition of the inverse mapping,
Flw=v, F'u)=v, Flu+d)=v+v, F(ku) = ko.
Then
Flu+u)=v+v =F ' w)+F ') and F~Y ) = kv = kF ' (u)

Thus F~! is linear.
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KERNEL AND IMAGE OF LINEAR MAPPINGS
5.16. Let F: R* — R? be the linear mapping defined by
Fx,y,z,)=x—y+s+t, x+2s—t, x+y+3s—31)

Find a basis and the dimension of: (a) the image of F, (b) the kernel of F.
(a) Find the images of the usual basis of R*:

F(1,0,0,0) = (1, 1, 1), F(0,0,1,0) = (1,2,3)
F(0,1,0,0)=(—1,0,1),  F(0,0,0,1)=(1,—1,-3)

By Proposition 5.4, the image vectors span Im F. Hence form the matrix whose rows are these image
vectors, and row reduce to echelon form:

o1 o1 111
-1 0 1 o 1 2 01 2
12 3170 0o 1 2| (oo o0
1 -1 -3 0 -2 —4 00 0

Thus (1,1,1) and (0, 1,2) form a basis for Im F; hence dim(Im F) = 2.
(b) Set F(v) =0, where v = (x, y, z, ); that is, set

F,y,z,f)=(x—y+z+1t, x+2z—1, x+y+3z—3)=(0,0,0)

Set corresponding entries equal to each other to form the following homogeneous system whose solution
space is Ker F:

x—y+ z4+ t=0 x—y+ z+4+ t=0
X—y+z+ t=0
X +2z— t=0 or y+ z—2t=0 or n 2 =0
z — =
X+y+3z-3t=0 242z —4t=0 Y

The free variables are z and ¢. Hence dim(Ker F) = 2.

(i) Setz= —1, ¢t =0 to obtain the solution (2, 1, —1, 0).
(i) Setz=0, =1 to obtain the solution (1,2,0,1).

Thus (2,1, —1,0) and (1,2,0, 1) form a basis of Ker F.
[As expected, dim(Im F) + dim(Ker F) =2 + 2 = 4 = dimR*, the domain of F']

5.17. Let G: R® — R be the linear mapping defined by
Gx,y,z2)=x+2y—2z, y+z, x+y—22)
Find a basis and the dimension of: (a) the image of G, (b) the kernel of G.
(a) Find the images of the usual basis of R>:
G(1,0,0) = (1,0, 1), G(0,1,0)= (2, 1, 1), G(0,0,1) = (=1,1,-2)

By Proposition 5.4, the image vectors span Im G. Hence form the matrix M whose rows are these image
vectors, and row reduce to echelon form:

1 0 1 1 0 1 1 0 1
M= 2 1 1{~]0 1 =1|~]10 1 -1
-1 1 -2 01 -1 00 0

Thus (1,0, 1) and (0, 1, —1) form a basis for Im G; hence dim(Im G) = 2.
(b) Set G(v) =0, where v = (x, y, z); that is,

Gx,y,z2)=(x+2y—2z, y+z x+y—2z)=(0,0,0)
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Set corresponding entries equal to each other to form the following homogeneous system whose solution
space is Ker G:

x+2y— z=0 x+2y—2z=0
y+ z=0 or y+z=0
X+ y—2z=0 —y—z=0

x+2y—z=0
y+z=0

The only free variable is z; hence dim(Ker G) = 1. Set z = 1; then y = —1 and x = 3. Thus (3, —1, 1)
forms a basis of Ker G. [As expected, dim(Im G) + dim(Ker G) =2 + 1 = 3 = dimR?, the domain

of G.]
1 2 3 1
5.18. Consider the matrix mapping 4: R* — R>, where A= | 1 3 5 —2 |. Find a basis and the
3 8 13 3

dimension of: (a) the image of 4, (b) the kernel of A.

(@) The column space of 4 is equal to Im 4. Now reduce 47 to echelon form:

1103 113 113
|2 3 8l _fo 12 o 12
13 5 13 0 2 4 000

1 -2 -3 0 -3 -6 000

Thus {(1, 1, 3), (0, 1, 2)} is a basis of Im 4, and dim(Im 4) = 2.

(b) Here Ker A is the solution space of the homogeneous system 4X = 0, where X = {x,y, z, #). Thus
reduce the matrix 4 of coefficients to echelon form:

123 1 123 1
01 2 =3|~[0 1 2 =3| o x+2ying3if8
02 4 —6 000 0 yreamot=

The free variables are z and ¢. Thus dim(Ker 4) = 2.

(i) Setz=1, =0 to get the solution (1, -2, 1, 0).
(i) Setz=0,¢=1 to get the solution (—7, 3,0, 1).

Thus (1, =2, 1,0) and (-7, 3, 0, 1) form a basis for Ker 4.

5.19. Find a linear map F : R> — R* whose image is spanned by (1, 2,0, —4) and (2,0, —1, —3).

Form a 4 x 3 matrix whose columns consist only of the given vectors, say

1 2 2
2 0 0
=10 1 -
—4 -3 -3

Recall that 4 determines a linear map A4: R® — R* whose image is spanned by the columns of 4. Thus 4
satisfies the required condition.

5.20. Suppose f:V — U is linear with kernel W, and that f(v) =u. Show that the “coset”
v+ W ={v+w:we W)} is the preimage of u; that is, f~!(u) = v + W.

We must prove that (i) f~'(u) € v+ W and (ii) v + W < f~!(u).
We first prove (i). Suppose v’ € f~!(u). Then f(v') = u, and so
FO =) =) —f©) =u—u=0
thatis v —ve W. Thus v/ = v+ (v —v) € v+ W, and hence f~'(u) C v+ W.
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Now we prove (ii). Suppose v’ € v+ W. Then v = v + w, where w € W. Since W is the kernel of /', we
have f(w) = 0. Accordingly,

S =fW+w)+f@)+fW) =f©) +0=f(v) =u

Thus v' € £~'(u), and so v+ W < f~'(u).
Both inclusions imply /' (u) = v + W,

5.21. Suppose F: V — U and G: U — W are linear. Prove:
(a) rank(G o F) < rank(G), (b) rank(G o F) < rank(F).
(a) Since F(V)C U, we also have G(F(V)) < G(U), and so dim[G(F(V))] < dim[G(U)]. Then
rank(G o F) = dim[(G o F)(V)] = dim[G(F(V))] < dim[G(U)] = rank(G).
(b) We have dim[G(F(V))] < dim[F(V')]. Hence

rank(G o F) = dim[(G o F)(V)] = dim[G(F(V))] < dim[F (V)] = rank(F)

5.22. Prove Theorem 5.3: Let F: V' — U be linear. Then:
(a) Im F' is a subspace of U, (b) Ker F' is a subspace of V.

(i) Since F(0) =0, we have 0 € Im F. Now suppose u, ' € Im F and a, b € K. Since u and ' belong to
the image of F, there exist vectors v, v’ € V such that F(v) = u and F(v') = /. Then

F(av + bv') = aF(v) + bF(V") + au + bu' € Im F
Thus the image of F is a subspace of U.

(i) Since F(0) = 0, we have 0 € Ker £ Now suppose v, w € Ker F and a, b € K. Since v and w belong to
the kernel of F, F(v) = 0 and F(w) = 0. Thus

F(av 4+ bw) = aF(v) + bF(w) = a0+ b0 =040 =0, and so av+ bw € Ker F
Thus the kernel of F' is a subspace of V.

5.23. Prove Theorem 5.6: Suppose V" has finite dimension and F': V' — U is linear. Then
dim V' = dim(Ker F) + dim(Im F) = nullity(F) + rank(F)

Suppose dim(Ker F) =r and {w,,...,w,} is a basis of Ker £, and suppose dim(Im F) =s and
{uy, ..., u} is a basis of Im F. (By Proposition 5.4, Im F' has finite dimension.) Since u; € Im F, there
exist vectors vy, ..., v; in V such that F(v;) = u, ..., F(v,) = u,. We claim that the set
B={w,....w,0v,...,05}

is a basis of V] that is, (i) B spans ¥, and (ii) B is linearly independent. Once we prove (i) and (ii), then
dimV = r + s = dim(Ker F) 4+ dim(Im F).

(i) BspansV.Letv € V. Then F(v) € Im F. Since the u; span Im F, there exist scalars a;, . . ., a, such that
F)=au + ...+ agu,. Set b =av; +...+a,v, — v. Then
F@)=F(av,+...+ap, —v) =a;F(v)) + ...+ a,F(v,) — F(v)
=au +...+au,—F@)=0
Thus © € Ker F. Since the w; span Ker F, there exist scalars by, ..., b,, such that
b= bw +...+bw, = av;+...+auv, —v
Accordingly
v=av,+...+ayv, —bw —...—bw,

Thus B spans V.
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(i) B is linearly independent. Suppose
X1W1+...+er,.+y11)1+...—|—yXUS=O (1)
where x;, Y € K. Then

0=F0)=F@w, +...+xw,+y0; + ... +y0,)
= X Fw) + o+ 5 F ) + 0 F @) + ..+ 0, F(0,) )

But F(w;) =0, since w; €KerF, and F(v)=u. Substituting into (2), we will obtain

yiy + ... +yu, = 0. Since the u; are linearly independent, each y; = 0. Substitution into (1) gives

xw;+...+xw,=0. Since the w; are linearly independent, each x; =0. Thus B is linearly
independent.

SINGULAR AND NONSINGULAR LINEAR MAPS, ISOMORPHISMS

5.24. Determine whether or not each of the following linear maps is nonsingular. If not, find a nonzero
vector v whose image is 0.
(@) F:R?— R?defined by F(x,y) = (x —y, x —2).
(b) G:R?— R? defined by G(x,y) = (2x — 4y, 3x — 6y).

(a) Find Ker F by setting F(v) = 0, where v = (x, ),

_ _ . x— y=0 x—y=0
(x—y, x—=2y)=1(0,0) or =2y =0 or =0
The only solution is x = 0, y = 0. Hence F is nonsingular.
(b) Set G(x,y) = (0, 0) to find Ker G:
_ 2x—4y =0 -
(2x — 4y, 3x—6y) =(0,0) or 3 — 6y =0 or x—=2y=0

The system has nonzero solutions, since y is a free variable. Hence G is nonsingular. Let y = 1 to obtain
the solution v = (2, 1), which is a nonzero vector, such that G(v) = 0.

5.25. The linear map F : R> — R? defined by F(x,y) = (x — y, x — 2y) is nonsingular by the previous
Problem 5.24. Find a formula for F~'.

Set F(x,y) = (a, b), so that F~!(a, b) = (x,y). We have

_ oy X— y=a X—y=a

(x—y, x=2)=(a,b) or x—2y=b y=a—b

Solve for x and y in terms of @ and b to get x =2a — b, y =a —b. Thus
F~Y(a,b)=Q2a—b, a—b) or Fle,)=Qx—y, x—y)

(The second equation is obtained by replacing a and b by x and y, respectively.)

5.26. Let G: R? — R> be defined by G(x,y) = (x +y, x — 2y, 3x+y).
(a) Show that G is nonsingular. (b) Find a formula for G~1.

(a) Set G(x,y) = (0,0, 0) to find Ker G. We have
x+y, x—2y, 3x+y)=(0,0,0) or x+y=0, x—2y=0, 3x+y=0

The only solution is x = 0, y = 0; hence G is nonsingular.

(b) Although G is nonsingular, it is not invertible, since R> and R* have different dimensions. (Thus
Theorem 5.9 does not apply.) Accordingly, G~! does not exist.
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5.27. Suppose that F': V' — U is linear and that V' is of finite dimension. Show that /" and the image of F'

5.28.

5.29.

have the same dimension if and only if F' is nonsingular. Determine all nonsingular linear mappings
T:R*— R

By Theorem 5.6, dim V' = dim(Im F) + dim(Ker F). Hence /' and Im F have the same dimension if and
only if dim(Ker F) = 0 or Ker F = {0}, i.e., if and only if F is nonsingular.

Since dim R? is less than dim R*, we have that dim(Im 7)) is less than the dimension of the domain R* of
T. Accordingly no linear mapping 7 : R* — R® can be nonsingular.

Prove Theorem 5.7: Let F: V' — U be a nonsingular linear mapping. Then the image of any
linearly independent set is linearly independent.

Suppose vy, vy, ..., v, are linearly independent vectors in V. We claim that F(v,), F(v,), ..., F(v,) are
also linearly independent. Suppose a,F(v,) + a,F(v,) + ... + a,F(v,) = 0, where a; € K. Since F is linear,
F(ayv; +ayv, + ...+ a,v,) = 0. Hence

ayvy +ayv, + ... +a,v, € Ker I’

But F is nonsingular, i.e., Ker F = {0}. Hence a,v; + ayv, + ...+ a,v, = 0. Since the v; are linearly
independent, all the a; are 0. Accordingly, the F'(v;) are linearly independent. Thus the theorem is proved.

Prove Theorem 5.9: Suppose V' has finite dimension and dim V' = dim U. Suppose F: V — U is
linear. Then F is an isomorphism if and only if ' is nonsingular.

If F is an isomorphism, then only 0 maps to 0; hence F is nonsingular. Conversely, suppose F is
nonsingular. Then dim(Ker F) = 0. By Theorem 5.6, dim V' = dim(Ker F) 4+ dim(Im F). Thus

dim U = dim ¥V = dim(Im F)

Since U has finite dimension, Im /' = U. This means F maps V onto U. Thus F is one-to-one and onto; that
is, F' is an isomorphism.

OPERATIONS WITH LINEAR MAPS

5.30.

5.31.

5.32.

Define F:R> - R? and G: R> — R? by F(x,y,z) = (2x, y+2z) and G(x,y,2z) = (x —z, ).
Find formulas defining the maps: (a) F + G, (b) 3F, (c) 2F — 5G.

(a) (F+ G)(xﬂyyz) :F(xﬂyiz) + G(xvyﬂz) = (2x1 y+Z) + (x_Z, J’) = (SX_Z, 2y+z)

(b) BF)x,y,2) =3F(x,y,z) =3(2x, y+z) = (6x, 3y+32)

(¢) QQF =5G)(x,y,z) = 2F(x,y,z) = 5G(x,y,2) =2(2x, y+2) —5(x —z, y)
=(4x, 2y+22)+(—=5x+ 5z, =5y) =(—x+5z, —3y+22)

Let F: R® - R? and G: R? - R? be defined by F(x,y,z) = 2x, y+2z) and G(x,y) = (», ).
Derive formulas defining the mappings: (a) Go F, (b) F o G.

(@) (GoF)x,y,2)=G(F(x,y,2) =G(2x, y+2)=(+z 2

(b) The mapping F o G is not defined, since the image of G is not contained in the domain of F.

Prove: (a) The zero mapping 0, defined by 0(v) = 0 € U for every v € V, is the zero element of
Hom(V, U). (b) The negative of F € Hom(V, U) is the mapping (—1)F, i.e., —F = (—1)F.
Let F € Hom(V, U). Then, for every v € V:

(a) F+0)(v)=F@)+ 0@ =F@)+0=F(v)
Since (F + 0)(v) = F(v) for every v € V, we have F + 0 = F. Similarly, 0 + F = F.
D) (F + (=1)F)(®) = F(v) + (=DF(v) = F) — F(v) = 0 = 0(v)

Thus F + (=1)F = 0. Similarly (—1)F + F = 0. Hence, —F = (—1)F.
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5.33. Suppose F|, F,, ..., F, are linear maps from V" into U. Show that, for any scalars a,, a,, ..., a,,

and for any v € V,
(a)Fy + ayFy + ...+ a,F,)0) = a1 F (0) + aF5(0) + ... + a,F,(v)
The mapping a, F is defined by (a,F)(v) = a,F(v). Hence the theorem holds for n = 1. Accordingly, by
induction,

(@ F) + aFy + ...+ a,F,) W) = (@ F () + (axF5 + ..+ a,F,)(0)
=a\F(0) + a;F5(0) + ... + a,F, ()

5.34. Consider linear mappings F:R®> — R?, G:R*> - R?, H:R> — R? defined by
Fx,y,2)=(x+y+z x+y), G(x,y,z) = (2x+2z, x+1), H(x,y,z) = 2y, x)
Show that F, G, H are linearly independent [as elements of Hom(R?, R?)].
Suppose, for scalars a, b, c € K,
aF +bG+cH =0 (1)
(Here 0 is the zero mapping.) For ¢; = (1,0, 0) € R?, we have 0(¢;) = (0, 0) and
(aF 4+ bG + cH)(e,) = aF (1,0, 0) + bG(0, 1,0) + cH(0, 0, 1)
=a(l,)+b2,1)+¢c(0,1)=(a+2b, a+b+c)
Thus by (1), (a+2b, a+b+c)=(0,0) and so
a+2b=0 and a+b+c=0 2)
Similarly for e, = (0, 1, 0) € R?, we have 0(e,) = (0, 0) and
(aF 4+ bG + cH)(e,) = aF (0, 1,0) + bG(0, 1,0) + cH(0, 1, 0)
=a(l,1)+5b0,1)+c(2,0)=(a+2c, a+b)
Thus a+2c=0 and a+b=0 3)
Using (2) and (3), we obtain
a=0, b=0, c=0 “)
Since (1) implies (4), the mappings F, G, H are linearly independent.

5.35. Let k be a nonzero scalar. Show that a linear map 7 is singular if and only if kT is singular. Hence T
is singular if and only if —T is singular.

Suppose T is singular. Then 7'(v) = 0 for some vector v # 0. Hence
kT)(v) = kT(v) =k0 =10

and so kT is singular.
Now suppose kT is singular. Then (kT)(w) = 0 for some vector w # 0. Hence

T(kw) = kT(w) = (kT)(w) =0
But k£ # 0 and w # 0 implies kw # 0. Thus T is also singular.

5.36. Find the dimension d of:
(a) Hom(R?, R*), (b) Hom(R®, R?), (c) Hom(P;(#), R?), (d) Hom(M, 3, R%).
Use dim[Hom(V, U)] = mn, where dim V' = m and dim U = n.
(@) d=34) =12. (c¢) Since dimP5(f) =4, d = 4(2) = 8.
(h) d=53)=15. (d) Since dimM,5 =6, d = 6(4) = 24.
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5.37. Prove Theorem 5.11. Suppose dim V' = m and dim U = n. Then dim[Hom(V, U)] = mn.

Suppose {v;, ..., v,} is a basis of V and {u,, ..., u,} is a basis of U. By Theorem 5.2, a linear mapping
in Hom(¥, U) is uniquely determined by arbitrarily assigning elements of U to the basis elements v; of V. We
define

F; € Hom(V, U), i=1,....m, j=1,...,n

to be the linear mapping for which F;(v;) = u;, and F(v;) = 0 for k # i. That is, F;; maps v; into u; and the
other v’s into 0. Observe that {F, ,j} contains exactly mn elements; hence the theorem is proved if we show that
it is a basis of Hom(V, U).

Proof that {F;} generates Hom(V, U). Consider an arbitrary function ¥ € Hom(V, U). Suppose
F() =w,, F(v;) =w,,...,F(v,) =w,,. Since w;, € U, it is a linear combination of the u’s; say,

Wy = Aty + ity + ...+ agy, k=1,....m, a;€ek (€))

Consider the linear mapping G = Y, Zj'.':l a;F;. Since G is a linear combination of the Fy;,
{F;} generates Hom(V, U) is complete if we show that /= G.
We now compute G(vy), k =1, ..., m. Since F;;(v;) = 0 for k # i and Fi(v) = u;,

the proof that

G =Y X} a,.jF,.j(vk) = Z; akijj(vk) = X} au;
— j= J=

i=1j

=apu; +apu, + ...+ apu,

Thus, by (1), G(v;) = wy, for each k. But F(v;) = wy, for each k. Accordingly, by Theorem 5.2, F = G; hence
{F;} generates Hom(V, U).

Proof that {F} is linearly independent. Suppose, for scalars c; € K,

m n
2.2 cFy=0
i=1j=1
Forv, k=1,...,m,
m n n n
0=00w)=>> c,-jF,-j(vk) => ckijj(vk) => it
i=1j=1 J=1 J=1
= CpqUy F CppUy + ...+t
But the u; are linearly independent; hence, for k = 1,...,m, we have ¢;; =0,¢;, =0, ..., ¢, = 0. In other

words, all the ¢; = 0, and so {F};} is linearly independent.

5.38. Prove Theorem 5.12: (i) Go(F+F)=GoF+GoF'. (ii) (G+G)oF =GoF+ G oF.
(iil) k(G o F) = (kG)o F = G o (kF).

(i) Foreveryv eV,

(Go(F + F))(v) = G(F + F)(v)) = GF(v) + F'(v)
= G(F(v) + G(F' (1)) = (GoF)(v) + (G F)(v) = (GoF + G F')(v)

Thus Go(F+F')=GoF + GoF'.
(i) ForeveryveV

(G+G)oF(@) =(G+ G)F@) = GF Q)+ G(FW)
=(GoF)(©)+ (G e F)(v) = (GoF + G = F)(v)

Thus (G+ G )oF = GoF + G oF.
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(iii) Foreveryve V]
(K(G o F))(v) = k(G ° F)(v) = k(G(F(v))) = (kG)(F(v)) = (kG ° F)(v)
and (K(G o F))(v) = k(G o F)(v) = K(G(F(v)) = G(kF(v)) = G((kF)(v)) = (G °kF)(v)

Accordingly, k(G o F) = (kG)o F = G o (kF'). (We emphasize that two mappings are shown to be equal
by showing that each of them assigns the same image to each point in the domain.)

ALGEBRA OF LINEAR MAPS

5.39. Let F and G be the linear operators on R? defined by F(x, y) = (v, x) and G(x, y) = (0, x). Find
formulas defining the following operators: (a) F + G, (b) 2F — 3G, (c) FG, (d) GF, (e) F2, ( ) G>.
(@) (F+0)xy)=F@xy) +Gkxy) =)+ 0,x) =, 2x).
(b) (2F =3G)(x,y) = 2F(x,y) = 3G(x,y) = 2(y, x) — 3(0, x) = 2y, —x).
() (FG)x,y) =F(G(x,y) = F(0,x) = (x, 0).
(d) (GF)(x,y) = G(F(x,y)) = G(y,x) = (0, ).
(e) F?*(x,y)=F(F(x,y)) = F(y,x) = (x, y). (Note that F?> = I, the identity mapping.)
() G*x,y) = G(G(x,y)) = G(0,x) = (0, 0). (Note that G> = 0, the zero mapping.)

5.40. Consider the linear operator T on R® defined by T(x,y,z) = (2x, 4x —y, 2x + 3y —2).
(a) Show that T is invertible. Find formulas for: (b) T~!, (b) T2, (c) T2.

(a) Let W = Ker T. We need only show that 7 is nonsingular, i.e., that W = {0}. Set T'(x, y,z) = (0, 0, 0),
which yields

T(x,y,z) =(2x, 4x—y, 2x+3y—2)=(0,0,0)
Thus W is the solution space of the homogeneous system
2x =0, 4x—y=0, 2x+3y—z=0

which has only the trivial solution (0,0,0). Thus W = {0}. Hence T is nonsingular, and so 7T is
invertible.

() Set T(x,y,z) =(r,s,1) [and so T~'(r, s, ?) = (x, y, z)]. We have
2x, 4x—y, 2x+3y—2)=(r,s,1) or 2x=r, 4x—y=s, 2x+3y—z=t
Solve for x, y, z in terms of r, s, ¢ to get x = %r, y=2r—s,z="Tr—3s —t. Thus

T’l(r,s,t):(%r, 2r—s, Tr—3s—1) or Tfl(x,y,z):(%x, 2x—y, Tx—3y—2)

(¢) Apply T twice to get

T2 (x,y,2z) = T(2x, 4x —y, 2x+ 3y —2)
=[4x, 402x)—(@dx—y), 2(2%)+3@x—y)— (2x+3y —2)]
=(4x, 4x+y, l4x—6y+2)

(d) Apply T twice to get

T2(x,y,z) = T’z(%x, 2x—y, Tx—3y—2)
=[Gx 260 —@x—y), 7Gx —-3Q2x—y)—(Tx -3y —2)]
=@x, —x+y, —-Sx+6y+2)
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5.41. Let V be of finite dimension and let T be a linear operator on V' for which TR = I, for some
operator R on V. (We call R a right inverse of T.)
(a) Show that T is invertible. (b) Show that R = 7',
(¢) Give an example showing that the above need not hold if V' is of infinite dimension.
(a) Letdim V' = n. By Theorem 5.14, T is invertible if and only if T is onto; hence T is invertible if and only
if rank(7") = n. We have n = rank(/) = rank(7R) < rank(7") < n. Hence rank(7) = n and 7 is invertible.
by TT'=T'"T=1ThenR=IR=T"'"DR=T'TR)=T""1=T"".
(c) Let V be the space of polynomials in ¢ over K; say, p(f) = ay + a;t + ayt> + ... +a,t*. Let T and R be
the operators on V' defined by
T(p() =0+4a, + art + ... +ar™" and  R(p(t)) = agt + a;* + ... + a,r!
We have
(TRY(p(1)) = TR(p()) = T(agt + @ + ...+ a™™) = ay +ayt + ... +a,t* = p(0)
and so TR = I, the identity mapping. On the other hand, if £ € K and & # 0, then
(RT)(k) = R(T(K)) = R(0) = 0 # k
Accordingly, RT # 1.
5.42. Let F and G be linear operators on R? defined by F(x, y) = (0, x) and G(x, y) = (x, 0). Show that:
(a) GF = 0, the zero mapping, but FG # 0. (b) G*> = G.
(@) (GF)(x,y) = G(F(x,)) = G(0,x) = (0, 0). Since GF assigns 0 = (0, 0) to every vector (x, y) in R?, it is
the zero mapping, that is, GF' = 0.
On the other hand, (FG)(x,y) = F(G(x,y) = F(x, 0) = (0, x). For example, (FG)(2,3) = (0, 2).
Thus FG # 0, since it does not assign 0 = (0, 0) to every vector in R2.
(b) For any vector (x, y) in R?, we have G*(x, y) = G(G(x, y)) = G(x, 0) = (x, 0) = G(x, y). Hence G = G.
5.43. Find the dimension of: (a) A(R*), (b) A(P,(£)), (c) AM, 3).
Use dim[4(V)] = n* where dim V = n. Hence: (a) dim[4(R*)] = 42 = 16, (b) dim[4(P)2()] = 3% =9,
(¢) dim[A(M, 3)] = 6% = 36.
5.44. Let E be a linear operator on ¥ for which E? = E. (Such an operator is called a projection.) Let U

be the image of E, and let 7 be the kernel. Prove:
(@) Ifu e U, then E(u) = u, i.e., E is the identity mapping on U.
(b) If E #1, then E is singular, i.e., E(v) = 0 for some v # 0.
o V=UeW.
(a) If u € U, the image of E, then E(v) = u for some v € V. Hence, using E> = E, we have
u = E(v) = E*(v) = E(E(v)) = E(u)
(b) If E #1, then for some v € V, E(v) = u, where v # u. By (i), E(«) = u. Thus
Ev—u)=EWw)—EWw)=u—u=0, where v—u#0
(¢) We first show that V' = U + W. Let v € V. Set u = E(v) and w = v — E(v). Then
v=EW)+v—E@)=u+w
By deflnition, u = E(v) € U, the image of E. We now show that w € W, the kernel of E,
E(w) = E(v — E(v)) = E(v) — E*(v) = E(v) — E(v) = 0

and thus w € W. Hence V = U + W.

We next show that U N W = {0}. Let v € U N W. Since v € U, E(v) = v by part (a). Since v € W,
E()=0. Thus v =E(v) =0 and so UN W = {0}.

The above two properties imply that V' = U @ W.
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Supplementary Problems

MAPPINGS

5.45. Determine the number of different mappings from {a, b} into {1,2,3}.

546. Letf:R — Rand g: R — R be defined by f(x) = x> + 3x + 1 and g(x) = 2x — 3. Find formulas defining
the composition mappings: (a) f < g; (b) g°f; (c) gog: (d) f of.
5.47. For each mappings /: R — R find a formula for its inverse: (a) f(x) = 3x — 7, (b) f(x) = x> + 2.

5.48. For any mapping f/: 4 — B, show that 1z0f =f =fo1,.

LINEAR MAPPINGS
5.49. Show that the following mappings are linear:

(@) F:R>— R? defined by F(x,y,z) = (x + 2y — 3z, 4x — 5y + 62).

() F:R?— R? defined by F(x,y) = (ax + by, cx+ dy), where a, b, ¢, d belong to R.
5.50. Show that the following mappings are not linear:

(@) F:R?— R? defined by F(x, y) = (x2,)7).

(b) F:R®— R?defined by F(x,y,2z) = (x+ 1, y+2).

(¢) F:R?>— R? defined by F(x,y) = (xy, y).

(d) F:R®— R? defined by F(x,y,z) = (x|, y+2)

5.51. Find F(a, b), where the linear map F: R> — R? is defined by F(1,2) = (3, —1) and F(0, 1) = (2, 1).

5.52. Find a 2 x 2 matrix 4 that maps:

(@ (1,3)" and (1,4)" into (=2, 5)" and (3, —1)7, respectively.
() 2, -4)" and (—1,2)" into (1, 1)” and (1, 3)", respectively.

5.53. Find a 2 x 2 singular matrix B that maps (1, 1)7 into (1, 3)”.

5.54. Let V' be the vector space of real n-square matrices, and let M be a fixed nonzero matrix in V. Show that the
first two of the following mappings 7': V' — V are linear, but the third is not:
(a) T(4) = MA, (b) T(4) =AM + MA, (c) T(4) = M + A.

5.55. Give an example of a nonlinear map F: R — R? such that F~'(0) = {0} but F is not one-to-one.

5.56. Let F: R> — R? be defined by F(x, y) = (3x + 5y, 2x+ 3y), and let S be the unit circle in R2. (S consists of
all points satisfying x> +3? = 1.) Find: (a) the image F(S), (b) the preimage F~'(S).

5.57. Consider the linear map G:R®> — R? defined by G(x,y,z) = (x+y+2z, y—2z, y—3z) and the unit
sphere S, in R?, which consists of the points satisfying x> +)? 4z = 1. Find: (a) G(S5), (b) G~'(S,).

5.58. Let H be the plane x +2y — 3z = 4 in R® and let G be the linear map in Problem 5.57. Find:
(a) G(H), (b) G™'(H).

5.59. Let W be a subspace of V. The inclusion map, denoted by i: W — ¥, is defined by i(w) = w for every w € W.
Show that the inclusion map is linear.

5.60. Suppose F: V — U is linear. Show that F(—v) = —F(v).
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KERNEL AND IMAGE OF LINEAR MAPPINGS
5.61. For each linear map F' find a basis and the dimension of the kernel and the image of F:

(@) F:R>— R defined by F(x,y,z) = (x + 2y — 3z, 2x+ 5y —4z, x+4y +2),
() F:R*— R defined by F(x,y,z, 1) = (x + 2y + 3z +2t, 2x+4y+ Tz +5¢, x+ 2y + 62+ 50).

5.62. For each linear map G, find a basis and the dimension of the kernel and the image of G:

(@) G:R?®— R? defined by G(x,y,z) = (x +y+2z, 2x+ 2y + 22),
(b)) G:R®— R? defined by G(x,y,2z) = (x +y, y+2),
(¢) G:R®— R? defined by

Gx,y,z,8,) =(x+2y+2z4+s+¢t, x+2y+3z+2s—t, 3x+6y+8+55—1).

5.63. Each of the following matrices determines a linear map from R* into R>:

1 20 1 1o 2 -1
(@ A=|2 -1 2 =1|,» B=| 2 3 -1 1
1 -3 2 =2 -2 0 -5 3

Find a basis as well as the dimension of the kernel and the image of each linear map.
5.64. Find a linear mapping F : R> — R® whose image is spanned by (1,2,3) and (4,5, 6).
5.65. Find a linear mapping G: R* — R> whose kernel is spanned by (1,2,3,4) and (0, 1,1, 1).

5.66. Let IV = Py (), the vector space of polynomials of degree < 10. Consider the linear map D*: ¥ — ¥, where
D* denotes the fourth derivative of d*/d¢*. Find a basis and the dimension of:
(a) the image of D*; (b) the kernel of D*.

5.67. Suppose F: V — U is linear. Show that: (a) the image of any subspace of V' is a subspace of U,
(b) the preimage of any subspace of U is a subspace of V.

5.68. Show thatif F: V' — U is onto, then dim U < dim V. Determine all linear maps F : R3> — R* that are onto.

5.69. Consider the zero mapping 0: V' — U defined by 0(v) = 0,V v € V. Find the kernel and the image of 0.

OPERATIONS WITH LINEAR MAPPINGS
5.70. Let F: R’ — R? and G: R® — R? be defined by F(x,y,z) = (y, x+z) and G(x, y,z) = (2z, x+ y). Find
formulas defining the mappings ' + G and 3F — 2G.

5.71. Let H:R? — R? be defined by H(x, y) = (, 2x). Using the maps F and G in Problem 5.70, find formulas
defining the mappings: (a) HoF and Ho G, (b) FoH and GoH, (c) Ho(F+ G)and HoF + HoG.

5.72. Show that the following mappings F, G, H are linearly independent:

(@) F,G,H e Hom(R?, R?) defined by F(x,y) = (x,2y), G(x,y) = (v, x+y), H(x,y) = (0,x),
b) F,G,He Hom(R3, R) defined by F(x,y,z) =x+y+z G(x,y,z2) =y+2z H(x,y,z) =x — z.

5.73. For F, G € Hom(¥, U), show that rank(F 4+ G) < rank(F) + rank(G). (Here V has finite dimension.)

5.74. Let F:V — U and G: U — V be linear. Show that if F and G are nonsingular, then G o F is nonsingular.
Give an example where G o F is nonsingular but G is not.
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5.75. Find the dimension d of: (a) Hom(R?, R®), (b) Hom(P,(t), R®), (c) Hom(M, 4, P,(£)).
5.76. Determine whether or not each of the following linear maps is nonsingular. If not, find a nonzero vector v
whose image is 0; otherwise find a formula for the inverse map:

(@) F:R>— R? defined by F(x,y,z) = (x+y+2z, 2x+3y+5z, x+3y+7z2)
(b) G:R?® — Py(¢) defined by G(x,y,2) = x + N2 + (x + 2y + 22)t + y + 2,
() H:R?— Py(t) defined by H(x,y) = (x + 20) + (x — y)t +x + .

5.77. When can dim [Hom(V, U)] = dim V'?

ALGEBRA OF LINEAR OPERATORS
5.78. Let F and G be the linear operators on R? defined by F(x,y) = (x+y, 0) and G(x,y) = (—y, x). Find
formulas defining the linear operators: (a) F + G, (b) 5F — 3G, (c¢) FG, (d) GF, (e) F?, (f) G

5.79. Show that each linear operator 7 on R? is nonsingular and find a formula for 7-! | where:
(@) T(x,y) = (x+2y, 2x+3y), (b) T(x,y) = (2x — 3y, 3x —4y).

5.80. Show that each of the following linear operators T on R? is nonsingular and find a formula for 7~', where:
(@) T(x,y,z) =(x—3y—2z, y—4z, z); b)) T(x,y,2)=x+2z, x—y, ).

5.81. Find the dimension of A(V), where: (a) V =R, (b) V =Ps(2), (¢) V = M; ,.

5.82.  Which of the following integers can be the dimension of an algebra A(¥) of linear maps:
5,9, 12, 25, 28, 36, 45, 64, 88, 100?

5.83. Let T be the linear operator on R? defined by T(x, y) = (x 4+ 2y, 3x + 4y). Find a formula for /(T), where: (a)
fO=2+2t=3, (b)f(H)=1>—5t—2.

MISCELLANEOUS PROBLEMS

5.84. Suppose F: V — U is linear and k is a nonzero scalar. Prove that the maps F and kF" have the same kernel
and the same image.

5.85. Suppose F and G are linear operators on V' and that F' is nonsingular. Assume that V' has finite dimension.
Show that rank(FG) = rank(GF') = rank(G).

5.86. Let F': V' — U be linear and let ¥ be a subspace of V. The restriction of F to W is the map F|W : W — U
defined by F|W(v) = F(v) for every v in W. Prove the following:
(a) F|W is linear; (b) Ker(F|W) = Ker F)NW; (c) Im(F|W)=F(W).

5.87. Suppose V has finite dimension. Suppose 7 is a linear operator on ¥ such that rank(7?) = rank(7). Show that
Ker TNIm T = {0}.

5.88. Suppose V' =U @ W. Let E; and E, be the linear operators on V' defined by E,(v) = u, E,(v) = w, where
v=u+w, uc U, we W. Show that: (a) E} =E, and E} = E,, ie., that E, and E, are projections;
(b) E| + E, = I, the identity mapping; (c¢) E,E, =0 and E,E, = 0.
5.89. Let E, and E, be linear operators on V satisfying parts (a), (b), (c) of Problem 5.88. Prove:
V=ImE, &IméE,.
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5.90. Let v and w be elements of a real vector space V. The line segment L from v to v + w is defined to be the set of
vectors v+ tw for 0 < ¢ < 1. (See Fig. 5.6.)

T+ w

Fig. 5-6

(a) Show that the line segment L between vectors v and « consists of the points:
A=t +mfor0<t<l, ()tv+tufort;+t,=1,14>0,4,>0.
(b) Let F:V — U be linear. Show that the image F(L) of a line segment L in V' is a line segment in U.
5.91. A subset X of a vector space V' is said to be convex if the line segment L between any two points (vectors)

P, O € X is contained in X. (a) Show that the intersection of convex sets is convex; (b) suppose F: V — U is
linear and X is convex. Show that F(X) is convex.

Answers to Supplementary Problems
5.45. Nine

5.46. (a) (fo2)) =42 — 6x 1, (B) (g2/)00) = 26 + 63— 1, () (go2)x) = 4x 9,
@) (fof)x) = 46+ 142 +15x+ 5

547 @ f'W=1a+7), B fW)=Vx-2

549. F(x,y,2) = A(x, v, z)", where: (a)A:[jl _g _2},(1))/1:[? z]

5.50. (a) u=(2,2), k = 3; then F(ku) = (36, 36) but kF(u) = (12, 12). (b) F(0) # 0.
(o) u=(1,2), v=(3,4); then F(u + v) = (24, 6) but F(u) + F(v) = (14, 6).
d)yu=(1,2,3), k = —2; then F(ku) = (2, —10) but kF'(u) = (-2, —10).

551. F(a,b)=(—a+2b, —3a+0b)

-17

5.52. (a)A:[ 2

_2] (b) None. (2, —4) and (—1, 2) are linearly dependent but not (1, 1) and (1, 3).
1 0 . T . T
5.53. B= 30 [Hint: Send (0, 1)" into (0, 0)".]

5.55. F(x,y) = (%)%
5.56. (a) 13x* — 420y + 34 =1, (b) 138> +42xy +24)° = 1

557, (a) x> — 8xy +26y> + 6xz — 38yz + 1422 = 1, (b) x> +2xy+ 3)> +2xz — 8yz + 1422 = 1
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5.58.

5.61.

5.62.

5.63.

5.64.

5.65.

5.66.

5.68.

5.69.

5.70.

5.71.

5.74.

5.75.

5.76.

5.77.

5.78.

5.79.

5.80.

5.81.

5.82.

5.83.
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(@x—y+2z=4,b)x—12z=4

(@) dim(Ker F) = 1, {(7, =2, 1)}; dim(Im F) = 2, {(1,2,1), (0,1,2)}
(b) dim(Ker F) =2, {(=2,1,0,0), (1,0,—1, D}; dimIm F) =2, {(1,2,1), (0,1,3)}

(@) dim(Ker G) =2, {(1,0,—1), (1,—1,0)}; dim(Im G) = 1, {(1, 2)}

(b) dim(Ker G) =1, {(1, =1, 1)}; Im G = R?, {(1,0), (0, 1)}

(©) dim(Ker G) =3, {(=2,1,0,0,0), (1,0,—1,1,0), (=5,0,2,0, 1)}; dim(Im G) = 2,
{(1,1,3), (0,1,2)}

(a) dim(Ker 4) =2, {(4, -2, —5,0), (1,—=3,0,5)}; dim(Im 4) =2, {(1,2,1), (0,1, 1)}
(b) dim(Ker B) =1, {(—1,2,1,1)}; Im B=R?

55
F(x,y,2) = (x + 4y, 2x+ 5y, 3x+6y)
Fx,y,z,t)y =(x+y—z, 2x+y—1,0)
(@ (1,t,22,...,6, () {1,,2,£)
None, since dim R* > dimR?.

Ker 0 =V, Im 0 = {0}

F+G)x,y,z2)=0+2z, 2x—y+2z), BF—-2G)(x,y,z) =By —4z, x+2y+32)

(@) (HoF)x,y,z2) =4y, 2),(HG)x,y,z)=((x—y, 4z);(b)not defined,
) Ho(F+G)x,y,z)=HF+HoG)(x,y,z2) =2x—y+z, 2y+4z)

Fx,y) = (x,,9), Gx,p,2) = (x,))
(a) 16, (b) 15, (c) 24

(@) v=2,-3,1); (b)) G Yat* +bt+c)=(b—-2c, a—b+2c, —a+b—c);
(c) H is nonsingular, but not invertible, since dim P,(#) > dim R2.

dimU = 1; that is, U = K.

(@ F+G)(x,y)=xx); (b) GF =36)(x,y)=(5x+8y, —=3x); () FG)(x,y)=(x—y, 0);

@) (GF)(x,y) = (0, x+y); (&) F*(x,y)=(x+y, 0) (note that > =F); (f) G*(x,y) =(-x, ~).
[Note that G> + 1 = 0; hence G is a zero of f(f) = 2 + 1]

(@) T7'(x,») = (=3x+2y, 2x—y), (b) T7'(x,y) = (—4x + 3y, —3x+2y)

(@ TGy, 2)=(@+3y+14t, y—4t, 1), O) T ', p,2)=@+z, y, x—y—2)

(a) 49, (b) 36, (c) 144

Squares: 9, 25, 36, 64, 100

(a) T(x,y) = (6x+ 14y, 21x+27y); (b) T(x,y) =(0,0), ie., f(T) =0
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CHAPTER 6

Linear Mappings
and Matrices

6.1 INTRODUCTION

Consider a basis S = {u;, u,, ..., u,} of a vector space V over a field K. For any vector v € V, suppose
v=au; +au, +...+a,u,

Then the coordinate vector of v relative to the basis S, which we assume to be a column vector (unless
otherwise stated or implied), is denoted and defined by

[ls =la1, a3, - .., an]T
Recall (Section 4.11) that the mapping vi— [v]g, determined by the basis S, is an isomorphism between V/
and K.

This chapter shows that there is also an isomorphism, determined by the basis S, between the algebra
A(V) of linear operators on V" and the algebra M of n-square matrices over K. Thus every linear mapping
F:V — V will correspond to an n-square matrix [F]g determined by the basis S. We will also show how
our matrix representation changes when we choose another basis.

6.2 MATRIX REPRESENTATION OF A LINEAR OPERATOR

Let T be a linear operator (transformation) from a vector space V into itself, and suppose
S={u;,u,,...,u,} is a basis of V. Now T(u;), T(u), ..., T(u,) are vectors in V', and so each is a
linear combination of the vectors in the basis S; say,

T(uy) = ayuy +apu, +...+apu,
T(uy) = ayyuy + anuy + ...+ ay,u,

T(un) = da, U + a, Uy +...+ Apnlhn

The following definition applies.

Definition: The transpose of the above matrix of coefficients, denoted by mg(T) or [T]g, is called the
matrix representation of T relative to the basis S, or simply the matrix of 7 in the basis S.
(The subscript S may be omitted if the basis S is understood.)

203



Lipschutz-Lipson:Schaum’s | 6. Linear Mappings and Text © The McGraw-Hill

Outline of Theory and Matrices Companies, 2004
Problems of Linear
Algebra, 3/e

204 LINEAR MAPPINGS AND MATRICES [CHAP. 6

Using the coordinate (column) vector notation, the matrix representation of 7 may be written in the
form

mg(T) = [Tls = [[T@)ls, [T@ls, -, [T(u))ls]

That is, the columns of m(T) are the coordinate vectors of 7'(u,), T(u), - .., T(u,), respectively.

Example 6.1. Let F:R?> — R? be the linear operator defined by F(x, y) = (2x + 3y, 4x — 5y).

(a) Find the matrix representation of F relative to the basis S = {u;, u,} = {(1,2), (2,5)}.

(1) First find F(u,), and then write it as a linear combination of the basis vectors #, and u,. (For notational
convenience, we use column vectors.) We have

ror-r()-[2JofE] e g

Solve the system to obtain x = 52, y = —22. Hence F(u;) = 52u; — 22u,.
(2) Next find F(u,), and then write it as a linear combination of u; and u,:

M2\ T 191t 2 xf2= 19
F(”Z)_F([SD_[—17]_"[2]+y[5] and sy =17

Solve the system to get x = 129, y = —55. Thus F(u,) = 129u; — 55u,.
Now write the coordinates of F(u;) and F(u,) as columns to obtain the matrix

m-[ 2 2]

(b) Find the matrix representation of F relative to the (usual) basis £ = {e;, e,} = {(1,0), (0, 1)}.
Find F(e;) and write it as a linear combination of the usual basis vectors e; and e,, and then find F(e,) and
write it as a linear combination of e; and e,. We have

F(el):F(l,O):(z,Z) :261+4€2 B 2 3
Fley) = F(0.1) = 3. —5) = 3¢, — 5, 4% =4 5
Note that the coordinates of F(e;) and F(e,) form the columns, not the rows, of [F];. Also, note that the

arithmetic is much simpler using the usual basis of R>.

Example 6.2. Let V' be the vector space of functions with basis S = {sinz, cosz, e}, and let D: V' — V be the differential
operator defined by D(f(¢)) = d(f,t))/dt. We compute the matrix representing D in the basis S:

D(sinf) = cost= O0(sin?) + 1(cos?) + 0(e*f)
D(cos 1) = —sint = —1(sin?) + 0(cos £) + 0(e*)
D)= 3% = 0(sinf) + 0(cos 1) + 3(e*)

0 -1 0
and so D=1 0 0
0 0 3

[Note that the coordinates of D(sin#), D(cos £), D(¢*') form the columns, not the rows, of [D].]

Matrix Mappings and Their Matrix Representation

Consider the following matrix 4, which may be viewed as a linear operator on R?, and basis S of R?:

[0 3] me smwm={[3] 5]
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(We write vectors as columns, since our map is a matrix.) We find the matrix representation of 4 relative to
the basis S.

(1) First we write A(u;) as a linear combination of u; and u,. We have

I3 =21 -1 1 2 x+2y=—1
Alw) = [4 —5][2] = [—6} _x[z] +y[5] andso 5 L sy— 6
Solving the system yields x = 7, y = —4. Thus A(u;) = Tu; — 4u,.
(2) Next we write A(u,) as a linear combination of u; and u,. We have

3 =212 _[-4_ |1 2 x+2y=-4
A(uz)—|:4 _5j||:5i|—|:_7i|—x|:2i|+y|:5j| and so 24 Sy = —7
Solving the system yields x = —6, y = 1. Thus A(u,) = —6u; + u,. Writing the coordinates of 4(u,)
and A(u,) as columns gives us the following matrix representation of 4:

[A]S = |:_Z _?]

Remark: Suppose we want to find the matrix representation of A relative to the usual basis
E={e;.e;} ={[1.0]", [0,1]"} of R®. We have

onli L
and so =

- _ 4 -5
e[z 3 [3)-

Note that [4]y is the original matrix 4. This result is true in general:

The matrix representation of any n x n square matrix 4 over a field K relative to the
usual basis £ of K" is the matrix 4 itself; that is,

[A]E =4

Algorithm for Finding Matrix Representations

Next follows an algorithm for finding matrix representations. The first Step 0 is optional. It may be
useful to use it in Step 1(d), which is repeated for each basis vector.

Algorithm 6.1: The input is a linear operator 7 on a vector space V and a basis S = {u, u,, ..., u,} of
V. The output is the matrix representation [7;.

Step 0. Find a formula for the coordinates of an arbitrary vector v relative to the basis S.
Step 1. Repeat for each basis vector u;, in S:

(a) Find T(uy).

(b) Write T'(uy) as a linear combination of the basis vectors u, u,, ..., u

ne

Step 2. Form the matrix [T]g whose columns are the coordinate vectors in Step 1(b).
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Example 6.3. Let F:R?> — R? be defined by F(x,) = (2x + 3y, 4x — 5y). Find the matrix representation [F]g of F
relative to the basis S = {u;, u,} = {(1, =2), (2, —-5)}.

(Step 0) First find the coordinates of (a, b) € R? relative to the basis S. We have

al| 1 2 xX+2y=a xX+2y=a
[b]‘x[—z]”[—s] o y—sy=p —y=2a+b
Solving for x and y in terms of @ and b yields x = 5a + 2b, y = —2a — b. Thus
(a,b) = (5a + 2b)u; + (—2a — b)u,

(Step 1) Now we find F'(«,) and write it as a linear combination of ; and u, using the above formula for (a, b), and
then we repeat the process for F(u,). We have
Fu)=F(,-2)= (—4,14) = 8u; — 6u,
F(uy) = F2, —5) = (—=11,33) = 11y, — 11u,

(Step 2) Finally, we write the coordinates of F(#;) and F(u,) as columns to obtain the required matrix
8 11

Properties of Matrix Representations

This subsection gives the main properties of the matrix representations of linear operators 7 on a
vector space V. We emphasize that we are always given a particular basis S of V.

Our first theorem, proved in Problem 6.9, tells us that the “action” of a linear operator 7 on a vector v
is preserved by its matrix representation.

Theorem 6.1: Let 7: V' — V be a linear operator, and let S be a (finite) basis of V. Then, for any vector v
in V, [T]slvlg = [T()]s.
Example 6.4. Consider the linear operator F on R? and the basis S of Example 6.3, that is,

F(x,y)=2x+3y, 4x—75y) and S ={u,u} ={(1,-2), (2,-5)}
Let
¢ v=(5,-7), and so F() = (—11, 55)

Using the formula from Example 6.3, we get
] =[11,-3]" and [F(v)] =][55, —33]"
We verify Theorem 6.1 for this vector v (where [F] is obtained from Example 6.3):

8 11 11 55
Given a basis S of a vector space V', we have associated a matrix [7T] to each linear operator 7 in the
algebra A(V') of linear operators on V. Theorem 6.1 tells us that the “action” of an individual linear
operator T is preserved by this representation. The next two theorems (proved in Problems 6.10 and 6.11)
tell us that the three basic operations in A(}) with these operators, namely (i) addition, (ii) scalar
multiplication, and (iii) composition, are also preserved.

Theorem 6.2: Let V' be an n-dimensional vector space over K, let S be a basis of V, and let M be the
algebra of n x n matrices over K. Then the mapping:
mAWV) - M defined by m(T) = [T
is a vector space isomorphism. That is, for any F, G € A(V) and any k € K,
1) m(F+G)=mF)+m(G) or [F+G]=[F]+][G]
(i) m(kF) = km(F) or [kF]= k[F]
(iii) m is bijective (one-to-one and onto).
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Theorem 6.3: For any linear operators F, G € A(V),
m(G o F) = m(G)m(F) or [G o F] = [G][F]
(Here G o F denotes the composition of the maps G and F.)

6.3 CHANGE OF BASIS

Let V' be an n-dimensional vector space over a field K. We have shown that, once we have selected a
basis S of V, every vector v € V' can be represented by means of an n-tuple [v]y in K", and every linear
operator T in A(V) can be represented by an n x n matrix over K. We ask the following natural question:

How do our representations change if we select another basis?

In order to answer this question, we first need a definition.

Definition: Let S = {u;,u,,...,u,} be a basis of a vector space V, and let ' = {v}, v,,...,0,} be
another basis. (For reference, we will call S the “old” basis and S’ the “new” basis.) Since S
is a basis, each vector in the “new” basis S” can be written uniquely as a linear combination
of the vectors in S; say,

vy =apup +apuy +...+a,u,
Uy = a1 U + AayyUy + ...+ a,u,

v, = a,u; +apu, +...+a,,u,

Let P be the transpose of the above matrix of coefficients; that is, let P = [p;], where
pij = a;;. Then P is called the change-of-basis matrix (or transition matrix) from the “old”
basis S to the “new” basis §'.

The following remarks are in order.

Remark 1: The above change-of-basis matrix P may also be viewed as the matrix whose columns
are, respectively, the coordinate column vectors of the “new” basis vectors v, relative to the “old” basis S;
namely,

P =[[v\]s [vals - - - [0]s]

Remark 2: Analogously, there is a change-of-basis matrix Q from the “new” basis S’ to the “old”
basis S. Similarly, O may be viewed as the matrix whose columns are, respectively, the coordinate column
vectors of the “old” basis vectors u; relative to the “new” basis S'; namely,

0= [[MI]S’v [r)gs - - - [un]S’]

Remark 3: Since the vectors v}, vy, .. ., v, in the new basis S’ are linearly independent, the matrix P
is invertible (Problem 6.18). Similarly, O is invertible. In fact, we have the following proposition (proved in
Problem 6.18).

Proposition 6.4: Let P and QO be the above change-of-basis matrices. Then Q = P!,

Now suppose S = {u;, u,,...,u,} is a basis of a vector space V, and suppose P = [p;] is any
nonsingular matrix. Then the »n vectors

U, =P+ Py + .o+ Dty i=1,2,...,n

corresponding to the columns of P, are linearly independent [Problem 6.21(a)]. Thus they form another
basis S” of V. Moreover, P will be the change-of-basis matrix from S to the new basis §'.



Lipschutz-Lipson:Schaum’s | 6. Linear Mappings and Text © The McGraw-Hill

Outline of Theory and Matrices Companies, 2004
Problems of Linear
Algebra, 3/e

208 LINEAR MAPPINGS AND MATRICES [CHAP. 6

Example 6.5. Consider the following two bases of R?:

S ={u;, u,} =1{(1,2), (3,5} and S ={v, v} ={(1,-1), (1,-2)}

(a) Find the change-of-basis matrix P from S to the “new” basis S'.
Write each of the new basis vectors of S as a linear combination of the original basis vectors u; and u, of S.
We have

I 3 x+3y=1 N _ _
[_1]_x|:2]+y|:5] or 2t Sy=—1 yielding x=-8, y=3

I 3 x+3y=1 N _ _
[_1]_x|:2]+y[5] or 2t Sy=—1 yielding x=-11, y=4

Thus

vy = —8u;+3 -8 —11
! ! " and hence P= [ ]
v, = —11uy +4u, 3 4

Note that the coordinates of v; and v, are the columns, not rows, of the change-of-basis matrix P.

(b) Find the change-of-basis matrix Q from the “new” basis S’ back to the “old” basis S.
Here we write each of the “old” basis vectors u; and u, of S’ as a linear combination of the “new” basis
vectors v; and v, of . This yields

u; = 4v, — 30,

uy, = 1lv; — 8v,

and hence 0= [7‘3‘ j;]

As expected from Proposition 6.4, Q = P~!. (In fact, we could have obtained Q by simply finding P~'.)
Example 6.6. Consider the following two bases of R>:

E ={e}, e, e3} ={(1,0,0), (0,1,0), (0,0, 1)}
and S={u,u, u3} =1{(1,0,1), (2,1,2), (1,2,2)}

(a) Find the change-of-basis matrix P from the basis £ to the basis S.
Since E is the usual basis, we can immediately write each basis element of S as a linear combination of the
basis elements of E. Specifically,

u; =(1,0,1)= ¢ + e 1 21
u, =(2,1,2) =2e; + e, +2e; and hence P=]10 1 2
uy =(1,2,2) = e, +2e, + 2e; 1 2 2

Again, the coordinates of u, u,, u; appear as the columns in P. Observe that P is simply the matrix whose
columns are the basis vectors of S. This is true only because the original basis was the usual basis E.

(b) Find the change-of-basis matrix Q from the basis S to the basis E.
The definition of the change-of-basis matrix Q tells us to write each of the (usual) basis vectors in £ as a
linear combination of the basis elements of S. This yields

e; =(1,0,0) = —2u; + 2uy — uy -2 -2 3
e, =(0,1,0) = =2u; + u, and hence 0= 2 1 -2
e3=1(0,0,1)= 3uy —2uy +uy -1 0 1

We emphasize that to find O, we need to solve three 3 x 3 systems of linear equations — one 3 x 3 system for
each of e, e,, e3.



Lipschutz-Lipson:Schaum’s | 6. Linear Mappings and Text © The McGraw-Hill
Outline of Theory and Matrices Companies, 2004
Problems of Linear

Algebra, 3/e

CHAP. 6] LINEAR MAPPINGS AND MATRICES 209

Alternatively, we can find Q = P~! by forming the matrix M = [P, I] and row reducing M to row canonical

form:
1 21100 100 —2 =2 3
M=|012010{~|0 10 2 1 =2|=[PY
1 220 0 1 001 -1 0 1
-2 -2 3
thus o=pP'=| 2 1 =2
-1 0 1

(Here we have used the fact that Q is the inverse of P.)

The result in Example 6.6(a) is true in general. We state this result formally, since it occurs often.

Proposition 6.5: The change-of-basis matrix from the usual basis £ of K” to any basis S of K" is the
matrix P whose columns are, respectively, the basis vectors of S.

Applications of Change-of-Basis Matrix

First we show how a change of basis affects the coordinates of a vector in a vector space V. The
following theorem is proved in Problem 6.2.2.

Theorem 6.6: Let P be the change-of-basis matrix from a basis S to a basis S’ in a vector space V. Then,
for any vector v € V, we have:

Plvly =[vly  andhence P '[v]s = [v]g

Namely, if we multiply the coordinates of v in the original basis S by P~!, we get the coordinates of v
in the new basis S'.

Remark 1: Although P is called the change-of-basis matrix from the old basis S to the new basis S,
we emphasize that it is P! that transforms the coordinates of v in the original basis S into the coordinates
of v in the new basis §'.

Remark 2: Because of the above theorem, many texts call 0 = P!, not P, the transition matrix
from the old basis S to the new basis S’. Some texts also refer to Q as the change-of-coordinates matrix.

We now give the proof of the above theorem for the special case that dim ' = 3. Suppose P is the
change-of-basis matrix from the basis S = {u;, u,, u3} to the basis S’ = {v|, v,, v3}; say,

Uy = aquy + axiy + azaz a b ¢
Uy = blul + b2u2 + b3ll3 and hence P= a, b2 Cy
U3 = Ciu + Uy + C3ig as by ¢

Now suppose v € V' and, say, v = kjv; + k,v, + k3v;. Then, substituting for vy, v,, v3 from above, we
obtain

v = ki(ayuy + ayuy + azuz) + ky(byuy + byuy + bsus) + ks(cyuy + couy + c3us)
= (a1k; + bk, + c1ks)uy + (arky + byky + crk3)uy + (asky + bsky + c3ks)us
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Thus
ky arky + bk, + ¢k
[vlg = | &k and [vls = | ayky + byky 4 c3k3
k3 a3k1 + b3k2 + C3k3
Accordingly,
a by ¢ ky arky + bk + ciks
Plolg = | ay by ¢ || ky | = | axky + boky + coks | = [v]s
a; by o || ks asky, + bsky + c3ks

Finally, multiplying the equation [v]g = P[v]g, by P~!, we get
P~ [olg = P~ Ploly = I[vly = [v]y
The next theorem (proved in Problem 6.26) shows how a change of basis affects the matrix

representation of a linear operator.

Theorem 6.7: Let P be the change-of-basis matrix from a basis S to a basis S’ in a vector space V. Then,
for any linear operator 7 on V,

[Tly = P~'[T]sP

That is, if 4 and B are the matrix representations of T relative, respectively, to S and S,
then

B=P 4P

Example 6.7. Consider the following two bases of R>:
E ={e,e,e3} ={(1,0,0), (0,1,0), (0,0,1)}
and S = {uy,up,us) = {(1,0,1),  (2,1,2), (1,2,2))
The change-of-basis matrix P from £ to S and its inverse P~ were obtained in Example 6.6.

(a) Write v = (1, 3,5) as a linear combination of u|, u,, u3, or, equivalently, find [v].
One way to do this is to directly solve the vector equation v = xu; + yu, + zus, that is,

1 1 2 1 x+2y+ z=1
=x{0|+y|1|+2]2 or y+2z=3
5 1 2 2 x+2y+2z=5

The solutionisx =7,y =—5,z=4,s0 v =Tu; — 5u? + 4us.
On the other hand, we know that [v]; =[1, 3, 517, since E is the usual basis, and we already know P!
Therefore, by Theorem 6.6,

-2 =2 3 1 7
=P 'wlz=| 2 1 =21{{3]|=|-5
—1 0 1 5 4
Thus, again, v = Tu; — Su, + 4u;.
1 3 =2
(b) Letd=|2 —4 1 |, which may be viewed as a linear operator on R*. Find the matrix B that represents 4
3 -1 2

relative to the basis S.
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The definition of the matrix representation of A relative to the basis S tells us to write each of A(u,), A(u,),
A(us) as a linear combination of the basis vectors u,, u,, u; of S. This yields

A(uy) = (—1,3,5) = 1uy — Su,y + 6uy 11 21 17
Auy) =(1,2,9) = 21u; — 14u, + 8u, andhence B=| -5 —14 -8
Auz) = (3, —4,5) = 1Tu; — 8e; +2uy 6 g8 2

We emphasize that to find B, we need to solve three 3 x 3 systems of linear equations — one 3 x 3 system for
each of A(u,), A(u,), A(uz).
On the other hand, since we know P and P~!, we can use Theorem 6.7. That is,

-2 -2 371 3 =271 2 1 1 21 17
B=P'4P=| 2 1 2|2 -4 1||0 1 2|=|-5 —14 -8
-1 0 1][3 -1 2|1 22 6 8 2

This, as expected, gives the same result.

6.4 SIMILARITY

Suppose 4 and B are square matrices for which there exists an invertible matrix P such that
B = P'AP; then B is said to be similar to A, or B is said to be obtained from A by a similarity
transformation. We show (Problem 6.29) that similarity of matrices is an equivalence relation.

By Theorem 6.7 and the above remark, we have the following basic result.

Theorem 6.8: Two matrices represent the same linear operator if and only if the matrices are similar.

That is, all the matrix representations of a linear operator 7" form an equivalence class of similar
matrices.

A linear operator 7 is said to be diagonalizable if there exists a basis S of V" such that T is represented
by a diagonal matrix; the basis S is then said to diagonalize T. The preceding theorem gives us the
following result.

Theorem 6.9: Let A be the matrix representation of a linear operator 7. Then T is diagonalizable if and
only if there exists an invertible matrix P such that P~'AP is a diagonal matrix.

That is, T is diagonalizable if and only if its matrix representation can be diagonalized by a similarity
transformation.

We emphasize that not every operator is diagonalizable. However, we will show (Chapter 10) that
every linear operator can be represented by certain “standard” matrices called its normal or canonical
forms. Such a discussion will require some theory of fields, polynomials, and determinants.

Functions and Similar Matrices

Suppose f is a function on square matrices that assigns the same value to similar matrices; that is
f(4) = f(B) whenever 4 is similar to B. Then /" induces a function, also denoted by £, on linear operators 7'
in the following natural way. We define

ST =/(Tls)

where S is any basis. By Theorem 6.8, the function is well defined.
The determinant (Chapter 8) is perhaps the most important example of such a function. The trace
(Section 2.7) is another important example of such a function.
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Example 6.8. Consider the following linear operator F and bases £ and S of R*:
F(x,y) = (2x + 3y, 4x—5y), E={(1,0), 0, 1)}, §={(1,2), 2,5)

By Example 6.1, the matrix representations of F relative to the bases £ and § are, respectively,

2 3 52 129
A:[4 _5] and B:|:_22 _55:|

Using matrix A4, we have:

(1) Determinant of F = det(4) = —10 — 12 = —22; (i) Trace of F =tr(4) =2 — 5= -3.

On the other hand, using matrix B, we have:

(i) Determinant of F = det(B) = —2860 + 2838 = —22; (i) Trace of F =tr(B) =52 — 55 = 3.

As expected, both matrices yield the same result.

6.5 MATRICES AND GENERAL LINEAR MAPPINGS

Lastly, we consider the general case of linear mappings from one vector space into another. Suppose V'
and U are vector spaces over the same field K and, say, dim ' = m and dim U = n. Furthermore, suppose

S={v,v5,...,0,} and S ={uy, uy, ..., u,}

are arbitrary but fixed bases, respectively, of V' and U.
Suppose F: V' — U is a linear mapping. Then the vectors F(v,), F(v,), ..., F(v,) belong to U,
and so each is a linear combination of the basis vectors in S’; say,

F(v) = apuy +apuy +...+ay,u,
F(v) = ayju; +apuy + ... +agu,

Definition: The transpose of the above matrix of coefficients, denoted by mg s (F) or [F]g g, is called the
matrix representation of F relative to the bases S and §’. [We will use the simple notation
m(F) and [F] when the bases are understood.]

The following theorem is analogous to Theorem 6.1 for linear operators (Problem 6.67).

Theorem 6.10: For any vector v € V, [Flg ¢[v]ls = [F ()]s

That is, multiplying the coordinates of v in the basis S of V' by [F], we obtain the coordinates of F(v) in
the basis " of U.

Recall that for any vector spaces ¥ and U, the collection of all linear mappings from V into U is a
vector space and is denoted by Hom(V, U). The following theorem is analogous to Theorem 6.2 for linear
operators, where now we let M = M,, , denote the vector space of all m x n matrices (Problem 6.67).

Theorem 6.11: The mapping m: Hom(V, U) — M defined by m(F) = [F] is a vector space isomorph-
ism. That is, for any F, G € Hom(V/, U) and any scalar £,
1) mF+ G =mF)+m(G) or [F+ G]=[F]+][G]
(i) m(kF) = km(F) or [kF] = k[F]
(iii) m is bijective (one-to-one and onto).
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Our next theorem is analogous to Theorem 6.3 for linear operators (Problem 6.67).

Theorem 6.12: Let S,S5,S” be bases of vector spaces V, U, W, respectively. Let F:V — U and
G o U — W be linear mappings. Then

[Go Flss = [Glg s [Fls.s

That is, relative to the appropriate bases, the matrix representation of the composition of two mappings
is the matrix product of the matrix representations of the individual mappings.

Next we show how the matrix representation of a linear mapping F: V' — U is affected when new
bases are selected (Problem 6.67).

Theorem 6.13 Let P be the change-of-basis matrix from a basis e to a basis ¢’ in 7, and let Q be the
change-of-basis matrix from a basis f to a basis f” in U. Then, for any linear map
F. V- U,

[Flo.y = 07'[Fle P

In other words, if 4 is the matrix representation of a linear mapping F relative to the bases e and f, and
B is the matrix representation of F relative to the bases ¢’ and f”, then

B=07'4pP

Our last theorem, proved in Problem 6.36, shows that any linear mapping from one vector space V into
another vector space U can be represented by a very simple matrix. We note that this theorem is analogous
to Theorem 3.18 for m x n matrices.

Theorem 6.14: Let F: V' — U be linear and, say, rank(F) = r. Then there exist bases of V' and U such
that the matrix representation of F has the form

I. 0
=[5 1)
where [, is the r-square identity matrix.

The above matrix A4 is called the normal or canonical form of the linear map F.

Solved Problems

MATRIX REPRESENTATION OF LINEAR OPERATORS

6.1. Consider the linear mapping F:R?> — R? defined by F(x,y) = (3x+4y, 2x—5y) and the
following bases of R?:

E={e,e}={(1,0), (0,1)} and  §={u,u}=1{(1,2), (2,3)}

(a) Find the matrix A4 representing F relative to the basis E.
(b) Find the matrix B representing F relative to the basis S.

(a) Since E is the usual basis, the rows of 4 are simply the coefficients in the components of F(x, ), that is,
using (a, b) = ae; + be,, we have

F(e)) =F(1,0) =(3,2) =3¢, +2e, 3 4
Fley) = F(0.1) = (4, —5) = 4e, — 5e, ~ 20ds0A=15 s

Note that the coefficients of the basis vectors are written as columns in the matrix representation.
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(b) First find F(u;) and write it as a linear combination of the basis vectors #; and u,. We have

x4+2y= 11

F(u)) =F(1,2) = (11, =8) = x(1, 2) + »(2, 3), and so 243y = -8

Solve the system to obtain x = —49, y = 30. Therefore
F(uy) = —49u; + 30u,

Next find F(u,) and write it as a linear combination of the basis vectors #; and u,. We have

_ _ _ x+2y= 18
F(u,) = F(2,3) = (18, —11) = x(1,2) + »(2, 3), and so 243y =11
Solve for x and y to obtain x = —76, y = 47. Hence
F(uy) = —76u; +47u,
. . . —49 76
Write the coefficients of #; and u, as columns to obtain B = 30 47
(v') Alternatively, one can first find the coordinates of an arbitrary vector (a, b) in R? relative to the basis S.
We have
— _ x+ 2y =a
(a,b) =x(1,2) +(2,3) = (x + 2y, 2x+3y), and so 243y =b

Solve for x and y in terms of @ and b to get x = —3a + 2b, y = 2a — b. Thus
(a,b) = (—3a+2b)u; + 2a — b)u,
Then use the formula for (a, b) to find the coordinates of F(u,) and F(u,) relative to S:

F(u)) =F(1,2) = (11, —8) = —49u, + 30u, —49 —76]

Flu) = F(2,3) = (18, —11) = —T6u, + 47u, 7450 B:[ 30 47

6.2.  Consider the following linear operator G on R? and basis S:
G(x,y) = (2z — Ty, 4x+3y) and S ={u;,u,} =1{(1,3), (2,5)}
(a) Find the matrix representation [G]g of G relative to S.
(b) Verify [Gls[v]g = [G(v)]g for the vector v = (4, —3) in R?.

First find the coordinates of an arbitrary vector v = (a, b) in R? relative to the basis S. We have
al |1 2 x+2y=a
B E R R e
Solve for x and y in terms of a and b to get x = —5a 4+ 2b, y =3a — b. Thus
(a,b) = (=5a+2b)u; + (3a — b)u,, and so [v] = [=5a +2b, 3a—b]"

(a) Using the formula for (a, b) and G(x,y) = (2x — 7y, 4x + 3y), we have

G(uy) = G(1,3) = (—19, 13) = 121u, — 70u,

adso (Gl =] 2 201
G(u,) = G(2,5) = (—=31,23) = 201u, — 116, s =

=70 —116

(We emphasize that the coefficients of u; and u, are written as columns, not rows, in the matrix
representation.)

(b) Use the formula (a, b) = (—5a + 2b)u; + (3a — b)u, to get
v= (4, -3) = —26u; + 15u,
G(v) = G(4,—-3) = (20,7) = —131u; + 80u,

Then vlg =[—26,15]"  and  [G(v)]g = [—131, 80]"
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Accordingly,

o= 5 el el = | o] = toons

(This is expected from Theorem 6.1.)

6.3.  Consider the following 2 x 2 matrix 4 and basis S of R*:

=[] e smwe={[ 1) [2))

The matrix 4 defines a linear operator on R%. Find the matrix B that represents the mapping A
relative to the basis S.

First find the coordinates of an arbitrary vector (a, b)T with respect to the basis S. We have
al 1 3 x+3y=a
{b] _x[—z] +y[—7] v Ty=bh
Solve for x and y in terms of @ and b to obtain x = 7a + 3b, y = —2a — b. Thus
(a, b)" = (Ta + 3b)u; + (=2a — b)u,

Then use the formula for (a, )" to find the coordinates of Au, and Au, relative to the basis S:

2 4 1 —6
A'“:[s 6][72]:[77]:_““1“9”’2

2 4 3 -22
Au, = s 6ll =7 =1 2a7 = —235u; + Tlu,

Writing the coordinates as columns yields

—63 235
B:[ 19 71]

6.4.  Find the matrix representation of each of the following linear operators F on R relative to the usual
basis £ = {e|, e;, e3} of R?; that is, find [F]=[Flg:

(a) F defined by F(x,y,z) = (x +2y — 3z, 4x — S5y — 6z, Tx+ 8y + 9z).

I 11
(b) F defined by the 3 x3matrix A =2 3 4
555

(c) F defined by F(e;) = (1,3,5), F(e;) = (2,4,6), F(e3) = (7,7, 7). (Theorem 5.2 states that a
linear map is completely defined by its action on the vectors in a basis.)

(a) Since E is the usual basis, simply write the coefficients of the components of F(x, y, z) as rows:

12 -3
[Fl=|4 -5 -6
7 8 9

(b) Since E is the usual basis, [F] = 4, the matrix 4 itself.
(c) Here
F(e)) =(1,3,5) = e, +3e, + Se3

F(ey) = (2,4,6) = 2e; + 4e, + 6es and so [F]=
F(e3) =(7,7,7) =Te; +Te; + Tes

hn W —
[ "N V]

~N 3
| I

That is, the columns of [F] are the images of the usual basis vectors.
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6.5. Let G be the linear operator on R® defined by G(x, y,z) = 2y +z, x — 4y, 3x).
(a) Find the matrix representation of G relative to the basis
S = {wiwpws) = (1,1, D), (1,1,0), (1,0,0))

(b) Verify that [G][v] = [G(v)] for any vector v in R>.

First find the coordinates of an arbitrary vector (, b, ¢) € R with respect to the basis S. Write (a, b, ¢) as
a linear combination of w, w,, w; using unknown scalars x, y, and z:

(a,b,c)=x(1,1,1)+»(1,1,0) +2(1,0,0) = (x+y+z, x+y, x)
Set corresponding components equal to each other to obtain the system of equations
xX+y+z=a, x+y=hb, x=c

Solve the system for x, y, z in terms of @, b, c to find x=¢, y=b—¢, z=a—>b. Thus

(a,b,¢c) =cw; + (b — c)w, + (a — b)ws, or, equivalently, [(a,b,0)] =[c, b—c, a—b]"
(a) Since G(x,y,z) = 2y +2z, x—4y, 3x),

Gw) =G(1,1,1) =3, -3,3) = 3w, — 6x, + 6x3
GOvy) = G(1,1,0) = (2, =3, 3) = 3w, — 6w, + 5w,
G(w;) = G(1,0,0) = (0, 1,3) = 3w, — 2w, — ws

Write the coordinates G(w,), G(w,), G(w;) as columns to get

3 3 3
[Gl=| -6 —6 —2
6 5 -1

(b) Write G(v) as a linear combination of wy, w,, ws, where v = (a, b, ¢) is an arbitrary vector in R,
G(v) = G(a,b,c) = 2b+c, a—4b, 3a) =3aw, + (—2a — 4b)w, + (—a + 6b + c)w;
or, equivalently,

[GW)] = [3a, —2a—4b, —a+6b+c]”

Accordingly,
3 3 3 c 3a
[Gllv]=| -6 -6 -2 b—c | = —2a —4b =[G()]
6 5 -1 a—>b —a+6b+c

6.6. Consider the following 3 x 3 matrix 4 and basis S of R>:

1 -2 1 1 0 1
A=1{3 -1 0 and  S={u,wuwy=4[1] [1] |2
1 4 =2 1 1 3

The matrix 4 defines a linear operator on R®. Find the matrix B that represents the mapping 4
relative to the basis S. (Recall that 4 represents itself relative to the usual basis of R?).

First find the coordinates of an arbitrary vector (a, b, ¢) in R? with respect to the basis S. We have

a 1 0 1 x4+ z=a
bl=x|1|+y|1]|+z|2 or x+y+2z=5
c 1 1 3 x+y+3z=c
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Solve for x, y, z in terms of a, b, ¢ to get
x=a+b—-c, y=—a+2b—-c, z=c—-b
thus (a,b,0)" =(a+b—cJu +(—a+2b— ), + (c — bus

Then use the formula for (a, b, c)T to find the coordinates of Au;, Au,, Auy relative to the basis S:

Aw) = AL L D =(0,2,3)" = —u; +u, +uy 1 -4 2
Aw) =A(1,1,007 =(=1,-1,2)" = —4u; = 3u, +3u; so B=| 1 -3 -1
A(z) = A(1,2,3)7 =(0,1,3)" = —2u; —up + 2uy 1 3 2

6.7. For each of the following linear transformations (operators) L on R?, find the matrix A that
represents L (relative to the usual basis of R?):

(a) L is defined by L(1,0) = (2,4) and L(0, 1) = (5, 8).
(b) L is the rotation in R? counterclockwise by 90°.
(c) L is the reflection in R? about the line y = —x.

(a) Since {(1,0), (0, 1)} is the usual basis of R?, write their images under L as columns to get

=[]

(b) Under the rotation L, we have L(1,0) = (0, 1) and L(0, 1) = (—1, 0). Thus
0 -1
=[]
(¢) Under the reflection L, we have L(1,0) = (0, —1) and L(0, 1) = (-1, 0). Thus

2]

6.8. The set S = {e¥, te¥, 1>¢*} is a basis of a vector space ¥ of functions f/:R — R. Let D be the
differential operator on V, that is, D( f) = df /dt. Find the matrix representation of D relative to the
basis S.

Find the image of each basis function:

D(e*) =3e¥ = 3(e¥) + 0(te*) + 0(¢2e*) 310
D(e™) =e¥ +3te¥  =1()+3(te*) +0(e*)  andthus  [D]=[0 3 2
D(2e¥) = 2te 4 323 = 0(e¥) + 2(¢te?) + 3(2e*) 0 0 3

6.9. Prove Theorem 6.1: Let T: V' — V be a linear operator, and let S be a (finite) basis of V. Then, for
any vector v in V, [T]s[v]y = [T(v)];.

Suppose S = {u;, u,, ..., u,}, and suppose, fori =1,...,n,

n
T(u;) = aguy + apiy + ... + ayu, = ) az;
Jj=1

Then [T]g is the n-square matrix whose jth row is

(ay, ay. ..., ay) 1



Lipschutz-Lipson:Schaum’s | 6. Linear Mappings and Text © The McGraw-Hill
Outline of Theory and Matrices Companies, 2004
Problems of Linear

Algebra, 3/e

218

6.10.

LINEAR MAPPINGS AND MATRICES [CHAP. 6

Now suppose

n
o=k +huy + ..k, = kg
i=1
Writing a column vector as the transpose of a row vector, we have
[o]s = (ki hys - oK) @

Furthermore, using the linearity of 7,

T() = T(Z1 kiu,») - Zl 5 T(u;) = Zl kl( 21 a,.ju,)
= = = J=

i=l1

n n n
=2 (Z aifki) 1= 2 (ayk + ayky + .+ aykiiy
J= J=

Thus [T(v)]g is the column vector whose jth entry is

ayky + ayk, + ...+ ayk, 3)

On the other hand, the jth entry of [T]¢[v]g is obtained by multiplying the jth row of [T]y by [v]g, that is
(1) by (2). But the product of (1) and (2) is (3). Hence [T]g[v]y and [T(v)]g have the same entries. Thus
[T)slvls = [T(v)]s.

Prove Theorem 6.2: Let S = {u;, uy, ..., u,} be a basis for I over K, and let M be the algebra of
n-square matrices over K. Then the mapping m: A(V) — M defined by m(T) = [T]s is a vector
space isomorphism. That is, for any F, G € A(V) and any k € K, we have:

i) [F+G]l=[F]1+1G], (i) [kF] = k[F], (iii) m is one-to-one and onto.
(i) Suppose, fori=1,...,n,
F(u;) = ia[juj and G(y;) = i b,-juj
J=1 j=1
Consider the matrices 4 = [a;] and B = [b;]. Then [F] = A" and [G] = BT. We have, fori=1,...,n,

F+G)(w) = Fu) + Gu;) = Z(aij + bg;’)“j

j=1
Since 4 + B is the matrix (a;; + b;), we have

[F+Gl=U+B)" =4" + BT = [F]+[G]
(i) Also, fori=1,...,n,
(kF)(u;) = kF(u,) = k X} a;u; = X;(kaij)uj
Jj= j=
Since kA4 is the matrix (ka;;), we have
[kF] = (k)" = kA" = K[F]

(iii) Finally, m is one-to-one, since a linear mapping is completely determined by its values on a
basis. Also, m is onto, since matrix 4 = [a;] in M is the image of the linear operator,

n
F(u,-):_X;a,-juj, i=1,...,n
J=

Thus the theorem is proved.
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6.11. Prove Theorem 6.3: For any linear operators G, F € A(V), [G o F] = [G][F].

Using the notation in Problem 6.10, we have

n

(G o F)u) = G(F(1,)) = G( > a,.juj> - Zl a,G(w,)
J= J=

n n n
a; ( > bjk”k) = ( > aijbjk> Uy
1\ =\ =

Recall that 4B is the matrix AB = [¢;;], where ¢;; = Z}’Zl a;bj. Accordingly,

n

J

[GoF]=UB) =B"A" = [G||F]

Thus the theorem is proved.

6.12. Let 4 be the matrix representation of a linear operator 7. Prove that, for any polynomial £(¢), we
have that f(A4) is the matrix representation of /(7). [Thus f(T) = 0 if and only if f(4) = 0.]

Let ¢ be the mapping that sends an operator 7 into its matrix representation 4. We need to prove that
¢(f(T)) =f(A). Suppose f(t) = a,t" + ...+ a;t + ay. The proof is by induction on n, the degree of f(¢).

Suppose n = 0. Recall that ¢(I") = I, where I’ is the identity mapping and / is the identity matrix. Thus
(S (1) = dplagl’) = ayp(I") = aol = f(4)

and so the theorem holds for n = 0.
Now assume the theorem holds for polynomials of degree less than n. Then, since ¢ is an algebra
isomorphism,

SF(D) = Ppla,T" +a,_ 7"+ ...+ a\T +apl’)
= a,p(DP(T" ") + ¢pla, , T + ...+ a;T +ayl)
= a,AA"" + (@, A"+ ..+ ai A + ag]) = f(4)

and the theorem is proved.

CHANGE OF BASIS

The coordinate vector [v]g in this section will always denote a column vector, that is,

[ls =lay, a3, - .., an]T

6.13. Consider the following basis of R?:
E={e;, e} ={(1,0), (0,1)} and  §={u;,up} ={(1,3), (1,4)}
(a) Find the change-of-basis matrix P from the usual basis £ to S.

(b) Find the change-of-basis matrix QO from S back to E.
(¢) Find the coordinate vector [v] of v = (5, —3) relative to S.

(a) Since E is the usual basis, simply write the basis vectors in S as columns: P = [; i]
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(b) Method 1. Use the definition of the change-of-basis matrix. That is, express each vector in E as a

linear combination of the vectors in S. We do this by first finding the coordinates of an arbitrary vector
v = (a, b) relative to S. We have

X+ y=a

(a,b) =x(1,3)+y(1,4) = (x +y,3x + 4y) or x4y =bh

Solve for x and y to obtain x = 4a — b, y = —3a + b. Thus
v=(4a — b)u; + (—3a+ b)u, and [vlg =[(a,b)])g = [4a — b, —3a+ b"
Using the above formula for [v]g and writing the coordinates of the e; as columns yields

e; =(1,0) = 4u; —3u, | 4 -1
e, =(0,1)=—u; + u, and 0= -3 1

Method 2. Since O = P!, find P!, say by using the formula for the inverse of a 2 x 2 matrix.

Thus
| 4 -1
L [—3 1

(¢) Method 1. Write v as a linear combination of the vectors in S, say by using the above formula for
v = (a, b). We have v = (5, —3) = 23u; — 18u,, and so [v]y = [23, —18)".
Method 2. Use, from Theorem 6.6, the fact that [v]g = P~'[1]; and the fact that [v]; = [5, =31

-l £ (3

6.14. The vectors u; = (1,2,0), u, = (1,3, 2), u3 = (0, 1, 3) form a basis S of R3. Find:

(a) The change-of-basis matrix P form the usual basis £ = {e|, e;, e;} to S.
(b) The change-of-basis matrix Q from S back to E.

1 10
(a) Since E is the usual basis, simply write the basis vectors of § as columns: P=|2 3 1
0 2 3

(b) Method 1. Express each basis vector of £ as a linear combination of the basis vectors of S by first
finding the coordinates of an arbitrary vector v = (a, b, ¢) relative to the basis S. We have

a 1 1 0 x+ y =a
b|l=x|24+y|3|+z|1 or 2x+3y+ z=b
c 0 2 3 2y+3z=c

Solve for x,y,zto get x=7a—-3b+c¢, y=—6a+3b—c, z=4a—2b+c. Thus
v={(a,b,c)=(Ta—3b+ c)u; + (—6a+3b — c)u, + (4a — 2b + c)u;,

or [vlg = [(a, b, ¢)lg = [Ta —3b+c, —6a+3b—c, 4a—2b+c]
Using the above formula for [v]g and then writing the coordinates of the e; as columns yields

e; =(1,0,0) = Tu; — 6u, + 4u; 7 =3 1
e, =(0,1,0) = —3u; + 3u, — 2u; and o=|-6 3 -1
e;=1(0,0,1)=  u — uy+ us 4 -2 1
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Method 2. Find P~! by row reducing M = [P, I] to the form [I, P~']:
1 1 011 0 0 1 1.0r 1 0 0
M=|2 3 1,01 0|~|01 1,-21 0
(002 30 0 1 023!/ 001
1 1. 01 1 00 1 0 01 7 =31
~lo 1 1,2 1 o|l~|l0o10,-6 3 1|=ppP"
(00 1! 4 -2 1 001! 4 21
7 -3 1
Thus Q=P '=| -6 3 -1
4 =2 1
6.15. Suppose the x- and y-axes in the plane R? are rotated counterclockwise 45° so that the new x'- and

6.16.

y/-axes are along the line y = x and the line y = —x, respectively.
(a) Find the change-of-basis matrix P.
(b) Find the coordinates of the point A(5, 6) under the given rotation.

(a) The unit vectors in the direction of the new x’- and )’-axes are
uy=(ENV2,3V2)  and  uy = (—=1v2,1V2)

(The unit vectors in the direction of the original x and y axes are the usual basis of R2.) Thus write the
coordinates of u; and u, as columns to obtain

p_[1V2 12
AR

(b) Multiply the coordinates of the point by P~!:
12 valps] [4v2
[—; 2 ;ﬁ}[é] ) [;ﬁ}
(Since P is orthogonal, P! is simply the transpose of P.)

The vectors u; = (1, 1,0), u, = (0, 1, 1), u3 = (1, 2, 2) form a basis S of R3. Find the coordinates
of an arbitrary vector v = (a, b, ¢) relative to the basis S.

Method 1. Express v as a linear combination of u, u,, u; using unknowns x, y, z. We have

(a,b,¢) =x(1,1,0) +y(0,1,1) +2z(1,2,2) = (x+2z, x+y+2z, y+22)

this yields the system

X+ z=a X+ z=a X+ z=a
x+y+2z=0> or v+ z=—a+b or y+z=—a+b
y+2z=c y+2z=c z=a—b+c

Solving by back-substitution yields x =b—c¢, y=—-2a+2b—c, z=a—b+c. Thus,
[l =[b—c, —2a+2b—c, a—b+c"

Method 2. Find P! by row reducing M = [P, I] to the form [I, P~'], where P is the change-of-basis
matrix from the usual basis £ to S or, in other words, the matrix whose columns are the basis vectors of S.
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We have
(10 1)1 0 0 101, 100
M=]1 1 2: 01 0]~1]0 1 1:—1 1 0
L0 1. 2:0 0 1 01 2+ 0 0 1
(10 1, 1 00 100, 0 1 -l
~10 1 1:—1 1 0[~]0 1 0:—2 2 —1|=[,PY
LO O 1 1 -1 1 o0 1" 1 —1 1
0 I -1 0 1 -1 a b—c
Thus P '=|-2 2 —1|and [oy=P '[vlz=|-2 2 —1]||b|=|-2a+2b-c
L 1 -1 1 I -1 1 c a—b+c

6.17. Consider the following bases of R?:
S = {“17u2} = {(19_2)’ (37_4)} and S/ = {UI’UZ} = {(193)! (378)}
(a) Find the coordinates of v = (a, b) relative to the basis S.
(b) Find the change-of-basis matrix P from S to §'.

(¢) Find the coordinates of v = (a, b) relative to the basis S'.
(d) Find the change-of-basis matrix Q from S back to S.

(e) Verify Q=P
(f) Show that, for any vector v = (a, b) in R?, P~'[v]g = [v]g. (See Theorem 6.6.)

(a) Let v =xu; + yu, for unknowns x and y; that is,

al| 1 3 x+3y=a x+3y=a
Blfa)ela] = SE - TR
Solve for x and y in terms of @ and b to get x:—Za:%b and y:a—l—%b. Thus
(a,b):(—Za—%)ul+(a+%b)u2 or [(a, b)]S:[—Za—%b, a+%b]r

(b) Use part (a) to write each of the basis vectors v; and v, of S’ as a linear combination of the basis vectors
u, and u, of S; that is,

v =(13)=(2=9u + (1 +Ju, = = Fu, +3u,
0, =(3,8)=(—6—12)u; + 3+ 4uy, = —18u; + Tu,

Then P is the matrix whose columns are the coordinates of v; and v, relative to the basis S; that is,

[

(c¢) Let v=uxv, +yv, for unknown scalars x and y:

al |1 3 x+3y=a x+3y=a
[b]_x[s}”[s] o xtgy=p —y=b-13a

Solving for x and y to get x = —8a + 3b and y = 3a — b. Thus

i SIS

(a,b) = (—8a +3b)v; + (3a — b)v, or [(a,b)]lg =[-8a+3b, 3a-— b’
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6.18.

6.19.

(d) Use part (c) to express each of the basis vectors u; and u, of S as a linear combination of the basis
vectors v; and v, of §":

up=(1,-2) = (=8 =6)v; + (3 +2)v, = —14v; + 50,
Uy = (3, —4) = (=24 — 12)0; + (9 + 4)v, = —360, + 130,

Write the coordinates of #; and u, relative to S’ as columns to obtain Q = |:_14 _36].

5 13
p_[—14 =36 -5 -8 _r1roo]_,
@ OP=1 5 3 57| Lo 1T

(f) Use parts (a), (c), and (d) to obtain
— — —2a -3 —
Pt = ol = 7' fg][ Z@JZ[ yirdl BION

Suppose P is the change-of-basis matrix from a basis {u;} to a basis {w;}, and suppose Q is the
change-of-basis matrix from the basis {w,} back to {1;}. Prove that P is invertible and that 9 = P~!.

Suppose, fori =1,2,...,n, that

w; = ajuy +apty + ..+ au, = Z; a;; (D
=
and, forj=1,2,...,n,
u=byw +bpw, +...+b,w, = AZ bywy (2
i=1

Let 4 = [a;] and B = [by]. Then P = A" and Q = B”. Substituting (2) into (1) yields

n n n n
w;, = Zalj(kzl bjka> =3 <2aﬁbjk>wk
= j=

=1 k=1

Since {w;} is a basis, ) a;by = 0y, where Jy is the Kronecker delta, that is, 5, = 1 if i = & but J; = 0 if
i # k. Suppose AB = [c;]. Then c¢; = 6. Accordingly, AB = I, and so

OP=B"AT =B =1" =1

Thus Q = P~

Consider a finite sequence of vectors S = {u, u,,...,u,}. Let S’ be the sequence of vectors
obtained from S by one of the following “elementary operations”:

(1) Interchange two vectors.

(2) Multiply a vector by a nonzero scalar.

(3) Add a multiple of one vector to another vector.

Show that S and S’ span the same subspace W. Also, show that S’ is linearly independent if and
only if S is linearly independent.

Observe that, for each operation, the vectors S” are linear combinations of vectors in S. Also, since each
operation has an inverse of the same type, each vector in S is a linear combination of vectors in S’. Thus S and
S’ span the same subspace W. Moreover, S’ is linearly independent if and only if dim W = n, and this is true if
and only if S is linearly independent.
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6.20. LetA4 = [a;] and B = [b;] be row equivalent m x n matrices over a field K, and let vy, v, ..., v, be
any vectors in a vector space V over K. Fori = 1,2, ...,m, let u; and w; be defined by

u; = ayv; +apvy + ...+ a,, and w; = b vy +bpv, + ...+ b0,
Show that {u;} and {w;} span the same subspace of V.

Applying an “elementary operation” of Problem 6.19 to {u;} is equivalent to applying an elementary row
operation to the matrix 4. Since 4 and B are row equivalent, B can be obtained from 4 by a sequence of
elementary row operations. Hence {w,} can be obtained from {u;} by the corresponding sequence of
operations. Accordingly, {#,;} and {w;} span the same space.

6.21. Suppose uy, uy, ..., u, belong to a vector space V' over a field K, and suppose P = [q;] is an
n-square matrix over K. Fori = 1,2,...,n, let v; = a;ju; + apuy + ... + a;,u,.
(a) Suppose P is invertible. Show that {1} and {v;} span the same subspace of V. Hence {u;} is
linearly independent if and only if {v,} is linearly independent.
(b) Suppose P is singular (not invertible). Show that {v;} is linearly dependent.
(¢) Suppose {v;} is linearly independent. Show that P is invertible.

(a) Since P is invertible, it is row equivalent to the identity matrix /. Hence, by Problem 6.19, {v;} and {u;}
span the same subspace of V. Thus one is linearly independent if and only if the other is linearly
independent.

(b) Since P is not invertible, it is row equivalent to a matrix with a zero row. This means {v;} spans a
substance that has a spanning set with less than » elements. Thus {v;} is linearly dependent.

(¢) This is the contrapositive of the statement of part (b), and so it follows from part (b).

6.22. Prove Theorem 6.6: Let P be the change-of-basis matrix from a basis S to a basis S’ in a vector
space V. Then, for any vector v € V, we have P[v]y = [v]y and hence P~![v]g = [v]y.

Suppose S = {u;,...,u,} and 8’ = {w,, ..., w,}, and suppose, fori =1,...,n,

n
Wy = gy +apty + .o @i, = ) agy
=

Then P is the n-square matrix whose jth row is

(ay, ayjy - - -5 ay) 1)

Also suppose v = kyw; + kywy + ...+ k,w, = Y | kw;. Then
[U]S’ = [klv k27 e kn]T (2)

< > a,jki> u;
i=1

Substituting for w; in the equation for v, we obtain

kiw; =3 k,~< > aij“j) =
=1 \j=1

i
M=
M-

Il
M=

(ayky + ayk, + ... + a,k,)u;

<~
I

Accordingly, [v]s is the column vector whose jth entry is

ayky + ayk, + ...+ ayk, 3)
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On the other hand, the jth entry of P[v]y is obtained by multiplying the jth row of P by [v]y, that is, (1) by (2).
However, the product of (1) and (2) is (3). Hence P[v]y and [v]g have the same entries. Thus Pv]y = [v]g, as

claimed.
Furthermore, multiplying the above by P~! gives P~![v]g = P~'P[v]y = [v]y.

LINEAR OPERATORS AND CHANGE OF BASIS

6.23. Consider the linear transformation F on R? defined by F(x,y) = (5x—y, 2x+y) and the
following bases of R*:

E = {61762} = {(1’ 0)7 (07 1)} and S = {ul’ uZ} = {(174)’ (27 7)}

(a) Find the change-of-basis matrix P from E to S and the change-of-basis matrix Q from S back
to E.

(b) Find the matrix A4 that represents F' in the basis E.

(¢) Find the matrix B that represents F in the basis S.

(a) Since E is the usual basis, simply write the vectors in .S as columns to obtain the change-of-basis matrix
P. Recall, also, that O = P~!. Thus

P:[i %] and Q:P—':[*Z1 _f]

(b) Write the coefficients of x and y in F(x,y) = (5x —y, 2x+y) as rows to get

i

(¢) Method 1. Find the coordinates of F'(u,) and F(u,) relative to the basis S. This may be done by first
finding the coordinates of an arbitrary vector (a, b) in R? relative to the basis S. We have

(a,b) =x(1,4) +y2,7) = (x+ 2y, 4x+7y), and so 4§I§iiz
Solve for x and y in terms of @ and b to get x = —7a +2b, y =4a — b. Then
(a,b) = (=7a + 2b)u, + (4a — b)u,
Now use the formula for (a, b) to obtain

Fu)=F(1,4) =(1,6) =5u, —2u . 51
F(u;):F(2,7):(3,11)= ui—i— uz and so B—[— ]

Method 2. By Theorem 6.7, B = P~'4P. Thus

sore-[3 L

2 3| .. . . . .
i| Find the matrix B that represents the linear operator 4 relative to the basis

6.24. LetA=|:4 ]

S = {u;, u,} = {1, 317, [2.5]"}. [Recall 4 defines a linear operator 4:R?> — R? relative to the
usual basis £ of R?].

Method 1. Find the coordinates of A(u,) and A(u,) relative to the basis S by first finding the coordinates
of an arbitrary vector [a, b]” in R? relative to the basis S. By Problem 6.2,

[a, b]" = (—5a + 2b)u; + 3a — b)u,
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Using the formula for [, b]7, we obtain

2 37[1 11
Aw)=1, [ N5|=| |7 53 +32m,
2 372 19
and A(u,) = s lls|1= 517 —89%uy + 54u,
—-53 -89
Thus B=
32 54

Method 2. Use B = P~'4P, where P is the change-of-basis matrix from the usual basis £ to S. Thus
simply write the vectors in S (as columns) to obtain the change-of-basis matrix P and then use the formula for

P~!. This gives
12 L[5 2
P= and P =
35 3 -1

= [l 2][2 3][—5 2] [—53 —89]
Then B=P AP = =
3 504 —-1]l 3 =1 32 54
1 3 1
6.25. Letd=|2 5 —4 | Find the matrix B that represents the linear operator A4 relative to the
1 -2 2
basis

S = {uy, up, us) = {[1, 1,01, [0,1,1]", [1,2,2]"}
[Recall 4 which defines a linear operator A4: R*> — R? relative to the usual basis £ of R’].

Method 1. Find the coordinates of A(u;), A(u,), A(us) relative to the basis S by first finding the
coordinates of an arbitrary vector v = (a, b, ¢) in R® relative to the basis S. By Problem 6.16,

[vls = (b —Juy +(=2a+2b — c)uy + (a — b+ c)uy

Using this formula for [a, b, c]T, we obtain

Awy) = 4,7, =11 =8uy + Tuy — Suz,  A(uy) = [4,1,0]" = uy — 6uy — 3uy
A(us) = 19,4, 11" = 3u; — 11u, + 6us

Writing the coefficients of u, u,, u; as columns yields

8 1 3
B = 7 —6 —11
-5 3 6

Method 2. Use B = P~'AP, where P is the change-of-basis matrix from the usual basis £ to S. The
matrix P (whose columns are simply the vectors in S) and P~! appear in Problem 6.16. Thus

0 1 =177t 3 171 o0 1 g8 1 3
B=P4P=| -2 2 —-11{|2 5 =41 1 2|=| 7 -6 —-11
1 -1 1|1 =2 2(l0 1 2 -5 3 6

6.26. Prove Theorem 6.7: Let P be the change-of-basis matrix from a basis S to a basis S’ in a vector
space V. Then, for any linear operator T on V, [T]y = P~'[T]sP.

Let v be a vector in V. Then, by Theorem 6.6, P[v]g = [v]g. Therefore,
P[T)sPlely = P [Tslels = P [T)]s = [Ty
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But [T]¢[v]ly = [T(v)]y. Hence
P[Py = [Tlg[v]s

Since the mapping vi— [v]g is onto K", we have P~![T|(PX =[T]|¢X for every X € K". Thus
PT)gP = [Ty, as claimed.

SIMILARITY OF MATRICES

4 -2 1 2
6.27. LetA_|:3 6i| andP_[3 4].

(@) Find B=P~'4P.  (b) Verify tt(B) =tr(4).  (c) Verify det(B) = det(4).

(a) First find P~! using the formula for the inverse of a 2 x 2 matrix. We have

Then

-2 1 4 =2 1 2 25 30
_ p-1 _ _
B=r AP—[ 3 _%][3 6][3 4H—% _15}

(b) tr(d) =4+ 6 =10 and tr(B) = 25 — 15 = 10. Hence tr(B) = tr(4).
(¢) det(4) =24+ 6 = 30 and det(B) = —375 + 405 = 30. Hence det(B) = det(A4).

6.28. Find the trace of each of the linear transformations ¥ on R® in Problem 6.4.

Find the trace (sum of the diagonal elements) of any matrix representation of F such as the matrix
representation [F] = [F]; of F relative to the usual basis £ given in Problem 6.4.

(@) t(F)=t(F)=1-5+9=>5.
(b) t(F)=t(F)=1+3+5=9.
(© tF) =t(F)=1+4+7=12.

6.29. Write A &~ B if A4 is similar to B, that is, if there exists an invertible matrix P such that 4 = P~!BP.
Prove that & is an equivalence relation (on square matrices); that is,

(a) A= A, for every A. (b) If A~ B, then B~ A.
(¢) IfA=Band B~ C, then 4 =~ C.

(a) The identity matrix 7 is invertible, and I~! = I. Since 4 = I"'4I, we have 4 ~ A.

(b) Since A ~ B, there exists an invertible matrix P such that A = P~'BP. Hence B = PAP~! = (P~1)"'4P
and P! is also invertible. Thus B ~ 4.

(c) Since 4 ~ B, there exists an invertible matrix P such that 4 = P~'BP, and since B ~ C, there exists an
invertible matrix Q such that B = Q~'CQ. Thus

A=P'BP =P (Q7'COP = (P'Q")C(OP) = (QP)' C(QP)
and QP is also invertible. Thus 4 =~ C.

6.30. Suppose B is similar to 4, say B = P~'AP. Prove:
(@) B" =P 'A"P, and so B" is similar to 4”".
(b) f(B) = P~'f(A)P, for any polynomial f(x), and so f(B) is similar to f(4).
(¢) B is aroot of a polynomial g(x) if and only if 4 is a root of g(x).
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(a) The proof is by induction on n. The result holds for n = 1 by hypothesis. Suppose n > 1 and the result
holds for n — 1. Then

B"=BB"' = (P"'AP)(P'4""'P)=P7'4"P
(b) Suppose f(x) = a,x" + ...+ a;x + a,. Using the left and right distributive laws and part (a), we have
P (AP =P (a,4" + ...+ ajA + ag))P
=P Y (a,4"P + ...+ P (q,A)P + P (ay])P
=a,(P"'A"P) + ...+ a,(P"'AP) + ay(P~'IP)
=a,B"+...+a;B+ayl =f(B)

(¢) By part (b), g(B) = 0 if and only if P~'g(4)P = 0 if and only if g(4) = POP~' = 0.

MATRIX REPRESENTATIONS OF GENERAL LINEAR MAPPINGS
6.31. Let F:R> — R? be the linear map defined by F(x, y, z) = (3x 4+ 2y — 4z, x — 5y + 32).
(a) Find the matrix of F in the following bases of R® and R:
S:{Wla W25W3}: {(1713 1)5 (19170)a (la Os 0)} and S/:{ul»uz}:{(la 3)s (25 5)}
(b) Verify Theorem 6.10: The action of F' is preserved by its matrix representation; that is, for any
v in R, we have [Fls.slvls = [F(©)]s-
(a) From Problem 6.2, (a, b) = (—5a + 2b)u; 4+ (3a — b)u,. Thus
Fw)=F(1,1,1)=(1,-=1) = Tu; + 4u,
F(w,) =F(1,1,0) = (5, —4) = =33u; + 19u,
F(w;) = F(1,0,0) = (3, 1) = —13u, + 8u,
Write the coordinates of F(w), F(w,), F(w3) as columns to get
-7 =33 13
[Fls.s = [ 419 8]
(b) If v =(x,y,z), then, by Problem 6.5, v =zw; + (y — z2)w, + (x — y)ws. Also,

F(v) =(Bx+2y—4z, x—5y+32z) = (—13x — 20y + 262)u; + (8x + 11y — 152)u,
—13x—20y+26z]

H =(z, y—2z, x— T d F , =
ence Ply=G y—z x—»" and  [FO [ e

Thus

z
-7 =33 -—13 —13x — 20y + 26z
Plostis = 73 T S]P_X} [ = wons

6.32. Let F:R" — R" be the linear mapping defined as follows:
F(xy,xp, ...,x,) =(apx; + ... FayX,, X+ ...+ auX,, ooy @GuXy + ...+ apyX,)

(a) Show that the rows of the matrix [F] representing F' relative to the usual bases of R” and R”
are the coefficients of the x; in the components of F(x, ..., x,).

(b) Find the matrix representation of each of the following linear mappings relative to the usual
basis of R":
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(i) F:R®> — R® defined by F(x,y) = Bx —y, 2x+4y, 5x—6y).
(ii) F:R* — R? defined by F(x,y,s, 1) = (3x — 4y +2s — 5t, 5x+ Ty —s—21).
(iii) F:R® — R* defined by F(x,y,z) = @x+3y— 8z, x+y+z 4x—>5z, 6y)

(a) We have
F(1,0,...,0) =(aj;.az1s -+ 1) ay ap ... a
F(0,1,...,0) = (ay, ay, - - -, app) and thus [F] = Ay Ay ... Gy,
F(O’ Oa AR 1) :(aln7a2n7""amn) A1 Ao A

(b) By part (a), we need only look at the coefficients of the unknown x, y, ... in F(x,y, ...). Thus

. 2 3 -8
Q) [Fl= {2 4] (i) [F]= {g _‘7l _? I;] (iii) ~ [F]= 411 (1) —é
5 —6 0 6 0

2 5 3
1 -4 7
where vectors are written as columns. Find the matrix [F] that represents the mapping relative to the
following bases of R* and R*:

6.33. LetAd = |: i| Recall that 4 determines a mapping F: R® — R? defined by F(v) = Av,

(a) The usual bases of R® and of R?.

b)) S={w,wy,w}=1{1,1,1), (1,1,0), (1,0,0)} and S" = {u;, u,} = {(1,3), (2,5)}.
(a) Relative to the usual bases, [F] is the matrix 4 itself.

(b) From Problem 9.2, (a, b) = (=5a + 2b)u; + (3a — b)u,. Thus

1
2 5 =37 [4
F(wy) = | —4 7 1] = 4 = —12u; + 8u,
L ]t
- I O
2 5 =3 7
F(w,) = 1 -4 7 1] = 4= —41uy + 24u,
o] *
_ [y
2 5 =3 2
F(w;y) = 4 7 0| = L= —8uy + Su,
L o] *
. . . —12 —41 -8
Writing the coefficients of F(w;), F(w,), F(w;) as columns yields [F] = 3 24 5|

6.34. Consider the linear transformation 7 on R’ defined by T(x,y) = (2x — 3y, x+4y) and the
following bases of R%:

E={e;, e} ={(1,0), (0,1} and  §={u;,uy} ={(1,3), (2,5)}

(a) Find the matrix 4 representing T relative to the bases £ and S.

(b) Find the matrix B representing T relative to the bases S and E.
(We can view T as a linear mapping from one space into another, each having its own basis.)
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6.35.

6.36.

LINEAR MAPPINGS AND MATRICES [CHAP. 6

(a) From Problem 6.2, (a, b) = (—5a + 2b)u; + (3a — b)u,. Hence

]"(81):1—'(1,0):(27 1) :—gul + 5u2 B _8 23
T(e;) =T(0,1)=(-3,4) = 23u; — 13u, and so A= 5 —13
(b) We have
T(u)=7(01,3)=(-7,13) = —Te; + 13e, -7 -1
T(uy) = T(2,5) = (—11,22) = —1le, + 22, M40 B=| 13 5

How are the matrices 4 and B in Problem 6.34 related?

By Theorem 6.12, the matrices 4 and B are equivalent to each other; that is, there exist nonsingular
matrices P and Q such that B = Q~'4P, where P is the change-of-basis matrix from S to E, and Q is the
change-of-basis matrix from E to S. Thus

s 2 -5 2 T2
_[3 5] Q‘[ 3 —1]’ ¢ _[3 5]

4 [1 2][—8 —23][1 2] [—7 —11]
and Q AP = = =B
35 5 —13]13 5 13 22

Prove Theorem 6.14: Let F: V' — U be linear and, say, rank(F) = r. Then there exist bases /" and
of U such that the matrix representation of F has the following form, where /. is the r-square

identity matrix:
4.0
=1 7]

Suppose dim ¥V = m and dim U = n. Let W be the kernel of F and U’ the image of F. We are given that
rank (F) = r. Hence the dimension of the kernel of F is m — r. Let {w,, ..., w,,_,} be a basis of the kernel of
F and extend this to a basis of V:

(o, .., 0, Wi W)
Set u, =F(v)), uy =F(@,), ..., u.=F(,)
Then {u;, ..., u,} is a basis of U’, the image of F. Extend this to a basis of U, say
g, ooty o1y}
Observe that
F() =u =1lu; +0uy+...4+0u.+0u. . +...+0u,

F(v,) =uy=0u; +1luy +...4+0u.+0u, . +...+0u,
F(v,) =u,=0u; +0uy+...4+1u, +0u. ., +...40u,
Fw)) =0 =0u; +0uy+...+0u,+0u.,;+...40u,

Fw,_,)=0 =0u; +0uy+ ...+ 0u, +0u,. + ...+ Ou,

Thus the matrix of F' in the above bases has the required form.
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Supplementary Problems

MATRICES AND LINEAR OPERATORS
6.37. Let F:R?> — R? be defined by F(x,y) = (4x + 5y, 2x — y).

(a) Find the matrix 4 representing F in the usual basis E.

(b) Find the matrix B representing F in the basis S = {u;, u,} = {(1,4), (2,9)}.

(c¢) Find P such that B = P~'4P.

(d) For v = (a, b), find [v]g and [F(v)]g. Verify that [F]g[v]y = [F(v)]s.

5 -1

2 4

(a) Find the matrix B representing A relative to the basis S = {u;, u,} = {(1, 3), (2, 8)}. (Recall that 4
represents the mapping A relative to the usual basis E.)

(b) For v = (a, b), find [v]g and [A(v)]s.

6.38. Let 4:R> — R? be defined by the matrix 4 =

6.39. For each linear transformation L on R?, find the matrix A representing L (relative to the usual basis of R?):
(a) L is the rotation in R? counterclockwise by 45°.
(b) L is the reflection in R? about the line y = x.
(¢) L is defined by L(1,0) = (3, 5) and L(0, 1) = (7, =2).
(d) L is defined by L(1, 1) = (3,7) and L(1, 2) = (5, —4).
6.40. Find the matrix representing each linear transformation 7 on R® relative to the usual basis of R>:
@ Tey2)=@n0. (}) Tey2)=G y+z x+ry+2).
(© T@,y,z2)=0@x—Ty—4z, 3x+y+4z, 6x—8y+2).
6.41. Repeat Problem 6.40 using the basis S = {u;, u,, u3} = {(1, 1,0), (1,2,3), (1,3,5)}.

6.42. Let L be the linear transformation on R® defined by
L(1,0,0) = (1, 1, 1), L(0,1,0) =(1,3,5), L0,0,1)=(2,2,2)

(a) Find the matrix 4 representing L relative to the usual basis of R>.
(b) Find the matrix B representing L relative to the basis S in Problem 6.41.

6.43. Let D denote the differential operator; that is, D( f(¢)) = df /dt. Each of the following sets is a basis of a
vector space V' of functions. Find the matrix representing D in each basis:

(a) (e, e, te*). (b) {1,t,sin3¢, cos3t}. (c) (e te”, rPe).

6.44. Let D denote the differential operator on the vector space V' of functions with basis S = {sin 0, cos 0}.
(a) Find the matrix 4 = [D]s. (b) Use 4 to show that D is a zero of f(f) = > + 1.

6.45. Let V' be the vector space of 2 x 2 matrices. Consider the following matrix M and usual basis E of V:

o I (S A i

Find the matrix representing each of the following linear operators 7" on V relative to E:

(@) TA) =MA. (b)) TA) =AM. (c) T(4)=MA— AM.

6.46. Let 1, and 0, denote the identity and zero operators, respectively, on a vector space V. Show that, for any
basis S of V: (@) [1y]g =/, the identity matrix. (b) [0y]g =0, the zero matrix.
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CHANGE OF BASIS

6.47. Find the change-of-basis matrix P from the usual basis E of R? to a basis S, the change-of-basis matrix Q
from S back to E, and the coordinates of v = (a, b) relative to S, for the following bases S:

(@) §={1.2), B.5)} (© §$={2.5. G.7}
(b §={1,-3), G,=8)}). (@ §={2,3), 45}

6.48. Consider the bases S = {(1,2), (2,3)} and &' = {(1,3), (1,4)} of R%. Find the change-of-basis matrix:
(a) P from S to §'. (b) Q from S’ back to S.

6.49. Suppose that the x- and y-axes in the plane R? are rotated counterclockwise 30° to yield new x'- and y'-axes
for the plane. Find:
(a) The unit vectors in the direction of the new x'- and y’-axes.
(b) The change-of-basis matrix P for the new coordinate system.
(¢) The new coordinates of the points A(1, 3), B(2, —5), C(a, b).

6.50. Find the change-of-basis matrix P from the usual basis E of R> to a basis S, the change-of-basis matrix Q
from S back to E, and the coordinates of v = (a, b, ¢) relative to S, where S consists of the vectors:

@ u =(1,1,0),u, = (0,1,2),u; = (0, 1, 1).
®) uy=(1,0,1),u,=(1,1,2),u; = (1,2, 4).
© w=(,2,1),u; =(1,3,4),u3 = (2,5, 6).

6.51. Suppose S|, S,, S; are bases of V. Let P and Q be the change-of-basis matrices, respectively, from S, to S, and
from S, to S;. Prove that PQ is the change-of-basis matrix from S, to Sj.

LINEAR OPERATORS AND CHANGE OF BASIS
6.52. Consider the linear operator F' on R? defined by F(x,y) = (5x 4+, 3x — 2y) and the following bases of R?:

S={(1,2), (2,3)} and S ={(1,3), (1,4)}
(a) Find the matrix 4 representing F relative to the basis S.
(b) Find the matrix B representing F relative to the basis S'.
(¢) Find the change-of-basis matrix P from S to §'.
(d) How are A4 and B related?

1 -1
302
A relative to each of the following bases:  (a) S={(1,3)", 2,57} ®) S={1,3)", 2.9}

6.53. Let A: R?> — R? be defined by the matrix 4 = [ ] Find the matrix B that represents the linear operator

6.54. Let F:R> — R? be defined by F(x,y) = (x — 3y, 2x — 4y). Find the matrix A that represents F relative to
each of the following bases: (@) S=1{2,5), 3,7} b)) S={@2,3), 4,5)}

1 3 1
6.55. Let A:R> — R> be defined by the matrix 4 = | 2 7 4 |. Find the matrix B that represents the linear
1 43

operator A relative to the basis S = {(1, 1, 1)7, (0,1, )T, (1,2,3)"}.
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SIMILARITY OF MATRICES

2 -3 3 =5
(a) Find B = P'4P. (b) Verify that tr(B) = tr(4). (¢) Verify that det(B) = det(A4).

6.56. LetA:[l l]andP:[l _2].

6.57. Find the trace and determinant of each of the following linear maps on R%:

(@) F(x,y)=(2x—3y, S5x+4y). (b) G(x,y) = (ax+ by, cx+dy).

6.58. Find the trace of each of the following linear maps on R>:
(@) F(x,y,z) =(x+3y, 3x—2z, x—4y—32).
(b) G(x,y.2)=(y+3z 2x—4z, 5x+7y).

6.59. Suppose S = {u;, u,} is a basis of V, and T: V' — V is defined by T'(u;) = 3u; — 2u, and T(u,) = u; + 4u,.
Suppose S" = {w, w,} is a basis of V for which w; = u; + 1, and w, = 2u; + 3u,.

(a) Find the matrices A and B representing T relative to the bases S and S, respectively.
(b) Find the matrix P such that B = P~'4P.

6.60. Let 4 be a 2 x 2 matrix such that only 4 is similar to itself. Show that 4 is a scalar matrix, that is, that
a 0
A= [0 ]
6.61. Show that all matrices similar to an invertible matrix are invertible. More generally, show that similar matrices
have the same rank.

MATRIX REPRESENTATION OF GENERAL LINEAR MAPPINGS
6.62. Find the matrix representation of each of the following linear maps relative to the usual basis for R”":
(@) F:R® — R? defined by F(x,y,z) = 2x — 4y + 9z, 5x+ 3y — 2z).
() F:R? — R* defined by F(x,y) = 3x+ 4y, 5x—2y, x+ Ty, 4x).
(¢) F:R* = R defined by F(x;, x5, X3, X;) = 2x; + %, — Tx3 — x,.
6.63. Let G:R® — R? be defined by G(x,y,z) = 2x + 3y —z, 4x —y+22).
(a) Find the matrix 4 representing G relative to the bases

S={(1,1,0), (1,2,3), (1,3,5)} and S =1{(1,2), (2,3)}

(b) For any v = (a, b, ¢) in R®, find [v]g and [G(V)]g - (¢) Verify that A[v]g = [G(v)]g.

6.64. Let H:R?> — R? be defined by H(x,y) = (2x + 7y, x — 3y) and consider the following bases of R?:
S={(1,1), (1,2)} and S ={(1,4), (1,5)}

(a) Find the matrix 4 representing H relative to the bases S and §'.
(b) Find the matrix B representing H relative to the bases S’ and S.

6.65. Let F:R® — R? be defined by F(x,y,z) = Qx+y —z, 3x—2y+ 4z).
(a) Find the matrix 4 representing G relative to the bases

S={1,1,1), (1,1,0), (1,0,0)} and S'=(,3), (1,4}

(b) Verify that, for any v = (a, b, ) in R®, A[v]g = [F(v)]g.
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6.66.

6.67.

LINEAR MAPPINGS AND MATRICES [CHAP. 6

Let S and S’ be bases of V, and let 1,, be the identity mapping on V. Show that the matrix 4 representing 1,
relative to the bases S and S is the inverse of the change-of-basis matrix P from S to S, that is, 4 = P!,

Prove: (a) Theorem 6.10, (b) Theorem 6.11, (¢) Theorem 6.12, (d) Theorem 6.13. [Hint: See the proofs of the
analogous Theorems 6.1 (Problem 6.9), 6.2 (Problem 6.10), 6.3 (Problem 6.11), and 6.7 (Problem 6.26).]

MISCELLANEOUS PROBLEMS

6.68.

6.69.

6.70.

Suppose F: V' — V is linear. A subspace W of V' is said to be invariant under F if F(W) C W. Suppose W is
A B
o2
Suppose V' = U + W, and suppose U and V' are each invariant under a linear operator F: V — V. Also,
A 0
o 5]

Two linear operators F and G on V' are said to be similar if there exists an invertible linear operator 7 on V'
such that G =T~' o F o T. Prove:

invariant under F and dim W = r. Show that F" has a block triangular matrix representation M =
where A4 is an r X r submatrix.

suppose dim U = r and dim W = S. Show that F' has a block diagonal matrix representation M =
where 4 and B are r X r and s x s submatrices.

(a) F and G are similar if and only if, for any basis S of V, [F]g and [G] are similar matrices.

(b) If F is diagonalizable (similar to a diagonal matrix), then any similar matrix G is also diagonalizable.

Answers to Supplementary Problems

Notation: M =[R;; R,; ...] represents a matrix M with rows R, R,, .. ..
637. (a) A=[4,5 2,—11 (b) B=1[220,478; —98,-217] (¢) P=[1,2; 4,9]

(d) [vlg=[9a—2b, —4a+b]" and [F(v)] = [32a +47b, —14a—21b]"
6.38. (a) B=[-6,-28; 4,15]

(b) [v]=[4a—b,—3a+1b]" and [A(v)]y = [18a — 8b, 1(—13a+ 7b)]
639. (@) [V2.-v2; v2.v21 () [0.1; 1,0] (o [3.7; 5 -2]

d [1,2; 18,—11]
6.40. (o) [1,0,0; 0,1,0; 0,0,0] (b) [0,0,1; 0,1,1; 1,1,1]

(¢ [2,-7,—4; 3,1,4; 6,-8,1]
641. (o) [1,3,5; 0,—5,—10; 0,3,6] (b) [0,1,2; —1,2,3; 1,0,0]

(¢) [15,51,104; —49,—191,351; 29,116,208]
642. (@ [1,1,2; 1,3,2; 1,52 (b) [6,17,26; —4,—3,—4; 0,—5,—8]
643. (a) [1,0,0; 0,2,1; 0,0,2] (b [0,1,0,0; 0; 0,0,0,—3; 0,0,3,0]

(¢) [5.1,0; 0,5,2; 0,0,5]
6.44. (@) A=1[0,—1; 1,0] (b)) A2+I1=0
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645. (a) [a,0,b,0; 0,a,0,b; ¢0,d,0; 0,c,0,d]
() la,c,0,0; b,d,0,0; 0,0,a,c; 0,0,b,d]
() [0,—c,b,0; —b,a—d,0,b; ¢0,d—a,—c; 0,c,—b,0]
647. (a) [1,3; 2,5),[-5,3; 2,—-1),[v]=[-5a+b, 2a-— b]T
() 11,3 —3,-8],[-8,-3; 3,11, [v] =[-8a—3b, 3a—b]"
© [2,3; 57,0-7,3 5 -2,[t]=[-Ta+3b, Sa—2b]"
@ [2.4 3.51[-3.20 3. —1L[l=[-3a+2b 3a—b]"
648. (@) P=]3,5; -—1,-1] b)) 0=1[2,5 -—1,-3]
6.49. (@) (3v3.D).(=3.3v3) () P=BV3.—1: 1.3V3]
(© [41=P'[1,3]",[B] = PT[2, —5]",[C] = P[a, b]"
6.50. P is the matrix whose columns are u,, u,, u;, Q = Pl [v] = Qla, b, c]T.
(a9 0=1[1,0,0; 1,-1,1; =2,2,—1],[v]=[a, a—-b+c, —2a+2b—c]T b) -
0=1[0,-2,1;, 2,3,-2; —1,—-1,1],[v]=[-2b+¢, 2a+3b—2c, —a-— b+c]T (c) -
0=[-2,2,—-1;, -=7,4,—-1;, 5,=-3,1],[v]=[-2a+2b—¢c, —Ta+4b—c, 5a-3b +c]T
6.52. (a) [—23,-39; 13,26] (b) [35,41; -—27,-32] o [3,5 -—1,-2] (d B=P'4P
6.53. (a) [28,42; -—15,-25] (b)) [13,18; -1 —10]
6.54. (a) [43,60; —33,—-46] (b) [—82—7, %; %, 82—1
6.55. [10,8,20; 13,11,28; —5,—4,10]
6.56. (a) [—34,57; —19,32] (b) tr(B) =tr(4d) = -2 (c) det(B) = det(4d) = —
6.57. (a) tr(F)=6,det(F)=23 b) tr(G)=a+d,det(G) =ad — bc
6.58. (a) t(F)=-— b)) tr(G)=0
6.59. (@) A=1[3,1, —=2,4,B=[8,11; —=2,-1] b)) P=][1,2; 1,3]
6.62. (a) [2,—4,9; 5,3,-2] b) [3,5,1,4; 4,-2,7,0] (o [2,3,-7,—11]
6.63. (a) [-9,1,4; 7,2,1] b) [vls=[-a+2b—c, S5a—5b+2c, —3a+3b-— c]T, and
[GW)y =[2a — 11b+7T¢c, Tb—4c|”
6.64. (a) =1[47,85; —38,—-69] (b) B=1]71,88; —41,-51]
6.65. =[3,11,5; —1,-8,-3]
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7.1 INTRODUCTION

The definition of a vector space V' involves an arbitrary field K. Here we first restrict K to be the real
field R, in which case V' is called a real vector space; in the last sections of this chapter, we extend our
results to the case where K is the complex field C, in which case V' is called a complex vector space. Also,
we adopt the previous notation that

u, v, w are vectors in V'

a,b,c, k are scalars in K

Furthermore, the vector spaces V' in this chapter have finite dimension unless otherwise stated or implied.

Recall that the concepts of “length” and “orthogonality” did not appear in the investigation of
arbitrary vector spaces V (although they did appear in Chapter 1 on the spaces R” and C"). Here we place
an additional structure on a vector space V' to obtain an inner product space, and in this context these
concepts are defined.

7.2 INNER PRODUCT SPACES
We begin with a definition.

Definition: Let J be a real vector space. Suppose to each pair of vectors u, v € V there is assigned a real
number, denoted by (u, v). This function is called a (real) inner product on V if it satisfies the
following axioms:

[I,] (Linear Property): {(au, + bu,, v) = a(u;, v) + b(u,, v).
[LL] (Symmetric Property): (u,v) = (v, u).
[I;] (Positive Definite Property): (u,u) > 0.; and (u, u) = 0 if and only if u = 0.

The vector space V' with an inner product is called a (real) inner product space.

236
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Axiom [I;] states that an inner product function is linear in the first position. Using [I;] and the
symmetry axiom [I,], we obtain

(u, cvy +dvy) = (cv +dvy, u) = cl{vy, u) +d{vy, u) = c{u, vy) + d{u, vy)

That is, the inner product function is also linear in its second position. Combining these two properties and
using induction yields the following general formula:

< Z au;, Z bjuj> = Z Z a;b;(u;, v;)
i J i
That is, an inner product of linear combinations of vectors is equal to a linear combination of the inner

products of the vectors.

Example 7.1. Let V be a real inner product space. Then, by linearity,

(Buy —4u,y, 2v; — Svy + 6v3) = 6(uy, vy) — 15(uy, va) + 18(uy, vs)
— 8(up, v1) +20(uy, v5) — 24{u,, v3)

2u — 5v, 4u—+ 6v) = 8(u, u) + 12{u, v) — 20{v, u) — 30{v, v)
= 8(u, u) — 8(v, u) — 30(v, v)

Observe that in the last equation we have used the symmetry property that (u, v) = (v, u).

Remark: Axiom [I;] by itself implies (0,0) = (Ov,0) = 0(v, 0) =0. Thus [L;], [L], [I;] are
equivalent to [I,], [I,], and the following axiom:

[13] If u # 0, then (u, u) is positive.

That is, a function satisfying [I,], [I,], [T;] is an inner product.

Norm of a Vector

By the third axiom [I;] of an inner product, (u, u) is nonnegative for any vector u. Thus its positive
square root exists. We use the notation
lluell = /(u, u)

This nonnegative number is called the norm or length of u. The relation llull> = (u, u) will be used
frequently.

Remark: If |lu|| = 1 or, equivalently, if (u, u) = 1, then u is called a unit vector and is said to be
normalized. Every nonzero vector v in V' can be multiplied by the reciprocal of its length to obtain the unit
vector

R 1
b=—v

lloll

which is a positive multiple of v. This process is called normalizing v.

7.3 EXAMPLES OF INNER PRODUCT SPACES

This section lists the main examples of inner product spaces used in this text.
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Euclidean n-Space R”

Consider the vector space R”. The dot product or scalar product in R" is defined by
u-v=ab; +ab,+...+a,b,

where u = (a;) and v = (b;). This function defines an inner product on R”. The norm ||u| of the vector
u = (a;) in this space is as follows:

||u||:m=\/a%+a§+...+a§

On the other hand, by the Pythagorean theorem, the distance from the origin O in R® to a point P(a, b, ¢) is
given by ~/a? + b2 + c2 This is precisely the same as the above-defined norm of the vector v = (a, b, c) in
R>. Since the Pyghagorean theorem is a consequence of the axioms of Euclidean geometry, the vector
space R” with the above inner product and norm is called Euclidean n-space. Although there are many
ways to define an inner product on R”, we shall assume this inner product unless otherwise stated or
implied. It is called the usual (or standard inner product) on R”".

Remark: Frequently the vectors in R” will be represented by column vectors, that is, by n x 1
column matrices. In such a case, the formula

(u,v) =u'v

defines the usual inner product on R”.
Example 7.2. Let u=(1,3,-4,2), v=(4,-2,2,1), w=(5—1,-2,6) in R*.
(a) By definition,
(u,w)y=5-3+8+12=22 and (v,w) =204+2—-44+6=24
Note that 3u — 2v = (-5, 13, —16, 4). Thus
Bu—20, w)=-25—13+32+24=18

As expected, 3(u, w) — 2(v, w) = 3(22) — 2(24) = 18 = (3u — 2v, w).
(b) By definition,

lul =vVT+9+16+4=+30 and |ol=16+4+4+1=5

We normalize « and v to obtain the following unit vectors in the directions of u and v, respectively:

A 1 ( 1 3 -4 2 ) and 5 1 ; (4 -2 2 1)
U=—u=\\——,—,—,— == =,—,=, =
[laall V30 +/30 /30 +/30 [lvll 5555

Function Space C[a, b] and Polynomial Space P(r)

The notation Cla, b] is used to denote the vector space of all continuous functions on the closed
interval [a, b], that is, where a < ¢ < b. The following defines an inner product on Cla, b], where f(¢) and
g(¢#) are functions in Cla, b]:

b
(f.g) = j F(0ge) dr

It is called the usual inner product on Cla, b].
The vector space P(¢) of all polynomials is a subspace of C[a, b] for any interval [a, b], and hence the
above is also an inner product on P(¢).
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Example 7.3. Consider f(¢) = 3¢ — 5 and g(¢) = ¢* in the polynomial space P(f) with inner product

1
<ﬁ9:Lﬂ%mm

(a) Find (f, g).
We have f(f)g(f) = 3> — 5¢%. Hence

1
(f.8)= L(3t3 —5f)dt =31 -3p

(b) Find || /|l and |Igl|.
We have [ /()]* = f(2)f(¢) = 922 — 307 + 25 and [g(r)]* = #*. Then

1
=13

1
I FI? = (f.f) = J (92 — 301 4 25) dt = 38 — 15> +25¢
0 0

1
MW:@m=J#m:$
0

-
o

Therefore, || ]| = ~/13 and |lg|| = \@

Matrix Space M =M, ,

Let M =M,, ,,, the vector space of all real m x n matrices. An inner product is defined on M by

(4, B) = tr(BT 4)

where, as usual, tr( ) is the trace, i.e., the sum of the diagonal elements. If 4 = [a;] and B = [b;], then

a

m
y

(4,B) =tr(BT4) = i ia,.,b,.,- and  [AI*=(4.4) =)
i=lj=1 ~ 2

NE

1j

That is, (4, B) is the sum of the corresponding entries in 4 and B and, in particular, (4, 4) is the sum of the
squares of the entries of 4.

Hilbert Space

Let V' be the vector space of all infinite sequences of real numbers (a;, a,, as, . . .) satisfying
o0
Sat=al+a+... <00

that is, the sum converges. Addition and scalar multiplication are defined in ' componentwise, that is, if

u:(al,az,...) and U:(bl,bz,...)
then u+v=(al+bl, a2+b2, ) and kl/l:(kal,kaz,...)

An inner product is defined in v by
<u, U) = albl +a2b2 + e

The above sum converges absolutely for any pair of points in V. Hence the inner product is well defined.
This inner product space is called /,-space or Hilbert space.
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7.4 CAUCHY-SCHWARZ INEQUALITY, APPLICATIONS

The following formula (proved in Problem 7.8) is called the Cauchy—Schwarz inequality or Schwarz
inequality. It is used in many branches of mathematics.

Theorem 7.1: (Cauchy—Schwarz) For any vectors «# and v in an inner product space V,
2
(w,v) = (w,u)(v,v)  or  [{u,v)| < [lulllv]
Next we examine this inequality in specific cases.

Example 7.4.

a) Consider any real numbers a,,...,a,, by, ..., b,. Then, by the Cauchy—Schwarz inequality,
y 1 n 1 n y Y- q ty
(arhy + asby + ... +a,b) < (@ +...+ B +...+b)
That is, (u - v)> < |lull?||v]%, where u = (a;) and v = (b)).
(b) Letf and g be continuous functions on the unit interval [0, 1]. Then, by the Cauchy—Schwarz inequality,
1 2 1 1
H F(0g() dr] <| roal foa
0 Jo Jo

That is, (( f, g))2 < |l /I lv]1%. Here V is the inner product space C[0, 1].

The next theorem (proved in Problem 7.9) gives the basic properties of a norm. The proof of the third
property requires the Cauchy—Schwarz inequality.

Theorem 7.2: Let V' be an inner product space. Then the norm in V' satisfies the following properties:
[N;] lvll = 0; and ||v|| = 0 if and only if v = 0.
[No] - [lkvll = [kl
N3] lu+oll < flull + llvll.

The property [N;] is called the triangle inequality, because if we view u + v as the side of the triangle
formed with sides u and v (as shown in Fig. 7-1), then [N;] states that the length of one side of a triangle
cannot be greater than the sum of the lengths of the other two sides.

w -t

"
Triangle Inequality

Fig. 7-1

Angle Between Vectors

For any nonzero vectors « and v in an inner product space V, the angle between u and v is defined to be
the angle 6 such that 0 < 6 < x and

(u, v)
6 =
l[ulllo]

By the Cauchy—Schwartz inequality, —1 < cos 0 < 1, and so the angle exists and is unique.
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Example 7.5.
(a) Consider vectors u = (2,3, 5) and v = (1, —4, 3) in R®. Then
(u,v) =2 —124+15=S5, llul| = /4 + 9+ 25 =+/38, lv] =14+ 1649 =426
Then the angle 0 between u and v is given by
cosf = S
/38126

Note that 0 is an acute angle, since cos 0 is positive.

(b) Let f(1)=3t—5 and g(f) = £* in the polynomial space P(f) with inner product (f,g) = fol f(Hg(t) dt. By
Example 7.3,

(f.8)=—13, I/1=+13, lgll = £+/5
Then the “angle” 0 between f and g is given by

i 55

WDV 121345

Note that 0 is an obtuse angle, since cos 0 is negative.

cosl) =

7.5 ORTHOGONALITY

Let V' by an inner product space. The vectors u, v € V' are said to be orthogonal and u is said to be
orthogonal to v if

(u,v) =0

The relation is clearly symmetric, that is, if # is orthogonal to v, then (v, u) = 0, and so v is orthogonal to u.
We note that 0 € V is orthogonal to every v € V] since

(0, v) = (Ov,v) = 0{(v,v) =0

Conversely, if u is orthogonal to every v € ¥, then (u, u) = 0 and hence u = 0 by [I;]. Observe that « and v
are orthogonal if and only if cos @ = 0, where 0 is the angle between u and v. Also, this is true if and only if
u and v are “perpendicular”, i.e., 0 = /2 (or 0 = 90°).

Example 7.6.
(a) Consider the vectors u = (1,1,1), v = (1,2, =3), w= (1, —4, 3) in R®. Then
(u,v) =14+2-3=0, (u,w)y=1—-4+4+3=0, (v,w)=1-8-9=-16

Thus u is orthogonal to v and w, but v and w are not orthogonal.

(b) Consider the functions sin# and cos ¢ in the vector space C[—n, 7] of continuous functions on the closed interval
[—=, ]. Then
T
(sint, cost) = [ sintcostdt =1 sin® f°, =0-0=0

J =T

Thus sin¢ and cos ¢ are orthogonal functions in the vector space C[—7, 7].
Remark: A vector w = (x1,x,, ..., x,) is orthogonal to ¥ = (a;, a,, ...,a,) in R" if
(u,w)=a\x; +ax, +...+a,x,=0

That is, w is orthogonal to u if w satisfies a homogeneous equation whose coefficients are the elements
of u.
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Example 7.7. Find a nonzero vector w that is orthogonal to u; = (1,2, 1) and u, = (2, 5,4) in R3.
Let w = (x, y, z). Then we want (u;, w) = 0 and (u,, w) = 0. This yields the homogeneous system

x+2y4+ z=0 or x+2y+ z=0
2x+5y+4z=0 y+2z=0

Here z is the only free variable in the echelon system. Set z = 1 to obtain y = —2 and x = 3. Thus, w = (3, =2, 1) is a
desired nonzero vector orthogonal to u; and u,.

Any multiple of w will also be orthogonal to u; and u,. Normalizing w, we obtain the following unit vector
orthogonal to #; and u,:

P (L 2 1 )
vl \VId V14T V14
Orthogonal Complements

Let S be a subset of an inner product space V. The orthogonal complement of S, denoted by S+ (read
“S perp”) consists of those vectors in V' that are orthogonal to every vector u € S; that is,
St={weV: (vu =0 for every u € S}
In particular, for a given vector u in ¥, we have
ut={eV: (v,u) =0}
that is, u! consists of all vectors in ¥ that are orthogonal to the given vector u.

We shown that S* is a substance of V. Clearly 0 € S, since 0 is orthogonal to every vector in V. Now
suppose v, w € S*t. Then, for any scalars @ and b and any vector u € S, we have

(av+ bw, u) =al{v,u) +bw,u)=a-0+b-0=0
Thus av + bw € S*, and therefore S* is a subspace of V.
We state this result formally.

Proposition 7.3: Let S be a subset of a vector space V. Then S* is a subspace of V.

Remark 1. Suppose u is a nonzero vector in R>. Then there is a geometrical description of ut.
Specifically, u* is the plane in R® through the origin O and perpendicular to the vector . This is shown
in Fig. 7-2.

Orthogenal Complement w*

Fig. 7-2

Remark 2: Let ¥ be the solution space of an m x n homogeneous system 4X = 0, where 4 = [a;]
and X = [x;]. Recall that 7 may be viewed as the kernel of the linear mapping 4: R” — R™. Now we can
give another interpretation of W using the notion of orthogonality. Specifically, each solution vector
w = (x, X,, ..., X,) is orthogonal to each row of 4; and hence IV is the orthogonal complement of the row
space of 4.
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Example 7.8. Find a basis for the subspace u' of R?, where u = (1, 3, —4).
Note that u' consists of all vectors w = (x, y, z) such that (u, w) =0, or x4 3y —4z = 0. The free variables
are y and z.

(1) Sety=1,z=0 to obtain the solution w, = (-3, 1, 0).
(2) Sety=0,z=1 to obtain the solution w; = (4,0, 1).

The vectors w, and w, form a basis for the solution space of the equation, and hence a basis for u*.

Suppose W is a subspace of V. Then both W and W+ are subspaces of V. The next theorem, whose
proof (Problem 7.28) requires results of later sections, is a basic result in linear algebra.

Theorem 7.4: Let I be a subspace of V. Then V is the direct sum of W and W=, thatis, V = W @ W+,

7.6 ORTHOGONAL SETS AND BASES

Consider a set S = {u;, u,, ..., u,} of nonzero vectors in an inner product space V. S is called
orthogonal if each pair of vectors in S are orthogonal, and S is called orthonormal if S is orthogonal and
each vector in S has unit length. That is:

(i) Orthogonal: (u;, u;) =0 for i #j

0 for i#j

(i) Orthonormal: (u;, u;) = { 1 for i=j

Normalizing an orthogonal set S refers to the process of multiplying each vector in S by the reciprocal of
its length in order to transform S into an orthonormal set of vectors.
The following theorems apply.

Theorem 7.5: Suppose S is an orthogonal set of nonzero vectors. Then § is linearly independent.

Theorem 7.6: (Pythagoras) Suppose {u, u,, ..., u,} is an orthogonal set of vectors. Then

luy + 1y + .l = gl + gl + -+

These theorems are proved in Problems 7.15 and 7.16, respectively. Here we prove the Pythagorean
theorem in the special and familiar case for two vectors. Specifically, suppose (u, v) = 0. Then

e+ 07 = G+ v, utv) = (,u) + 20, 0) + (0,0) = G u) + (0, 0) = llul® + o]
which gives our result.
Example 7.9
(@) LetE ={e, ey e3) ={(1,0,0), (0,1,0), (0,0, 1)} be the usual basis of Euclidean space R>. It is clear that
(e1,€3) = (eg, e3) ={ey,e3) =0 and (1, e1) = ez, ) = {e3,e3) = 1
Namely, E is an orthonormal basis of R*>. More generally, the usual basis of R” is orthonormal for every .

(b) Let V = C[—mr, nr] be the vector space of continuous functions on the interval —n < ¢ < 7 with inner product
defined by (f,g) = anf (t)g(?) dr. Then the following is a classical example of an orthogonal set in V:

{1, cost, cos2t,cos3t, ..., sint, sin2¢t, sin 3¢, .. .}

This orthogonal set plays a fundamental role in the theory of Fourier series.
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Orthogonal Basis and Linear Combinations, Fourier Coefficients

Let S consist of the following three vectors in R>:
u, =(1,2,1), u, = (2,1, -4), u; =(3,-2,1)
The reader can verify that the vectors are orthogonal; hence they are linearly independent. Thus S is an
orthogonal basis of R>.
Suppose we want to write v = (7, 1, 9) as a linear combination of u,, u,, u;. First we set v as a linear
combination of u, u,, u; using unknowns x,, x,, x3 as follows:

v =X Uy + XUy + X35 or (7,1,9) =x1(1,2, 1) + x,(2, 1, —4) + x3(3, =2, 1) *)

We can proceed in two ways.

Method 1: Expand (*) (as in Chapter 3) to obtain the system
X+ 2%, +3x3 =17, 2x; +xy —2x3 =1, xp—4x, +x3=17

Solve the system by Gaussian elimination to obtain x; =3, x, = —1, x3 = 2. Thus
v =3u; — up + 2u;.

Method 2: (This method uses the fact that the basis vectors are orthogonal, and the arithmetic is much
simpler.) If we take the inner product of each side of (*) with respect to u;, we get

(v, u;) = (Xuy + XUy + X313, ;) or (v, u;) = x;(u;, u;) or X =

Here two terms drop out, since u, u,, 13 are orthogonal. Accordingly,

() _T+2+9 18 _ (0,u,)  144+1-36 —21

X = = = — =9, = = == —
YTy 14+4+41°0 6 (y, ) 44+1+16 21

_{vwy) _21-249 28

BT g uy)  9+4+1 14

2

Thus, again, we get v = 3u; — u, + 2u;.

The procedure in Method 2 is true in general. Namely, we have the following theorem (proved in
Problem 7.17).

Theorem 7.7: Let {u;,u,, ..., u,} be an orthogonal basis of V. Then, for any v € V]
(v, uy) (v, up) (v, uy,)
v= Uy + Uy+...+—u
N N (1, 11,) "

(v, u;)

i Uj
analogous to a coefficient in the Fourier series of a function. This scalar also has a geometric interpretation,
which is discussed below.

Remark: The scalar k; = is called the Fourier coefficient of v with respect to u;, since it is
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Projections

Let V' be an inner product space. Suppose w is a given nonzero vector in V, and suppose v is another
vector. We seek the “projection of v along w”, which, as indicated in Fig. 7-3(a), will be the multiple cw of
w such that v = v — cw is orthogonal to w. This means

(v—cw, w)=0 or (v, w) —c{w,w) =0 or c=

I
z/ v — proi (z, W)

[eg” >
proj (v, W) Q
w
(&)
Fig. 7-3

Accordingly, the projection of v along w is denoted and defined by
(v, w)
(w, w)

Such a scalar ¢ is unique, and it is called the Fourier coefficient of v with respect to w or the component of v
along w.

proj(v, w) = cw =

The above notion is generalized as follows (see Problem 7.2.5).

Theorem 7.8: Suppose w;, w,, ..., w, form an orthogonal set of nonzero vectors in V. Let v be any
vector in V. Define

/
vV=0v—(c;w; +cowy +...+c,w,)

where
<U5 Wl> <U5 W2> <U7 Wr)
g =—, € =—"—, ¢ =—"—
(wy, wy) (wy, wy) (W, w,)
Then v’ is orthogonal to wy, w,, ..., w,.

Note that each ¢; in the above theorem is the component (Fourier coefficient) of v along the given w;.
Remark: The notion of the projection of a vector v € V' along a subspace W of V' is defined as
follows. By Theorem 7.4, V = W @ W+. Hence v may be expressed uniquely in the form
v=w+w, where weW and wewt

We define w to be the projection of v along W, and denote it by proj(v, W), as pictured in Fig. 7-2(b). In
particular, if W = span(w;, w,, ..., w,), where the w; form an orthogonal set, then

pI’Oj(U, W) = W + CHoWy + ...+ cwW,

Here ¢; is the component of v along w;, as above.
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7.7 GRAM-SCHMIDT ORTHOGONALIZATION PROCESS

Suppose {v;, vy, ..., v,} is a basis of an inner product space V. One can use this basis to construct an
orthogonal basis {w, w,, ..., w,} of V as follows. Set
wy = Ul
o — (v3, wy) w
2 =0y — 1
(wy, wy)
vy, W vy, W
S U B G I
<WI ) Wl) <W25 W2>
T—— 1 (Un,W1> (Un,W2> (Un,wn—l)
=0, — - - -1
" " Wi, W) (wy, wy) Wy W) "
In other words, for £k = 2,3, ..., n, we define
Wi =V = CaWi = CoWo — -+ = Cp g1 Wi

where ¢; = (v, w;)/{w;, w;) is the component of v, along w;. By Theorem 7.8, each wy, is orthogonal to
the preceeding w’s. Thus w,, w,, ..., w, form an orthogonal basis for J as claimed. Normalizing each w;
will then yield an orthonormal basis for V.

The above construction is known as the Gram—Schmidt orthogonalization process. The following
remarks are in order.

Remark 1: Each vector wy, is a linear combination of v, and the preceding w’s. Hence one can easily
show, by induction, that each wy, is a linear combination of v, v, ..., v,.

Remark 2: Since taking multiples of vectors does not affect orthgonality, it may be simpler in hand
calculations to clear fractions in any new w,, by multiplying w; by an appropriate scalar, before obtaining
the next w;_ ;.

Remark 3: Suppose u;,u,,...,u, are linearly independent, and so they form a basis for
U = span(y;). Applying the Gram—Schmidt orthogonalization process to the u’s yields an orthogonal
basis for U.

The following theorem (proved in Problems 7.26 and 7.27) use the above algorithm and remarks.

Theorem 7.9: Let {v,v,,...,v,} by any basis of an inner product space V. Then there exists an
orthonormal basis {u;, u,, ..., u,} of V" such that the change-of-basis matrix from {v,} to
{u;} is triangular, that is, for k =1, ..., n,

Up = AUy + Aoy + .o+ A
Theorem 7.10: Suppose S = {wy, w,, ..., w,} is an orthogonal basis for a subspace ¥ of a vector space

V. Then one may extend S to an orthogonal basis for ¥, that is, one may find vectors
Wyi1, ..., W, such that {w;, w,, ..., w,} is an orthogonal basis for V.

Example 7.10. Apply the Gram—Schmidt orthogonalization process to find an orthogonal basis and then an orthonormal
basis for the subspace U of R* spanned by

vy =(1,1,1,1), v, =(1,2,4,5), v; =(1,-3,—-4,-2)
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(1) Firstset w, = v, =(1,1,1,1).
(2) Compute

(3, wy) 12
— 2 Ly =0, ——w, =(-2,-1,1,2)
o e
Set w, = (-2, -1, 1, 2).
(3) Compute

<U37W1> (1)37W2) (_8) (_7) 8 17 13 7
vy — wy — Wy =03 ———W ———W, = (2, — 15, — 1, %
ey Al e R R I i TRl A A

Clear fractions to obtain wy = (—6, —17, —13, 14).

Thus w;, w,, w; form an orthogonal basis for U. Normalize these vectors to obtain an orthonormal basis
{uy, uy, u3} of U. We have ||w||* =4, [w,]* = 10, [|w;]> =910, so

1 1

(=2,-1,1,2), Uy = ———(16, —17, —13, 14)
V10

1
uy==(1,1,1,1), u
1 2( ) 2 m

Example 7.11. Let V be the vector space of polynomials f(z) with inner product ( f, g) = fil f(H)g(r) dt. Apply the
Gram-Schmidt orthogonalization process to {1, 2, £} to find an orthogonal basis { f;, f;, /. 3} with integer coefficients for

Py (7).
Here we use the fact that, for r +s = n,

1

. . A 2/(n+1) when niseven

<t’t>zjfltdt:n+171:{0 when # is odd

(1) Firstset fy = 1.
t,1
(2) Compute t:ﬁ(l) =t—0=t Setf, =t
(3) Compute
(1) P 5
- TR O=F-3M+00 =1 -3

Multiply by 3 to obtain f; = 3> = 1.
(4) Compute

G 3, #, 32 -1)

1) (£, 1)
<1,1>(1)_ (t 1 (’)_<3z2—1, 32—

3 2
r— 1)(31 -1

2
3 5 2 3
=t —0(1)—§(t)—0(3t -)=r -3¢

Multiply by 5 to obtain f; = 5 — 3t.
Thus {1, ¢, 322 —1, 5 — 3¢} is the required orthogonal basis.
Remark: Normalizing the polynomials in Example 7.11 so that p(1) = 1 yields the polynomials
1, ¢, $(32 = 1), 1(57 —31)

These are the first four Legendre polynomials, which appear in the study of differential equations.

7.8  ORTHOGONAL AND POSITIVE DEFINITE MATRICES

This section discusses two types of matrices that are closely related to real inner product spaces V.
Here vectors in R” will be represented by column vectors. Thus (u, v) = u” v denotes the inner product in
Euclidean space R”.
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Orthogonal Matrices

A real matrix P is orthogonal if P is non-singular and P~' = P’ or, in other words, if
PPT = PTP =I. First we recall (Theorem 2.6) an important characterization of such matrices.

Theorem 7.11: Let P be a real matrix. Then the following are equivalent: (a) P is orthogonal; () the
rows of P form an orthonormal set; (c¢) the columns of P form an orthonormal set.
(This theorem is true only using the usual inner product on R”. It is not true if R” is given any other
inner product.)

Example 7.12.

/3 13 13
(a) LetP= 0 1//2 1/+/2 |. The rows of P are orthogonal to each other and are unit vectors. Thus P

2/V6 —1/v/6 —1/4/6

is an orthogonal matrix.

(b) Let P be a 2 x 2 orthogonal marix. Then, for some real number 0, we have
| cosO sin0 o P—|c0s 0 sin 0
| —sinf cos0 " | sin@ —cosf
The following two theorems (proved in Problems 7.37 and 7.38) show important relationships between
orthogonal matrices and orthonormal bases of a real inner product space V.

Theorem 7.12:  Suppose E = {¢;} and E’ = {e}} are orthonormal bases of V. Let P be the change-of-basis
matrix from the basis E to the basis E’. Then P is orthogonal.

Theorem 7.13: Let {ey, ..., ¢,} be an orthonormal basis of an inner product space V. Let P = [a;;] be an
orthogonal matrix. Then the following » vectors form an orthonormal basis for V:

/ .
e, =aye +aye, +...+a,e,, i=1,2,...,n

Positive Definite Matrices

Let A be a real symmetric matrix, that is, A7 = A. Then 4 is said to be positive definite if, for every
nonzero vector u in R”,

(u, Au) = uldu >0

Algorithms to decide whether or not a matrix 4 is positive definite will be given in Chapter 12. However,
for 2 x 2 matrices, we have simple criteria, which we state formally in the following theorem (proved in
Problem 7.43).

Theorem 7.14: A 2 x 2 real symmetric matrix 4 = |:CCZ 2] = Z 2, is positive definite if and only
if the diagonal entries a and d are positive and the determinant |4| = ad — bc = ad — b?
is positive.

Example 7.13. Consider the following symmetric matrices:

<[} s[5 3 e[

Then 4 is not positive definite, since |4| = 4 — 9 = —5 is negative. B is not positive definite, since the diagonal entry
—3 is negative. However, C is positive definite, since the diagonal entries 1 and 5 are positive, and the determinant
|C] =5 —4 =1 is also positive.
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The following theorem (proved in Problem 7.44) holds.

Theorem 7.15: Let 4 be a real positive definite matrix. Then the function {(u, v) = u” Av is an inner
product on R".

Matrix Representation of an Inner Product

Theorem 7.15 says that every positive definite matrix 4 determines an inner product on R”. This
subsection may be viewed as giving the converse of this result.
Let V' be a real inner product space with basis S = {u;, u,, ..., u,}. The matrix

4 = [a;), where a; = (u;, u;)

is called the matrix representation of the inner product on V relative to the basis S.
Observe that 4 is symmetric, since the inner product is symmetric, that is, (i, u;) = (u;, u;). Also, A
depends on both the inner product on V" and the basis S for V. Moreover, if S is an orthogonal basis, then 4

is diagonal, and if S is an orthonormal basis, then A4 is the identity matrix.

Example 7.14. The vectors u, = (1, 1,0), u, = (1,2, 3), u3 = (1, 3, 5) form a basis S for Euclidean space R>. Find the
matrix 4 that represents the inner product in R® relative to this basis S.
First compute each (u;, u;) to obtain

(u,u)) =14+140=2, (U, uy) =14240=3, (U, u3) =14+34+0=4
Uy, 1) =1+ 4+9 =14, (y, u3) = 146 + 15 = 22, (U3, u3) =149 +25=35
2 3 4
Then 4= |3 14 22 (. As expected, 4 is symmetric.
4 22 35

The following theorems (proved in Problems 7.45 and 7.46, respectively) hold.
Theorem 7.16: Let 4 be the matrix representation of an inner product relative to basis S for V. Then, for
any vectors u, v € V, we have
(u, v) = [u]" 4[]
where [u] and [v] denote the (column) coordinate vectors relative to the basis S.

Theorem 7.17: Let A4 be the matrix representation of any inner product on V. Then 4 is a positive definite
matrix.

7.9 COMPLEX INNER PRODUCT SPACES

This section considers vector spaces over the complex field C. First we recall some properties of the
complex numbers (Section 1.7), especially the relations between a complex number z = a + bi, where
a,b € R, and its complex conjugate z = a — bi:

S_ 272 — = .
zz=a" + b, lz| = Va? + b2, Z1+tz, =2, +7 212, = Z1Z,,

Also, z is real if and only if z = z.

N
Il
N

The following definition applies.
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Definition: Let J be a vector space over C. Suppose to each pair of vectors, u, v € V there is assigned a
complex number, denoted by (u, v). This function is called a (complex) inner product on V if
it satisfies the following axioms:

[IF¥] (Linear Property) (au, + bu,, v) = au;, v) + b{u,, v)
[75] (Conjugate Symmetric Property) (u, v) = (v, u)
[I#] (Positive Definite Property) (u, u) > 0; and (u, u) = 0 if and only if u = 0.

The vector space V' over C with an inner product is called a (complex) inner product space.
Observe that a complex inner product differs from the real case only in the second aniom [/5].
Axiom [/§] (Linear Property) is equivalent to the two conditions:

(Cl) <u] + uza 17> = <u17 U> + <u2’ U)v (b) (kuv 17> = k(“s U)
On the other hand, applying [I§] and [I5], we obtain

(u, kv) = (kv, u) = k(v, u) = k{v, u) = k{u, v)

That is, we must take the conjugate of a complex number when it is taken out of the second position of a
complex inner product. In fact (Problem 7.47), the inner product is conjugate linear in the second position,
that is,

(u, av, + bvy) = alu, v,) + blu, v)

Combining linear in the first position and conjugate linear in the second position, we obtain, by induction,
<Z aitj, b./l?i> =Y aby{u;, vy)
i J ij

The following remarks are in order.

Remark 1: Axiom [/f] by itself implies that (0, 0) = (Ov, 0) = 0(v, 0) = 0. Accordingly, [/F], [/5],
and [/#] are equivalent to [/¥], [/5], and the following axiom:

[IF']If u # 0, then (u, u) > 0.

That is, a function satisfying [/;], [/5], and [[¥] is a (complex) inner product on V.

Remark 2: By [I5], (u, u) = (u, u). Thus (u, u) must be real. By [I§], (u, u) must be nonnegative,
and hence its positive real square root exists. As with real inner product spaces, we define ||u|| = /{u, u) to
be the norm or length of u.

Remark 3: Besides the norm, we define the notions of orthogonality, orthogonal complement, and
orthogonal and orthonormal sets as before. In fact, the definitions of distance and Fourier coefficient and
projections are the same as in the real case.

Example 7.15. (Complex Euclidean Space C"). Let ¥ = C”, and let u = (z;) and v = (w;) be vectors in C". Then

(U, 0) = Xz, W; = 2\W] +2,W; + ... +2,W,
k

is an inner product on ¥, called the usual or standard inner product on C". V with this inner product is called
Complex Euclidean Space. We assume this inner product on C” unless otherwise stated or implied. Assuming v and v
are column vectors, the above inner product may be defined by

(u,0) =u'v
where, as with matrices, » means the conjugate of each element of v. If # and v are real, we have w; = w;. In this case,

the inner product reduced to the analogous one on R”.
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Example 7.16.

(a) Let V be the vector space of complex continuous functions on the (real) interval @ < ¢ < b. Then the following is
the usual inner product on V:

b PR
(f.g) = [ F(0g® dr

(b) Let U be the vector space of m x n matrices over C. Suppose 4 = (z;;) and B = (wy;) are elements of U. Then the
following is the usual inner product on U:

(4.B) =te(B"4) =Y Wz,
1

i=1j=
As usual, B = B” that is, B is the conjugate transpose of B.
The following is a list of theorems for complex inner product spaces that are analogous to those for the
real case. Here a Hermitian matrix 4 (i.e., one where 4" = 47 = A) plays the same role that a symmetric

matrix 4 (i.e., one where A7 = A4) plays in the real case. (Theorem 7.18 is proved in Problem 7.50.)

Theorem 7.18: (Cauchy—Schwarz) Let /' be a complex inner product space. Then

[, 0)] < Nullllvll

Theorem 7.19: Let W be a subspace of a complex inner product space V. Then V = W @ W+.

Theorem 7.20: Suppose {u;, u,, ..., u,} is a basis for a complex inner product space V. Then, for any
vevl,
v, u v, U v, U,
:( 1>u1+( 2>u2++—< > n
(uy, uy) (uy, ) (U )
Theorem 7.21:  Suppose {uy, u,, ..., u,} is a basis for a complex inner product space V. Let 4 = [a;;] be

the complex matrix defined by a; = (u;, u;). Then, for any u,v € ¥,
(u, v) = [u]"A[v]

where [¢] and [v] are the coordinate column vectors in the given basis {u;}. (Remark: This
matrix 4 is said to represent the inner product on V)

Theorem 7.22: Let A be a Hermitian matrix (i.e., 4 = A7 = A) such that X7 AX is real and positive for
every nonzero vector X € C". Then (u, v) = u” Av is an inner product on C".

Theorem 7.23: Let 4 be the matrix that represents an inner product on V. Then A4 is Hermitian, and
XTAX is real and positive for any nonzero vector in C”.

7.10 NORMED VECTOR SPACES (OPTIONAL)
We begin with a definition.

Definition: Let V" be a real or complex vector space. Suppose to each v € V' there is assigned a real
number, denoted by ||v||. This function || - || is called a norm on V if it satisfies the following
axioms:

[N;] |lvll = 0; and ||v|| = 0 if and only if v = 0.

[No] - [lkvll = [klllvll.
N3] N+ oll < llull + o]l

A vector space V' with a norm is called a normed vector space.
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Suppose V' is a normed vector space. The distance between two vectors u and v in V' is denoted and
defined by

d(u, v) = |lu— vl

The following theorem (proved in Problem 7.56) is the main reason why d(u, v) is called the distance
between u and v.
Theorem 7.24: Let V' be a normed vector space. Then the function d(u, v) = |lu — v|| satisfies the

following three axioms of a matric space:

M1 d(u,v) = 0; and d(u, v) = 0 if and only if u = v.

M,]  d(u, v) =d(v, u).

M;]  d(u, v) < d(u, w) + d(w, v).

Normed Vector Spaces and Inner Product Spaces

Suppose V' is an inner product space. Recall that the norm of a vector v in V' is defined by
vl = v/ {v, v)

One can prove (Theorem 7.2) that this norm does satisfy [N;], [N,], and [N;]. Thus every inner product
space V' is a normed vector space. On the other hand, there may be norms on a vector space ¥ that do not
come from an inner product on ¥, as shown below.

Norms on R” and C”

The following define three important norms on R” and C":

”(al’ R an)”oo = max(|ai|)
(ay,....a)ll; = lay| +lay| + ... +la,|

I@r. - aplly = layP +lal + ..+ la,

(Note that subscripts are used to distinguish between the three norms.) The norms || - ||, |l - |I1, and || - ]I,
are called the infinity-norm, one-norm, and two-norm, respectively. Observe that | - ||, is the norm on R”
(respectively, C") induced by the usual inner product on R” (respectively, C"). We will let d., d,, d,
denote the corresponding distance functions.
Example 7.17. Consider vectors u = (1, —5,3) and v = (4,2, —3) in R3.
(a) The infinity norm chooses the maximum of the absolute values of the components. Hence
lullow =5 and lolle =4

(b) The one-norm adds the absolute values of the components. Thus

lul, =1+5+3=9 and o], =4+2+3=9

(c¢) The two-norm is equal to the square root of the sum of the squares of the components (i.e., the norm induced by
the usual inner product on R3). Thus

llull, = V1 +25+9 =+/35 and lvll, =416 +4+9 =29
(d) Sinceu—v=(1-4, —=5-2, 34+3)=(-3,-7,6), we have
dy(u,v) =17, di(u,v)=3+7+6=16, dy(u,v) =v9+49 4+ 36 = V94
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Example 7.18. Consider the Cartesian plane R? shown in Fig. 7-4.

(a) Let D, be the set of points u = (x, y) in R? such that ||u||, = 1. Then D, consists of the points (x, y) such that
lu|l3 = x> +)* = 1. Thus D, is the unit circle, as shown in Fig. 7-4.

Fig. 7-4
(b) Let D, be the set of points u = (x, y) in R? such that [|u||, = 1. Then D, consists of the points (x, y) such that

llull; = |x] + |[y] = 1. Thus D, is the diamond inside the unit circle, as shown in Fig. 7-3.

(¢) Let Dy be the set of points u = (x, y) in R? such that lullooc = 1. Then Dj; consists of the points (x, y) such that
llu]l oo = max(|x|, [y|]) = 1. Thus Dj is the square circumscribing the unit circle, as shown in Fig. 7-3.

Norms on Cla, b]

Consider the vector space V' = Cla, b] of real continuous functions on the interval a < ¢ < b. Recall
that the following defines an inner product on V:

b
(f.g) = [ F(0g) dr

Accordingly, the above inner product defines the following norm on V' = Cla, b] (which is analogous to

the || - ||, norm on R"):
b
11, = j LA de

The following define the other norms on V' = Cla, b]:

b
Tl =J SOldi and | flle = max(L/O)

There are geometrical descriptions of these two norms and their corresponding distance functions, which
are described below.
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The first norm is pictured in Fig. 7-5. Here

Il f1I; = area between the function | /| and the #-axis
d\(f, g) = area between the functions f and g

G
§(O] f0) 0
a b =t >
a b t
(@) [l flyis shaded (b) d\( £ g)is shaded
Fig. 7-5
This norm is analogous to the norm || - ||; on R".

The second norm is pictured in Fig. 7-6. Here

Il fllo = maximum distance between f* and the 7-axis

do(f, g) = maximum distance between f and g

This norm is analogous to the norms || - ||, on R".
fy
4lt)
S /
a \/ b .;t a \\J b T
(@ |1l b 4.1 49
Fig. 7-6

Solved Problems

INNER PRODUCTS
7.1. Expand:

(a) <5M1 + 8”2, 6U1 — 7172>,
() (Bu+ 5v, 4u— 6v),
(© l12u— 30’

Use linearity in both positions and, when possible, symmetry, (u, v) = (v, u).
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(a) Take the inner product of each term on the left with each term on the right:

(Suy + 8uy, 6V — Tvy) = (Suy, 6vy) + (Suy, —7Tvy) + (8uy, 6v;) + (8uy, —Tv,)
=30(uy, v1) — 35(u;, vy) + 48(uy, v1) — 56(u,, vy)

[Remark: Observe the similarity between the above expansion and the expansion (5a—8b)(6¢—7d) in
ordinary algebra.]

b Bu+5Sv, 4u—60) = 12(u, u) — 18(u, v) + 20{v, u) — 20(v, v)
= 12(u, u) + 2(u, v) — 30(v, v)

() 2u— 31;||2 = (2u — 3v, 2u —3v) = 4(u, u) — 6{u, v) — 6{v, u) + 9(v, v)
= 4ull* = 12(u, v) + 9)1v|?

7.2.  Consider vectors u = (1,2,5), v=(2,—3,5), w=(4,2,—3) in R>. Find:
@ wov, () wow, © vow, @ @tv)w @ lul, () ol
(a) Multiply corresponding components and add to get u-v =2 — 6+ 20 = 16.
b)) u-w=4+4—-12=-4.
(¢ v-w=8—-6—-15=-13.

(d) First find u+v=(3,—-1,9). Then (u+v) -w=12—-2—27 = —17. Alternatively, using [I;],
wu+v)y-w=u-w+v-w=-4-13=-17.
(e) First find ||u||* by squaring the components of u and adding:

lul> =12 4+22+4*=14+4+16 =21, andso  |ju| =+/21

(/) lvl> =4+9+25=238, and so [[v]] = +/38.

7.3.  Verify that the following defines an inner product in R:

(u, v) =x1y1 — X197, — X1 + 3%, where u=(x,x), v=_>011)
We argue via matrices. We can write (¢, v) in matrix notation as follows:
1 -1
N T N
(u9b)_uAb_[xlvx2]|:7l 3:||:y2]

Since 4 is real and symmetric, we need only show that 4 is positive definite. The diagonal elements 1 and 3
are positive, and the determinant ||4|| = 3 — 1 = 2 is positive. Thus, by Theorem 7.14, 4 is positive definite.
Accordingly, by Theorem 7.15, (u, v) is an inner product.

7.4. Consider the vectors u = (1, 5) and v = (3, 4) in R2. Find:

(@) (u, v) with respect to the usual inner product in R,

(b) (u, v) with respect to the inner product in R? in Problem 7.3.
(¢) |lv|l using the usual inner product in R

(d) |lv|| using the inner product in R? in Problem 7.3.

(a) (u,v) =3+20=23.

b)) (wuvy=1-3-1-4-5.-343.5-4=3—-4—-15+4+60=44.

(© vI? = (v,0) = ((3,4),(3,4)) =9+ 16 = 25; hence |v]| = 5.

) |lol? = (v, v) = ((3,4), (3,4)) =9 — 12 — 12 + 48 = 33; hence ||v]| = V/33.
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7.5.  Consider the following polynomials in P(¢) with the inner product ( f, g) = fol f(H)g(?) dt:
JO=1+2, g(t)=3t-2, h() =1 —2t—3

(@) Find (f,g) and (f,h).
(b) Find || f]l and |ig].
(¢) Normalize f and g.

(a) Integrate as follows:

1 1

el
<f,g>=J(r+2)(3t—2)dz=J(3t2+4t—4)dz:<t3+2z2—4t) =-1
0 0 0
1 4 2 1
_ 2 _(C_7_ __¥
(f,h)_L(t—i—z)(t 2t 3)dt_(4 > 6t>0_ 7
®) S =he+De+D =" hence | f]= /=157

1
(g.g) :J Bt—2)3t—-2)=1; hence gl =+1=1
0

(¢) Since || f1l :% 57 and g is already a unit vector, we have
7 ! 7 3 (t+2) d 8 3t—2
= — = — an — — —
T T A £=s

7.6. Find cos 0 where 0 is the angle between:

(@) u=(1,3,-5,4)and v = (2, —43,4, 1) in R?,
b A= |:9 8 7] and B = |:1 2 3j| where (4, B) = tr(BTA).

6 5 4 4 5 6
u,v
Use cosf = fu. v
el {loll

(a) Compute:

U 0) =2—-9—-204+4=-23, JuP=1+9+25+16=51, [’ =4+9+16+1=30

—23 =23
Thus cosl) =——==
V51430 34/170

(b) Use (4,B) =tr(B"4) = 3", 377, a;by, the sum of the products of corresponding entries.

(A,B) =9+ 16+21+24+25+24 =119

Use 4 = (4, 4) =31, PR a, the sum of the squares of all the elements of A.

AP = (4, 4) =P + 8+ +6 +57+4> =271, andso  |4| = v271
IBI> = (B,B) =12 +22 432+ 4 +52+62 =91, andso  [B| =~/91
119

Thus cosl) = ——
V271491
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7.7.  Verify each of the following:
(a) Parallelogram Law (Fig. 7-7): |lu 4 v]|* + llu — v||* = 2|jull® + 2|jv|*.
(b) Polar form for (u, v) (which shows the inner product can be obtained from the norm function):
{u, v) = g (lu+ ol = flu — v]*).
Expand as follows to obtain:

e+ 0l1* = (u+ 0,0+ 0) = llull® + 26, v) + o] M
e = oll* = (u = v,u = v) = |lull® = 24, v) + ]o])® ®)

Add (1) and (2) to get the Parallelogram Law (). Subtract (2) from (1) to obtain

llu+ol* = llu — vl|* = 4(u, v)

Divide by 4 to obtain the (real) polar form (b).

Fig. 7-7

7.8. Prove Theorem 7.1 (Cauchy—Schwarz): For u and v in a real inner product space V,
(u,u)* < (w u)(v,v) or [(u,v)| < |lul|lv].
For any real number ¢,
(tu+v, tu+v) =, u) + 26, v) + (v, 0) = 2lul® + 2t{u, v) + |lo]?
Let a = |[ul|?, b = 2{u, v), ¢ = ||v]|%. Since ||fu 4 v||> > 0, we have
at +bt+c>0

for every value of 7. This means that the quadratic polynomial cannot have two real roots, which implies that
b* —4ac < 0 or b? < 4ac. Thus

4u, v)* < 4ul?|lv)?

Dividing by 4 gives our result.

7.9. Prove Theorem 7.2: The norm in an inner product space V satisfies:
(@) [N;] |lvll = 0; and |lv]| = 0 if and only if v = 0.

(®) [Ny] llkvll = Iklllvll.
() [Ns] llu+oll < llull + ol
(a) If v#0, then (v,v) >0 and hence |v|| =+/(v,v) > 0. If v=0, then (0,0) =0. Consequently

[0 = +/0 = 0. Thus [N;] is true.
() We have ||kv||*> = (kv, v) = k*(v, v) = k?||v||*. Taking the square root of both sides gives [N,].
(¢) Using the Cauchy—Schwarz inequality, we obtain

llu+ol* = (u+v, u+v)=(uu)+ (uv)+ uv)+ (v,0)
< llull® + 2llllol + ol = (lull + o1)®
Taking the square root of both sides yields [Ns].
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ORTHOGONALITY, ORTHONORMAL COMPLEMENTS, ORTHOGONAL SETS
7.10. Find k so that u = (1,2, %,3) and v = (3, %, 7, —5) in R* are orthogonal.
First find
(w,v) = (1,2,k,3)- 3, k, 7, —=5) = 3+ 2k + Tk — 15 = 9% — 12
Then set (u, v) = 9k — 12 = 0 to obtain k = %.

7.11. Let W be the substance of R® spanned by u =(1,2,3,—-1,2) and v=(2,4,7,2,—1). Find a
basis of the orthogonal complement W+ of W.

We seek all vectors w = (x, y, z, s, t) such that
wou)y = x+2y4+3z— s+2t=0
w,0) =2x+4y+7z+2s— t=0
Eliminating x from the second equation, we find the equivalent system

x+2y+3z—54+2t=0
z4+45—-5t=0

The free variables are y, s, and ¢. Therefore

(1) Sety=—1,5=0, t=0 to obtain the solution w; = (2, —1,0, 0, 0).
(2) Sety=0,s5s=1,t=0 to find the solution w, = (13,0, —4, 1, 0).
(3) Sety=0,s5s=0,t=1 to obtain the solution wy = (—17,0, 5,0, 1).

The set {w;, w,, w;} is a basis of W+,

7.12. Letw =(1,2,3,1) be a vector in R*. Find an orthogonal basis for w.

Find a nonzero solution of x + 2y + 3z + ¢ =0, say v; = (0, 0, 1, —3). Now find a nonzero solution of
the system

x+2y+3z+1t=0, z—3t=0
say v, = (0, =5, 3, 1). Lastly, find a nonzero solution of the system
x+2y+3z4+1t=0, —S5y+3z+1t=0, z—3t=0

say v; = (—14, 2,3, 1). Thus vy, v,, v form an orthogonal basis for w.

7.13. Let S consist of the following vectors in R*:
uy=(1,1,0,-1), u, =(1,2,1,3), u3 =(1,1,-9,2), uy, =(16,—13,1,3)
(a) Show that S is orthogonal and a basis of R*.
(b) Find the coordinates of an arbitrary vector v = (a, b, ¢, d) in R* relative to the basis S.
(a) Compute
Uy =14240-3=0, w-u3=1+1+0-2=0, upuy=16—1340-3=0
Uy 3 =142-946=0,  wy-u,=16—264+14+9=0, 1u3-u,=16—13—-9+6=0

Thus S is orthogonal, and hence S is linearly independent. Accordingly, S is a basis for R* since any four
linearly independent vectors form a basis of R*.
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(b) Since S is orthogonal, we need only find the Fourier coefficients of v with respect to the basis vectors, as
in Theorem 7.7. Thus

(v,u;) a+b-d (v,us) _a+b—9c+2d

k = , k=
YT g, wy) 3 P (g, u3) 87
k_(v,uz)_a+2+c+3d k_(v,u4)_16a—l3b+c+3d
2Ty, uy) 15 ’ T (g ug) 435

are the coordinates of v with respect to the basis S.

7.14. Suppose S, S|, S, are the subsets of V. Prove the following:
(@) ScCSH.
(b) IfS, CS,, then S C Sit.
() S+ = span (S)*.

(a) Letw e S. Then (w,v) = 0 for every v € S*; hence w € S**. Accordingly, § € S*+.

(b) Let we S Then (w,v) =0 for every v € S,. Since S; CS,, (w,v) =0 for every v=S;. Thus
w € Si, and hence Sy C Sit.

(¢) Since S C span(S), part (b) gives us span(S)™ C S. Suppose u € S+ and v € span(S). Then there exist
Wy, Wy, ..., Wy in S such that v = a;w, + ayw, + ... + a;w,. Then, using u € S+, we have

(u, ) = (U, aywy +aywy, + ... +apwy) = a(u, w) + ay(u, wo) + ... ap(u, wy)
=a,(0)+ a,(0) +...4,(0) =0

Thus u € span(S)*. Accordingly, S+ C span(S)*. Both inclusions give S+ = span(S)™.

7.15. Prove Theorem 7.5: Suppose S is an orthogonal set of nonzero vectors. Then S is linearly
independent.

Suppose S = {u;, u,, ..., u,} and suppose
ayuy +azuy + ... +au, =0 ey
Taking the inner product of (1) with u;, we get
0=1(0,u) = (ayu; +ayu, + ...+ au,, u)
=ayuy, uy) +ay(ug, up) + ..+ a.u,, uy)
=a (u,u))+a,-0+...+a,.-0=a(u,u)

Since u; # 0, we have (uy, u;) # 0. Thus a; = 0. Similarly, for i = 2, ..., r, taking the inner product of (1)
with u;,
0=(0,u;) = (ayuy +...au,, u;)
=ay(up, )+, u) + o+ a(u, w) = ag(ug, ug)

But (u;, ;) # 0, and hence a; = 0. Thus S is linearly independent.

7.16. Prove Theorem 7.6 (Pythagoras): Suppose {u,, u,, ..., u,} is an orthogonal set of vectors. Then
ety + 1y + -+ P = e P+ a2+ 2
Expanding the inner product, we have

Ny oy 4wl = (g oy o Ay, uy Fuy )

= (uy, uy) + (g, ) oA (e, 1) + Dy, )
i#f

The theorem follows from the fact that (u;, u;) = ||ui||2 and (u;, u;) = 0 for i # .
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7.17. Prove Theorem 7.7: Let {u,, u,, ..., u,} be an orthogonal basis of V. Then for any v € V]

b= <U7 ul) u <U7 u2> u (Uv un)
i) Gy ) (1t )

Suppose v = kju; + kyuy + ... + k,u,. Taking the inner product of both sides with u, yields

n

(v,uy) = (kyuy + kouy + ...+ ku,, wy)
=k uy, uy) + ko luy, uy) + ook (uy, uy)
=k{u,u)+hk-04+...+k,-0="k{u,u)

Thus k; = (<”’ ”1>). Similarly, for i = 2, ..., n,
uy, U,
(v uy) = (kg + kyuy + ..+ kyuy,, )
=k {uy, w) + ky(up, up) + .o+ Ky (uyy, ;)
=k -0+ ...+ klu,u)+...+k, - 0=ku, u;)
(v, u;)

Thus k; = . Substituting for k; in the equation u = kyu; + ...+ k,u,, we obtain the desired result.

n=ns
1> U

7.18. Suppose E = {e}, e,, ..., e,} is an orthonormal basis of V. Prove:

(a) Forany u € V; we have u = (u, e;)e; + (u,e;)e, + ...+ (u, e,)e,.
) f(ayey+...a,e,, biey+...+bse,) =ab,+ab,+...+a,b,.
(¢) Forany u,v € ¥, we have (u, v) = (u,e;)(v, e;) + ...+ (u, e,) (v, e,).

(a) Suppose u = kje; + kye, + ...+ k,e,. Taking the inner product of u with e,

(u,e)) = (kiey + kye, + ... +k,e,, e)
=ki{e;,er) + ke, e) + ...+ ke, e)
=k(1) +k0)+ ... +k£,0) =k

Similarly, fori =2,...,n,

(u,e;) = (kyey + ...+ ke, + ... + ke, e)
=kile, ) +...+kle,e) +... + ke, e)
=kO)+...+ k(D) +...+£,00)=Fk

Substituting (u, ¢;) for k; in the equation u = ke, + ... + k,e,, we obtain the desired result.
(b) We have

n

n n
<1—21 @i /; b/'ej> = 2 abile. ) =

ij=1

Mx

a;bie;, e;) + > a;ble;, e)
1 il

But (e;, ¢;) = 0 for i # j, and (e;, ¢;) = 1 for i = j. Hence, as required,

<i}aie,, Xn;bjej> = iaibi =aby+ab,+...+a,b,
i= j= i=
(c¢) By part (a), we have
u= (uee +...+ (ue,e, and v={(v,e))e; +...+ (v, e,)e,
Thus, by part (b),

<M, U) = (ua 61)<U, 6|> + <u7 €2>(U, 6‘2) +...+ <u7 en>(1)7 en)
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PROJECTIONS, GRAM-SCHMIDT ALGORITHM, APPLICATIONS
7.19. Suppose w # 0. Let v be any vector in V. Show that
(v,w) (v, w)

o) P

is the unique scalar such that v = v — cw is orthogonal to w.

In order for v’ to be orthogonal to w we must have

(v—cw, w)y=0 or (v, w) —c(w,w) =0 or (v, w) = c{w, w)
Thus CM. Conversely, suppose ¢ = M Then
(w, w) (w, w)
(v—-cw, W)= (v,w)—c(w,w) = (v,w) — (0, w) (w, w) =
(w, w)

7.20. Find the Fourier coefficient ¢ and the projection of v = (1, —2, 3, —4) along w = (1, 2, 1, 2) in R*.
Compute (v,w) =1—-4+4+3 -8 = -8 and Iwl>=1+4+1+4=10. Then

and  proj(v,w) =ew = (—4,—%,—4, -9

c=—%=—t
7.21. Consider the subspace U of R* spanned by the vectors:
01:(1’17171)7 U2:(1517274), 032(1525_47_3)
Find (a) an orthogonal basis of U; (b) an orthonormal basis of U.
(a) Use the Gram—Schmidt algorithm. Begin by setting w; = u = (1, 1, 1, 1). Next find

(g, wy)
27 2
lwy l

Set w, = (—1, —1, 0, 2). Then find

8
w; =(1,1,2,4) —Z(l, 1,1,1) =(-1,-1,0,2)

(v3, wy) (v3, wy)

)y — —
1

2
llwll

w, =(1,2,—-4,-3) —%(1, 1,1,1) —(_—69)(—1, -1,0,2)

lw, |1
=G.3,-3.1)
Clear fractions to obtain w; = (1, 3, —6, 2). Then w;, w,, w; form an orthogonal basis of U
(b) Normalize the orthogonal basis consisting of wy, w,, w3. Since ||w, I? =4, [|w,|* = 6, and [lws I? = 50,
the following vectors form an orthonormal basis of U:
1 1

—(-1,-1,0,2), uy = —=(1,3,-6,2
Jﬂ ) 3 5¢§ )

1
ulzz(l,l,l,l), Uy, =

7.22. Consider the vector space P(#) with inner product { f, g) = J“Ol f(H)g(?) dt. Apply the Gram—Schmidt
algorithm to the set {1, ¢, £*} to obtain an orthogonal set { f;, f;,f>} with integer coefficients.

First set f, = 1. Then find

(t, 1)
(I 1)

Clear fractions to obtain f; = 2¢ — 1. Then find

2 (2, 1) W (2, 2t—

an’ =1, 2

— ol
—
Il
-~
|
N —

t— l=t-

1) _ 1
_Um—n_ﬁ—ﬁn—

W= | —

1
2—1)=F—t+-
( ) +g

Clear fractions to obtain f;, = 612 — 6t + 1. Thus {1, 2t —1, 62 —6t+ 1} is the required orthogonal set.
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7.23.

7.24.

7.25.

INNER PRODUCT SPACES, ORTHOGONALITY [CHAP. 7

Suppose v = (1, 3,5, 7). Find the projection of v onto W or, in other words, find w € W that
minimizes ||v — w]||, where W is the subspance of R* spanned by:

(@ u;=(,1,1,1) and u, = (1, =3, 4, -2),

b)) vy,=(1,1,1,1)and v, =(1,2,3,2)

(a) Since u; and u, are orthogonal, we need only compute the Fourier coefficients:
(v, uy) _1+3+5+7_16_4

Cupwy) 1414141 4

_{vup) 1-9+20—-14 -2

27 wpu)  14+9+16+4 30 S

S

Then w = proj(v, W) = cyuy + cuy =4(1, 1,1, 1) — (1, =3,4, =2) = (32,%, 3¢, &),
(b) Since v; and v, are not orthogonal, first apply the Gram—Schmidt algorithm to find an orthogonal basis
for W. Set w; = v; = (1,1, 1, 1). Then find
(v2, wy) 8
vy — 2y = (1,2,3,2) == (1,1, 1, 1) = (1,0, 1, 0)
P wowy) 4
Set w, = (—1, 0, 1, 0). Now compute

o fow) 1434547 16
"Tww) T4+ 14+1417 4

(vwy) —140+4540_ 6 _ .
CH = —_ =—=—
2T wawy)  LH04+140 2

Then w = proj(v, W) = c;w; +cow, =4(1,1,1,1) = 3(—1,0,1,0) = (7,4, 1, 4).

Suppose w; and w, are nonzero orthogonal vectors. Let v be any vector in V. Find ¢, and ¢, so that
v' is orthogonal to w, and w,, where v = v — c;w; — c,w5.

If v is orthogonal to w;, then
0= (v—cwi —cuwy, wy) = (v, w)) —c{w, wi) — cr{wy, wy)
= (v, wy) — 1w, wi) — .0 = (v, wy) — ¢ {wy, wy)

Thus ¢; = (v, w;)/(w;, wy). (That is, ¢, is the component of v along w;.) Similarly, if ¢’ is orthogonal to w,,
then
0= (v—ciw; —cawy, Wy) = (0, W) — cr{Wy, W)

Thus ¢, = (v, wy)/{w,, w,). (That is, ¢, is the component of v along w,.)

Prove Theorem 7.8: Suppose wy, w,, ..., w, form an orthogonal set of nonzero vectors in V. Let
v € V. Define
v, W,
v =v—(cyw; +c,wy + ... +c,w,), where ¢ = (0, wi)
(Wi, w;)
Then ¢ is orthogonal to wy, w,, ..., w,.
Fori=1,2,...,r and using (w;, wj) =0 for i # j, we have
(v=—cywy =Xy — ... =Wy, W) = (0, W) — c{w, W) — = e W) — = (W W)
=(w,w)—c-0—...—cw,w) —...—¢,-0
= (v, w) —ci{w;, w) = (v, w;) — (b, i) (wi,w;) =0
(Wl" W1>

Thus the theorem is proved.
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7.26. Prove Theorem 7.9: Let {v,, v, ..., v,} be any basis of an inner product space V. Then there exists
an orthonormal basis {u, u,, ..., u,} of V" such that the change-of-basis matrix from {v;} to {1} is

triangular, that is, for k =1,2,...,n,
U, = aklUI + ak202 + ...+ akkvk

The proof uses the Gram—Schmidt algorithm and Remarks 1 and 3 of Section 7.7. That is, apply the

algorithm to {v;} to obtain an orthogonal basis {w;, ..., w,}, and then normalize {w;} to obtain an orthonormal
basis {u;} of V. The specific algorithm guarantees that each wy, is a linear combination of vy, ..., v;, and hence
each u; is a linear combination of vy, ..., v.

7.27. Prove Theorem 7.10: Suppose S = {wy, w,, ..., w,} is an orthogonal basis for a subspace W of V.
Then one may extend S to an orthogonal basis for ¥, that is, one may find vectors w,, , ..., w, such
that {w;, w,, ..., w,} is an orthogonal basis for V.

Extend S to a basis 8" = {wy, ..., w,, 0, ,...,0,} for V. Applying the Gram—Schmidt algorithm to §’,

we first obtain wy, w,,...,w, since S is orthogonal, and then we obtain vectors w,,,...,w,, where
{wy,w,, ..., w,} is an orthogonal basis for V. Thus the theorem is proved.

7.28. Prove Theorem 7.4: Let W be a subspace of V. Then V = W @ W+,

By Theorem 7.9, there exists an orthogonal basis {u,, ..., u,} of W, and by Theorem 7.10 we can extend
it to an orthogonal basis {u, u,, ..., u,} of V. Hence u,,,...,u, € W-. If v € V, then

v=au +...+a,u, where ayu;+...+au. €W and a,u. . +...+a,u, € wt
Accordingly, V = W + W+,
On the other hand, if w € W N W+, then (w, w) = 0. This yields w = 0. Hence W N W+ = {0}.
The two conditions V' = W + W+ and W N W+ = {0} give the desired result ¥ = W @ W+,

Remark: Note that we have proved the theorem for the case that V" has finite dimension. We remark that
the theorem also holds for spaces of arbitrary dimension.

7.29. Suppose W is a subspace of a finite-dimensional space V. Prove that W = WL,
By Theorem 7.4, V = W @ W+, and also V = W+ @ W++. Hence
dim # =dim ¥ —dim W*  and  dim Wt = dim ¥ — dim W+
This yields dim W = dim W++. But W € W+ (see Problem 7.14). Hence W = W+, as required.

7.30. Prove the following: Suppose w;, w,, ..., w, form an orthogonal set of nonzero vectors in V. Let v
be any vector in V" and let ¢; be the component of v along w;. Then, for any scalars a,, ..., a,, we
have

r r
U—ZCka < U—Zakwk
k=1 k=1
That is, ) ¢;w; is the closest approximation to v as a linear combination of wy, ..., w,.

By Theorem 7.8, v — Y ¢, w, is orthogonal to every w; and hence orthogonal to any linear combination
of wy, wy, ..., w,. Therefore, using the Pythagorean theorem and summing from k =1 to r,

o= apmwy ||2 = v =Y qw + X (cx —awy ||2= o= cwy ||2+||Z(Ck — a)wy H2
> o chWkHz

The square root of both sides gives our theorem.
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7.31. Suppose {e;, e,, ..., e} is an orthonormal set of vectors in V. Let v be any vector in V" and let ¢; be

the Fourier coefficient of v with respect to ;. Prove Bessel’s inequality:
) 2
> ¢ < vl
k=1

Note that ¢; = (v, ¢;), since |l¢;| = 1. Then, using {e;, ¢;) = 0 for i # j and summing from k = 1 to r, we
get

0<(v—Yce v=Ycpe)=0.0) =20 o)+ 3¢ = (0.0) — X200 e) + Xt
=) =2+ ct=(v,v) =Y c}

This gives us our inequality.

ORTHOGONAL MATRICES
7.32. Find an orthogonal matrix P whose first row is u;, = (3,%,3).

First find a nonzero vector w, = (x, y, z) which is orthogonal to u,, i.e., for which

2y 2
0:<u1,w2>:’3f+?y+?z=o or  x+294+22=0

One such solution is w, = (0, 1, —1). Normalize w, to obtain the second row of P, i.e.,
u, = (0,1/+/2,-1/¥2).

Next find a nonzero vector wy = (x, y, z) that is orthogonal to both #; and u,, i.e., for which

2 2
0=<u1,w3>:;—‘+?y+?z:o of  x+2y+22=0
O:(uz,w3):%—%:0 or y—z=0

Set z = —1 and find the solution w; = (4, —1, —1). Normalize w; and obtain the third row of P, that is,
u; = (4/V18, —1/4/18, —1/4/18).
1
3

2 2
Thus P= 0 1/i/§ —I;ﬁ
4/3J2 —1/3/2 —1/32

We emphasize that the above matrix P is not unique.

1 1 -1
733. Letd=|1 3 4 |. Determine whether or not: (@) the rows of A are orthogonal;
7 =5 2

(b) A is an orthogonal matrix; (c¢) the columns of A4 are orthogonal.

(a) Yes, since (1,1,-1)-((1,3,4)=14+3-4=0, (1,1-1)-(7,-5,2)=7—-5-2=0, and
1,3,4)-(7,-5,2)=7—-15+8=0.

(b) No, since the rows of 4 are not unit vectors; e.g., (1,1,—1)2:1+1+1=3.

(¢) Nojeg,(1,1,7)-(1,3,=5)=1+3—-35=-31#0.

7.34. Let B be the matrix obtained by normalizing each row of 4 in Problem 7.33.
(a) Find B.
(b) Is B an orthogonal matrix?
(c¢) Are the columns of B orthogonal?
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(a) We have
I(L,L,=DP=14+1+1=3, I3, HIP=1+9+16 =26

17, =5,2)|> =49 +25+4 =78

/3 13 —1/V3
Thus B=|1/J/26 3/J26 4//26
7/V18 =5/V78 2/VT8

(b) Yes, since the rows of B are still orthogonal and are now unit vectors.

(c) Yes, since the rows of B form an orthonormal set of vectors. Then, by Theorem 7.11, the columns of B
must automatically form an orthonormal set.

7.35. Prove each of the following:

(a) P is orthogonal if and only if P” is orthogonal.
(b) If P is orthogonal, then P~! is orthogonal.
(¢) If P and Q are orthogonal, then PQ is orthogonal.

(@) We have (PT)” = P. Thus P is orthogonal if and only if PPT = I if and only if PTPT = [ if and only if
PT is orthogonal.

(b) We have PT = P~!, since P is orthogonal. Thus, by part (a), P~! is orthogonal.

(©) We have PT=P' and Q7 =Q7'. Thus (PQ)(PQ)" = POOTPT = PQO~'P~! = 1. Therefore
(PO)" = (PO)™", and so PQ is orthogonal.

7.36. Suppose P is an orthogonal matrix. Show that:
(a) (Pu, Pv) = (u,v) for any u,v € V;
(b)  ||Pul|| = |lu|| for every u € V.
Use PTP =1 and (u, v) = u"v.
(a) (Pu, Pv) = (Pu)T(Pv) =u"P"Pv =u"v = (u,v).
(b) We have
|Pul|> = (Pu, Pu) = uTPTpu =uTu= (u,u) = ul?

Taking the square root of both sides gives our result.

7.37. Prove Theorem 7.12: Suppose E = {¢;} and £’ = {e}} are orthonormal bases of V. Let P be the
change-of-basis matrix from E to E’. Then P is orthogonal.

Suppose
ei=b, e, +bpe, + ...+ be,, i=1,...,n ()

Using Problem 7.18(b) and the fact that £’ is orthonormal, we get

0y = (e}, €)) = buby +bpbp + ...+ byb;, (2
Let B = [b;] be the matrix of the coefficients in (1). (Then P = BT.) Suppose BBT = [¢;]. Then
¢ = bybj +bpbp + ...+ byb;, 3)

By (2) and (3), we have c¢; = ;. Thus BBT = 1. Accordingly, B is orthogonal, and hence P = BT is
orthogonal.
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7.38. Prove Theorem 7.13: Let {e|, ..., e,} be an orthonormal basis of an inner product space V. Let

P = [a;] be an orthogonal matrix. Then the following n vectors form an orthonormal basis for V:

/ .
e, =ape +aye, +...+a,e,, i=12,...,n

Since {e;} is orthonormal, we get, by Problem 7.18(b),

(¢}, €&)) = ayay; + ayay + ... + aya,; = (C,, C)

where C; denotes the ith column of the orthogonal matrix P = [a;]. Since P is orthogonal, its columns form an
orthonormal set. This implies (¢}, ¢;) = (C;, C;) = J;;. Thus {e}} is an orthonormal basis.

INNER PRODUCTS AND POSITIVE DEFINITE MATRICES

7.39. Which of the following symmetric matrices are positive definite?

3 04 8 -3 2 1 305
@ A:[4 5]’(]’) B:[—3 2]’(0) C:[l —3]’(61) D:[s 9]

Use Theorem 7.14 that a 2 x 2 real symmetric matrix is positive definite if its diagonal entries are
positive and if its determinant is positive.

(a) No, since |[4| = 15 — 16 = —1 is negative.
(b) Yes.
(¢) No, since the diagonal entry —3 is negative.

(d) Yes.

7.40. Find the values of & that make each of the following matrices positive definite:

2 —4 4 k ko5
(@) A:[—4 k}’(b) B:[k 9]’(6) C:[s —2]

(a) First, k must be positive. Also, |4| = 2k — 16 must be positive, that is, 2k — 16 > 0. Hence k > 8.
(b) We need |B| = 36 — k? positive, that is, 36 — k> > 0. Hence k> < 36 or —6 < k < 6.

(c¢) C can never be positive definite, since C has a negative diagonal entry —2.

7.41. Find the matrix 4 that represents the usual inner product on R? relative to each of the following
bases of R% (@) {v =(1.3), v, =Q2.9)} (B) {wy =(1.2), w,=(4 -2)

(@) Compute (v, v;) =149 =10, (v, 1,) =24+ 15=17, (v,,0,) =4+25=29. Thus 4 = [ig ;;:|

(b) Compute (w;,w;) =14+4=35, (w;,wy) =4—-4=0, (W, w,) =164+4=20. Thus 4 = |:(5) 28}
(Since the basis vectors are orthogonal, the matrix 4 is diagonal.)

7.42. Consider the vector space P,(¢) with inner product ( f, g) = fi S Dg(o) dt.
(a) Find (f,g), where f(t) =t +2 and g(t) = > — 3t + 4.
(b) Find the matrix A of the inner product with respect to the basis {1, ¢, £} of V.
(¢) Verify Theorem 7.16 by showing that ( f, g) = [ /17 A[g] with respect to the basis {1, 7, }.
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! ! AR ' 46
(@) (f,g):J (t+2)(t2—3t+4)dt=J (t3—t2—2t+8)dt:<————t2+8t)’ =
-1 -1 4 3 -1 3

(b) Here we use the fact that, if » +5 = n,
tn+l

n—+1

" [2/(n+1) if niseven,
P if n is odd.

1
(¢, ) = J ' dt =
-1

1
Then (1,1) =2, (1,0) =0, (1,7) =3, (t.1) =3, (., /) =0, (*,*) = 3. Thus

A=

Wi O N
Owin O

2
3
0
2
5

(¢) We have [f]7 = (2,1, 0) and [g]” = (4, —3, 1) relative to the given basis. Then

2 0 % 4 4
/17 4lg] = (2, 1,0) 0 3 013 =439 3| =%¥=(/.2

= 0 = 1 1

3 5

7.43. Prove Theorem 7.14: 4 = |:Z bj| is positive definite if and only if a and d are positive and
|A] = ad — b? is positive. ¢

Let u = [x,y]". Then

fw) =u"Au= [x,y][(; Zi“:;} = ax® + 2bxy + dy?

Suppose f(u) >0 for every u#0. Then f(1,0)=a>0 and f(0,1)=d > 0. Also, we have
f(b, —a) = a(ad — b*) > 0. Since a > 0, we get ad — b* > 0.

Conversely, suppose a > 0, b = 0, ad — b*> > 0. Completing the square gives us

2b b? b2 b\ 2
S =a<x2+—xy+—y2> +dP —— =a<x+—y> +
a (253 a a

ad — b*
32
a
Accordingly, f (1) > 0 for every u # 0.

7.44. Prove Theorem 7.15: Let 4 be a real positive definite matrix. Then the function (i, v) = u’Av is an
inner product on R”.

For any vectors u;, u,, and v,
W 4y, ) = (uy +u) Av = (ul +ud)dv = ul Av + 1l dv = (u,, v) + (uy, v)
and, for any scalar k and vectors u, v,
(ku, v) = (ku)TAv = ku" Av = k{u, v)
Thus [I,] is satisfied.
Since u”Av is a scalar, (u’Av)” = u” Av. Also, AT = A since A4 is symmetric. Therefore
(u, v) = uTdv = (uTAv)T =0TA"UT = vTau = (v, u)

Thus [I,] is satisfied.
Lastly, since 4 is positive definite, X"4X > 0 for any nonzero X € R". Thus for any nonzero vector

v, (v, v) = v Av > 0. Also, (0, 0) = 0740 = 0. Thus [I;] is satisfied. Accordingly, the function (u, v) = Av is

an inner product.
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7.45. Prove Theorem 7.16: Let A be the matrix representation of an inner product relative to a basis S of
V. Then, for any vectors u, v € V, we have

(u, v) = [u]" A[v]
Suppose S = {w;, w, ..., w,} and 4 = [k;]. Hence k; = (w;, w;). Suppose
u=ayw; +aw, +...a,w, and v=bw, +byw,+...+b,w,

=1aibj(wiv w;) (D

Ms

Then (u,v) =

i=1

On the other hand,

ki ki ki, by
ky, k k by
" Al] = (ay, ay, ..., a)| o o
knl an knn bn
b,
n n n b2 n n
_ (z} ahie Saka 3 a,.k,.,,) S| =S abk @)
i= i= i= : Jj=li=
b

Equations (1) and (2) give us our result.

7.46. Prove Theorem 7.17: Let A be the matrix representation of any inner product on V. Then 4 is a
positive definite matrix.

Since (w;, w;) = (w;, w;) for any basis vectors w; and wy, the matrix 4 is symmetric. Let X be any
nonzero vector in R". Then [u] =X for some nonzero vector u € V. Theorem 7.16 tells us that

XTAX = [u]" A[u] = (u, u) > 0. Thus 4 is positive definite.

COMPLEX INNER PRODUCT SPACES

7.47. Let V' be a complex inner product space. Verify the relation

(u, avy +bvy) = alu, v,) + b{u, v,)

Using [[F], [IF], and then [5], we find

(u, avy + bvy) = (av, + bvy, u) = a{v, u) + b{v,, u) = a{v,, u) + b{v,, u) = au, v;) + b{u, vy)

7.48. Suppose (u, v) =3 + 2i in a complex inner product space V. Find:
(@ (2—4)u,v) (b) (u, 4+3i)v) (¢) (B—6i)u, (5—2iw)
(@ ((2—4u, v)=2—4i)u,v)=2—4)3+2i)=14—18i

(b) (u, (4+3i)w) =@+ 30){u,v) = (4 —3i)(3+2i) = 18 —i
© (B=6iu, (5-2iw) =3 —6)05 —2i)u,v) = (3 — 6i)(5 + 2i)(3 + 2i) = 137 — 30i
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7.49. Find the Fourier coefficient (component) ¢ and the projection cw of v = (3 + 4i, 2 — 3i) along
w=(54+1i 2i)in C>.

Recall that ¢ = (v, w)/{(w, w). Compute
(v,w) = B +4)GE +1)+ 2 —3)2i) = 3 +4)5 — i)+ (2 — 3i)(=2i)
=19417i—6—-4i=13+13i
(w,w) =25+14+4=30

Thus ¢ = (13 + 13i)/30 = 2 +13i. Accordingly, proj(v, w) = ew = B¢ +32i, — 1 +0)

7.50. Prove Theorem 7.18 (Cauchy—Schwarz): Let V' be a complex inner product space. Then
[{u, )| < llullllv]l.

If v = 0, the inequality reduces to 0 < 0 and hence is valid. Now suppose v # 0. Using zz = |z|* (for any
complex number z) and (v, u) = (u, v), we expand ||u — (u, v)t||> > 0, where ¢ is any real value:

0<|lu—(u, v)tv||2 = (u — (u, v)tv, u— (u, v)tv)

= (u, u) — (u, v)t{u, v) — (u, V)t{v, u) + (u, v){u, v)tz(v, v)
= Jlull®* — 2¢|(u, 0)* + | (u, v) £ |l0]|>
(u, v)]*

lloll* ~
root of both sides, we obtain the required inequality.

Set t = 1/||v||? to find 0 < |ju|? — from which |(u, v)|*> < ||v]|*||v]|>. Taking the square

7.51. Find an orthogonal basis for > in C> where u = (1, i, 14 1).

Here u*

consists of all vectors s = (x, y, z) such that
wuy=x—iy+(1—-i)z=0

Find one solution, say w; = (0, 1 —i, i). Then find a solution of the system

x—ip+(1—-iz=0, 14+dy—iz=0

Here z is a free variable. Set z =1 to obtain y = i/(1 + i) = (1 +{)/2 and x = (3i — 3)2. Multiplying by 2

yields the solution w, = (3i —3, 141, 2). The vectors w, and w, form an orthogonal basis for u*.

7.52. Find an orthonormal basis of the subspace W of C* spanned by
v, =(1,4,0) and v,=(1, 2, 1—i).
Apply the Gram—Schmidt algorithm. Set w, = v; = (1, 7, 0). Compute

_ (021 W|>
2
lwyll

1—2i
v, w = (1, 2, 1—1')—7’(1,1',0):(%“, 1—Li, 1-4)

Multiply by 2 to clear fractions, obtaining w, = (1 4+ 2i, 2 —i, 2 —2i). Next find ||w,| = +/2 and then
[lw, ] = +/18. Normalizing {w,, w,}, we obtain the following orthonormal basis of W:

= ) == (G )
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7.53. Find the matrix P that represents the usual inner product on C? relative to the basis {1, i, 1—1}.

Compute the following six inner products:
1,1y =1, (1,i)y =i=—i, (L1-i)=1-1i

1
(iiy=ii=1, (1= =il —i)=—14i (1—i,1—i)=2

Then, using (u, v) = (v, u), we obtain
P= i 1 -1+
1—i —1—1i 2
(As expected, P is Hermitian, that is, P/ = P.)

NORMED VECTOR SPACES

7.54. Consider vectors u = (1,3, —6,4) and v = (3, =5, 1, —-2) in R*. Find:
(@) ulloo and ||[vloe, (B) lully and [lvll;, (¢) llull, and [[v]]5,
(d) doo(u,v),d(u, v), dy(u, v).

(a) The infinity norm chooses the maximum of the absolute values of the components. Hence
lulow =6  and vl =5
(b) The one-norm adds the absolute values of the components. Thus
fluly =1+3+6+4=14 and ol =3+5+1+2=11

(¢) The two-norm is equal to the square root of the sum of the squares of the components (i.e., the norm
induced by the usual inner product on R?). Thus

lull, = V1 +94+364+ 16 = /62 and o], =v/94+254+1+4=+/39
(d) First find u — v = (-2, 8, —7, 6). Then
doo(% v) = |lu— Ul =8
diw,v)=llu—v|;, =24+84+7+6=23

dy(u, v) = |lu — v]l, = /4 + 64 +49 36 = V153

7.55. Consider the function f(f) = > — 4¢ in C[0, 3].
(@) Find || fllo, (b) Plot f(?) in the plane R, (¢) Find || fll;, (@) Find | f1,.

(@) We seek || flloo = max(] f(#)]). Since f(¢) is differentiable on [0, 3], | /(#)| has a maximum at a critical
point of £(#), i.e., when the derivative f”(f) = 0, or at an endpoint of [0, 3]. Since f(f) = 2t — 4, we set
2t —4 = 0 and obtain # = 2 as a critical point. Compute

fQ2)=4-8=—4, f0)=0-0=0, f@)=9-12=-3
Thus || fllee = /@) =1 -4 =4
(b) Compute f(¢) for various values of ¢ in [0, 3], e.g.,
t 10 1 2 3
/0|0 =3 -4 -3
Plot the points in R? and then draw a continuous curve through the points, as shown in Fig. 7-8.
(c) Weseek || fll; = f03 | f(1)| dt. As indicated in Fig. 7-7, f(¢) is negative in [0, 3]; hence
| f(D)] = —(* — 4f) = 4t — 1.

3
=18-9=9
0

3 3
Thus I/l = J (4t — ) dt = (Zt2 —%)
0
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fi
1
t 4 t } — ¢
-1 G I 2 3 4

-1

-2

-3

-4

-5

Fig. 7-8
3 3 5 3\ |3
t 16t 153
@ 1f13= J [f()? dt = J (=82 + 166 dt = (= —2r* + =
’ 0 0 5 3/ 5
153
Thus || f1l, = 5

7.56. Prove Theorem 7.24: Let V be a normed vector space. Then the function d(u, v) = |lu — v|| satisfies
the following three axioms of a metric space:

M;] d(u,v) >0; and d(u,v) =0 iff u = v.
M,] d(u, v) = d(v, u).
M;5]. d(uv) < d(u, w) + d(w, v).

If u # v, then u — v # 0, and hence d(u, v) = ||u — v|| > 0. Also, d(u, u) = ||u — u|| = ||0]| = 0. Thus
[M,] is satisfied. We also have

du,v) = llu—vll == lw—wll =1—Ulv—ull - llo—ul =d(v, u)
and d(u,v) = llu— vl = (. —w) + W =)l <llu—wl+llw—vl=du,w) +dw,v)
Thus [M,] and [M;] are satisfied.

Supplementary Problems

INNER PRODUCTS

7.57. Verify that the following is an inner product on R?, where u = (x;,x,) and v = (3, y,):
S, v) =x101 — 2%y, — 2091 + 5%

7.58. Find the values of k so that the following is an inner product on R?, where u = (x,,x,) and v = (y;, y,):
S, v) =x 1 = 3%y, — 3001 + ke,

7.59. Consider the vectors # = (1, —3) and v = (2, 5) in R?. Find:

(@) (u, v) with respect to the usual inner product in R2.

(b) (u, v) with respect to the inner product in R? in Problem 7.57.
(¢) |lv|| using the usual inner product in RZ.

(d) |lv] using the inner product in R? in Problem 7.57.

7.60. Show that each of the following is not an inner product on R?, where u = (x;, x,, x3) and v = (y;, y;, y3):

(@) (u,0) =x1y; +x;, and (b)  (u, v) = x1)2%3 + Y1 ,)3.
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7.61. Let ¥ be the vector space of m x n matrices over R. Show that (4, B) = tr(B” A) defines an inner product in .

7.62.  Suppose |(u, v)| = |lu|l||v]|. (That is, the Cauchy—Schwarz inequality reduces to an equality.) Show that « and
v are linearly dependent.

7.63. Suppose f(u, v) and g(u, v) are inner products on a vector space ¥ over R. Prove:

(@) The sum f + g is an inner product on ¥, where ( f + g)(u, v) = f(u, v) + g(u, v).
(b) The scalar product 4f, for k£ > 0, is an inner product on ¥, where (kf)(u, v) = kf (u, v).

ORTHOGONALITY, ORTHOGONAL COMPLEMENTS, ORTHGONAL SETS

7.64. Let V be1 the vector space of polynomials over R of degree <2 with inner product defined by
(f.g)= Io f()g(¢) dt. Find a basis of the subspace W orthogonal to A(f) = 2¢ + 1.

7.65. Find a basis of the subspace W of R* orthogonal to u; = (1, -2, 3,4) and u, = (3, =5, 7, 8).
7.66. Find a basis for the subspace W of R’ orthogonal to the vectors u; = (1,1,3,4,1) and u, = (1,2, 1,2, 1).

7.67. Letw=(1,-2,—1,3) be a vector in R*. Find:

(a) an orthogonal basis for wt, (b) an orthnormal basis for wt.

7.68. Let W be the subspace of R* orthogonal to u; = (1, 1,2,2) and u, = (0, 1,2, —1). Find:

(a) an orthogonal basis for W, (b) an orthonormal basis for . (Compare with Problem 7.65.)

7.69. Let S consist of the following vectors in R*:
u =(1,1,1,1), uy = (1,1, -1, 1), u; =(1,-1,1,-1), u,=(1,-1,-1,1)
(a) Show that S is orthogonal and a basis of R*.
(b) Write v = (1,3, —5, 6) as a linear combination of u;, u,, us, uy.

(c) Find the coordinates of an arbitrary vector v = (a, b, ¢, d) in R* relative to the basis S.

(d) Normalize S to obtain an orthonormal basis of R?.
7.70. Let M = M, , with inner product (4, B) = tr(BT4). Show that the following is an orthonormal basis for M:
1 0 0 1 0 0 0 0
0 0f JO O] |O 1) [0 1

7.71. Let M =M, , with inner product (4, B) = tr(BT 4). Find an orthogonal basis for the orthogonal complement
of: (a) diagonal matrices (b) symmetric matrices.

7.72.  Suppose {u;, u,, ..., u,} is an orthogonal set of vectors. Show that {k,u,, kyu,, ..., k.u,} is an orthogonal set
for any scalars &, &, ..., k.

7.73. Let U and W be subspaces of a finite-dimensional inner product space V. Show that:

(@ W+wr=vtnwt, ) UnNw=ut+wt
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PROJECTIONS, GRAM-SCHMIDT ALGORITHM, APPLICATIONS
7.74. Find the Fourier coefficient ¢ and projection cw of v along w, where:

(@) v=(2,3,-5 andw=(1,-5,2)inR>.

() v=(1,3,1,2)and w = (1, —2,7, 4) in R*.

(¢) v=~r and w=1t+3 in P(¢), with inner product ( f,g) = fol f(Hg(r)dt

d v= [; i] and w = [; ;] in M =M, ,, with inner product (4, B) = tr(B"4).

7.75. Let U be the subspace of R* spanned by
vy =(1,1,1,1), v, =(1,-1,2,2), v; =(1,2,-3,—-4)
(a) Apply the Gram—Schmidt algorithm to find an orthogonal and an orthonormal basis for U.
(b) Find the projection of v = (1, 2, =3, 4) onto U.

7.76. Suppose v = (1,2, 3,4, 6). Find the projection of v onto W, or, in other words, find w € W that minimizes
lv — w||, where W is the subspace of R’ spanned by:

(@ u =(1,2,1,2, 1) and u, = (1, —1,2, —=1,1), (b) v, =(1,2,1,2, 1) and v, = (1,0, 1,5, —1).

7.77. Consider the subspace W = P,(¢) of P(f) with inner product (f,g) = fol f(H)g(?) dt. Find the projection of
f(¢) = ¢ onto W. (Hint: Use the orthogonal polynomials 1,2 — 1, 6> — 61 + 1 obtained in Problem 7.22.)

7.78. Consider P(¢) with inner product ( f, g) = Lll f(H)g(t) dt and the subspace W = P;(¢).

(@) Find an orthogonal basis for # by applying the Gram—Schmidt algorithm to {1, ¢, £2, £}}.
(b) Find the projection of f(f) = > onto W.

ORTHOGONAL MATRICES

1
7.79. Find the number and exhibit all 2 x 2 orthogonal matrices of the form |:3 xi|.
y z

7.80. Find a 3 x 3 orthogonal matrix P whose first two rows are multiples of u = (1,1, 1) and v = (1, =2, 3),
respectively.

7.81. Find a symmetric orthogonal matrix P whose first row is (% , % %). (Compare with Problem 7.32.)

7.82. Real matrices 4 and B are said to be orthogonally equivalent if there exists an orthogonal matrix P such that
B = PTAP. Show that this relation is an equivalence relation.

POSITIVE DEFINITE MATRICES AND INNER PRODUCTS
7.83. Find the matrix 4 that represents the usual inner product on R? relative to each of the following bases:

(@ {vy=(14), v,=02.=-3)} ) {w =(1,-3), w,=(6,2)}

7.84. Consider the following inner product on R?:

S, 0) =xp1 = 2019y = 2091 + 505, where  u=(x,%)  0=(1,5)

Find the matrix B that represents this inner product on R? relative to each basis in Problem 7.83.

7.85. Find the matrix C that represents the usual basis on R> relative to the basis S of R® consisting of the vectors
uy =, LD, uy,=(1,2,1), u3 =(1,—1,3).
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7.86. Let V' = P,(¢) with inner product ( f, g) = J}; f(g() dt.

(a) Find (f,g), where f(f) =t+2 and g(t) = > — 3t + 4.
(b) Find the matrix 4 of the inner product with respect to the basis {1, ¢, 7} of V.
(¢) Verify Theorem 7.16 that ( f, g) = [ /1" A[g] with respect to the basis {1, 7, 2}.

7.87. Determine which of the following matrices are positive definite:
1 3 3 4 4 2 6 —7
(@ & Jxm L Jma L Jx@ LJ 9}

7.88. Suppose 4 and B are positive definite matrices. Show that: (a) 4 + B is positive definite and (b) k4 is positive
definite for £ > 0.

7.89. Suppose B is a real non-singular matrix. Show that: (¢) B”B is symmetric and (b) BB is positive definite.

COMPLEX INNER PRODUCT SPACES
7.90. Verify that
(ayuy +ayuy  byoy +byvy) = ayby(uy, v)) + ayby(uy, vy) + ayby (uy, v)) + azby (uy, vy)

More generally, prove that (37, au;, >, b)) = Zijail_aj<ui, v;).

7.91. Consider u=(1+i, 3, 4—i)andv= 3 —4i, 1+i, 2i) in C>. Find:
(@ (u,v), (0) (v,u), () lul, @ vl () d(u,v).

7.92. Find the Fourier coefficient ¢ and the projection cw of

(@) u=@+i, 5—2i)alongw=(5+i, 1+i)inC?
() u=(Q0—i, 3i, 1+i)alongw=(, 2—i, 3+2i)inC.
7.93. Letu = (z;,2,) and v = (w,, w,) belong to C. Verify that the following is an inner product on C>:
F,0) = 2%y + (14 D)z + (1= D2y + 32,70

7.94. Find an orthogonal basis and an orthonormal basis for the subspace W of C* spanned by u; = (1,1, 1) and
u, =(1+1i, 0, 2).

7.95. Letu = (z,2,) and v = (w;, w,) belong to C?. For what values of a, b, ¢,d € C is the following an inner
product on C??

f(u,v) = azyw; + bzyw, + cz,w| +dzyw,

7.96. Prove the following form for an inner product in a complex space V:
u, 0) = gllu 40l = Fllu = o+ lu+ vl llu — ivl)?

[Compare with Problem 7.75).]

7.97. Let V be a real inner product space. Show that:
(1) |lull = |lv|| if and only if (u + v, u—v) =0;
(i) flu+ ol® = lull® + |v||? if and only if (u, v) = 0.

Show by counterexamples that the above statements are not true for, say, C2.
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7.98. Find the matrix P that represents the usual inner product on C? relative to the basis {1, 1+i, 1 —2i}.

7.99. A complex matrix A4 is unitary if it is invertible and A~! = 4. Alternatively, 4 is unitary if its rows (columns)
form an orthonormal set of vectors (relative to the usual inner product of C"). Find a unitary matrix whose first
row is: (a) a multiple of (1, 1 —i); (b) a multiple of (§, 1i, 1—10).

NORMED VECTOR SPACES
7.100. Consider vectors u = (1, —3,4,1,—2)and v =(3,1,—-2,-3,1) in R’. Find:
(@) lullo and [[vllo, (B) llully and |lolly, (¢) llull, and |[olly, (d)  doo(u, v), dy(u, v), d>(u, v)

7.101. Repeat Problem 7.100 for u = (1 +i, 2—4i)and v = (1 —i, 2+ 3i)in C%.

7.102. Consider the functions f(f) = 5t — > and g(f) = 3¢ — #* in C[0, 4]. Find:
(@) do(f.8) () di(f.8),(c) dr(f.8)

7.102. Prove: (a) |||, is a norm on R”. (b) | -]l is a norm on R".

7.103. Prove: (@) |-, is a norm on Cla, b]. (b) |- |ls is @ norm on Cla, b].

Answers to Supplementary Problems
Notation: M = [R|; R,; ...] denotes a matrix M with rows R, R,, ...
758. k>9
759. (@) —13, () =71, (o) 29, (d) /39
7.60. Letu = (0,0,1); then (1, u) = 0 in both cases
7.64. {712 — 51, 1262 —5)
7.65. {(1,2,1,0), (4,4,0,1))
7.66. (—1,0,0,0,1),(—6,2,0,1,0),(=5,2,1,0,0)

7.67. (a) (0,0,3,1),(0,3,-3,1),(2,10,-9,3),
() (0,0,3,1)/+/10,(0,3, =3, 1)//19, (2, 10, =9, 3)//194

7.68. (@) (0,2,—1,0),(=15,1,2,5), (b) (0,2,—1,0)/+/5,(~15,1,2,5)/v/255

7.69. (b) v= %(5141 ~+ 3uy — 13u3 + Yuy),
(o) [U]:%[a—i—b—i—c—i—d, at+b—c—d, a—b+c—d, a—b—c+d]

771. (a) [0,1; 0,0],[0,0; 1,0], ) [0,—1; 1,0]

7.74. (@) c= —%, b) c= %, (¢) ¢c= %, d) c= %
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775. (@ wy=(,1,1,1),w=(0,-2,1,1),w; = (12, -4, -1, —7),
(b) proj(v, U) = 7—10(—14, 158, 47, 89)

7.76. (a) proj(v, W)= %(21, 27,26,27,21), (b) First find an orthogonal basis for W;
say, w; = (1,2,1,2,1) and w, = (0, 2, 0, =3, 2). Then proj(v, W) = 11—7(34, 76, 34, 56, 42)

777, proj(f W) =372 -3t 455
778. (@) {1, ¢, 32 —1, 54 =3¢,  proj(f, W)=2r =31

7.79. Four: [a,b; b,—a],[a,b; —b,—a],[a,—b; b,al, [a,—b; —b,—a] wherea=1%andb= %*/g
7.80. P=[l/a,1/a,1/a; 1/b,=2/b,3/b; 5/c,—=2/c, —3/c], where a = /3,b = /14, ¢ = /38
781 i[1,2,1; 2,-2,1; 2,1,-2]

7.83. (a) [17,—10; —10,13],  (b) [10,0; 0,40]

7.84. (a) [65,—68; —68,25], (b) [58,16; 16,8]

7.85. [3.4,3; 4,62, 3,2,11]

7.86. (a) 8 ) [1,a,b; a,b,c; b,c,d], where a =

12°

b=

=

7.87. (a) No. (b) Yes, (¢) No. (d) Yes

791. (@) —4i, (b) 4, (© 28, (d 31, (&) 39
7.92. (a) c=5(19—5i), (b) c=%B+60)

794, {v; =(1,i,1)/v/3, v, =(2i, 1—=3i, 3—1i)//24)

7.95. a and d real and positive, ¢ = b and ad — bc positive.

797. u=(1,2), v=_(>,2i)

798. P=[1, 1—i 1+2i; 144 2, =243 1-2i, —=2-3i, 5]

7.99. (a) (1/V3[, 1—i; 14§ —1],
() [a. ai, a—ai; bi, —b, 0; a, —ai, —a+ail, where a=14and b=1/2.

7.100. (a) 4and3, (b) 11 and 13, (¢) 31and V24, (d) 6,19,9
7.101. (@) 20 and /13, () v2++20and v2+ 13, (¢) ~22and /15, (d) 7,9,4/53

7.102. (@) 8, (b)) 16, (c) %°
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CHAPTER 8

Determinants

8.1 INTRODUCTION

Each n-square matrix 4 = [a;] is assigned a special scalar called the determinant of A, denoted by
det(4) or |4| or

ap ap aj,
ayy daxp ayp
ay (%) Ay

We emphasize that an n x n array of scalars enclosed by straight lines, called a determinant of order n, is
not a matrix but denotes the determinant of the enclosed array of scalars, i.e., the enclosed matrix.

The determinant function was first discovered during the investigation of systems of linear equations.
We shall see that the determinant is an indispensable tool in investigating and obtaining properties of
square matrices.

The definition of the determinant and most of its properties also apply in the case where the entries of a
matrix come from a commutative ring.

We begin with a special case of determinants of orders 1, 2, and 3. Then we define a determinant of
arbitrary order. This general definition is preceded by a discussion of permutations, which is necessary for
our general definition of the determinant.

8.2 DETERMINANTS OF ORDER 1 AND 2

Determinants of orders 1 and 2 are defined as follows:

ap  dp

lay | = ay, and
dp Ay

= aydy — dppdy)

Thus the determinant of a 1 x 1 matrix 4 = [a,] is the scalar a,, itself; that is, det(4) = |a,;| = a,,. The
determinant of order two may easily be remembered by using the following diagram:
+ —
a

1

277
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That is, the determinant is equal to the product of the elements along the plus-labeled arrow minus the
product of the elements along the minus-labeled arrow. (There is an analogous diagram for determinants of
order 3, but not for higher-order determinants.)

Example 8.1.
(a) Since the determinant of order one is the scalar itself, we have:
det(27) = 27, det(—7) = -7, dett —3)=1¢-3
53 3 2
() ’4 6‘_5(6)—3(4)_30—12_18, ’_5 7‘—21—1—10_31
Application to Linear Equations
Consider two linear equations in two unknowns, say
az+biy=c
ax+ by =c,

Let D = a,b, — a,b,, the determinant of the matrix of coefficients. Then the system has a unique solution
if and only if D # 0. In such a case, the unique solution may be expressed completely in terms of
determinants as follows:

¢ by a ¢

_%_bzcl_bICZ_ ¢ by y_]&_aICZ_‘bcl |4 &
D a1b2 — a2b1 al bl ’ D a1b2 —_ a2b1 al bl
a, b, a, b,

Here D appears in the denominator of both quotients. The numerators N, and N, of the quotients for x and
», respectively, can be obtained by substituting the column of constant terms in place of the column of
coefficients of the given unknown in the matrix of coefficients. On the other hand, if D = 0, then the
system may have no solution or more than one solution.

. 4x -3y =15
Example 8.2. Solve by determinants the system { 2t Sy= |
First find the determinant D of the matrix of coefficients:
D= ‘2‘ ‘i = 4(5) — (=3)(2) = 20 + 6 = 26

Since D # 0, the system has a unique solution. To obtain the numerators N, and N,, simply replace, in the matrix of
coefficients, the coefficients of x and y, respectively, by the constant terms, and then take their determinants:

15 =3 4 15
NX_‘ | 5’_754-3_78 Ny_'z 1‘_4—30_—26
Then the unique solution of the system is
N, 78 N, =26
=0 s e
=pTw ’=D " 26

8.3 DETERMINANTS OF ORDER 3
Consider an arbitrary 3 x 3 matrix 4 = [a{-,-]. The determinant of A is defined as follows:
ap dp ap
det(d) = |ay; Gy Gy | = ay1ax0a33 + A102303) + A13021A3; — Q13003 — A120yd33 — d11Ax303;
azp 4z dz3
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Observe that there are six products, each product consisting of three elements of the original matrix. Three
of the products are plus-labeled (keep their sign) and three of the products are minus-labeled (change their
sign).

The diagrams in Fig. 8-1 may help to remember the above six products in det(4). That is, the
determinant is equal to the sum of the products of the elements along the three plus-labeled arrows in Fig.
8-1 plus the sum of the negatives of the products of the elements along the three minus-labeled arrows. We
emphasize that there are no such diagrammatic devices to remember determinants of higher order.

2 1 1 3 2 1
Example 8.3. Let4= |0 S5 -2 |andB=| —4 5 —1 |. Find det(4) and det(B).
1 -3 4 4
Use the diagrams in Fig. 8-1:

det(4) = 2(5)(4) + 1(=2)(1) + 1(=3)(0) = 1(5)(1) = (=3)(=2)(2) — 4(1)(0)
=40-240-5-12-0=21
det(B) =60 —4 + 12— 10 — 9 432 = 81

Alternative Form for a Determinant of Order 3

The determinant of the 3 x 3 matrix 4 = [a;;] may be rewritten as follows:

det(d) = ay (anar; — ar3a3) — ap(aras3 — axas) + ai3(ay a3 — axnas)

dy dy ayy d a1 A4y

=ay —ap +a;

azy ds3 azy  dsz az; 4z

which is a linear combination of three determinants of order 2 whose coefficients (with alternating signs)
form the first row of the given matrix. This linear combination may be indicated in the form

apn 4 di3 app dp a3 app dp a3
ajp|Gy Gy ayp|—ap|ay Gyp ap|taps|ay ap axp
az; dzp  dzg azy 4z dz3 azy 4z dz3

Note that each 2 x 2 matrix can be obtained by deleting, in the original matrix, the row and column
containing its coefficient.
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Example 8.4.
1 2 3 1 2 3 1 2 3 1 2 3
4 =2 3|=1|4 -2 3|—-2{4 -2 3143|4 -2 3
0 5 —1 0 5 —1 0 5 —1 0 5 =1
-2 3 4 3 4 =2
=1 -2 +3
5 -1 0 -1 0 5
=12-15)—2(—440)+3Q20+0) = —13 + 8+ 60 = 55
8.4 PERMUTATIONS
A permutation ¢ of the set {1, 2, ..., n} is a one-to-one mapping of the set onto itself or, equivalently, a
rearrangement of the numbers 1, 2, ..., n. Such a permutation ¢ is denoted by
1 2 ... n .. . . .
o=|{. . . or T =Jjis-Jus where j; = a(i)
(11 o Jn) V2o dn ’

The set of all such permutations is denoted by §,, and the number of such permutations is n!. If ¢ € S,
then the inverse mapping ¢~! € S,; and if ¢, T € S, then the composition mapping o o T € S,. Also, the
identity mapping ¢ =g oo~! € S,. (In fact, e = 123...n.)

Example 8.5.

(a) There are 2! =2 -1 = 2 permutations in S,; they are 12 and 21.
(b) There are 3! =3 -2 -1 = 6 permutations in Ss; they are 123, 132, 213, 231, 312, 321.

Sign (Parity) of a Permutation

Consider an arbitrary permutation ¢ in S,, say ¢ = j,/, . . .j,. We say ¢ is an even or odd permutation
according to whether there is an even or odd number of inversions in ¢. By an inversion in ¢ we mean a
pair of integers (i, k) such that i > &, but i precedes k in g. We then define the sign or parity of g, written
sgn g, by

sgna:{ 1 if oiseven
—1 if oisodd

Example 8.6.

(a) Find the sign of ¢ = 35142 in Ss.
For each element &, we count the number of elements i such that i > k and i precedes & in ¢. There are:

2 numbers (3 and 5) greater than and preceding 1,
3 numbers (3, 5, and 4) greater than and preceding 2,
1 number (5) greater than and preceding 4.

(There are no numbers greater than and preceding either 3 or 5.) Since there are, in all, six inversions, ¢ is even
and sgn o = 1.

(b)
(©)

The identity permutation ¢ = 123 ...# is even because there are no inversions in &.

In S,, the permutation 12 is even and 21 is odd. In S;, the permutations 123, 231, 312 are even and the
permutations 132, 213, 321 are odd.

Let 7 be the permutation that interchanges two numbers i and j and leaves the other numbers fixed. That is,
(i) =, 1(j) = i, w(k)y=k where k#i,j

We call 7 a transposition. If i < j, then there are 2(j — i = 1) + 1 inversions in 7, and hence the transposition t

is odd.

(@)
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Remark: One can show that, for any #, half of the permutations in S, are even and half of them are
odd. For example, 3 of the 6 permutations in s; are even, and 3 are odd.

8.5. DETERMINANTS OF ARBITRARY ORDER

Let 4 = [a;] be a square matrix of order n over a field K.
Consider a product of n elements of 4 such that one and only one element comes from each row and
one and only one element comes from each column. Such a product can be written in the form

ay;, o), - - - Ayj,

that is, where the factors come from successive rows, and so the first subscripts are in the natural order
1,2, ..., n. Now since the factors come from different columns, the sequence of second subscripts forms a
permutation ¢ =j, j,...j, in S,. Conversely, each permutation in S, determines a product of the above
form. Thus the matrix 4 contains n! such products.

Definition: The determinant of 4 = [a;], denoted by det(4) or |4], is the sum of all the above n! products,
where each such product is multiplied by sgn ¢. That is,

n

4| = ;(sgn 0)ay; dyj, - - Ay

or |4l = > (580 0)a)4(1)@20(2) - - - Ano(n)

gES,

The determinant of the n-square matrix 4 is said to be of order n.

The next example shows that the above definition agrees with the previous definition of determinants
of order 1, 2, and 3.

Example 8.7.

(@) Let A =1[a;;] bealx 1 matrix. Since S| has only one permutation, which is even, det(4) = a,;, the number
itself.

(b) LetA=[a;] be a2 x 2 matrix. In S,, the permutation 12 is even and the permutation 21 is odd. Hence

app dpp

det(4) = =ayay —apdy

as

() LetA = [a;] be a3 x 3 matrix. In S3, the permutations 123, 231, 312 are even, and the permutations 321, 213,
132 are odd. Hence

app dp apg
det(d) = |ay; Gy ay3| = ay1ax0033 + a12a2303; + a13021G3; — A130503 — A120,1a33 — A110x303)
dz; dz  dz

Remark: As n increases, the number of terms in the determinant becomes astronomical. Accord-
ingly, we use indirect methods to evaluate determinants rather than the definition of the determinant. In
fact, we prove a number of properties about determinants that will permit us to shorten the computation
considerably. In particular, we show that a determinant of order » is equal to a linear combination of
determinants of order » — 1, as in the case n = 3 above.
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8.6 PROPERTIES OF DETERMINANTS

We now list basic properties of the determinant.

Theorem 8.1: The determinant of a matrix 4 and its transpose 47 are equal; that is, |4| = |AT].

By this theorem (proved in Problem 8.22), any theorem about the determinant of a matrix A that
concerns the rows of 4 will have an analogous theorem concerning the columns of 4.

The next theorem (proved in Problem 8.24) gives certain cases for which the determinant can be
obtained immediately.

Theorem 8.2: Let 4 be a square matrix.
(1) If 4 has a row (column) of zeros, then |4| = 0.

(i) If A has two identical rows (columns), then |4| = 0.

(iii) If 4 is triangular, i.e., 4 has zeros above or below the diagonal, then |4| = product
of diagonal elements. Thus in particular, |/| = 1, where / is the identity matrix.

The next theorem (proved in Problems 8.23 and 8.25) shows how the determinant of a matrix is
affected by the elementary row and column operations.

Theorem 8.3: Suppose B is obtained from 4 by an elementary row (column) operation.

(1) If two rows (columns) of 4 were interchanged, then |B| = —|4].
(i) If a row (column) of 4 were multiplied by a scalar £, then |B| = k|A|.

(iii)) If a multiple of a row (column) of 4 were added to another row (column) of 4, then
IB| = |4].

Major Properties of Determinants

We now state two of the most important and useful theorems on determinants.

Theorem 8.4: The determinant of a product of two matrices 4 and B is the product of their determinants;
that is,

det(4B) = det(4) det(B)

The above theorem says that the determinant is a multiplicative function.

Theorem 8.5: Let 4 be a square matrix. Then the following are equivalent:

(i) A is invertible; that is, 4 has an inverse 4~
(ii) AX = 0 has only the zero solution.
(iii) The determinant of 4 is not zero; that is, det(4) # 0.

Remark: Depending on the author and the text, a nonsingular matrix A4 is defined to be an invertible
matrix 4, or a matrix A for which |A4| # 0, or a matrix 4 for which AX = 0 has only the zero solution. The
above theorem shows that all such definitions are equivalent.

We shall prove Theorems 8.4 and 8.5 (in Problems 8.29 and 8.28, respectively) using the theory of
elementary matrices and the following lemma (proved in Problem 8.26), which is a special case of
Theorem 8.4.
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Lemma 8.6: Let £ be an elementary matrix. Then, for any matrix A4, |EA| = |E||A].

Recall that matrices 4 and B are similar if there exists a nonsingular matrix P such that B = P~'4P.
Using the multiplicative property of the determinant (Theorem 8.4), one can easily prove (Problem 8.31)
the following theorem.

Theorem 8.7: Suppose A and B are similar matrices. Then |4| = |B].

8.7 MINORS AND COFACTORS

Consider an n-square matrix 4 = [a;]. Let M;; denote the (n — 1)-square submatrix of 4 obtained by
deleting its ith row and jth column. The determinant |M;;| is called the minor of the element a; of 4, and we
define the cofactor of a,;, denoted by A4,;, to be the “signed” minor:

Aij = (_I)H_jm/[ij'

ij> ij>

Note that the “signs” (—1)"" accompanying the minors form a chessboard pattern with +’s on the main
diagonal:

We emphasize that M; denotes a matrix whereas 4;; denotes a scalar.

Remark: The sign (—1)"" of the cofactor Ay is frequently obtained using the checkerboard pattern.
Specifically, beginning with + and alternating signs, i.e.,

+ =+,

count from the main diagonal to the appropriate square.

1 23
Example 8.8. Let4 = |:4 5 6:|.Find the following minors and cofactors: (a) |My;| and 4,3, (b) |M53,| and A5;.
7 8 9
1 2 3
(@) Mxyl=1]4 5 6 —’1 2‘—8—14——6 and s0 Ay = (=13 My = —(—=6) =6
3l = =17 g|= =5 23 = 3l = =
7 8 9
1 2 3 ) 3
(b) Myl=|4 5 6 :‘5 6':12—15:—3, and so Ay = (=)' M| = +(=3) = -3
7 8 9

Laplace Expansion
The following theorem (proved in Problem 8.32) holds.

Theorem 8.8: (Laplace) The determinant of a square matrix 4 = [a;] is equal to the sum of the products
obtained by multiplying the elements of any row (column) by their respective cofactors:

n
4] = ayd;y +apdy + ... +a,d, = Zl a;A;
j:

n
|| = aydy; +aydy + ... +ayd,; = Zl a;dy
£
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The above formulas for |A4]| are called the Laplace expansions of the determinant of 4 by the ith row
and the jth column. Together with the elementary row (column) operations, they offer a method of
simplifying the computation of |4]|, as described below.

8.8 EVALUATION OF DETERMINANTS

The following algorithm reduces the evaluation of a determinant of order » to the evaluation of a
determinant of order n — 1.

Algorithm 8.1: (Reduction of the order of a determinant) The input is a nonzero n-square matrix
A =[a;] with n > 1.

Step 1. Choose an element a; = 1 or, if lacking, a;; # 0.

Step 2. Using a;; as a pivot, apply elementary row (column) operations to put 0’s in all the other positions
in the column (row) containing a;;.

Step 3. Expand the determinant by the column (row) containing a;.
The following remarks are in order.

Remark 1: Algorithm 8.1 is usually used for determinants of order 4 or more. With determinants of
order less than 4, one uses the specific formulas for the determinant.

Remark 2: Gaussian elimination or, equivalently, repeated use of Algorithm 8.1 together with row
interchanges can be used to transform a matrix 4 into an upper triangular matrix whose determinant is the
product of its diagonal entries. However, one must keep track of the number of row interchanges, since
each row interchange changes the sign of the determinant.

5 4 2 1
2 3 1 -2
-5 =7 =3 9
1 -2 -1 4
Use a,; = 1 as a pivot to put 0’ in the other positions of the third column, that is, apply the row operations
“Replace R, by —2R, +R,”, “Replace R; by 3R, + R;”, and “Replace R, by R, + R,” By Theorem 8.3(c), the
value of the determinant does not change under these operations. Thus

Example 8.9. Use Algorithm 8.1 to find the determinant of 4 =

5 4 2 1 1 -2 0 5
4| = 2 3 1 -2 _ 2 31 =2
5 7 =3 9 1 2 0 3
1 -2 -1 4 3 1 0 2

Now expand by the third column. Specifically, neglect all terms that contain 0 and use the fact that the sign of the
minor My; is (—1)*" = —1. Thus

e I T
Mi=—T 5 ¢ 3|=-|1 2 3|=—@-18+5-30-3+4)=—(-38)=38
310 2 312
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8.9 CLASSICAL ADJOINT

Let A4 = [a;] be an n x n matrix over a field K and let 4;; denote the cofactor of a;. The classical
adjoint of 4, denoted by adj 4, is the transpose of the matrix of cofactors of 4. Namely,

adj A =[4,]"

We say “classical adjoint” instead of simply “adjoint” because the term “adjoint” is currently used for an
entirely different concept.

2 3 -4
Example 8.10. Let 4 = |:0 -4 2 :| The cofactors of the nine elements of A follow:
1 -1 5

A“:—i—‘ ‘1‘ ?': 18, Alz_—'? g’:z A13_+'(1) j’:4
Ay = ‘ f _‘5":—11, A22:+'f _‘5"=14, Ayy = '? _f’:s
A31:+‘_i _‘z":*lo* A32:f'(2) _‘2"=74, Az +'é _i‘zfs
The transpose of the above matrix of cofactors yields the classical adjoint of 4, that is,
{—18 —11 —10:|
adj 4 = 2 14 -4
4 5 -8
The following theorem (proved in Problem 8.34) holds.
Theorem 8.9: Let 4 be any square matrix. Then
A(adj A) =(adj )A =1
where [ is the identity matrix. Thus, if |4| # 0,
A7 = i(adj A)
4]
Example 8.11. Let 4 be the matrix in Example 8.10. We have
det(4)=—-40+6+0—-16+4+0=—46
Thus 4 does have an inverse, and, by Theorem 8.9,
—-18 —11 -10 5 22
A7 :ﬁ(ade) = —% 2 14 —4|= —22% —% %
4 5 -8 —3 T 3

8.10 APPLICATIONS TO LINEAR EQUATIONS, CRAMER’S RULE

Consider a system AX = B of n linear equations in n unknowns. Here 4 = [a,] is the (square) matrix
of coefficients and B = [b,] is the column vector of constants. Let A; be the matrix obtained from 4 by
replacing the ith column of 4 by the column vector B. Furthermore, let

D = det(4), N, = det(4)), N, = det(4,), ces N, = det(4,)

The fundamental relationship between determinants and the solution of the system AX = B follows.
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Theorem 8.10: The (square) system AX = B has a solution if and only if D # 0. In this case, the unique
solution is given by

N, N, N,
XIZE, XZZB, ey =

The above theorem (proved in Problem 8.10) is known as Cramer’s rule for solving systems of linear
equations. We emphasize that the theorem only refers to a system with the same number of equations as
unknowns, and that it only gives the solution when D # 0. In fact, if D = 0, the theorem does not tell us
whether or not the system has a solution. However, in the case of a homogeneous system, we have the
following useful result (to be proved in Problem 8.54).

Theorem 8.11: A square homogeneous system AX =0 has a nonzero solution if and only if
D= 14| =0.

X+ y+ z= 35
Example 8.12. Solve, using determinants the system { x —2y —3z = —1
2x+ y— z= 3

First compute the determinant D of the matrix of coefficients:

1 1 1
1 -2 -3
2 1 -1

D= =2—-6+1+4+3+1=5

Since D # 0, the system has a unique solution. To compute N,, N,, N,, we replace, respectively, the coefficients of
X, y, z in the matrix of coefficients by the constant terms. This yields

5 1 1 1 5 1 1 1 5
N,=|-1 -2 =-3]=20, N,=|1 -1 =3|=-10, N,=|1 =2 —-1|=15
3 1 -1 2 3 -1 2 1 3

Thus the unique solution of the system is x=N,/D=4, y=N,/D=-2, z=N,/D=3, that is, the
vector u = (2, —1, 0).

8.11 SUBMATRICES, MINORS, PRINCIPAL MINORS

Let 4 = [a;] be a square matrix of order n. Consider any r rows and r columns of A. That is, consider
any set / = (i}, iy, . .., i,) of r row indices and any setJ = (j,, j,, . . .,J,) of r column indices. Then 7 and
J define an r x r submatrix of 4, denoted by A(/; J), obtained by deleting the rows and columns of 4
whose subscripts do not belong to / or J, respectively. That is,

Al ) =la,: sel, teJ]
The determinant |4(/; J)| is called a minor of A of order » and

(_1)il+i2+4..+i,+j1+j2+...+j, |A(], J)|

is the corresponding signed minor. (Note that a minor of order n — 1 is a minor in the sense of Section 8.7,
and the corresponding signed minor is a cofactor.) Furthermore, if /' and J’ denote, respectively, the
remaining row and column indices, then

1A' J")|

denotes the complementary minor, and its sign (Problem 8.74) is the same sign as the minor itself.
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Example 8.13. Let 4 =[a;] be a 5-square matrix, and let 7 ={1,2,4} and J = {2,3,5}. Then /' = (3,5} and
J' = {1, 4}, and the corresponding minor |M| and complementary minor |M’| are as follows:

app ap dps , o
M| =AU )| = |ay  ay  ays and M| = 14U )| =

Ay A4z lygs

az; a3y
ds)  dsq

Since 1 +24+4+2+3+5 =17 is odd, —|M]| is the signed minor, and —|M’| is the signed complementary minor.

PRINCIPAL MINORS

A minor is principal if the row and column indices are the same, or equivalently, if the diagonal
elements of the minor come from the diagonal of the matrix. We note that the sign of a principal minor is
always +1, since the sum of the row and identical column subscripts must always be even.

1 2 -1
Example 8.14. Letd = 3 5 4 |.Find the sums C;, C,, and C; of the principal minors of 4 of orders one, two
and three, respectively. -3 1 =2

(a) There are three principal minors of order one. These are
1] =1, |5] =5, | =2 =-2, and so Ci=14+5-2=4

Note that C, is simply the trace of 4. Namely, C; = tr(4).

(b) There are three ways to choose two of the three diagonal elements, and each choice gives a minor of order two.
These are

‘ 1 2

(-
i -

5 4
LU

1 =2 ‘ =14
(Note that these minors of order two are the cofactors 433, 4,,, and 4,; of 4, respectively.) Thus

C=—14+1-14=—14

(c) There is only one way to choose three of the three diagonal elements. Thus the only minor of order three is the
determinant of 4 itself. Thus

Cy=14]=—-10-24—-3—15—4+12=—44

8.12 BLOCK MATRICES AND DETERMINANTS

The following theorem (proved in Problem 8.36) is the main result of this section.

Theorem 8.12: Suppose M is an upper (lower) triangular block matrix with the diagonal blocks
Ay, Ay, ..., A,. Then

det(M) = det(4,) det(4,) . . . det(4,)

2
L
Example 8.15. Find M| where M = | 0 07
0
0
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Note that M is an upper triangular block matrix. Evaluate the determinant of each diagonal block:

5 3 2 15
=10+3 = 13, 3 -1 4|=—-124204+304+25—-16—-18=29
-bs 5 26

Then |M| = 13(29) = 377.

Remark: Suppose M = [é‘ lb;:|, where 4, B, C, D are square matrices. Then it is not generally
true that |M| = |4||D| — |B||C]|. (See Problem 8.68.)

8.13 DETERMINANTS AND VOLUME

Determinants are related to the notions of area and volume as follows. Let u, u,, ..., u, be vectors in
R". Let S be the (solid) parallelipiped determined by the vectors, that is,

S={aqu+au, +...+au,: 0<ag,<lfori=1,...,n}
(When n =2, S is a parallelogram.) Let V(S) denote the volume of S (or area of S when n» = 2). Then
V' (S) = absolute value of det (4)

where A is the matrix with rows u;, u,, .. ., u,. In general, V(S) = 0 if and only if the vectors u,, ..., u, do
not form a coordinate system for R”, i.e., if and only if the vectors are linearly dependent.

Example 8.16. Let u; =(1,1,0), u, =(1, 1, 1), u3 = (0,2, 3). Find the volume V(S) of the parallelopiped S in R*
(Fig. 8-2) determine by the three vectors.

Fig. 8-2

Evaluate the determinant of the matrix whose rows are u, u,, u3:

=3+04+0-0-2-3=-2

S = =
N — —

0
1
3

Hence V(S) =|—2| =2.

8.14 DETERMINANT OF A LINEAR OPERATOR

Let F be a linear operator on a vector space ¥ with finite dimension. Let 4 be the matrix representation
of F relative to some basis S of V. Then we define the determinant of F, written det(F), by

det(F) = |4]



Lipschutz-Lipson:Schaum’s | 8. Determinants Text © The McGraw-Hill
Outline of Theory and Companies, 2004
Problems of Linear

Algebra, 3/e

CHAP. 8] DETERMINANTS 289

If B were another matrix representation of F' relative to another basis S” of ¥, then 4 and B are similar
matrices (Theorem 6.7) and hence |B| = |4| by Theorem 8.7. In other words, the above definition det(F) is
independent of the particular basis S of V. (We say that the definition is well-defined.)

The next theorem (to be proved in Problem 8.62) follows from analogous theorems on matrices.

Theorem 8.13: Let F and G be linear operators on a vector space V. Then
(1) det(Fo G) = det(F) det(G).
(ii) F is invertible if and only if det(F) # 0.

Example 8.17. Let F be the following linear operator on R® and let 4 be the matrix that represents F relative to the usual
basis of R®:

2 —4 1
Fx,y,2)=2x—4y+z, x—2y+3z, 5x+y—2) and A=|1 =2 3
5 1 -1
Then

det(F) = 4| =4—-604+14+10—6 —4 = —55

8.15 MULTILINEARITY AND DETERMINANTS
Let V' be a vector space over a field K. Let .o/ = V", that is, ./ consists of all the n-tuples

A:(A17A2""’An)

where the 4; are vectors in V. The following definitions apply.

Definition: A function D: .o/ — K is said to be multilinear if it is linear in each component, that is:
(i) If4; =B+ C, then
DA4) = D(..., B+C, ..) =D(..,B,....)+D(...,C,..))
@ity 1If 4; = kB, where k € K, then
D) = D(...,kB,...) = kD(...,B,...)
We also say n-linear for multilinear if there are n components.
Definition: A function D: .o/ — K is said to be alternating if D(4) = 0 whenever A has two identical
elements, that is,
D(A,,4,,...,4,)=0 whenever A;=4;, i#]

Now let M denote the set of all n-square matrices 4 over a field K. We may view 4 as an n-tuple
consisting of its row vectors A4, 4,, ..., A,; that is, we may view 4 in the form 4 = (4, 4,, ..., 4,).

The following theorem (proved in Problem 8.37) characterizes the determinant function.
Theorem 8.14: There exists a unique function D: M — K such that:

(i) D is multilinear, (ii) D is alternating, (iii)) D) = 1.
This function D is the determinant function; that is, D(4) = |4|, for any matrix 4 € M.
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Solved Problems

COMPUTATION OF DETERMINANTS

8.1. Evaluate the determinant of each of the following matrices:

@ A:[g ﬂ,(b) B:[j _;]»(C) Cz[_‘f :3]’(0’) DZ[tgs H6—2]

Use the formula | ¢
c d

(@ |4 =603)—502)=18—10=38

(b) Bl=14+12=26

() ICl=-8-5=—13

(d IDl=@—5)(t+2)—18=£—3t—10—18 =2 — 10t — 28

b‘:ad—bc:

8.2.  Evaluate the determinant of each of the following matrices:

2 3 4 1 -2 3 1 3 -5
(@ A=|5 4 3|, ) B=|2 4 1|, (00 C=|3 -1 2
1 2 1 1 5 -2 1 -2 1

Use the diagram in Fig. 8-1 to obtain the six products:

(@ 1Al = 2(4)(1) 4+ 33)1) +4(2)(5) — 1(4)4) —23)2) — 13)(5) =8 +9+40— 16 — 12— 15 = 14
(b) |Bl=—-8+2+30—-124+5-8=9
(© ICl=—146430—-5+4—9=25

8.3. Compute the determinant of each of the following matrices:

(@ A=|5 6 71|,(b) B= e Cc=|32 1
g 9 1 0 05 6 i 2
0 00 3 1 -4 1

(a) One can simplify the entries by first subtracting twice the first row from the second row, that is by
applying the row operation “Replace R, by —2; + R,”. Then

34
0 —1
0 1

4] = =0-24+36—0+18—3=27

oo W N
NoJio o)
—_— 3

0 —= N

(b) B is triangular, so |B| = product of the diagonal entries = —120.

(¢) The arithmetic is simpler if fractions are first eliminated. Hence multiply the first row R; by 6 and the
second row R, by 4. Then

3 -6 -2 28
24C=13 2 —4|=6+24+24+4-48+18=28,50|C|="-=1
141 24
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8.4. Compute the determinant of each of the following matrices:

(a)

(@)

(b)

5 5 3 _o 6 2 1 0 5
o _3 2 _s 2 1 1 -2 1
A= ,(b) B= 1 1 2 =2 3
1 3 =2 2
1 —6 4 3 3 0 2 3 -1
-1 -1 =3 4 2
Use a;; =1 as a pivot to put 0’s in the first column, by applying the row operations “Replace R; by

—2R; + R,”, “Replace R, by 2R; + R,”, and “Replace R, by R; + R,”. Then
2 5 =3 =2 0 -1 1 -6
-1 1 -6
-2 -3 2 =5 0 3 -2 -1
4] = = =| 3 -2 -1
1 3 -2 2 1 3 =2 2
-3 2 5
-1 -6 4 3 0o -3 2 5
=104+3-36+36—-2—-15=—4
First reduce |B| to a determinant of order 4, and then to a determinant of order 3, for which we can use

Fig. 8-1. First use ¢,, = 1 as a pivot to put 0’s in the second column, by applying the row operations
“Replace R, by —2R, +R,”, “Replace R; by —R, + R;”, and “Replace R5 by R, + Rs”. Then

20 -1 4 3
2 -1 4 3 1 1 4 -1
21 1 =2 1
-1 10 2 0 0 0
Bl=|-1 0 1 0 2= =
323 — 5 23 =5
30 2 3 -1
1 -2 2 3 -1 =2 2 7
10 -2 2 6
1 4 -1
=| 5 3 —5[=21420—10—3+10— 140 = —102
-1 2 7

COFACTORS, CLASSICAL ADJOINTS, MINORS, PRINCIPAL MINORS

2 1 -3 4
5 -4 7 =2
85. Letd= 4 0 6 —3
3 =2 5 2
(a) Find 4,3, the cofactor (signed minor) of 7 in 4.

(b)
(c)

(@)

Find the minor and the signed minor of the submatrix M = A(2,4; 2,3).

Find the principal minor determined by the first and third diagonal entries, that is by
M=A4(1,3; 1,3).

Take the determinant of the submatrix of 4 obtained by deleting row 2 and column 3 (those which
contain the 7), and multiply the determinant by (—1)***:

2 1 4
Ap=—{4 0 —3|=—(=61)=6l
3 -2 2

The exponent 2 + 3 comes from the subscripts of 4,3, that is, from the fact that 7 appears in row 2 and
column 3.
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(b) The row subscripts are 2 and 4 and the column subscripts are 2 and 3. Hence the minor is the determinant

M| = |92 923 :‘_4 7’:—20-1—14:—6
Ay Qg3 -2 5
and the signed minor is (—1)*™*?*3|M| = —|M| = —(—6) = 6.
¢) The principal minor is the determinant
(©) princip:
_lan a|_|2 3| _ _
M| = az;  dz3 _‘4 6‘_]2+12_24

Note that now the diagonal entries of the submatrix are diagonal entries of the original matrix. Also, the
sign of the principal minor is positive.

1 11
86. letB=|2 3 4 |. Find: (a) |B|, () adjB,(c) B~' using adj B.
589

(@) |B|=274+204+16—-15-32—-18=-2
(b) Take the transpose of the matrix of cofactors:

“3 4' ’2 4‘ ’2 3“T
89 39 > 8 5 2 17" =5 -1 1
. 11 11 11
aij: ‘ ' ’ ’ —’ ‘ = -1 4 -3 = 2 4 =2
8 9 59 5 8 L L s
‘1 1' ‘1 1‘ ‘1 1‘ B B
L3 4 2 4 2 3]
. s - 3 3 -3
(c) SincelBI;éO,B”:?(aij):—z 2 4 2(=]|-1 =2 1
|BI 2 1 3 T S
2 2 2
1 2 3
87. Letd= |4 5 6 |,and letsS, denote the sum of its principal minors of order k. Find S for:
0 7 8

(@ k=1,0b) k=2,(c) k=3.
(a) The principal minors of order 1 are the diagonal elements. Thus S, is the trace of A4; that is,

S, =tr(d)=1+5+8=14

(b) The principal minors of order 2 are the cofactors of the diagonal elements. Thus
5 6 1 3 1 2

7 8 0 8 4 5

(c) There is only one principal minor of order 3, the determinant of 4. Then

Sy =4 +Ap + 433 = ‘

§;=14]=404+0+84-0—-42-64=18

1 3 0 -1
-4 2 5 1 . o .
88. Letd= 1 0 3 -2 Find the number N, and sum S; of principal minors of order:
3 21 4

(@ k=1,0) k=2,(c) k=3, k=4
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Each (nonempty) subset of the diagonal (or equivalently, each nonempty subset of {1, 2, 3, 4}) determines

!
a principal minor of 4, and N, = (n) "™ of them are of order k.

k)~ kn—k)!

(e me(me ome(eae me()o

@ Sy =11+R2I+B+M4=1+2+3+4=10

1 3] |1 0] [1 —=1] |2 5 2 1] |3 =2

O S=1_ 5t 3| Ts 4Tl sl T2 4T
— 144347464104 14 =54

1 3 0 13 —1| [1 0 —1 205 1

© S;=|-4 2 5|+|—4 2 1|+|1 3 —2|/+| 0 3 -2

1 0 3 3 2 4| |31 4 |21 4

=57+ 65422+ 54 = 198
d) S, = det(4) =378

DETERMINANTS AND SYSTEMS OF LINEAR EQUATIONS

3y+2x=z+1
8.9. Solve using determinants the system { 3x + 2z =8 — Sy
3z—1=x—-2

First arrange the equation in standard form, then compute the determinant D of the matrix of coefficients:

2x4+3y— z= 1 2 3 -1
3x+5y+2z= 8 and D=3 5 2/ =-30+6+6+5+8+27=22
x—2y—3z=-1 1 -2 -3

Since D # 0, the system has a unique solution. To compute Ny, Ny, N,, we replace, respectively, the

coefficients of x, y, z in the matrix of coefficients by the constant terms. Then

1 3 -1 2 1 -1 2 3 1
N=| 8 5 2|=66, N,=|3 8 2|=-22 N.=[3 5 =44
-1 =2 -1 1 -1 -3 1 =2 -1
Thus
_&_ﬁ_g _&__22_ 1 _Nz_ﬁ_
D ;2 T T ’ D 2
kx+y+z=1
8.10. Consider the system §{ x +ky+z=1
x+y+hkz=1

Use determinants to find those values of k for which the system has:
(a) aunique solution, (b)) more than one solution, (¢) no solution.

(a) The system has a unique solution when D # 0, where D is the determinant of the matrix of coefficients.
Compute

=R+ 14+l—k—k—k=k =3k+2=>(—17>k+2)

—_—

11
k1
1 k
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Thus the system has a unique solution when
(k — 1)*(k 4+ 2) # 0, that is, when k # 1 and k # 2

(b and ¢) Gaussian elimination shows that the system has more than one solution when k& = 1, and the
system has no solution when k = —2.

MISCELLANEOUS PROBLEMS

8.11.

8.12.

8.13.

8.14.

Find the volume ¥V (S) of the parallelepiped S in R? determined by the vectors:
(@ uy=0,1,D),u, =(1,3,-4),u; =(1, 2, -5).
b)) uy=1,2,4),u, =2,1,-3),u,, =(5,7,9).
V(S) is the absolute value of the determinant of the matrix M whose rows are the given vectors. Thus

1

-5
4
—3|1=9-30+56—-20+21—36 =0. Thus ¥V(S) = 0, or, in other words, u;, u,, u;
5 7 9
lie in a plane and are linearly dependent.

(@ M= =—15—-4+2-34+8+5=—7 Hence V(S)=|—7]=7.

1
1
1
1
2

— NN W=

(b M| =

3 41
2.5,0,0

Find det(M) where M = =10 9
Eg _

S

01

S O N W
[NV NN
SN OO

|

|
L

|
T

|

|

W AN OO
AN O OO
A OINIO O
W N OoOIo O
oo O

0
0 0 4 0
M is a (lower) triangular block matrix; hence evaluate the determinant of each diagonal block:
3 4 6 7
‘2 5 ‘3 4—24—21—3

Thus [M| = 7(2)(3) = 42.

’:15—8:7, 2| =2,

Find the determinant of F: R®> — R> defined by
F(x,y,z2) =(x+3y—4z, 2y+7z, x+5y—32)

The determinant of a linear operator F' is equal to the determinant of any matrix that represents /. Thus
first find the matrix 4 representing F in the usual basis (whose rows, respectively, consist of the coefficients
X,¥,z). Then

1 3 -4
A=10 2 7], and so det(F) =14 = —-6+214+0+8—-35—0=—8
1 5 =3

Write out g = g(xy, x,, x3, x4) explicitly where

g(xy, g, .oy x) = [0 — X;)-

i<j

The symbol [] is used for a product of terms in the same way that the symbol Y is used for a sum of
terms. That is, ]—L.<j (x; — x;) means the product of all terms (x; — x;) for which 7 < j. Hence

g=g(x1, -, xy) = () — )% — x3)(x) — x)(0 — x3) (0 — X4) (%3 — X4)
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8.15. Let D be a 2-linear, alternating function. Show that D(4, B) = —D(B, A).
Since D is alternating, D(4, A) = 0, D(B, B) = 0. Hence
DA+ B, A+ B)=D(4,A4) + D(4, B) + D(B,A) + D(B, B) = D(4, B) + D(B, A)
However, D(A + B, A+ B) = 0. Hence D(4, B) = —D(B, A), as required.
PERMUTATIONS
8.16. Determine the parity (sign) of the permutation ¢ = 364152.
Count the number of inversions. That is, for each element k, count the number of elements i in ¢ such
that i > k and i precedes k in o. Namely,
k=1: 3 numbers (3,6,4) k=4: 1 number (6)
k=2: 4numbers (3,6,4,5) k=135: 1 number (6)
k=3: 0 numbers k=1: 0 numbers
Since3+4+0+4+141+4+0=9is odd, ¢ is an odd permutation, and sgn ¢ = —1.
8.17. Let o = 24513 and t© = 41352 be permutations in Ss. Find: (@) o0, (b)) o .
Recall that ¢ = 24513 and 7 = 41352 are short ways of writing
(P2 1)=2, o2)=4, 0oB)=5 o@d=1 a5)=3
6—24513 or al)=2, o)=4, o3)=5 o4 =1, a0 =
(P24 1)=4 2)=1 3)=3 4 =5 5)=2
‘5741352 or (=4, (2)=1, 3)=3, 4d=5 1105=
(a) The effects of ¢ and then 7 on 1,2, 3,4, 5 are as follows:
1—->2-—>1, 2—>4-—5, 3552, 4 —1—4, 5-3->3

8.18.

8.19.

[That is, for example, (10 6)(1) = 1(a(1)) = 1(2) = 1.] Thus 70 ¢ = 15243.
(b) By definition, 6~'(j) = k if and only if o(k) = . Hence

(245 13\ (12345 o
”‘(12345)‘(41523) or o =452

Let ¢ =, /,...j, be any permutation in S,. Show that, for each inversion (i, k) where i > k but i
precedes k in o, there is a pair (i%*, j*) such that

* < k* and a(i*) > a(j*) (1)
and vice versa. Thus ¢ is even or odd according to whether there is an even or an odd number of
pairs satisfying (1).

Choose i* and k* so that 0(i*) = i and g(k*) = k. Then i > k if and only if 6(i*) > o(k*), and i precedes
k in ¢ if and only if i* < k*.

Consider the polynomials g = g(x, ..., x,) and a(g), defined by
g=g(x,...,x,) = l_[(xi - xj) and o(g) = H(xo'(i) - xo’(/))
i<j i<j
(See Problem 8.14.) Show that ¢(g) = g when ¢ is an even permutation, and o(g) = —g when ¢ is

an odd permutation. That is, o(g) = (sgn 0)g.

Since ¢ is one-to-one and onto,

U(g) = _l_[_(xa(i) - xo'(])) = H (‘xi - x/)
i<y

i<jori>j
Thus a(g) or o(g) = —g according to whether there is an even or an odd number of terms of the form x; — x;,
where i > j. Note that for each pair (i, j) for which
i<j and a(i) > a(j)
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8.20.

8.21.

DETERMINANTS [CHAP. 8

there is a term (x,(;) — X, ;) in o(g) for which (i) > a(j). Since ¢ is even if and only if there is an even
number of pairs satisfying (1), we have o(g) = g if and only if ¢ is even. Hence o(g) = —g if and only if ¢
is odd.

Let g,7 € S,. Show that sgn(to g) = (sgn 7)(sgn ¢). Thus the product of two even or two odd
permutations is even, and the product of an odd and an even permutation is odd.

Using Problem 8.19, we have
sgn(zo 0) g = (t° 0)(g) = 1(a(g)) = t((sgn 0)g) = (sgn 7)(sgn o)g
Accordingly sgn (to g) = (sgn 7)(sgn o).

Consider the permutation ¢ = j, j, .. .j,. Show that sgn 6~' = sgn ¢ and, for scalars a;;, show that

ij>

ajllaj22 e aj”n = alkl a2k2 e ankn
-1 _
where 7' = kik, .. . k,.
We have 67! o ¢ = ¢, the identity permutation. Since ¢ is even, ¢! and ¢ are both even or both odd.

Hence sgn ¢! = sgn 0.

Since 0 =j\j,...j, 18 a permutation, a; d;,,...a;, = Qi Ao, - - - Ay, - Then ky, ks, ..., k, have the
property that
a(k) =1, o(ky) =2, e o(k,)=n

Let t =kik, ...k, Then, fori=1,...,n,
(00 D)) = a(z(®) = alk) =i

Thus ¢ o t = ¢, the identity permutation. Hence t = ¢~ .

PROOFS OF THEOREMS

8.22.

8.23.

Prove Theorem 8.1: |A7| = |A|.
If A = [a,), then A" = [b], with b; = a;. Hence
14T = 3" (580 0102 b202) - - - Do) = ZS (sgn 0)a,1),19502)2 - - - Ag(mpn
€S,

gES,
Let 1 = o~!. By Problem 8.21 sgn t = sgn g, and Ao(1),196(2),2 - - - Co(myn = Qe(1)322(2) - - - Ane(n)- HENCE
T
47 = Zs (sgn T)ay,1)@2:02) - - - Anein)
=

However, as ¢ runs through all the elements of S,, 7 = ¢!

47| = 14].

also runs through all the elements of S,. Thus

Prove Theorem 8.3(i): If two rows (columns) of 4 are interchanged, then |B] = —|A4].

We prove the theorem for the case that two columns are interchanged. Let 7 be the transposition that
interchanges the two numbers corresponding to the two columns of 4 that are interchanged. If 4 = [a;] and
B = [b;], then b; = a;,(;). Hence, for any permutation o,

bla(l)bZU(Z) cee bnu‘(n) = A1rog(1)%2106(2) * - - Anro o(n)

Thus
|B| = Z (Sgl’l O-)bla(l)bZG(z) cee bno‘(n) = Z (Sgn 0)a11<> G(l)aZ‘[ °oa(2) - Apro a(n)
€S, GgeSs,
Since the transposition 7 is an odd permutation, sgn(tc g) = (sgn 7)(sgn ) = —sgn o. Thus
sgng = —sgn (to ), and so
|B| = - ZS [sgn(r © J)]alrc o()%2106(2) * - - Anro a(n)
o€eSs,

But as ¢ runs through all the elements of S,, 7 o ¢ also runs through all the elements of S,,. Hence |B| = —|A4]|.
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8.24. Prove Theorem 8.2: (i) If 4 has a row (column) of zeros, then |4| = 0.

8.25.

8.26.

(1) If A has two identical rows (columns), then |4| = 0.
(i) If 4 is triangular, then |4| = product of diagonal elements. Thus |/| = 1.

(i) Each term in |4| contains a factor from every row, and so from the row of zeros. Thus each term of |4| is
zero, and so |4 = 0.

(i) Suppose 1 + 1 # 0 in K. If we interchange the two identical rows of 4, we still obtain the matrix A.
Hence, by Problem 8.23, |[4| = —|A|, and so |4]| = 0.

Now suppose 1 + 1 = 0 in K. Then sgn ¢ = 1 for every ¢ € §,,. Since 4 has two identical rows, we

can arrange the terms of 4 into pairs of equal terms. Since each pair is 0, the determinant of 4 is zero.

(ii)) Suppose 4 = [a;] is lower triangular, that is, the entries above the diagonal are all zero: a; =0
whenever i < j. Consider a term ¢ of the determinant of A:

t = (sgn o)ay; ay, - - - Gy , where 0=1y...I,
Suppose i; # 1. Then 1 < i, and so a;; = 0; hence ¢ = 0. That is, each term for which i; # 1 is zero.
Now suppose iy = 1 but i, # 2. Then 2 < i,, and so a,;, = 0; hence 7 = 0. Thus each term for
which i, # 1 or i, # 2 is zero.

Similarly, we obtain that each term for which i} # 1 ori, # 2 or ... or i, # n is zero. Accordingly,
|4| = ayay, . . . a,, = product of diagonal elements.

nn

Prove Theorem 8.3: B is obtained from A4 by an elementary operation.

(1) If two rows (columns) of 4 were interchanged, then |B| = —|4|.
(i) If a row (column) of 4 were multiplied by a scalar k, then |B| = k|A|.
(i) If a multiple of a row (column) of 4 were added to another row (column) of 4, then |B| = |4].

(1) This result was proved in Problem 8.23.
(ii) If the jth row of 4 is multiplied by £, then every term in |4| is multiplied by %, and so |B| = k|A|. That is,

Bl =3 (sgn 0)ay; ay;, - - .(kaj,j) @y =k) (sgnolayay, .. .a, =klA|
[

a

(iii)  Suppose ¢ times the kth row is added to the jth row of 4. Using the symbol " to denote the jth position in
a determinant term, we have

Bl = > (sgn 0)ay; ay;, - .. (cay, + ajij) cee
a

=cy (sgnaay; ay, ... dg, - @y + D (sgn o)ay; ay; . iy,

o a

The first sum is the determinant of a matrix whose kth and jth rows are identical. Accordingly, by
Theorem 2(ii), the sum is zero. The second sum is the determinant of 4. Thus |B| =c -0+ |4]| = |4].

Prove Lemma 8.6: Let E be an elementary matrix. Then |EA| = |E||4].

Consider the elementary row operations: (i) Multiply a row by a constant k£ # 0,

(ii) Interchange two rows, (iii) Add a multiple of one row to another.

Let E,, E,, E5 be the corresponding elementary matrices That is, £, E,, E; are obtained by applying the
above operations to the identity matrix /. By Problem 8.25,

|E\| = k|| = K, |Ey| = =l = —1, |Es| =11 =1

Recall (Theorem 3.11) that E;4 is identical to the matrix obtained by applying the corresponding operation to
A. Thus, by Theorem 8.3, we obtain the following which proves our lemma:

|E\Al = k|4 = |E, [14], |ExA| = —|4] = |Ey 4], |E3A| = |4] = 114] = |E;]|4]
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8.27. Suppose B is row equivalent to a square matrix 4. Prove that |B| = 0 if and only if |4| = 0.

By Theorem 8.3, the effect of an elementary row operation is to change the sign of the determinant or to
multiply the determinant by a nonzero scalar. Hence |B| = 0 if and only if |4| = 0.

8.28. Prove Theorem 8.5: Let 4 be an n-square matrix. Then the following are equivalent:
(i) A is invertible, (ii) AX = 0 has only the zero solution, (iii) det(4) # 0.

The proof is by the Gaussian algorithm. If 4 is invertible, it is row equivalent to /. But |/| # 0. Hence, by
Problem 8.40, |4| # 0. If A4 is not invertible, it is row equivalent to a matrix with a zero row. Hence
det(4) = 0. Thus (i) and (iii) are equivalent.

If AX = 0 has only the solution X = 0, then A4 is row equivalent to / and A is invertible. Conversely, if 4
is invertible with inverse 4!, then

X=IX=A"'"ADX=4""'4X)=4"'0=0

is the only solution of AX = 0. Thus (i) and (ii) are equivalent.

8.29. Prove Theorem 8.4: |AB| = |A4||B|.
If 4 is singular, then 4B is also singular, and so |4B| = 0 = |4||B|. On the other hand, if 4 is non-
singular, then 4 = E, ... E,E|, a product of elementary matrices. Then, Lemma 8.6 and induction, yields

|4B| = |E, ... E,E\B = |E,| ... |E,||E\||E||B| = |A]|B]

8.30. Suppose P is invertible. Prove that |[P~'| = |P|~!.
P'P=1 Hencel =|I|=|P~'P|=|P7'||P|,and s0 |P'| = |P|".

8.31. Prove Theorem 8.7: Suppose 4 and B are similar matrices. Then |4| = |B|.

Since 4 and B are similar, there exists an invertible matrix P such that B = P~!4P. Therefore, using
Problem 8.30, we get |B| = |P~'AP| = |P~!|4||P| = |4||P~!||P = |A|.

We remark that although the matrices P~' and 4 may not commute, their determinants |[P~!| and |4| do
commute, since they are scalars in the field K

8.32. Prove Theorem 8.8 (Laplace): Let 4 = [a;], and let 4;; denote the cofactor of a;;. Then, for any i or j
|A| = al'lAil +...+ ainAin and |A| = alelj + ...+ anjAnj

Since |4| = |AT|, we need only prove one of the expansions, say, the first one in terms of rows of 4. Each
term in |A4| contains one and only one entry of the ith row (a;;, a;,, .. ., a;,) of 4. Hence we can write |4] in the
form

4] = ailA;'k] + a,—zA;Fz +...+ a,-nAj?;

(Note that 4% is a sum of terms involving no entry of the ith row of 4.) Thus the theorem is proved if we can
show that

4 i+
A= 4y = (=11
where M;; is the matrix obtained by deleting the row and column containing the entry a;;. (Historically, the

expression A% was defined as the cofactor of a;, and so the theorem reduces to showing that the two

definitioins of the cofactor are equivalent.)
First we consider the case that i = n, j = n. Then the sum of terms in |4| containing a,, is

annA:x:n = dy, Z(Sgll O—)ala(l)a20(2) s an—l,zr(n—l)
a

where we sum over all permutations ¢ € S, for which a(n) = n. However, this is equivalent (Prove!) to
summing over all permutations of {1,...,n — 1}. Thus 4%, = |M,,| = (—=1)"*"|M,,|.
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Now we consider any i and j. We interchange the ith row with each succeeding row until it is last, and we
interchange the jth column with each succeeding column until it is last. Note that the determinant |A;;| is not
affected, since the relative positions of the other rows and columns are not affected by these interchanges.
However, the “sign” of |4| and of 4% is changed n — 1 and then n — j times. Accordingly,

A% = (1" M, = (=17 |M,|

8.33. LetA = [a;] and let B be the matrix obtained from A by replacing the ith row of 4 by the row vector
(by, - - -, by,). Show that
Bl = by Ay + bpdp + ... + by,

Furthermore, show that, for j # i,
apdy +apdp+ ... +a,d;, =0 and aydy; +aydy + ... +aud,; =0

Let B = [b;]. By Theorem 8.8,
IBl = by By + bpBy + ...+ b,By,
Since Bi/’ does not depend on the ith row of B, we get Bif = A!-/- forj=1,...,n Hence
1Bl = bydy + bpdp + ... + by d;,

Now let A" be obtained from A4 by replacing the ith row of 4 by the jth row of A. Since 4’ has two identical
rows, |A'| = 0. Thus, by the above result,

4| = aydy +apdp+ ... + a4, =0
Using 47| = |4|, we also obtain that a;;4; + aydy + ... + a,;A4,; = 0.

8.34. Prove Theorem 8.9: A(adj A) = (adj 4)4 = |A|l.
Let 4 = [a;] and let A(adj A) = [b;]. The ith row of 4 is
(an, ap, -, a;) )]

Since adj 4 is the transpose of the matrix of cofactors, the jth column of adj 4 is the tranpose of the cofactors
of the jth row of A4, that is,

Aj A A" ®)

Now b,;, the ij entry in A(adj A), is obtained by multiplying expressions (1) and (2):

1]'7
by =apd; +apdp + ... +a,d;,
By Theorem 8.8 and Problem 8.33,
b 4] if i=j
P10 ifi#j
Accordingly, A(adj A) is the diagonal matrix with each diagonal element |4|. In other words, 4A(adj 4) = |4|I.
Similarly, (adj 4)4 = |A|I.

8.35. Prove Theorem 8.10 (Cramer’s rule): The (square) system AX = B has a unique solution if and only
if D # 0. In this case, x; = N;/D for each i.

By previous results, AX = B has a unique solution if and only if 4 is invertible, and 4 is invertible if and
only if D = |A] # 0.
Now suppose D # 0. By Theorem 8.9, 4~! = (1/D)(adj A). Multiplying AX = B by A~!, we obtain

X = A7'AX = (1/D)(adj 4)B 1)
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Note that the ith row of (1/D)(adj 4) is (1/D)(Ay;, Ayjs - .., Ay). If B= (b, by, ..., b,)", then, by (1),
x; = (1/D)byAy; + bydy + ... + b,4,)

However, as in Problem 8.33, b4, + b4, + ... + b,4,; = N,, the determinant of the matrix obtained by

replacing the ith column of 4 by the column vector B. Thus x; = (1/D)N,, as required.

8.36. Prove Theorem 8.12: Suppose M is an upper (lower) triangular block matrix with diagonal blocks
A, Ay, ..., A,. Then
det(M) = det(4,) det(4,) . . . det(4,,)

We need only prove the theorem for n = 2, that is, when M is a square matrix of the form M = |:1§ g:|
The proof of the general theorem follows easily by induction.

Suppose 4 = [a;] is r-square, B = [b;] is s-square, and M = [m;] is n-square, where n =r +s. By
definition,

det(M) = Y (sgn 0)m o1y - - - Mg

€S,
If i > r and j < r, then m; = 0. Thus we need only consider those permutations ¢ such that
olr+1,r+2,....,r+s}={r+1,r+2,...,r+s} and o{l,2,...,r}={1,2,...,r}
Let ¢,(k) = a(k) for k <r, and let g,(k) = o(r + k) — r for k < s. Then
(sgn 0)m1a(1)mza(2) RO (sgn 01)“101(1)61202(2) . 'aral(r)(sgn 62)b1(rz(1)b202(2) e bs(lz(s)

which implies det(M) = det(A4) det(B).

8.37. Prove Theorem 8.14: There exists a unique function D : M — K such that:

(1) D is multilinear, (i) D is alternating, (iii) D(/) = 1.
This function D is the determinant function; that is, D(4) = |4|.

Let D be the determinant function, D(4) = |A|. We must show that D satisfies (i), (ii), and (iii), and that D
is the only function satisfying (i), (ii), and (iii).

By Theorem 8.2, D satisfies (ii) and (iii). Hence we show that it is multilinear. Suppose the ith row of
A = [ay] has the form (b; + ¢y, by +cp, --., by +¢;). Then

1

D) =D, ..., Bi+C,, ..., 4,
= SZ (sgn 0)ay,1y - - - 4i1 o(i—1) iy T Cio(i) - - - Anotn)
= SZ (sgn 6)aio(1y - - - biggiy - « - Aoy + SZ (sgn 6)ais(1y - - - Ciogi) - - - Anotn)

n n

=DW,,....B,,....,A)+DA,,....Ci,....A,)
Also, by Theorem 8.3(ii),
DAy, ... k... A) = kDA, ... Ay ... 4,)

Thus D is multilinear, i.e., D satisfies (i).
We next must prove the uniqueness of D. Suppose D satisfies (i), (ii), and (iii). If {e,, ..., e,} is the usual
basis of K", then, by (iii), D(e,, e,, . .., e,) = D(I) = 1. Using (ii), we also have that

De; . e, ..., ¢ ) =sgno, where 0 =1y...I, 1)
Now suppose 4 = [a;]. Observe that the kth row 4 of 4 is
Ay = (@, oy -5 A) = aper Hapey + ...+ aye,
Thus
D(4) = D(a ey + ...+ aje, aye +...+axye, ..., age;+...+a,e,)
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Using the multilinearity of D, we can write D(4) as a sum of terms of the form
DA =} Dlaye; ., ay,en, - aye;)
= Z(ali, Ayjy - - - ani,,)D(ei, s €iyseees ei,,) (@)
where the sum is summed over all sequences 7,1, . . . i,,, where i; € {1, ..., n}. If two of the indices are equal,
say i; = i; but j # k, then, by (ii),
D(e,-l,e,-z,...,e,-)zo

n

Accordingly, the sum in (2) need only be summed over all permutations ¢ = i;i,

have that

D) =3 (alfI Ayjy - - - am'n)D(ei1 s €y eees ei,,)
g

...1,. Using (1), we finally

=2 (sgno)ay ay, -..a,, where og=1ily...1I,
g
Hence D is the determinant function, and so the theorem is proved.
Supplementary Problems
COMPUTATION OF DETERMINANTS
8.38. Evaluate:
2 6 5 1 -2 8 4 9 a—b a
@ ‘4 L ® ‘3 L © ’_5 b @ ’1 L@ | Hb‘
. t—4 3 t—1 4
8.39. Find all 7 such that: (a) ’ ) (29 ‘ =0, (b) 3 P ‘ =0
8.40. Compute the determinant of each of the following matrices:
2 1 1 3 -2 —4 (2 -1 4 7 6 5
(@) 0 5 =21,0 2 5 —=11{,(0 6 -3 =21, 1 2 1
1 -3 4 0 6 1 4 1 2 3 -2 1
8.41. Find the determinant of each of the following matrices:
1 2 2 3 2 1 302
1 0 -2 0 30 1 -2
@ 3 01 2@ |14 3
4 -3 0 2 2 2 -1 1
8.42. Evaluate:
2 -1 3 —4 2 -1 4 -3 1 =2 3 -1
2 1 =2 1 -1 1 0o 2 1 I =2 0
@ 13 3 5 4 ® |3 23 4@ 3 o 4 s
5 2 -1 4 1 -2 2 -3 1 4 4 -6
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8.43. Evaluate each of the following determinants:
1 2 -1 3 1 1 3 579 1 2 3 45
2 -1 1 =2 3 2 4 2 4 2 5 4 3 2 1
@ | 3 1 0 2 =1, |0 0 1 2 3,() |0 06 5 1
5 1 2 =3 4 00 5 6 2 00 0 7 4
-2 3 -1 1 -2 00 2 3 1 000 2 3

COFACTORS, CLASSICAL ADJOINTS, INVERSES

8.44. Find det(4), adj 4, and 4™, where:
1 10 1 2 2
@ A=|1 1 1{,(b) A=]|3 1 0
0 2 1 1 1 1
8.45. Find the classical adjoint of each matrix in Problem 8.41.
8.46. Letd= |:Z cbl] (a) Find adj 4, (b) Show that adj(adj A) = 4, (¢) When does 4 = adj 4?
8.47. Show that if 4 is diagonal (triangular) then adj 4 is diagonal (triangular).
8.48. Suppose 4 = [a;] is triangular. Show that:

(a) A is invertible if and only if each diagonal element a;; # 0.

(b) The diagonal elements of A~! (if it exists) are aj;'

MINORS, PRINCIPAL MINORS

=, the reciprocals of the diagonal elements of 4.

3 -1 5
-3 1 4 . . . .
_s 5 HE Find the minor and the signed minor
0o 5 =2
42,35 2,4), @ B2.3 2.4.

minors of order k for:

—4 1 -4 3
1,0 c=|2 1 5
0 4 -7 11

1 2 3 2 1
1 0o -2 3 2
8.49. Let 4= 3 2 5 and B = 0
4 -3 0 -1 3
corresponding to the following submatrices:
(@) A(l,4; 3,4), b) B(l,4 3,4), (0
8.50. For k£ =1,2,3, find the sum S, of all principal
1 3 2 1 5
(@ A=|(2 -4 3|,(b) B=|2 6
5 =2 1 3 =2
8.51. For k =1,2,3,4, find the sum S, of all principal minors of order & for:
1 2 3 -1 1
1 -2 0 5 0
@ A=\ | 5 | ® B=|,
4 0 -1 -3 2

N W~ N
O NN~
w AW
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DETERMINANTS AND LINEAR EQUATIONS

8.52. Solve the following systems by determinants:
3x+5y=38 2x—3y=-1 ax —2by=c
(@) {4x—2y:1’(b) {4x+7y:—1’(c) 3ax — 5by = 2¢ (ab #0)

8.53. Solve the following systems by determinants:

2x—5y+2z=7 2z4+3 =y+3x
(a) x+2y—4z=3,(b) x=3z=2+1
3x—4y—6z=5 3y+z=2—-2x

8.54. Prove Theorem 8.11: The system AX = 0 has a nonzero solution if and only if D = |4| = 0.

PERMUTATIONS
8.55. Find the parity of the permutations ¢ = 32154, © = 13524, © = 42531 in Ss.

8.56. For the permutations in Problem 8.55, find:
@ toag, (b) meo, (0 o', (@

8.57. Let 7 €S,. Show that 7o ¢ runs through S, as ¢ runs through S, thatis, S, = {tco:0 € S,}.

8.58. Let g € S, have the property that o(n) = n. Let ¢* € S,_; be defined by ¢*(x) = a(x).
(a) Show that sgn ¢* = sgn o,
(b) Show that as ¢ runs through S,, where a(n) = n, ¢* runs through S,_,, that is,
S,_1={c*:0€S8,, an) =n}
8.59. Consider a permutation ¢ =, j, . ..Jj,. Let {¢;} be the usual basis of K", and let 4 be the matrix whose ith row
is e, ie, A= (ejl, € e./',,)' Show that |4]| = sgn ¢.
DETERMINANT OF LINEAR OPERATORS
8.60. Find the determinant of each of the following linear transformations:

(@) T:R?— R? defined by T(x,y) = 2x — 9y, 3x —5y),
(b) T:R?®— R3 defined by T'(x,y,z) = 3x — 2z, 5y+7z, x+y+2)
(¢) T:R®— R? defined by T(x,y,z) = 2x+ Ty — 4z, 4x — 6y + 22).

8.61. Let D:VV — V be the differential operator, that is, D( f(¢)) = df /dt. Find det(D) if V is the vector space of
functions with the following bases: (a) {1,¢,...,£}, (b) {e,e*, &}, (c) {sint, cost}.

8.62. Prove Theorem 8.13: Let F' and G be linear operators on a vector space V. Then:
(1) det(Fo G) = det(F) det(G), (ii) F is invertible if and only if det(F) # 0.

8.63. Prove: (a) det(1,) = 1, where 1, is the identity operator, (b) -det(T~!) = det(T y~! when T is invertible.

MISCELLANEOUS PROBLEMS
8.64. Find the volume V(S) of the parallelepiped S in R determined by the following vectors:

@ wy=01,2,-3),u, =3,4,-1),u; =(2,-1,5),
b)) uy=0,1,3),u,=(1,-2,-4), u3 =(4,1,2).
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8.65. Find the volume V(S) of the parallelepiped S in R* determined by the following vectors:

u=(1,-2,5-1), u, =(2,1,-2,1), u3=03,0,1-2), uy=(1,-1,4,-1)

8.66. Let V be the space of 2 x 2 matrices M = [a z} over R. Determine whether D:V — R is 2-linear (with
respect to the rows) where: ¢

(@ DM)=a+d, () DM)=ac—bd, (e) DM)=0
(b) DM) = ad, (d DM)=ab—cd, (f) DM)=1

8.67. Let 4 be an n-square matrix. Prove k4| = k"|A|.

8.68. Let 4, B, C, D be commuting n-square matrices. Consider the 2n-square block matrix M = |:A B i| Prove

C D
that |M| = |4||D| — |B||C|. Show that the result may not be true if the matrices do not commute.

8.69. Suppose A4 is orthogonal, that is, 474 = I. Show that det(4) = =%1.

8.70. Let V be the space of m-square matrices viewed as m-tuples of row vectors. Suppose D:V — K is m-linear
and alternating. Show that:

(@ D(...,4,...,B,...)=—-D(...,B,...,A,...); sign changed when two rows are interchanged.
(b) IfA,A,,..., A4, are linearly dependent, then D(4,,4,,...,4,,) =0.

8.71. Let V be the space of m-square matrices (as above), and suppose D: V' — K. Show that the following weaker
statement is equivalent to D being alternating:
D(A,,45,...,4,)=0 whenever A; = A;;, for some i

Let V' be the space of n-square matrices over K. Suppose B € V is invertible and so det(B) # 0. Define
D:V — K by D(A) = det(4B)/det(B), where A € V. Hence

D(A,, Ay, ..., A,) = det(4,B, A,B, ..., A,B)/det(B)

where 4; is the ith row of 4, and so 4;B is the ith row of AB. Show that D is multilinear and alternating, and
that D(/) = 1. (This method is used by some texts to prove that |[AB| = |4||B].)

8.73. Show that g = g(x|,...,x,) = (—1)"V,_,(x) where g = g(x,) is the difference product in Problem 8.19,
x =ux,, and V,_, is the Vandermonde determinant defined by

1 1 . 1 1
X X, X1 X
_ 2 2 2 2
Vo) =[xy X2 X1 X
n—1 n—1 n—1 -1
x| X X, X

8.74. Let 4 be any matrix. Show that the signs of a minor A[/, J] and its complementary minor A[I’, J'] are equal.

8.75. Let A be an n-square matrix. The determinantal rank of A is the order of the largest square submatrix of 4
(obtained by deleting rows and columns of 4) whose determinant is not zero. Show that the determinantal rank
of 4 is equal to its rank, i.e., the maximum number of linearly independent rows (or columns).
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Notation: M = [R|; R,; ...] denotes a matrix with rows R, R,, ...
838. (a) -22, b —13, (o) 4o, (@ -21, (e) @ +ab+ b
839. (a) 3,10, ) 5,-2
8.40. (a) 21, b -—11, (c¢) 100, @ o
841. (a) -—131, ) =55
8.42. (a) 33, ») o, (¢) 45
843. (a) -—12, ) -—42, (c) —468
844. (o) |dl=-%adja=[-1,-1,1; —1,1,-1; 2,-2,0]
(b) |4l =-1,adj4=1[1,0,-2; -3,-1,6; 2,1,-5]. Also, 47! = (adj 4)/|4]|
8.45. (a) [-16,-29,—-26,-2;—-30,—-38,—16,29; -8,51, —13, —1; —13, 1,28, —18],
b) [21,-14,-17,—-19; —44,11,33,11; —29,1,13,21; 17,7, —19, —18]
846. (a) adjd=1Id,—b; —c,ada, (c) A=k
849. (a) -3,-3, (b) —23,-23, () 3,-3, d 17,-17
850. (a) —2,-17,73, () 7,10,105, (¢) 13,54,0
851. (a) 6,13,62,-219; b)) 17,-39,29,20
8.52. (a) x:%,y:% (b) x:—%,y:%, © x=-¢,y=-¢
853. (@) x=5y=1,z=1, (b) since D = 0, the system cannot be solved by determinants
8.55. (a) sgno=1,sgnt=—1,sgnn=—1
8.56. (a) toog=53142, (b) mo o =152413, () o ! =32154, (d t!'=14253
8.60. (a) det(T)=17, (b) det(T) =4, (¢) not defined
861. (a) O, b) 6, © 1
8.64. (a) 30, ®» o
8.65. 17
8.66. (a) no, (b) yes, (c) vyes, (d) no, (e) yes, (f) no

Companies, 2004
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CHAPTER 9

Diagonalization:
Eigenvalues and
Eigenvectors

9.1 INTRODUCTION

The ideas in this chapter can be discussed from two points of view.

Matrix Point of View

Suppose an n-square matrix A4 is given. The matrix 4 is said to be diagonalizable if there exists a
nonsingular matrix P such that

B=P'4P

is diagonal. This chapter discusses the diagonalization of a matrix 4. In particular, an algorithm is given to
find the matrix P when it exists.

Linear Operator Point of View
Suppose a linear operator 7: V' — V is given. The linear operator T is said to be diagonalizable if
there exists a basis S of 7 such that the matrix representation of 7 relative to the basis S is a diagonal

matrix D. This chapter discusses conditions under which the linear operator T is diagonalizable.

306
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Equivalence of the Two Points of View

The above two concepts are essentially the same. Specifically, a square matrix 4 may be viewed as a
linear operator F defined by

F(X)=4X
where X is a column vector, and B = P~'AP represents F relative to a new coordinate system (basis) S

whose elements are the columns of P. On the other hand, any linear operator 7 can be represented by a
matrix A4 relative to one basis and, when a second basis is chosen, T is represented by the matrix

B=P 4P

where P is the change-of-basis matrix.
Most theorems will be stated in two ways: one in terms of matrices 4 and again in terms of linear
mappings 7.

Role of Underlying Field K

The underlying number field K did not play any special role in our previous discussions on vector
spaces and linear mappings. However, the diagonalization of a matrix A or a linear operator 7 will depend
on the roots of a polynomial A(¢) over K, and these roots do depend on K. For example suppose
A(f) = 2 + 1. Then A(¢) has no roots if K = R, the real field; but A(¢) has roots =i if K = C, the complex
field. Furthermore, finding the roots of a polynomial with degree greater than two is a subject unto itself
(frequently discussed in courses in Numerical Analysis). Accordingly, our examples will usually lead to
those polynomials A(f) whose roots can be easily determined.

9.2 POLYNOMIALS OF MATRICES

Consider a polynomial f(f) = a,t" + ... + a,;t + a, over a field K. Recall (Section 2.8) that if 4 is any
square matrix, then we define

fA)=a,A"+...+ a4+ ayl
where 7 is the identity matrix. In particular, we say that 4 is a root of f(¢) if f(4) = 0, the zero matrix.

1 2 > | 7 10
Example 9.1. LetA_[3 4].ThenA _[15 22].If

fO=22-3t+5 and gl)=£-5-2

o _[14 207 [-3 —6],[5 0]_[16 14
f4) =24 3A+517[30 44}+[_9 42]*[0 5]*[21 37]

o [T 10 ~5 —107 -2 0] _[0 o
gy =47 =54 21_[15 —20}{—15 —2o]+[ 0 —2]_[0 0]

Thus 4 is a zero of g(z).

then

and

The following theorem (proved in Problem 9.7) applies.

Theorem 9.1: Let f and g be polynomials. For any square matrix 4 and scalar £,
() (f+&UA)=7)+gd) (i) (K)A)=k(4)
(i) (f2)4) =[(4)g4) (i) f(A)g(4) = g4)f(A).

Observe that (iv) tells us that any two polynomials in 4 commute.
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Matrices and Linear Operators

Now suppose that 7: V' — V is a linear operator on a vector space V. Powers of T are defined by the
composition operation, that is,

T>=ToT, T =T?%T,

Also, for any polynomial f(f) = a,t" + ...+ a;t + ay, we define f(T) in the same way as we did for
matrices; that is,

fM=a,T"+...+a,T+ayl

where 7 is now the identity mapping. We also say that T is a zero or root of f(¢) if f(T) = 0, the zero
mapping. We note that the relations in Theorem 9.1 hold for linear operators as they do for matrices.

Remark: Suppose A4 is a matrix representation of a linear operator 7. Then f(4) is the matrix
representation of f(7), and, in particular, f(7) = 0 if and only if f(4) = 0.

9.3 CHARACTERISTIC POLYNOMIAL, CAYLEY-HAMILTON THEOREM

Let 4 = [a;] be an n-square matrix. The matrix M = A — I, where 1, is the n-square identity matrix
and 7 is an indeterminate, may be obtained by subtracting # down the diagonal of A. The negative of M is
the matrix #/, — A4, and its determinant

A(t) = det(tl, — A) = (—1)" det(4 — ¢I,,)

which is a polynomial in ¢ of degree n, is called the characteristic polynomial of A.

We state an important theorem in linear algebra (proved in Problem 9.8).

Theorem 9.2: (Cayley—Hamilton) Every matrix 4 is a root of its characteristic polynomial.

Remark: Suppose 4 = [a;] is a triangular matrix. Then #/ — A4 is a triangular matrix with diagonal
entries ¢ — a;; and hence

Aty =det(tl —A) =(t—a)(t —ay)...(t—a,,)

Observe that the roots of A(¢) are the diagonal elements of 4.

Example 9.2. Let4 = |:le z] Its characteristic polynomial is
A= |t —A| = "_‘1‘ t__z‘ =@t-Dt-5-12=*—6t—7

As expected from the Cayley—Hamilton Theorem, 4 is a root of A(¢); that is,

o, o 1318 —6 —18] [-7 0] [0 o
Ad) =4 — 64 71—[24 37| =24 =30]F] 0 =7]T |0 0
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Now suppose 4 and B are similar matrices, say B = P~ 4P, where P is invertible. We show that 4 and
B have the same characteristic polynomial. Using ¢/ = P~'¢IP, we have

Ay(t) = det(t] — B) = det(t] — P~ AP) = det(P~'tIP — P~'4P)
= det[P~!(t] — A)P] = det(P™") det(t/ — 4) det(P)
Using the fact that determinants are scalars and commute and that det(P~!') det(P) = 1, we finally obtain
Ap(t) = det(tl — A) = A (1)

Thus we have proved the following theorem.

Theorem 9.3: Similar matrices have the same characteristic polynomial.

Characteristic Polynomials of Degree 2 and 3

There are simple formulas for the characteristic polynomials of matrices of orders 2 and 3.
(a) Suppose 4 = |:a11 %12 | Then
dy dpxp
A(t) = — (ay, + ax)t + det(d) = £ — tr(A4) t + det(4)
Here tr(4) denotes the trace of A4, that is, the sum of the diagonal elements of A.
ap ap ag
(b) Suppose A= day [25%) a23 . Then
a3 dzp 433
A(t) = t3 — tr(A) tz + (A]] +A22 +A33)t — det(A)

(Here A4,,, 4,,, A5; denote, respectively, the cofactors of a; |, ay,, as3.)

Example 9.3. Find the characteristic polynomial of each of the following matrices:

5 3 7 -1 5 -2
(“)A:[z 10]’(b) B:|:6 2]’(0) C:[4 —4]'

(a) We have tr(4) =54 10 = 15 and |4| = 50 — 6 = 44; hence A(¢) + > — 15t + 44.

() We have tr(B) =742 =9 and |B| = 14 + 6 = 20; hence A(f) = > — 9¢ + 20.
(¢) Wehave tr(C)=5—4=1and |C| = —20+ 8 = —12; hence A(t) = 1> —t — 12.

1 1 2
Example 9.4. Find the characteristic polynomial of 4 = |:0 3 2}.
1 3 9

We have tr(4) = 1 + 3 4+ 9 = 13. The cofactors of the diagonal elements are as follows:

3 2 1 2 11
39 I 9 0 3

Thus 4| + Ay, + 433 =31. Also, |4| =27+2+0—-6 -6 — 0= 17. Accordingly,
Al) =1 — 132 +31t—17

A“:‘ ':21, AZZ:‘ =7, Ay = =3

Remark: The coefficients of the characteristic polynomial A(¢) of the 3-square matrix A are, with
alternating signs, as follows:

Sl = tr(A), S2 = All +A22 +A33, S3 = det(A)

We note that each S, is the sum of all principal minors of 4 of order .
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The next theorem, whose proof lies beyond the scope of this text, tells us that this result is true in
general.

Theorem 9.4: Let 4 be an n-square matrix. Then its characteristic polynomial is
A =1" =S " 85,02+ +(=1)'S,

where S, is the sum of the principal minors of order k.

Characteristic Polynomial of a Linear Operator

Now suppose T: V' — V is a linear operator on a vector space V of finite dimension. We define the
characteristic polynomial A(t) of T to be the characteristic polynomial of any matrix representation of 7.
Recall that if 4 and B are matrix representations of T, then B = P~'4P where P is a change-of-basis
matrix. Thus 4 and B are similar, and, by Theorem 9.3, 4 and B have the same characteristic polynomial.
Accordingly, the characteristic polynomial of 7' is independent of the particular basis in which the matrix
representation of 7' is computed.

Since f(T) =0 if and only if f(4) =0, where f(f) is any polynomial and 4 is any matrix
representation of 7, we have the following analogous theorem for linear operators.

Theorem 9.2": (Cayley—Hamilton) A linear operator T is a zero of its characteristic polynomial.

9.4 DIAGONALIZATION, EIGENVALUES AND EIGENVECTORS

Let 4 be any n-square matrix. Then 4 can be represented by (or is similar to) a diagonal matrix

D = diag(k,, k, ..., k,) if and only if there exists a basis S consisting of (column) vectors u;, u,, ..., u,
such that

A“l = klul

Auz = kzuz

Au, = k,u,

In such a case, 4 is said to be diagonizable. Furthermore, D = P~' AP, where P is the nonsingular matrix
whose columns are, respectively, the basis vectors u;, u,, ..., u,.

The above observation leads us to the following definition.

Definition. Let A be any square matrix. A scalar /4 is called an eigenvalue of A if there exists a nonzero
(column) vector v such that

Av= v
Any vector satisfying this relation is called an eigenvector of A belonging to the eigenvalue /.
We note that each scalar multiple kv of an eigenvector v belonging to / is also such an eigenvector,
since
A(kv) = k(Av) = k(Av) = A(kv)
The set E; of all such eigenvectors is a subspace of V' (Problem 9.19), called the eigenspace of . (If

dim £, = 1, then E; is called an eigenline and A is called a scaling factor.)

The terms characteristic value and characteristic vector (or proper value and proper vector) are
sometimes used instead of eigenvalue and eigenvector.
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The above observation and definitions give us the following theorem.

Theorem 9.5. An n-square matrix 4 is similar to a diagonal matrix D if and only if 4 has » linearly
independent eigenvectors. In this case, the diagonal elements of D are the corresponding
eigenvalues and D = P~ 4P, where P is the matrix whose columns are the eigenvectors.

Suppose a matrix 4 can be diagonalized as above, say P~'4P = D, where D is diagonal. Then 4 has
the extremely useful diagonal factorization

A=PDP™!

Using this factorization, the algebra of 4 reduces to the algebra of the diagonal matrix D, which can be
easily calculated. Specifically, suppose D = diag(k;, ks, ..., k,). Then

A™ = (PDP™")" = PD"P™" = P diag(k]", ..., k")P~"
More generally, for any polynomial f7(¢),
f(4) =7PDP™") = Pf(D)P~" = P diag(f(k)), f(ky), ... /()P

Furthermore, if the diagonal entries of D are nonnegative, let

B = P diag(v/k,, k. . ... k) P!

Then B is a nonnegative square root of A; that is, B> = 4 and the eigenvalues of B are nonnegative.

Example 9.5. Let4 = [g ;] and let v; = [_é] and v, = [1] Then

1

S IR R N B

Thus v; and v, are eigenvectors of 4 belonging, respectively, to the eigenvalues 4; = 1 and 1, = 4. Observe that v,
and v, are linearly independent and hence form a basis of R%. Accordingly, 4 is diagonalizable. Furthermore, let P be
the matrix whose columns are the eigenvectors v; and v,. That is, let

_| U1 -1 _
P_|:2 1:|, and so P _|:

Then 4 is similar to the diagonal matrix

oor L

As expected, the diagonal elements 1 and 4 in D are the eigenvalues corresponding, respectively, to the eigenvectors v,
and v,, which are the columns of P. In particular, 4 has the factorization

B 1 11 o[} -
A=PDP! =
-2 1[0 4]|2
1 1][t o][s -} 171 85
g 3 3
[—2 1}[0 256“:§ J [170 86}

Moreover, suppose () = £ — 5¢ + 3t + 6; hence f(1) = 5 and f(4) = 2. Then

) = PP = 1L 1[5 offf -3 _ 3 -1
' -2 1|lo 2||2 ! -2 4

WIN W—
W= W=
| I

W= W—
| S

Accordingly,
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Lastly, we obtain a “positive square root” of 4. Specifically, using ~/1 = 1 and /4 = 2, we obtain the matrix
1 1 1 0
B=pPVDP' = =
-2 11]/0 2
where B> = A and where B has positive eigenvalues 1 and 2.
Remark: Throughout this chapter, we use the following fact:

pr:[a b]then},l:[ d/\P| —b/IPI].
¢ —c/\Pl  a/IP)

W= W=

W W=
W Wl
WIs W—

That is, P! is obtained by interchanging the diagonal elements a and d of P, taking the negatives of the
nondiagonal elements b and ¢, and dividing each element by the determinant |P]|.

Properties of Eigenvalues and Eigenvectors

The above Example 9.4 indicates the advantages of a diagonal representation (factorization) of a
square matrix. In the following theorem (proved in Problem 9.20), we list properties that help us to find
such a representation.

Theorem 9.6: Let A be a square matrix. Then the following are equivalent.
(i) A scalar / is an eigenvalue of A.
(i) The matrix M = A — Al is singular.
(iif) The scalar 4 is a root of the characteristic polynomial A(¢) of 4.

The eigenspace E; of an eigenvalue 1 is the solution space of the homogeneous system MX = 0,
where M = A4 — AI, that is, M is obtained by subtracting A down the diagonal of 4.

Some matrices have no eigenvalues and hence no eigenvectors. However, using Theorem 9.6 and the
Fundamental Theorem of Algebra (every polynomial over the complex field C has a root), we obtain the
following result.

Theorem 9.7: Let A be a square matrix over the complex field C. Then 4 has at least one eigenvalue.

The following theorems will be used subsequently. (The theorem equivalent to Theorem 9.8 for linear
operators is proved in Problem 9.21, while Theorem 9.9 is proved in Problem 9.22.)

Theorem 9.8: Suppose v;, v,,...,0, are nonzero eigenvectors of a matrix 4 belonging to distinct
eigenvalues 4, 4,, ..., 4,. Then v, v,, ..., v, are linearly independent.

Theorem 9.9: Suppose the characteristic polynomial A(¢) of an n-square matrix A is a product of n
distinct factors, say, A(f) = (t — a;)(t — a,) ... (t — a,). Then 4 is similar to the diagonal
matrix D = diag(a,, a,, ..., a,).

If / is an eigenvalue of a matrix A, then the algebraic multiplicity of 1 is defined to be the multiplicity
of 1 as a root of the characteristic polynomial of 4, while the geometric multiplicity of  is defined to be the
dimension of its eigenspace, dim E;. The following theorem (whose equivalent for linear operators is
proved in Problem 9.23) holds.

Theorem 9.10: The geometric multiplicity of an eigenvalue /4 of a matrix A4 does not exceed its algebraic
multiplicity.
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Diagonalization of Linear Operators

Consider a linear operator 7: V' — V. Then T is said to be diagonalizable if it can be represented by a

diagonal matrix D. Thus T is diagonalizable if and only if there exists a basis S = {u;, u,, ..., u,} of V for
which

T(uy) = kyu,

T(uy) = kyuty

T(u,) = k,u,

In such a case, T is represented by the diagonal matrix
D = diag(k, ky, ..., k,)

relative to the basis S.
The above observation leads us to the following definitions and theorems, which are analogous to the
definitions and theorems for matrices discussed above.

Definition: Let 7 be a linear operator. A scalar 4 is called an eigenvalue of T if there exists a nonzero
vector v such that

T(v) = Jv

Every vector satisfying this relation is called an eigenvector of T belonging to the
eigenvalue /.

The set £, of all eigenvectors belonging to an eigenvalue 4 is a subspace of V, called the eigenspace of
A. (Alternatively, A is an eigenvalue of 7 if A/ — T is singular, and, in this case, E; is the kernel of Al — T'.)
The algebraic and geometric multiplicities of an eigenvalue 4 of a linear operator 7' are defined in the same
way as those of an eigenvalue of a matrix 4.

The following theorems apply to a linear operator 7" on a vector space V' of finite dimension.

Theorem 9.5': 7T can be represented by a diagonal matrix D if and only if there exists a basis S of V/
consisting of eigenvectors of 7. In this case, the diagonal elements of D are the
corresponding eigenvalues.

Theorem 9.6': Let T be a linear operator. Then the following are equivalent.

(i) A scalar / is an eigenvalue of 7.
(ii)) The linear operator A/ — T is singular.
(iii) The scalar 4 is a root of the characteristic polynomial A(¢) of 7.

Theorem 9.7': Suppose V is a complex vector space. Then T has at least one eigenvalue.

Theorem 9.8': Suppose v, v,,...,v, are nonzero eigenvectors of a linear operator T belonging to
1> Y2 n
distinct eigenvalues 4, 45, ..., 4,. Then v, v, ..., v, are linearly independent.

Theorem 9.9':  Suppose the characteristic polynomial A(f) of T is a product of n distinct factors, say,
Alt)=(t—a))(t—a,)...(t —a,). Then T can be represented by the diagonal matrix
D = diag(a,, ay, ..., a,).

Theorem 9.10': The geometric multiplicity of an eigenvalue A of T does not exceed its algebraic
multiplicity.
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Remark. The following theorem reduces the investigation of the diagonalization of a linear operator
T to the diagonalization of a matrix A4.

Theorem 9.11: Suppose 4 is a matrix representation of 7. Then T is diagonalizable if and only if 4 is
diagonalizable.

9.5 COMPUTING EIGENVALUES AND EIGENVECTORS, DIAGONALIZING MATRICES

This section gives an algorithm for computing eigenvalues and eigenvectors for a given square matrix
A and for determining whether or not a nonsingular matrix P exists such that P~'4P is diagonal.

Algorithm 9.7: (Diagonalization Algorithm) The input is an n#-square matrix 4.
Step 1. Find the characteristic polynomial A(#) of 4.
Step 2. Find the roots of A(#) to obtain the eigenvalues of 4.

Step 3. Repeat (a) and (b) for each eigenvalue A of 4.

(a) Form the matrix M = A — Al by subtracting A down the diagonal of 4.
(b) Find a basis for the solution space of the homogeneous system MX = 0. (These basis
vectors are linearly independent eigenvectors of 4 belonging to 4.)

Step 4. Consider the collection S = {v,, v,, ..., v,} of all eigenvectors obtained in Step 3.

(a) If m # n, then A4 is not diagonalizable.
(b) If m = n, then 4 is diagonalizable. Specifically, let P be the matrix whose columns are the
eigenvectors vy, v, ..., U,. Then

D =P '4P = diag(;, Ay, ..., A,)

where /; is the eigenvalue corresponding to the eigenvector v;.

Example 9.6. The diagonalizable algorithm is applied to 4 = |:§ _%:|

(1) The characteristic polynomial A(¢) of A is computed. We have
tr(A)=4—1=-3, |4 = -4 — 6= —10;
hence
A= =3t—10=(t -5 +2)

(2) Set A(¥) = (t —5)(t+2) = 0. The roots A, = 5 and 4, = —2 are the eigenvalues of 4.
(3) (i) We find an eigenvector v; of 4 belonging to the eigenvalue 1, = 5. Subtract 1; = 5 down the diagonal of 4

to obtain the matrix M = [_; _é] The eigenvectors belonging to 4, =5 form the solution of the
homogeneous system MX = 0, that is,
-1 2((x|_ |0 —x+2y=0 .
[ 3 —6]u‘[0] o xog=o O TFEWSD

The system has only one free variable. Thus a nonzero solution, for example, v; = (2, 1), is an eigenvector
that spans the eigenspace of 1; = 5.
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(i) We find an eigenvector v, of 4 belonging to the eigenvalue 4, = —2. Subtract —2 (or add 2) down the
diagonal of 4 to obtain the matrix

|6 2 6x+2y =0 _
M = |:3 1 ] and the homogenous system 4 F=0 or 3x+y=0.

The system has only one independent solution. Thus a nonzero solution, say v, =(—1,3), is an
eigenvector that spans the eigenspace of 1, = —2.

(4) Let P be the matrix whose columns are the eigenvectors v; and v,. Then

3

12 —1 1 7

P_[l 3], and so P _|:_% }

Accordingly, D = P~'4P is the diagonal matrix whose diagonal entries are the corresponding eigenvalues;

2N A=

that is,
M4 202 -1 5 0
D:P‘IAP:|: ! ;M H =
-7 5113 —-1]|1 3 0o -2
Example 9.7. Consider the matrix B = |:? _; i| We have
tr(B)=5+3=38, Bl =15+ 1 = 16; o AW =7~ —8t+16=(t — 4)?

Accordingly, 4 = 4 is the only eigenvalue of B.
Subtract A = 4 down the diagonal of B to obtain the matrix
1 -1 x—y=0 .
M= [ 1 -1 ] and the homogeneous system Y-y =0 or x—y=0
The system has only one independent solution; for example, x = 1,y = 1. Thus v = (1, 1) and its multiples are the
only eigenvectors of B. Accordingly, B is not diagonalizable, since there does not exist a basis consisting of
eigenvectors of B.

3 5
2 3

is the characteristic polynomial of 4. We consider two cases:

Example 9.8. Consider the matrix 4 = [ :

:|.Heretr(A):3—3:0and|A|:—9+10=1.ThusA(t):t2+l

(a) A is amatrix over the real field R. Then A(¢) has no (real) roots. Thus 4 has no eigenvalues and no eigenvectors,
and so A4 is not diagonalizable.

(b) A is a matrix over the complex field C. Then A(¢) = (¢ — i)(¢ + i) has two roots, i and —i. Thus A has two distinct
eigenvalues i and —i, and hence 4 has two independent eigenvectors. Accordingly there exists a nonsingular
matrix P over the complex field C for which

i, [P0
riar=[i 0]

Therefore A is diagonalizable (over C).

9.6 DIAGONALIZING REAL SYMMETRIC MATRICES

There are many real matrices A that are not diagonalizable. In fact, some real matrices may not have
any (real) eigenvalues. However, if 4 is a real symmetric matrix, then these problems do not exist. Namely,
we have the following theorems.

Theorem 9.12: Let A4 be a real symmetric matrix. Then each root 4 of its characteristic polynomial is
real.

Theorem 9.13: Let 4 be a real symmetric matrix. Suppose u and v are eigenvectors of 4 belonging to
distinct eigenvalues 4; and A,. Then u and v are orthogonal, that is, (u, v) = 0.
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The above two theorems give us the following fundamental result.

Theorem 9.14: Let 4 be a real symmetric matrix. Then there exists an orthogonal matrix P such that
D = P7'4P is diagonal.

The orthogonal matrix P is obtained by normalizing a basis of orthogonal eigenvectors of A as
illustrated below. In such a case, we say that 4 is “orthogonally diagonalizable”.

2 —
-2 50
First we find the characteristic polynomial A(7) of 4. We have

Example 9.9. Letd = a real symmetric matrix. Find an orthogonal matrix P such that P~'4P is diagonal.

() =2+5=7, |4 =10—4=6; so AN)=F£—Tt+6=(t—6)t—1)

Accordingly, 4, = 6 and 4, = 1 are the eigenvalues of A.

(a) Subtracting A; = 6 down the diagonal of 4 yields the matrix

-4 -2 —4x—2y =0 _
M= |:_2 _1 i| and the homogeneous system - y=0 or 2x+y=0

A nonzero solution is u; = (1, —2).

(b) Subtracting 4, = 1 down the diagonal of 4 yields the matrix

M = [_; _i] and the homogeneous system x—2y=0

(The second equation drops out, since it is a multiple of the first equation.) A nonzero solution is
u, = (2,1).

As expected from Theorem 9.13, u; and u, are orthogonal. Normalizing #, and u, yields the orthonormal vectors
i =(1/v5,-2/v/5 and i, = (2/+/5,1/4/5)

Finally, let P be the matrix whose columns are #, and ii,, respectively. Then

_[ UV 25 i, 60
P_[_z/ﬁ 1/ﬁ] and P'AP_[O 1]

As expected, the diagonal entries of P! 4P are the eigenvalues corresponding to the columns of P.

The procedure in the above Example 9.9 is formalized in the following algorithm, which finds an
orthogonal matrix P such that P~'AP is diagonal.

Algorithm 9.2: (Orthogonal Diagonalization Algorithm) The input is a real symmetric matrix A4.
Step 1. Find the characteristic polynomial A(z) of 4.

Step 2. Find the eigenvalues of 4, which are the roots of A(7).

Step 3. For each eigenvalue 4 of 4 in Step 2, find an orthogonal basis of its eigenspace.

Step 4. Normalize all eigenvectors in Step 3, which then forms an orthonormal basis of R”.

Step 5. Let P be the matrix whose columns are the normalized eigenvectors in Step 4.
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Application to Quadratic Forms

Let g be a real polynomial in variables x,, x,, ..., x,, such that every term in ¢ has degree two; that is
g, Xy, ... x,) =D cx; + Y dyxix;, where cd; eR
- 2

i<j
Then q is called a quadratic form. If there are no cross-product terms x;x;, that is, all d; = 0, then g is said
to be diagonal.
The above quadratic form ¢ determines a real symmetric matrix 4 = [a;], where a; =¢; and

a; =a; = %d,-j. Namely, ¢ can be written in the matrix form
qX) = XT4x
where X = [x;,x,, ..., x,]" is the column vector of the variables. Furthermore, suppose X = PY is a linear

substitution of the variables. Then substitution in the quadratic form yields
q(Y) = (PY) A(PY) = YT(PTAP)Y
Thus PTAP is the matrix representation of ¢ in the new variables.
We seek an orthogonal matrix P such that the orthogonal substitution X = PY yields a diagonal

quadratic form, that is, for which PTAP is diagonal. Since P is orthogonal, P = P!, and hence
PTAP = P~'AP. The above theory yields such an orthogonal matrix P.

Example 9.10. Consider the quadratic form
glx,y) = 2x* — 4xy + 52 = XTAX, where A= [_; _g] and X = [;]
By Example 9.9,

6 0

—1 _
P AP_|:0 )

-2/v5 1/V3

The matrix P corresponds to the following linear orthogonal substitution of the variables x and y in terms of the
variables s and ¢:

}:PTAP, where P:[ 1/V3 2/[5}

1 2 2 1
=—s5+—t, =———s+—=t
NN RNV

This substitution in ¢(x, y) yields the diagonal quadratic form g(s, £) = 6s> + .

X

9.7 MINIMAL POLYNOMIAL

Let A be any square matrix. Let J(4) denote the collection of all polynomials f'(¢) for which 4 is a root,
i.e., for which f(4) = 0. The set J(A4) is not empty, since the Cayley—Hamilton Theorem 9.1 tells us that
the characteristic polynomial A () of A4 belongs to J(A4). Let m(¢) denote the monic polynomial of lowest
degree in J(A). (Such a polynomial m(¢) exists and is unique.) We call m(¢) the minimal polynomial of the
matrix 4.

Remark: a polynomial f(#) # 0 is monic if its leading coefficient equals one.
The following theorem (proved in problem 9.33) holds.

Theorem 9.15: The minimal polynomial m(t) of a matrix (linear operator) 4 divides every polynomial
that has 4 as a zero. In particular, m(¢) divides the characteristic polynomial A(¢) of 4.

There is an even stronger relationship between m(f) and A(¢).

Theorem 9.16: The characteristic polynomial A(¢z) and the minimal polynomial m(f) of a matrix 4 have
the same irreducible factors.
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This theorem (proved in Problem 9.35) does not say that m(z) = A(¢), only that any irreducible factor

of one must divide the other. In particular, since a linear factor is irreducible, m(¢) and A(¢) have the same
linear factors. Hence they have the same roots. Thus we have the following theorem.

Theorem 9.17: A scalar 4 is an eigenvalue of the matrix 4 if and only if 4 is a root of the minimal

polynomial of 4.

2 2 =5
Example 9.11. Find the minimal polynomial m(z) of 4 = |:3 7 —15 }

1 2 -4

First find the characteristic polynomial A(f) of A. We have

tr(d) =5, Ay +Ap+Ay=2-3+8=7 and |4 =3

Hence

Aty=1 =57 +Tt—3=(t—1)’(t—3)

The minimal polynomial m(¢) must divide A(#). Also, each irreducible factor of A(z), that is,  — 1 and 7 — 3, must

also be a factor of m(r). Thus m(¢) is exactly one of the following:

fO=@=3)-1) or g)=@-3)t—1)

We know, by the Cayley—Hamilton Theorem, that g(4) = A(4) = 0. Hence we need only test /(¢). We have

1 2 -5 -1 2 =5 0 0O
fAH=A-DA-3)=|3 6 -—15 3 4 —-15(=|0 0 0
1 2 -5 1 2 =7 0 00
Thus f(f) = m(?) = (t — 1)(t — 3) = t* — 4¢ + 3 is the minimal polynomial of A.
Example 9.12.
(a) Consider the following two r-square matrices, where a # 0:
A 10 00 A oa 0 0 0
0 2 1 0 0 0 12 a 0 0
JAF) = | e and A= e
000 A1 000 A a
0 00 0 2 000 0 A

(b)

The first matrix, called a Jordan Block, has 1’s on the diagonal, 1’s on the superdiagonal (consisting of the entries
above the diagonal entries), and 0’s elsewhere. The second matrix 4 has A’s on the diagonal, a’s on the
superdiagonal, and 0’ elsewhere. [Thus A4 is a generalization of J(4, r).] One can show that

fO=@¢-2"
is both the characteristic and minimal polynomial of both J(4, r) and 4.
Consider an arbitrary monic polynomial
fO=t"+a,_ "' +.. F+at+a,

Let C(f) be the n-square matrix with 1’s on the subdiagonal (consisting of the entries below the diagonal
entries), the negatives of the coefficients in the last column, and 0’s elsewhere as follows:

00 0 —ap
1 0 0 —a
cfy=10 1 0 —-a
00 ... 1 —a

n—1

Then C(f) is called the companion matrix of the polynomial f(¢). Moreover, the minimal polynomial m(#) and
the characteristic polynomial A(¢) of the companion matrix C( f) are both equal to the original polynomial f(¢).
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Minimal Polynomial of a Linear Operator

The minimal polynomial m(t) of a linear operator 7 is defined to be the monic polynomial of lowest
degree for which T is a root. However, for any polynomial f(¢), we have

f(I)=0 ifandonlyif f(4) =0

where 4 is any matrix representation of 7. Accordingly, T and 4 have the same minimal polynomials. Thus
the above theorems on the minimal polynomial of a matrix also hold for the minimal polynomial of a linear
operator. That is, we have the following.

Theorem 9.15': The minimal polynomial m(¢) of a linear operator 7 divides every polynomial that has T’
as a root. In particular, m(f) divides the characteristic polynomial A(¢) of T.

Theorem 9.16": The characteristic and minimal polynomials of a linear operator 7 have the same
irreducible factors.

Theorem 9.17": A scalar A is an eigenvalue of a linear operator T if and only if 4 is a root of the minimal
polynomial m(¢) of T.

9.8 CHARACTERISTIC AND MINIMAL POLYNOMIALS OF BLOCK MATRICES

This section discusses the relationship of the characteristic polynomial and the minimal polynomial to
certain (square) block matrices.

Characteristic Polynomial and Block Triangular Matrices

Suppose M is a block triangular matrix, say M = [1‘(1)1 AB :| where 4, and 4, are square matrices.
2
Then #/ — M is also a block triangular matrix, with diagonal blocks #/ — 4, and #/ — A,. Thus
| =4, -B | _ . B
|tI—M|_‘ 0 i — 4, = |t — A, ||t] — A4,]

That is, the characteristic polynomial of M is the product of the characteristic polynomials of the diagonal
blocks A4, and 4,.
By induction, we obtain the following useful result.

Theorem 9.18: Suppose M is a block triangular matrix with diagonal blocks 4,, 4,, ..., 4,. Then the
characteristic polynomial of M is the product of the characteristic polynomials of the
diagonal blocks A;; that is,

Ay () = Ay (DAL (D) ... Ay (1)

9 -1 : 5 7
. . 8 3, 2 —4
Example 9.13. Consider the matrix M = 0 704‘ “T7%
0 01 —1 8
. . o 9 -1 3 6
Then M is a block triangular matrix with diagonal blocks 4 = [8 3 :| and B = [_1 3 ] Here
tr(d) =9+3 =12, det(4) = 27 + 8 = 35, and so A =02 —12t+35=(1t—-5)(t—-7)
tr(B) =3+ 8 =11, det(B) =24 + 6 = 30, and so Agt) =12 — 11t +30 = (t — 5)(t — 6)

Accordingly, the characteristic polynomial of M is the product
Ay (1) = Ay(AR(1) = (1 = 5)°(t = 6)(t = 7)
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Minimal Polynomial and Block Diagonal Matrices

The following theorem (proved in Problem 9.36) holds.

Theorem 9.19. Suppose M is a block diagonal matrix with diagonal blocks A4, 4,, ..., 4,. Then the
minimal polynomial of M is equal to the least common multiple (LCM) of the minimal
polynomials of the diagonal blocks A;.

Remark: We emphasize that this theorem applies to block diagonal matrices, whereas the analogous
Theorem 9.18 on characteristic polynomials applies to block triangular matrices.

Example 9.14. Find the characteristic polynomal A(f) and the minimal polynomial m(z) of the block diagonal matrix

2 510 010

02,0 00 25 4 2
M=[0 0,4 2,0 =diag(A.,A2,A3),whereAl:[0 2],/12:[3 5],/13:[7]

0 013 510

0700 077

Then A(?) is the product of the characterization polynomials A;(¢), A,(¢), As;(¢) of A4;, A,, As, respectively.
One can show that

A0 = (- 2)", Ar(0) = (1 =2)(t = 7). M) =1-7
Thus A(f) = (1 — 2)°(t — 7). [As expected, deg A(r) = 5.]
The minimal polynomials m(f), m,(t), m;(¢) of the diagonal blocks A4, 4,, A3, respectively, are equal to the
characteristic polynomials, that is,

my(f) = (t - 2)°, my(t) = (t = 2)(t — 7). my(t) =11

But m(?) is equal to the least common multiple of m(¢), m,(¢), m;(#). Thus m(t) = (¢ — 2%t — 7).

Solved Problems

POLYNOMIALS OF MATRICES, CHARACTERISTIC POLYNOMIAL

9.1. LetA:|:i _g . Find f(4), where:
(@ f()=¢£-3t+7, () f(y=r—6t+13
‘ , 1 =271 =27 [-7 -12 .
First find 4° = 4 5][4 5]_[24 17i|.Then.

@ == 50 e 55 gl [0 5)=[% ]

-7 -12 -6 12 130 00
(b) f(A):A2_6A+131:[24 17]+[_24 _BO}JF[ 0 13]:[0 0]

[Thus 4 is a root of f(¢).]
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9.2. Find the characteristic polynomial A(¢) of each of the following matrices:

2 s 7 -3 3 2
(@) A:[4 1]’(1’) B:[s —2}’@ C:[9 —3]

Use the formula (f) = > — tr(M) t + |M| for a 2 x 2 matrix M:
(@) tr(d)=2+1=3, |[A| =2 —20 = —18, o Alt)y=1>—3t—18
b) r(B)=7-2=5, Bl=—-144+15=1, so A@)=r-5t+1
() tr(C)=3-3=0, |ICl=-9+18=09, SO At)y=1+9

9.3. Find the characteristic polynomial A(f) of each of the following matrices:

1 2 3 1 6 —2
@ A=|3 0 4|, B=|-3 2 0
6 4 5 03 —4

Use the formula A(f) = 2 — tr(d) 2 + (A, + Ay, + As3)t — |A|, where A;; is the cofactor of a; in the
3 x 3 matrix 4 = [a;].

(@ tr(A)=1+0+5=6,

T I | R A [
Ay + Ay + A3 =35, and  |4| =48436—16—30 =38
Thus Alf) = — 62 —35t—38
() (B)=1+2-4=-1
B”:’§ _2‘:—8, BZZ:‘(I) :i‘=—4, 333=‘_; 6‘:20
By +By+By;=8 and |Bl=-8+18—-72=—-62
Thus A =4 —-8+62

9.4. Find the characteristic polynomial A(¢) of each of the following matrices:

25 1 1 112 2
1 4 2 2 03 3 4
@ A=\g o5 ¢ —5[® B=|g o 5 5
002 3 0006

(a) A is block diagonal with diagonal blocks

2 5 6 -5
4, = and A, =
1 4 2 3

Thus A = Ay (DAL (6) = (= 61 4 3)(F* — 61+ 3)

(b) Since B is triangular, A(r) = (t — 1)(t — 3)(t — 5)(t — 6).



Lipschutz-Lipson:Schaum’s | 9. Diagonalization: Text © The McGraw-Hill

Outline of Theory and Eigenvalues and Companies, 2004
Problems of Linear Eigenvectors
Algebra, 3/e

322 DIAGONALIZATION: EIGENVALUES AND EIGENVECTORS [CHAP. 9

9.5. Find the characteristic polynomial A(¢) of each of the following linear operators:
(@) F:R* — R? defined by F(x,y) = Bx+ 5y, 2x —7y).

(b) D:V — V defined by D(f)=df/dt, where V is the space of functions with basis
S = {sint, cost}.

The characteristic polynomial A(?) of a linear operator is equal to the characteristic polynomial of any
matrix A4 that represents the linear operator.

(a) Find the matrix 4 that represents 7" relative to the usual basis of R?. We have

A:[; _;] 0 AW =1 —tr(d) t+ 4] = £ + 4 — 31

(b) Find the matrix A representing the differential operator D relative to the basis S. We have

D(sinz) = cost = 0(sin?) + 1(cos?) 10 -1
D(cost) = —sint = —1(sin¢) + 0(cos f) and so 4= 1 0

Therefore A= —tr( ) t+ Al =2 + 1

9.6. Show that a matrix 4 and its transpose 47 have the same characteristic polynomial.

By the transpose operation, (1 — A)" = 7 — AT = tf — 47. Since a matrix and its transpose have the
same determinant,

Aty =1t —A| = |(tl — )| = |t —A"| = Ay (1)

9.7. Prove Theorem 9.1: Let / and g be polynomials. For any square matrix 4 and scalar %,
O (f+UA)=fA)+gM), (i) (K)A) =k (),
(i)  (f&)A) =f(4)g), (iv) f(A)g(A4) = g(A)f (4).
Suppose f = a,t" + ...+ a;t+ay and g = b,t" + ...+ bt + by. Then, by definition,
fA)=a,d"+...+a14A+ayl and g(A)=b,A" + ...+ b A+ byl
(1) Suppose m < n and let b; = 0 if i > m. Then
f+g=(a,+b)"+ ...+ (ay+ b))t +(ag + by)

Hence
(f+2A) =(a,+b)A" + ...+ (ay + b4+ (ag + by)l
=a,A"+b,A"+ ...+ a1 A+ b A+ ayl + byl = f(A) + g(A)
n+m
(i) By definition, fg = ¢, "™ + ...+ 1t +co = Y cxt’, where
k=0

k
co=agby +ab,_ +...+aby=3 ab,_;
i=0

n+m

Hence (fg)(4) = Y. c; A" and
=0

FA)gd) = (Z a,-A") ( > b_,-fv) = S Y ab A =Y et = (fo)d)
i=0 =0 i=0,j=0 =0

(iii) By definition, kf" = ka,t* + ...+ kat + ka,, and so
(kff)A) = ka,A" + ...+ kajA + kayl = k(a,A" + ...+ a,A + ayI) = kf (4)

(iv) By (ii), g(4)f (4) = (&/)4) = (/g)(4) =/ (4)g(A).
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9.8. Prove the Cayley—Hamilton Theorem 9.2: Every matrix A4 is a root of its characterstic polynomial
A().

Let 4 be an arbitrary n-square matrix and let A(¢) be its characteristic polynomial, say,
Ay =|tI —Al =1t"+a,_ "' + ...+ ajt +a

Now let B(r) denote the classical adjoint of the matrix #/ — 4. The elements of B(¢) are cofactors of the matrix
tI — A4, and hence are polynomials in ¢ of degree not exceeding n — 1. Thus

B(t)=B, "' +...+ Bt + B,

where the B; are n-square matrices over K which are independent of z. By the fundamental property of the
classical adjoint (Theorem 8.9), (¢ — A)B(t) = |t — A|l, or

(I —ADB,_ " ... +Bt+B)=("+a, " +...+ayt+ay)l

Removing the parentheses and equating corresponding powers of ¢ yields

B, ,=1, B,,—AB, ,=a, I, ..., By—AB,=al,  —ABy=ayl
Multiplying the above equations by A", A"~', ..., A, I, respectively, yields
A"B,_, = A,I, A"'B, 5 —A"B, | =a, A", s ABy — A*B, = a,A, —ABy = a,l

Adding the above matrix equations yields 0 on the left-hand side and A(4) on the right-hand side, that is,
0=A"4a, A" " +.. +ad+ayl
Therefore, A(4) = 0, which is the Cayley—Hamilton Theorem.

EIGENVALUES AND EIGENVECTORS OF 2x2 MATRICES

3 -4
9.9. Letd= |:2 _6j|.
(a) Find all eigenvalues and corresponding eigenvectors.
(b) Find matrices P and D such that P is nonsingular and D = P~'4P is diagonal.

(a) First find the characteristic polynomial A(¢) of 4:
A =2 —tr( ) t+ A =2 +3t— 10 = (1 = 2)(t + 5)
The roots 4 =2 and 1 = —5 of A(¢) are the eigenvalues of A. We find corresponding eigenvectors.
(1) Subtract A = 2 down the diagonal of 4 to obtain the matrix M = 4 — 21, where the corresponding

homogeneous system MX = 0 yields the eigenvectors corresponding to 1 = 2. We have

|1 -4 . x—4y=0 _
M= [2 —8]’ corresponding to 2 — 8y =0 or x—4 =0
The system has only one free variable, and v; = (4, 1) is a nonzero solution. Thus v; = (4, 1) is an
eigenvector belonging to (and spanning the eigenspace of) 4 = 2.

(ii) Subtract A = —5 (or, equivalently, add 5) down the diagonal of 4 to obtain

|8 —4 . 8x—4y=0 _
M_[Z 71], corresponding to - y=0 or 2x—y=0
The system has only one free variable, and v, = (1, 2) is a nonzero solution. Thus v, = (1, 2) is an
eigenvector belonging to 4 = 5.
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(b) Let P be the matrix whose columns are v; and v,. Then

14 1 oiyp_ |2 0
P_|:1 2] and D=P AP_|:0 _5:|

Note that D is the diagonal matrix whose diagonal entries are the eigenvalues of 4 corresponding to the
eigenvectors appearing in P.

Remark: Here P is the change-of-basis matrix from the usual basis of R? to the basis
S = {vy, v,}, and D is the matrix that represents (the matrix function) 4 relative to the new basis S.

1 3

(a) Find all eigenvalues and corresponding eigenvectors.

(b) Find a nonsingular matrix P such that D = P~'4P is diagonal, and P~'.

(c¢) Find 4% and f(4), where * — 3> — 62 4 7t + 3.

(d) Find a “positive square root” of 4, that is, a matrix B such that B> = 4 and B has positive
eigenvalues.

9.10. LetA4 = |:2 2i|.

(a) First find the characteristic polynomial A(#) of 4:
Ay =1 —te(d) t+|A| = =5t +4=(t — 1)(t — 4)
The roots 2 = 1 and 4 = 4 of A(7) are the eigenvalues of 4. We find corresponding eigenvectors.

(i) Subtract A = 1 down the diagonal of 4 to obtain the matrix M = 4 — AI, where the corresponding
homogeneous system MX = 0 yields the eigenvectors belonging to 4 = 1. We have

|2 . x+2y=0 _
M= [ ) 2:|, corresponding to 42 =0 or x+2y=0
The system has only one independent solution; for example, x =2, y = —1. Thus v; = (2, —1) is

an eigenvector belonging to (and spanning the eigenspace) of 1 = 1.
(ii) Subtract 2 = 4 down the diagonal of 4 to obtain

—2x+2y=0

Y= y=0 or x—y=0

M = [_? _%], corresponding to

The system has only one independent solution; for example, x = 1, y = 1. Thus v, = (1, 1) is an
eigenvector belonging to A = 4.

(b) Let P be the matrix whose columns are v; and v,. Then

[ 21 _plyp_ |10 -1
P_|:_1 1] and D=P AP_|:0 4], where P _|:

W= L
W L—
| S

¢) Using the diagonal factorization 4 = PDP~!, and 1° = 1 and 4° = 4096, we get
g g g

o o [2 1t o[t —17 [1366 2230
A° =PD°P™" = =
—1 1[0 4096 2 1365 2731

Also, (1) =2 and f(4) = —1. Hence
1 2
-1 0

B L[ 212 o
fd) = PAD)P —L IMO —IM

W= W—

W= W=
W W—
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(d) Here |:i (1) :&] are square roots of D. Hence the positive square root of 4 is

v =[]

9.11. Each of the following real matrices defines a linear transformation on R

56 1 -1 5 -1
@ A:[a —2}(1’) B:[z —1]’(0) C:[l 3}

Find, for each matrix, all eigenvalues and a maximum set S of linearly independent eigenvectors.
Which of these linear operators are diagonalizable, — that is, which can be represented by a
diagonal matrix?

(a) First find A(f) = > — 3t — 28 = (t — 7)(t + 4). The roots 2 = 7 and /. = —4 are the eigenvalues of 4.
We find corresponding eigenvectors.

WIN W—
W= W
Wl WIN

(i) Subtract 4 =7 down the diagonal of 4 to obtain

-2 6 . —2x+6y=0 o
M= [ 3 _9:|, corresponding to 3 — 9y =0 or x—3y=0
Here v; = (3, 1) is a nonzero solution.
(ii) Subtract A = —4 (or add 4) down the diagonal of 4 to obtain
Ox+6y=0

9 6 .
M = |:3 2], corresponding to 342y =0 or 3x4+2y=0

Here v, = (2, —3) is a nonzero solution.

Then S = {v;, v,} = {(3, 1), (2, —3)} is a maximal set of linearly independent eigenvectors. Since S is a
basis of R, A is diagonalizable. Using the basis S, A4 is represented by the diagonal matrix
D = diag(7, —4).

(b) First find the characteristic polynomial A(f) = £ 4+ 1. There are no real roots. Thus B, a real matrix
representing a linear transformation on R?, has no eigenvalues and no eigenvectors. Hence, in particular,
B is not diagonalizable.

(¢) First find A(r) = 2 — 8t + 16 = (¢ — 4)>. Thus /. = 4 is the only eigenvalue of C. Subtract A = 4 down
the diagonal of C to obtain

M = [ { :i ], corresponding to x—y=0

The homogeneous system has only one independent solution; for example, x = 1,y = 1. Thusv = (1, 1)
is an eigenvector of C. Furthermore, since there are no other eigenvalues, the singleton set
S = {v} = {(1, 1)} is a maximal set of linearly independent eigenvectors of C. Furthermore, since S is
not a basis of R%, C is not diagonalizable.

9.12. Suppose the matrix B in Problem 9.11 represents a linear operator on complex space C2. Show that,
in this case, B is diagonalizable by finding a basis S of C? consisting of eigenvectors of B.

The characteristic polynomial of B is still A(f) = > + 1. As a polynomial over C, A(t) does factor;
specifically, A(#) = (¢ — i)(¢ + i). Thus A =i and 4 = —i are the eigenvalues of B.

(1) Subtract A =i down the diagonal of B to obtain the homogeneous system

1 —ix— y=0

2x+ (-1 —iy=0

The system has only one independent solution; for example,x = 1,y =1 —i. Thusv; = (1, 1 —1i)isan
eigenvector that spans the eigenspace of 1 = i.

or 1-ix—y=0
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(i) Subtract A = —i (or add i) down the diagonal of B to obtain the homogeneous system
(1+ix— y=0

2t (l4ip=o O (I+dx—y=0

The system has only one independent solution; for example,x = 1,y = 1 +i. Thusv; = (1, 1+41i)isan
eigenvector that spans the eigenspace of 1 = —i.

As a complex matrix, B is diagonalizable. Specifically, S = {v,, v,} = {(1, 1 —14), (1, 1+ )} is a basis of C*
consisting of eigenvectors of B. Using this basis S, B is represented by the diagonal matrix D = diag(i, —i).

9.13. Let L be the linear transformation on R? that reflects each point P across the line y = kx, where
k > 0. (See Fig. 9-1.)

(a) Show that v; = (k, 1) and v, = (1, —k) are eigenvectors of L.
(b) Show that L is diagonalizable, and find a diagonal representation D.

Cp)

y =k

Fig. 9-1

(a) The vector v; = (k, 1) lies on the line y = kx, and hence is left fixed by L, that is L(v;) = v;. Thus v, is an
eigenvector of L belonging to the eigenvalue 4, = 1.
The vector v, = (1, —k) is perpendicular to the line y = kx, and hence L reflects v, into its negative;
that is, L(v,) = —v,. Thus v, is an eigenvector of L belonging to the eigenvalue 4, = —1.

() Here S = {v,, v,} is a basis of R? consisting of eigenvectors of L. Thus L is diagonalizable, with the
1

diagonal representation D = [ 0

_(1):| (relative to the basis S).

EIGENVALUES AND EIGENVECTORS

4 1 -1
9.14. LetdA=|2 5 =2 |.(a) Find all eigenvalues of 4.
11 2

(b) Find a maximum set S of linearly independent eigenvectors of 4.
(¢) Is A diagonalizable? If yes, find P such that D = P~'4P is diagonal.

(a) First find the characteristic polynomial A(¢) of 4. We have
tr(d) =4+5+2=11 and Al =40 —-2—-2+5+8—-4=45
Also, find each cofactor 4; of a; in 4:

5 =2
1 2

4 1

All: 2 5

=12, A22=‘4 _1‘

12T A”:‘

Bt

Hence AW = —tr(A) 2 + (Ay) + Ayy + A33)t — |A] = £ — 112 + 391 — 45
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Assuming At has a rational root, it must be among +1, £3, +5, £9, +15, £45. Testing, by

synthetic division, we get
3/ 1-114+39-45
3—-24+45

1-8+15+ 0
Thus ¢ = 3 is a root of A(¢), and ¢ — 3 is a factor; hence
A =(t=3) P =84+ 15)=(t=3)(t = 5)(t—3) = (t = 3)*(t = 5)
Accordingly, 2 =3 and 4 = 5 are eigenvalues of 4.
(b) Find linearly independent eigenvectors for each eigenvalue of 4.

(i) Subtract A =3 down the diagonal of 4 to obtain the matrix

1 1 -1
M=12 2 =2/, corresponding to xX+y—z=0
1 1 -1

Here u = (1, —1,0) and v = (1, 0, 1) are linearly independent solutions.
(ii) Subtract A =5 down the diagonal of 4 to obtain the matrix

-1 1 -1 —x+y— z=0 N _ .—0
M= 20 =21, corresponding to 2x — 2z=0 or _5 _ 0
11 =3 X4+y—32=0 yoe=

Only z is a free variable. Here w = (1, 2, 1) is a solution.

Thus S = {u, v, w} = {(1,—1,0), (1,0,1), (1,2, 1)} is a maximal set of linearly independent eigen-
vectors of 4.

Remark: The vectors # and v were chosen so that they were independent solutions of the system
x+y —z = 0. On the other hand, w is automatically independent of « and v since w belongs to a different
eigenvalue of 4. Thus the three vectors are linearly independent.

(c) A is diagonalizable, since it has three linearly independent eigenvectors. Let P be the matrix with
columns u, v, w. Then

1 1 1 3
P=|-10 2 and D=P'4P = 3
0 1 1 5
3 -1 1
9.15. Repeat Problem 9.14 for the matrix B=| 7 -5 1
6 —6 2
(a) First find the characteristic polynomial A(¢) of B. We have
t(B)=0, |Bl=—16, B, =-4,  By=0, By =-8 so Y B,=-I2
i

Therefore A(f) = £# — 12+ 16 = (¢ — 2)*(t + 4). Thus 4, = 2 and 1, = —4 are the eigenvalues of B.
(b) Find a basis for the eigenspace of each eigenvalue of B.

(1) Subtract 4, =2 down the diagonal of B to obtain

1 -1 1 x— y+z=0 4z =0
M=\|7 =7 1], corresponding to Tx—=Ty+z=0 or Y . B 0
6 —6 0 6x — 6y =0 -

The system has only one independent solution; for example,x =1,y =1,z =0. Thusu = (1, 1, 0)
forms a basis for the eigenspace of A; = 2.
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9.16.

9.17.

9.18.

(ii) Subtract 4, = —4 (or add 4) down the diagonal of B to obtain

7 -1 1 Tx— y+ z=0 Y— 4 z=0
M=|7 -1 1], corresponding to Tx— y+ z=0 or 6y—6z:0
6 —6 6 6x—6y+62=0 Y=

The system has only one independent solution; for example,x =0,y =1,z = 1. Thusv = (0, 1, 1)
forms a basis for the eigenspace of 4, = —4.
Thus S = {u, v} is a maximal set of linearly independent eigenvectors of B.

(¢) Since B has at most two linearly independent eigenvectors, B is not similar to a diagonal matrix; that is, B
is not diagonalizable.

Find the algebraic and geometric multiplicities of the eigenvalue 4, = 2 of the matrix B in Problem
9.15.

The algebraic multiplicity of 4, =2 is 2, since ¢ — 2 appears with exponent 2 in A(f). However, the
geometric multiplicity of 4; = 2 is 1, since dim £, =1 (where £, is the eigenspace of 4,).

Let 7:R> — R? be defined by T(x,y,z) = 2x+y—2z, 2x+3y—4z, x+y—z). Find all
eigenvalues of 7, and find a basis of each eigenspace. Is T’ diagonalizable? If so, find the basis S of
R’ that diagonalizes T, and find its diagonal representation D.

First find the matrix 4 that represents 7 relative to the usual basis of R? by writing down the coefficients
of x, y, z as rows, and then find the characteristic polynomial of 4 (and 7'). We have

2 1 =2 tr(d) =4, |4]=2
A=[T]=|2 3 -4 and Ay =1, Ap=0, 45 =4
11 -1 > Ai=5

Therefore A(f) = 12 — 42 4+ 5t —2 = (1 — 1)*(t — 2), and so A = 1 and / = 2 are the eigenvalues of 4 (and
T). We next find linearly independent eigenvectors for each eigenvalue of 4.

(i) Subtract A = 1 down the diagonal of 4 to obtain the matrix

1 1 =2
M=12 2 -4/, corresponding to xX+y—2z=0
1 1 =2

Here y and z are free variables, and so there are two linearly independent eigenvectors belonging to
A = 1. For example, u = (1, —1, 0) and v = (2, 0, 1) are two such eigenvectors.

(ii) Subtract A = 2 down the diagonal of 4 to obtain

01 -2 y—2z=0 —
M=1|2 1 -4/, comespondingto 2x+y—4z=0 or ) - Z _ 8
11 -3 x+y—3z2=0 e

Only z is a free variable. Here w = (1, 2, 1) is a solution.
Thus T is diagonalizable, since it has three independent eigenvectors. Specifically, choosing
S={u,v,wy={1,-1,0), (2,0,1), (1,2,1)}

as a basis, 7 is represented by the diagonal matrix D = diag(1, 1, 2).

Prove the following for a linear operator (matrix) 7"

(a) The scalar 0 is an eigenvalue of 7' if and only if 7 is singular.
(b) If 1 is an eigenvalue of T, where T is invertible, then 27 Vis an eigenvalue of 7.
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(a) We have that 0 is an eigenvalue of T if and only if there is a vector v # 0 such that T(v) = Ov, that is, if
and only if 7 is singular.

(b) Since T is invertible, it is nonsingular; hence, by (a), 4 # 0. By definition of an eigenvalue, there exists
v # 0 such that T(v) = Jv. Applying 7! to both sides, we obtain

v=T"') = AT\ (v), and so T'w)y=2""

Therefore A~ is an eigenvalue of 7~ 1.

9.19. Let 4 be an eigenvalue of a linear operator 7: V' — V, and let E; consists of all the eigenvectors
belonging to A (called the eigenspace of A). Prove that E; is a subspace of V. That is, prove:

(a) IfuekE,, then ku € E; for any scalar k. (b) Ifu,v,€ E;, then u+v € E;.

(a) Since u € E;, we have T(u) = Au. Then T(ku) = kT(u) = k(iu) = A(ku), and so ku € E;.
(We view the zero vector 0 € V' as an “eigenvector” of A in order for £; to be a subspace of V.)

(b) Since u,v € E;, we have T(u) = Au and T(v) = Av. Then
Tu+v)=Tw)+Tw)=u+iv=AMu+v), andso u+vek,

9.20. Prove Theorem 9.6: The following are equivalent: (i) The scalar 4 is an eigenvalue of A.
(i) The matrix Al — 4 is singular.
(iii) The scalar A is a root of the characteristic polynomial A(z) of A.

The scalar A is an eigenvalue of A if and only if there exists a nonzero vector v such that
Av = Av or (Myo—Av=0 or M—-Aw=0

or Al — A is singular. In such a case, 4 is a root of A(f) = |t — A|. Also, v is in the eigenspace E; of 4 if and
only if the above relations hold. Hence v is a solution of (A — A)X = 0.

9.21. Prove Theorem 9.8": Suppose v;, v,, ..., v, are nonzero eigenvectors of 7' belonging to distinct
eigenvalues 4, 4,, ..., 4,. Then v, v,, ..., v, are linearly independent.

Suppose the theorem is not true. Let vy, v,, ..., v, be a minimal set of vectors for which the theorem is
not true. We have s > 1, since v; # 0. Also, by the minimality condition, v,, ..., v, are linearly independent.
Thus v, is a linear combination of v,, ..., v,, say,

U] = @y + aszvy + ...+ ag, (@)
(where some a;, # 0). Applying T to (1) and using the linearity of T yields
T(v)) = T(ayv, + asv3 + ... + aywy) = a;T(vy) + a3T(v3) + ... + a,T(vy) 2

Since v; is an eigenvector of T belonging to 4;, we have T(v;) = 4;v;. Substituting in (2) yields

AU = Aty +azdsvy + ..+ a A, 3)
Multiplying (1) by 4, yields

AU = @A Uy + azAv3 + ...+ agd o, 4
Setting the right-hand sides of (3) and (4) equal to each other, or subtracting (3) from (4) yields

ay(Ay — Ay +az(A; — A3)vs + ...+ a(Ay — A)v, =0 )
Since v,, v, ..., v, are linearly independent, the coefficients in (5) must all be zero. That is,
ay(2 —2y) =0, ay(2; —2A3) =0, ce a(l; —A)=0

However, the 4; are distinct. Hence 4, — 4; # 0 for j > 1. Hence @, = 0, a3 = 0, ..., a;, = 0. This contradicts

the fact that some a; # 0. Thus the theorem is proved.
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9.22. Prove Theorem 9.9. Suppose A(f) = (t — a;)(t — a,) ... (t — a,,) is the characteristic polynomial of
an n-square matrix 4, and suppose the n roots a; are distinct. Then 4 is similar to the diagonal
matrix D = diag(a;, a,, ..., a,).

Let vy, vy, ..., v, be (nonzero) eigenvectors corresponding to the eigenvalues ;. Then the n eigenvectors
v; are linearly independent (Theorem 9.8), and hence form a basis of K”. Accordingly, 4 is diagonalizable, that
is, A is similar to a diagonal matrix D, and the diagonal elements of D are the eigenvalues q;.

9.23. Prove Theorem 9.10": The geometric multiplicity of an eigenvalue 4 of T does not exceed its
algebraic multiplicity.

Suppose the geometric multiplicity of 4 is r. Then its eigenspace E; contains r linearly independent
eigenvectors vy, ..., v,. Extend the set {v;} to a basis of V, say, {v;, ..., v.,w;,..., w,}. We have

T(v,) = Avy, T(v,) = Avy, ce T(v,) = Jv,,

Tw) =ayvy+...+a,0,.+byw +...4bw
T(wy) = ay vy + ...+ a0, + byyw + ...+ byw,

A, A

ThenM:[O B

] is the matrix of 7 in the above basis, where 4 = [a,.j]r and B = [b,-j]r.

Since M is block diagonal, the characteristic polynomial (+ — A)" of the block Al must divide the
characteristic polynomial of M and hence of 7. Thus the algebraic multiplicity of A for 7 is at least r, as
required.

DIAGONALIZING REAL SYMMETRIC MATRICES

7 3

9.24. LetA= [3 .

:|. Find an orthogonal matrix P such that D = P~'4P is diagonal.

First find the characteristic polynomial A(¢) of 4. We have
Ay =P +tr(d) t+ 4| =2 — 6t — 16 = (t — 8)(t + 2)
Thus the eigenvalues of 4 are A = 8 and A = —2. We next find corresponding eigenvectors.
Subtract A = 8 down the diagonal of 4 to obtain the matrix
—x+3y=0

3r—9y =0 or x—3y=0

M= [_é _3] corresponding to

A nonzero solution is u; = (3, 1).
Subtract 2 = —2 (or add 2) down the diagonal of 4 to obtain the matrix

19 3 . 9x+3y=0 .
M_|:3 ]], corresponding to 4 y=0 or 3x+y=0

A nonzero solution is u, = (1, —3).
As expected, since 4 is symmetric, the eigenvectors #; and u, are orthogonal. Normalize u; and u, to
obtain, respectively, the unit vectors

o, =(/4/10,1/4/10)  and i@, = (1/4/10, =3/4/10).

Finally, let P be the matrix whose columns are the unit vectors #; and i,, respectively. Then

| 3/4/10 17410 o _[8 o]
P_[]/m —3/\/1-6:| and D=P AP = 0 2

As expected, the diagonal entries in D are the eigenvalues of A.
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11 -8 4
9.25. LetB=| —8 —1 =2 |.(a) Find all eigenvalues of B.
4 -2 —4

(b) Find a maximal set S of nonzero orthogonal eigenvectors of B.
(c¢) Find an orthogonal matrix P such that D = P~'BP is diagonal.

(a) First find the characteristic polynomial of B. We have
tr(B) = 6, |B] = 400, B, =0, B,, = —60, By, = 75, o > B,;=—135

Hence A(f) = > — 61> — 135¢ — 400. If A(¢) has an integer root it must divide 400. Testing ¢ = —5, by
synthetic division, yields
5| 1— 6-—135-400
— 54 554400
1—-11— 80+ O

Thus ¢ + 5 is a factor of A(z), and
A(f) = (t + 5)( — 111 — 80) = (¢ + 5)*(t — 16)

The eigenvalues of B are 4 = —5 (multiplicity 2), and 2 = 16 (multiplicity 1).

(b) Find an orthogonal basis for each eigenspace. Subtract A = —5 (or, add 5) down the diagonal of B to
obtain the homogeneous system

16x — 8y +4z =0, —8x+4y—-22=0, 4x—-2y+z=0

That is, 4x — 2y 4+ z = 0. The system has two independent solutions. One solution is v; = (0, 1, 2). We
seek a second solution v, = (a, b, ¢), which is orthogonal to v, that is, such that

4a —2b+c=0, and also b—2c=0

One such solution is v, = (=5, —8, 4).
Subtract 2 = 16 down the diagonal of B to obtain the homogeneous system

—5x —8y+4z=0, —8x—17y—2z=0, 4x —2y—20z=0

This system yields a nonzero solution v; = (4, —2, 1). (As expected from Theorem 9.13, the eigenvector
v; is orthogonal to v, and v,.)
Then v, v,, v; form a maximal set of nonzero orthogonal eigenvectors of B.

(¢) Normalize v, v,, v3 to obtain the orthonormal basis
b =0,/+/5, By = v,/4/105, By = v3/4/21

Then P is the matrix whose columns are 9y, D,, 05. Thus

0 —5//105  4/4/21 -5
P=|1//5 —8J/105 —2//21 and D=P'BP= -5
2//5 4//105  1/4/21 16

9.26. Let g(x,y) = x*> + 6xy — 7y%. Find an orthogonal substitution that diagonalizes g.

Find the symmetric matrix A4 that represents ¢ and its characteristic polynomial A(z). We have

A:[; _;] and Alf)=F£ 46t —16 = (1 —2)(t+8)

The eigenvalues of 4 are A =2 and A = —8. Thus, using s and ¢ as new variables, a diagonal form of ¢ is

q(s, 1) = 25> — 87
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The corresponding orthogonal substitution is obtained by finding an orthogonal set of eigenvectors of 4.

(i) Subtract 1 =2 down the diagonal of 4 to obtain the matrix

—x+3y=0

x—gy=0 O TXT¥=0

M = [_é _;] corresponding to

A nonzero solution is u#; = (3, 1).
(i) Subtract A = —8 (or add 8) down the diagonal of 4 to obtain the matrix

9x +3y =0

w4 y=0 O xFy=0

M = [z ?] corresponding to

A nonzero solution is u, = (—1, 3).
As expected, since 4 is symmetric, the eigenvectors #, and u, are orthogonal.
Now normalize u; and u, to obtain, respectively, the unit vectors

2, =(3/V/10, 1/¥/10)  and @, = (=1/4/10, 3/+/10).

Finally, let P be the matrix whose columns are the unit vectors #; and #,, respectively, and then
[x,y]" = P[s, f]" is the required orthogonal change of coordinates. That is,

_[3//10 —1/10 and STt _s+3t
/Y10 3/410 Jioo 7T 1o
One can also express s and ¢ in terms of x and y by using P~! = P. That is,
_3x+y g% + 3t
- Vi AT}
MINIMAL POLYNOMIAL
4 -2 2 3 -2 2
9.27. LetA=(6 -3 4|andB=|4 —4 6 [.The characteristic polynomial of both matrices is
3 =23 2 =35

Aty = (@ —2)(t — 1)>. Find the minimal polynomial m(#) of each matrix.

The minimal polynomial m(f) must divide A(¢). Also, each factor of A(), that is, t — 2 and ¢ — 1, must
also be a factor of m(¢). Thus m(r) must be exactly one of the following:

fOy=@=2t-1) o gt)=@—2)t—1)7

(a) By the Cayley—Hamilton Theorem, g(4) = A(4) = 0, so we need only test f(¢). We have

2 =2 213 -2 2 0 00

fAH=A-2D4-1)=|6 -5 4||6 —4 4|=]0 0 0

3 -2 1 3 -2 2 0 00

Thus m(f) =f(f) = (t — 2)(t — 1) = > — 3t + 2 is the minimal polynomial of 4.
(b) Again g(B) = A(B) = 0, so we need only test f(¢). We get

1 =2 2 2 =2 -2 2 =2

2
fB=B-20B-NH=|4 —6 6|4 =5 6|=|-4 4 —4|+£0
2 -3 3||2 -3 4 -2 2 -2

Thus m(¢) # f(f). Accordingly, m(f) = g(r) = (+ — 2)(r — 1)* is the minimal polynomial of B. [We emphasize
that we do not need to compute g(B); we know g(B) = 0 from the Cayley—Hamilton theorem.]
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9.28. Find the minimal polynomial m(¢) of each of the following matrices:

9.29.

9.30.

9.31.

1 2 3
1 4 —1
(@) A:B 7],(b) B=10 2 3. cz[l 2]
0 0 3
(a) The characteristic polynomial of A is A(f) = > — 12t + 32 = (¢t — 4)(t — 8). Since A(¢) has distinct
factors, the minimal polynomial m(f) = A(f) = > — 12t + 32.
(b) Since B is triangular, its eigenvalues are the diagonal elements 1,2,3; and so its characteristic
polynomial is A(¢) = (¢ — 1)(¢ — 2)(z — 3). Since A(¢) has distinct factors, m(f) = A(¥).

(¢) The characteristic polynomial of C is A(r) = > — 61 + 9 = (¢ — 3)*. Hence the minimal polynomial of C
isf(fy=t—3 org(t)=(t— 3)%. However, f(C)#0, that is, C —3I # 0. Hence

m(t) = g(t) = A1) = (¢ = 3)".
Suppose S = {u;, u,, ..., u,} is a basis of V, and suppose F' and G are linear operators on V' such

that [F] has 0’s on and below the diagonal, and [G] has a # 0 on the superdiagonal and 0’s
elsewhere. That is,

0 ay ajy a,; 0 a O 0
0 0 ayp a,y 0 0 a 0
[F1=| oo, , [G]l=] o
0 0 0 T 0 0 0 a
0 0 0 0 0 0 0 0

Show that: (a) F” =0, (b) G*~! # 0, but G" = 0. (These conditions also hold for [F] and [G].)

(@) We have F(u;) = 0 and, for » > 1, F(u,) is a linear combination of vectors preceding u, in S. That is,
F(ur) = a, u + aly +...+ ar,r—lur—l

Hence F?(u,) = F(F(u,)) is a linear combination of vectors preceding u,_;. And so on. Hence
F"(u,) = 0 for each r. Thus, for each r, F"(u,) = F"~"(0) = 0, and so F" = 0, as claimed.

(b) We have G(u;) = 0 and, for each k > 1, G(u;) = au;_,. Hence G" (1) = a"u;_, for r < k. Since a # 0,
so is a"~! # 0. Therefore, G"~(u,) = a"~'u; # 0, and so G"~! # 0. On the other hand, by (a), G" = 0.

Let B be the matrix in Example 9.12(a) that has 1’s on the diagonal, @’s on the superdiagonal, where
a # 0, and 0’s elsewhere. Show that f(f) = (¢ — A)" is both the characteristic polynomial A(¢) and
the minimum polynomial m(¢) of A.

Since 4 is triangular with A’s on the diagonal, A(f) = f(t) = (t — 1)" is its characteristic polynomial. Thus
m(t) is a power of t — 1. By Problem 9.29, (4 — AI) ™! # 0. Hence m(t) = A(t) = (t — A)".

Find the characteristic polynomial A(#) and minimal polynomial m(#) of each matrix:

4100 0 5 7 0 0
04100 02 0 0
@ M=|0 040 0|0k M=
00 11
000 41 0 0 2 4
000 0 4
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9.32.

9.33.

9.34.

(a) M is block diagonal with diagonal blocks

0
1 and B:|:4 1:|
4

4
A=10
0 0 4

S A~ =

The characteristic and minimal polynomial of A is f(f) = (t —4)* and the characteristic and minimal
polynomial of B is g(f) = (t — 4)>. Then

A0 =f(gH)=(—4°  but  m(t) = LCML/(1), g(0] = (t — 4)’
(where LCM means least common multiple). We emphasize that the exponent in m(¢) is the size of the

largest block.

(b) Here M’ is block diagonal with diagonal blocks 4' = [g ;} and B = [_; ‘1‘] The

characteristic and minimal polynomial of 4’ is f(z) = (¢t — 2)>. The characteristic polynomial of B’ is
g(t) =1 —5t+6 = (t — 2)(t — 3), which has distinct factors. Hence g(f) is also the minimal poly-
nomial of B. Accordingly,

AN =fgt)=(t—2(t=3)  but  m(r)=LCMLS(), ()] = (t = 2)*(r = 3)

Find a matrix 4 whose minimal polynomial is f(f) = > — 8> + 5t + 7.

0 0 -7
Simply let4=| 1 0 —5 |, the companion matrix of f(¢) [defined in Example 9.12(b)].
0 1 8

Prove Theorem 9.15: The minimal polynomial m(¢) of a matrix (linear operator) 4 divides every
polynomial that has 4 as a zero. In particular (by the Cayley—Hamilton Theorem), m(¢) divides the
characteristic polynomial A(¢) of 4.

Suppose f(¢) is a polynomial for which f(4) = 0. By the division algorithm, there exist polynomials g(#)
and r(¢) for which f(t) = m(t)q(f) + r(t) and r(#) = 0 or deg r(¢) < deg m(f). Substituting t =4 in this
equation, and using that (4) = 0 and m(4) = 0, we obtain r(4) = 0. If #(¢) # 0, then r(¢) is a polynomial of
degree less than m(f) that has A as a zero. This contradicts the definition of the minimal polynomial. Thus
r(t) = 0, and so f(¢) = m(t)q(?), that is, m(z) divides f(¢).

Let m(f) be the minimal polynomial of an n-square matrix 4. Prove that the characteristic
polynomial A(?) of 4 divides [m(?)]".

Suppose m(t) = " + ¢, ™' + ... +¢,_;t + c,. Define matrices B; as follows:

By =1 Ny 1 =8B,
By =A+cl s0 ¢l =B, — 4 =B, — 4B,
By =A>+ciA+cy so ¢yl =By, — A4 +c|]) =B, — 4B,

Then

—AB, y=cd — A +c A+ .+, At D) =cl—md)=cl
Set B(t)=1"'By+1t72B, +...+1B,_,+B,_,
Then

(I —A)B() = ("By+17'B, +... +1B,_|) — (' '4By + 4B, + ... + 4B,_,)
=1By+ 17" (B, —ABy) + 1 "*(By —AB)) + ...+ t(B,_, — AB,_,) — AB,_,
=T+, T +et 2+ .. e, +cd =m@)]

Taking the determinant of both sides gives |tI — A||B(¢)| = |m(t)I| = [m(£)]". Since |B(¢)| is a polynomial,
|t — A| divides [m(¢)]"; that is, the characteristic polynomial of 4 divides [m(?)]".
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9.35. Prove Theorem 9.16: The characteristic polynomial A(¢) and the minimal polynomial m(¢) of A have

9.36.

9.37.

the same irreducible factors.

Suppose f(#) is an irreducible polynomial. If f(¢) divides m(¢), then f(¢) also divides A(¢) [since m(¢)
divides A(?)]. On the other hand, if /(¢) divides A(¢) then, by Problem 9.34, f(¢) also divides [m(¢)]". But f(¢) is
irreducible; hence f(¢) also divides m(¢). Thus m(f) and A(¢) have the same irreducible factors.

Prove Theorem 9.19: The minimal polynomial m(#) of a block diagonal matrix M with diagonal
blocks 4, is equal to the least common multiple (LCM) of the minimal polynomials of the diagonal
blocks 4;.

We prove the theorem for the case » = 2. The general theorem follows easily by induction. Suppose

0 B
is the least common multiple of the minimal polynomials g(#) and A(¢) of 4 and B, respectively.
m(4) 0
0 m(B)
m(B) = 0. Since g(¢) is the minimal polynomial of 4, g(¢) divides m(¢). Similarly, A(¢) divides m(). Thus m()
is a multiple of g(¢) and A(¢).

Now let f(¢) be another multiple of g(¢) and /(7). Then f(M) = [f(A) 0 ] = [g 8] = 0. But m(#)

M= |:A 0 }, where A4 and B are square matrices. We need to show that the minimal polynomial m(¢) of M

Since m(¢) is the minimal polynomial of M, m(M) = [ ] =0, and hence m(4) = 0 and

0 f(B)
is the minimal polynomial of M; hence m(¢) divides f(¢). Thus m(¢) is the least common multiple of g(¢) and

h(t).

Suppose m(t) =t +a,_ "' + ...+ a,t + a, is the minimal polynomial of an n-square matrix 4.
Prove the following:

(a) A is nonsingular if and only if the constant term a, # 0.

(b) If 4 is nonsingular, then 47! is a polynomial in 4 of degree » — 1 < n.

(a) The following are equivalent: (i) 4 is nonsingular, (ii) 0 is not a root of m(¢), (iii) a, # 0. Thus the
statement is true.

(b) Since 4 is nonsingular, a, # 0 by (a). We have
mA)=A"+a,_ A" +.. . +ad+a,l =0
1
Thus —— A g, AT taDA=]1
do

1 -
Accordingly AV = — A g, APt a)])
o

Supplementary Problems

POLYNOMIALS OF MATRICES

9.38.

9.39.

5 1 0 3
g() =1 =202 +1+3.

Let A= [2 -3 ] and B = [1 2]. Find (1), g(4), f(B), g(B), where f(t)=2f —5t+6 and

1

LetA:[O

%] Find 42, 43, A", where n > 3, and 4~ !.
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8 12 0
9.40. LetB=|0 8 12 |.Find a real matrix 4 such that B = 4.
0 0 8

9.41. For each matrix, find a polynomial having the following matrix as a root:

11 2
2 5 2 -3

() A:[ ],(b) B:[ :|,(c) c=|12 3
1 -3 7 —4 5 11

9.42. Let 4 be any square matrix and let f(f) be any polynomial. Prove: (¢) (P~'AP)" = P~'A"P.
(®) f(P'AP) = P f(A)P. (¢) fUD) =[f]'. (d) If A is symmetric, then f(4) is symmetric.

9.43. Let M = diag[4,, ..., 4,] be a block diagonal matrix, and let /(¢) be any polynomial /(¢). Show that (M) is
block diagonal and f(M) = diag[ f(4,), ..., f(4,)].

9.44. Let M be a block triangular matrix with diagonal blocks 4, ..., 4,, and let f(#) be any polynomial £(#). Show
that f (M) is also a block triangular matrix, with diagonal blocks f(4,), ..., f(4,).

EIGENVALUES AND EIGENVECTORS

9.45. For each of the following matrices, find all eigenvalues and corresponding linearly independent eigenvectors:

2 -3 2 4 1 —4
(@) A:[z —5]’(b) B:[—l 6}’(0) C:[3 —7]

When possible, find the nonsingular matrix P that diagonalizes the matrix.

2 -1
9.46. LetA:[_z 3].

(a) Find eigenvalues and corresponding eigenvectors.

(b) Find a nonsingular matrix P such that D = P~'4P is diagonal.
(c¢) Find A° and f(4) where f(f) = t* — 55 + 71> — 2t + 5.

(d) Find a matrix B such that B> = 4.

9.47. Repeat Problem 9.46 for 4 = [_; _g}

9.48. For each of the following matrices, find all eigenvalues and a maximum set S of linearly independent

eigenvectors:
1 -3 3 3 -1 1 1 2

(@ A=|3 -5 3|, B=|7 -5 1|,(¢c) C= 1 2 -1
6 —6 4 6 —6 2 -1 1

Which matrices can be diagonalized, and why?

9.49. For each of the following linear operators 7: R> — R?, find all eigenvalues and a basis for each eigenspace:

(@) T(x,y)=0Bx+3y, x+5y), (b) T(x,y)=Bx—13y, x—3y).

9.50. Let 4= Z fl be a real matrix. Find necessary and sufficient conditions on a, b, c,d so that 4 is

diagonalizable, that is, so that 4 has two (real) linearly independent eigenvectors.
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9.51. Show that matrices 4 and A” have the same eigenvalues. Give an example of a 2 x 2 matrix 4 where 4 and 47
have different eigenvectors.

9.52. Suppose v is an eigenvector of linear operators F' and G. Show that v is also an eigenvector of the linear
operator kF + k'G, where k and k' are scalars.

9.53.  Suppose v is an eigenvector of a linear operator 7' belonging to the eigenvalue /. Prove:

(a) For n > 0, v is an eigenvector of 7" belonging to A".
(b) f(4) is an eigenvalue of f(7T) for any polynomial f(¢).

9.54. Suppose / # 0 is an eigenvalue of the composition F o G of linear operators F and G. Show that / is also an
eigenvalue of the composition G o F. [Hint: Show that G(v) is an eigenvector of G o F.]

9.55. Let E:V — V be a projection mapping, that is, E> = E. Show that E is diagonalizable and, in fact, can be

L 0:|, where 7 is the rank of E.

represented by the diagonal matrix M = [ 0 0

DIAGONALIZING REAL SYMMETRIC MATRICES

9.56. For each of the following symmetric matrices A, find an orthogonal matrix P such that D = P~14P is
diagonal:

5 4 4 -1 7 3
(@) A:[4 —1]’(17) A:[—l 4}’(") A:[3 —1]

9.57. For each of the following symmetric matrices B, find its eigenvalues, a maximal orthogonal set S of
eigenvectors, and an orthogonal matrix P such that D = P~!BP is diagonal:

01 1 22 4
@ B=|10 1|,0) B=|4 5 8
110 4 8 17

9.58. Find an orthogonal substitution that diagonalizes each of the following quadratic forms:
(@) q(x,y) =42 +8xy — 1132, (b) q(x,y) =2x* — 6xy + 10y?

9.59. For each of the following quadratic forms ¢(x, y, z), find an orthogonal substitution expressing x, y, z in terms
of variables r, s, t, and find q(r, s, ?):

(@) q(x,y,2) =58 +3y% + 12xz, (b) q(x,y,2) =3x> — dxy + 6% 4 2xz — 4yz 4 32

9.60. Find a real 2 x 2 symmetric matrix 4 with eigenvalues:

(a) A=1and 2 =4 and eigenvector u = (1, 1) belonging to A = 1;
() A=2and A =3 and eigenvector u = (1, 2) belonging to 1 = 2.

In each case, find a matrix B for which B? = 4.

CHARACTERISTIC AND MINIMAL POLYNOMIALS
9.61. Find the characteristic and minimal polynomials of each of the following matrices:

3001 -1 32 -1
@ A=| 2 4 2|, B=|3 8 -3
-1 -1 3 36 —1



Lipschutz-Lipson:Schaum’s | 9. Diagonalization: Text © The McGraw-Hill

Outline of Theory and Eigenvalues and Companies, 2004
Problems of Linear Eigenvectors
Algebra, 3/e
338 DIAGONALIZATION: EIGENVALUES AND EIGENVECTORS [CHAP. 9
9.62. Find the characteristic and minimal polynomials of each of the following matrices:
250 00 4 -1 0 0 O 3200 0
02000 1 2 000 1 4000
(@ A=(0 0 4 2 0|,() B=|0 0 3 1 Of,(¢c) C=|0 0 3 1 O
00 3 50 0 0 0 3 1 00130
00 0 0 7 0 0 0 0 3 000 0 4
1 10 2 00
9.63. LetdA=|0 2 O0|andB=|0 2 2 |.Show that 4 and B have different characteristic polynomials
0 0 1 0 0 1
(and so are not similar), but have the same minimal polynomial. Thus nonsimilar matrices may have the same
minimal polynomial.
9.64. Let 4 be an n-square matrix for which 4¥ = 0 for some k > n. Show that 4" = 0.
9.65. Show that a matrix 4 and its transpose 4”7 have the same minimal polynomial.
9.66. Suppose f(#) is an irreducible monic polynomial for which f(4) = 0 for a matrix 4. Show that f(¢) is the
minimal polynomial of 4.
9.67. Show that 4 is a scalar matrix 4/ if and only if the minimal polynomial of 4 is m(f) =t — k.
9.68. Find a matrix 4 whose minimal polynomial is: (@) £ — 52 +6t+8, (b) *—52 —2t+7t+4.
9.69. Let f(f) and g(f) be monic polynomials (leading coefficient one) of minimal degree for which 4 is a root.
Show f(¢) = g(#). [Thus the minimal polynomial of 4 is unique.]
Answers to Supplementary Problems
Notation: m = [R;; R,; ...] denotes a matrix with rows R, R, . ...
9.38. f(4)=[-26,-3; 5,-27], g(4) =[-40,39; —65,-27],
fB)=[3,6; 0,9, gB)=1[3,12; 0,15]
9.39. A2=[1,4; 0,1, 4 =[1,6; 0,1, 4"=[1,2n; 0,1, 47" =[1,-2; 0,1]
9.40. Letd=1[2,a,b; 0,2,c; 0,0,2].Set B=A4%andthena=1,5b= —%, c=1
9.41. Find A(): (@) £ +1t—11, (b) £ +2t+13, () £—-724+6t—1
945. (@) 2=1Lu=3,1); i=—-40v=(,2),0) 1=4u=(2,1),
(o) A=—-1,u=@2,1); A=-50v=1(2,3). Only 4 and C can be diagonalized; use P = [u, v]
946. (o) 2=1lLu=(1,1); AiA=40v=(1,-2),

(b) P =[u,u],
(©) f(4)=[19,—13; —26,32], A5 =[21 846, —21 845; —43 690, 43 691],
@ B=[-1 1.9
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A=1,u=(@3,
SA)=[2,-6;

=2); A=2,v=2,-1), () P=][u,uv],
2,9], A°=[1021,1530; —510,—764],

B=[-3+4+4y2, —6+642; 2-22, 4-32]

A==2,u=(1,1,0,v=(,0,-1);A=4w=(11,2),

A=2,u=(1,

1,0y A=-40v=(0,1,1),

A=3u=(1,1,0,v=(1,0,1); Z=1,w=(2,—1,1). Only 4 and C can be diagonalized; use

P =[u,v,w]

A=2,u=(3,

—1); A=6,v=(1,1), (b) no real eigenvalues

We need [—tr(4)]* — 4[det(4)] > 0 or (a — d)* + 4bc > 0

A=[11; 0,1]

(@)
(@)
®)
(@)
(b)

(@)
(b

P=[2, —I;

—L2/V5, () P=[1,1; 1,=11/¥2,(¢) P=[3,-1; 1,3)/J/10,

J=—lLu=(1,-1,0v=(1,1,-2);i=2,w=(1,1,1),
i=1lu=@2,1,-1),0=02,-3,1) 1=22,w=(1,2,4);
Normalize u, v, w, obtaining #, 0, w, and set P = [, 0, w]. (Remark: u and v are not unique.)

x= s +0/V17,y = (—s+40) /17, q(s, ) = 55> — 122,
x=(3s — /10,y = (s + 30)/v/10, q(s, 1) = s> + 117

x=@Bs+20)/V13,y =r,z= (25 = 30)/V/13, q(r, s, £) = 3r* + 95 — 47,

x =5Ks+ Lt,y = Jr+2Ks — 2Lt, z = 2Jr — Ks — Lt, where J =1//5, K =1//30, L=1/6;

q(r, s, £) = 2r* + 25* + 87

(@)
®

(@)
(@)

(b)
(©)

Let 4 be the companion matrix [Example 9.12(b)] with last column: (a) [—8, —6, 517, b) [-4,-7,2, 51"

Hint: 4 is a root of 4(t) = f(¢) — g(¢t) where h(t) = 0 or the degree of A(¢) is less than the degree of f(¢).

B=1p,-1; —1,3],
B=(2+4V3, 2V2+2V3;  2V2+V3,4V2+V3)

Ay =mt)= (=272 =6),  (b) AW)= (=2t —6),mt)=(t—2)(t - 6)
A0 = (t =22t = 1), m(r) = (1 = 2)°(t = 7),

A(t) = (t = 3)°,m(r) = (t — 3)°,
Aty = (t = 2)°(t — 4 (¢ — 5), m(t) = (t = 2)(t — 4)(t — 5)
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CHAPTER 10

Canonical Forms

10.1 INTRODUCTION

Let T be a linear operator on a vector space of finite dimension. As seen in Chapter 6, 7 may not have
a diagonal matrix representation. However, it is still possible to “simplify” the matrix representation of 7'
in a number of ways. This is the main topic of this chapter. In particular, we obtain the primary
decomposition theorem, and the triangular, Jordan, and rational canonical forms.

We comment that the triangular and Jordan canonical forms exist for 7 if and only if the characteristic
polynomial A(¢) of T has all its roots in the base field K. This is always true if K is the complex field C but
may not be true if K is the real field R.

We also introduce the idea of a quotient space. This is a very powerful tool, and will be used in the
proof of the existence of the triangular and rational canonical forms.

10.2 TRIANGULAR FORM

Let T be a linear operator on an n-dimensional vector space V. Suppose T can be represented by the
triangular matrix

ap an e Ay,
4 = ay e Ay
a

nn
Then the characteristic polynomial A(#) of T is a product of linear factors; that is,

Aty =det(tl —A) =t —a; )t —ay)...(t—a

nn

The converse is also true and is an important theorem (proved in Problem 10.28).

Theorem 10.1: Let 7:/ — V be a linear operator whose characteristic polynomial factors into linear
polynomials. Then there exists a basis of V' in which T is represented by a triangular
matrix.

Theorem 10.1: (Alternative Form) Let A be a square matrix whose characteristic polynomial factors
into linear polynomials. Then A4 is similar to a triangular matrix, i.e., there exists an
invertible matrix P such that P~'4P is triangular.

340
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We say that an operator 7' can be brought into triangular form if it can be represented by a triangular
matrix. Note that in this case, the eigenvalues of T are precisely those entries appearing on the main
diagonal. We give an application of this remark.

Example 10.1. Let 4 be a square matrix over the complex field C. Suppose A is an eigenvalue of 42. Show that v/7 or
—+/7 is an eigenvalue of A.
By Theorem 10.1, 4 and 4? are similar, respectively, to triangular matrices of the form

meoo*o ¥ o
B= ta : and B = &
i 1
Since similar matrices have the same eigenvalues, A = p2 for some i. Hence u; = ~/Z or y; = —+/7 is an eigenvalue

of A.

10.3 INVARIANCE

Let T:V — V be linear. A subspace W of V' is said to be invariant under T or T-invariant if T maps W
into itself, i.e., if v € W implies T(v) € W. In this case, T restricted to ' defines a linear operator on W;
that is, 7' induces a linear operator 7:W — W defined by T(w) = T'(w) for every w € W.

Example 10.2.

(@) Let T:R*> — R® be the following linear operator, which rotates each vector v about the z-axis by an angle 0
(shown in Fig. 10-1):

T(x,y,z) = (xcos O — ysin0, xsin0+ ycosl, z)

z T(v)
»
U Y
0
QU A v
T(w)
0 Jozz=zm 3 - ‘\ >
=) / %
S /4
¥ w
Fig. 10-1

Observe that each vector w = (a, b, 0) in the xy-plane W remains in W under the mapping 7; hence W is
T-invariant. Observe also that the z-axis U is invariant under 7. Furthermore, the restriction of 7' to ¥ rotates
each vector about the origin O, and the restriction of 7 to U is the identity mapping of U.

(b) Nonzero eigenvectors of a linear operator 7:/ — V' may be characterized as generators of T-invariant
1-dimensional subspaces. For suppose T(v) = Av, v # 0. Then W = {kv, k € K}, the 1-dimensional subspace
generated by v, is invariant under 7 because

T(kv) = kT(v) = k(lv) = kilve W

Conversely, suppose dim U = 1 and u # 0 spans U, and U is invariant under 7. Then 7(«) € U and so T'(u) is a
multiple of u, i.e., T(«) = pu. Hence u is an eigenvector of T.

The next theorem (proved in Problem 10.3) gives us an important class of invariant subspaces.

Theorem 10.2: Let 7:V — V be any linear operator, and let £(¢) be any polynomial. Then the kernel of
f(T) is invariant under 7.
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The notion of invariance is related to matrix representations (Problem 11.5) as follows.

Theorem 10.3: Suppose W is an invariant subspace of 7:V — V. Then T has a block matrix

. A B . . . LA
representation 0 Cl where A4 is a matrix representation of the restriction 7 of T

to W.

10.4 INVARIANT DIRECT-SUM DECOMPOSITIONS
A vector space V is termed the direct sum of subspaces Wi, ..., W,, written
V=W oW, d..0W,
if every vector v € V' can be written uniquely in the form
v=w w4 W, with w; € W;

The following theorem (proved in Problem 10.7) holds.

Theorem 10.4: Suppose W, W,, ..., W, are subspaces of V, and suppose
By = {wii, wip, oo Wi ey B, ={w,, W, .., Wy, }

are bases of Wy, W,, ..., W,, respectively. Then V' is the direct sum of the I; if and only
if the union B =B, U...UB, is a basis of V.

Now suppose T:V — V is linear and V is the direct sum of (nonzero) 7-invariant subspaces
Wi, Wy, ..., W, that is,

V=W, &..®&W, ad TW)<W, i=1,...r

Let T; denote the restriction of 7' to W;. Then T is said to be decomposable into the operators 7; or T is said
to be the direxct sum of the T;, written 7' =T, @ ... & T,. Also, the subspaces W, ..., W, are said to
reduce T or to form a T-invariant direct-sum decomposition of V.

Consider the special case where two subspaces U and W reduce an operator 7:V — V; say dim U = 2
and dim W = 3 and suppose {u,, u,} and {w;, w,, w;} are bases of U and W, respectively. If 7 and 7,
denote the restrictions of 7 to U and W, respectively, then

T, (wy) = byywy + byw, + byisws
T,(wy) = byywy + byywy + bysws
Ty(w3) = byywy + byywy + byzwy

T\(uy) = ayuy +au,
T\(uy) = ayyuy + axu,

Accordingly, the following matrices 4, B, M are the matrix representations of T}, T, T, respectively:
by by by
AZ[Z“ 221]7 B=|by by by |, M:[‘é g]
- by by b33
The block diagonal matrix M results from the fact that {u, u,, w;, w,, w3} is a basis of V' (Theorem 10.4),

and that T'(u;) = Ty (;) and T(w;) = T,(w;).
A generalization of the above argument gives us the following theorem.

Theorem 10.5: Suppose 7:V — V is linear and suppose V is the direct sum of 7T-invariant subspaces,
say, Wy, ..., W,. If A; is a matrix representation of the restriction of 7 to W,, then T can
be represented by the block diagonal matrix

M - diag(Al,Az, cee ,Ar)
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10.5 PRIMARY DECOMPOSITION

The following theorem shows that any operator 7:/ — V is decomposable into operators whose
minimum polynomials are powers of irreducible polynomials. This is the first step in obtaining a canonical
form for T

Theorem 10.6: (Primary Decomposition Theorem) Let 7:/ — V be a linear operator with minimal
polynomial

m(t) = (0" /(0" .. SO

where the f;(¢) are distinct monic irreducible polynomials. Then V' is the direct sum of

T-invariant subspaces W, ..., W, where W, is the kernel of f;(T)". Moreover, f;(¢)" is

the minimal polynomial of the restriction of 7" to W,.

The above polynomials f;(¢)" are relatively prime. Therefore, the above fundamental theorem follows
(Problem 10.11) from the next two theorems (proved in Problems 10.9 and 10.10, respectively).

Theorem 10.7: Suppose T:V — V is linear, and suppose f(¢) = g(¢)h(f) are polynomials such that
f(T)=0 and g(¢) and A(¢) are relatively prime. Then V is the direct sum of the
T-invariant subspace U and W, where U = Ker g(7T) and W = Ker A(T).

Theorem 10.8: In Theorem 10.7, if £(¢) is the minimal polynomial of 7 [and g(¢) and A(¢) are monic],
then g(¢) and A(¢) are the minimal polynomials of the restrictions of 7' to U and W,
respectively.

We will also use the primary decomposition theorem to prove the following usefual characterization of
diagonalizable operators (see Problem 10.12 for the proof).

Theorem 10.9: A linear operator 7:V — V is diagonalizable if and only if its minimal polynomial m(¢)
is a product of distinct linear polynomials.

Theorem 10.9: (Alternative Form) A matrix 4 is similar to a diagonal matrix if and only if its
minimal polynomial is a product of distinct linear polynomials.

Example 10.3. Suppose 4 # I is a square matrix for which 4> = I. Determine whether or not 4 is similar to a diagonal
matrix if 4 is a matrix over: (i) the real field R, (ii) the complex field C.

Since 4% = I, 4 is a zero of the polynomial /() = £ — 1 = (¢ — 1)(#> + ¢ + 1). The minimal polynomial m(f) of 4
cannot be t — 1, since 4 # /. Hence

mi)=2+t+1 o  m@=~F -1

Since neither polynomial is a product of linear polynomials over R, 4 is not diagonalizable over R. On the other hand,
each of the polynomials is a product of distinct linear polynomials over C. Hence A4 is diagonalizable over C.

10.6 NILPOTENT OPERATORS

A linear operator 7:V — V is termed nilpotent if T" = 0 for some positive integer n; we call k the
index of nilpotency of T if T = 0 but T¥~! = 0. Analogously, a square matrix 4 is termed nilpotent if
A" =0 for some positive integer n, and of index k if 4¥ =0 but 4! £ 0. Clearly the minimum
polynomial of a nilpotent operator (matrix) of index k is m(f) = t*; hence 0 is its only eigenvalue.



Lipschutz-Lipson:Schaum’s | 10. Canonical Forms Text © The McGraw-Hill

Outline of Theory and Companies, 2004
Problems of Linear
Algebra, 3/e

344 CANONICAL FORMS [CHAP. 10

Example 10.4. The following two r-square matrices will be used through the chapter:

01 0 0 0 A 1.0 00
001 ... 00 0 A1 ... 00
N=N@@E)= e and J(A) = | oo
00 0 0 1 0 0O A1
0 0 0 0 0 0 00 0 2

The first matrix N, called a Jordan nilpotent block, consists of 1’s above the diagonal (called the superdiagonal),
and 0’ elsewhere. It is a nilpotent matrix of index r. (The matrix N of order 1 is just the 1 x 1 zero matrix [0].)

The second matrix J(4), called a Jordan block belonging to the eigenvalue 4, consists of A’s on the diagonal, 1’s
on the superdiagonal, and 0’s elsewhere. Observe that

JO) =i+ N

In fact, we will prove that any linear operator 7 can be decomposed into operators, each of which is the sum of a scalar
operator and a nilpotent operator.

The following (proved in Problem 10.16) is a fundamental result on nilpotent operators.

Theorem 10.10: Let 7:/ — V be a nilpotent operator of index k. Then 7 has a block diagonal matrix
representation in which each diagonal entry is a Jordan nilpotent block N. There is at
least one N of order k, and all other N are of orders <k. The number of N of each
possible order is uniquely determined by 7. The total number of NV of all orders is equal
to the nullity of 7.

The proof of Theorem 10.10 shows that the number of N of order i is equal to 2m; —m;, | —m;_q,
where m; is the nullity of T".

10.7 JORDAN CANONICAL FORM

An operator 7 can be put into Jordan canonical form if its characteristic and minimal polynomials
factor into linear polynomials. This is always true if K is the complex field C. In any case, we can always
extend the base field K to a field in which the characteristic and minimal polynomials do factor into linear
factors; thus, in a broad sense, every operator has a Jordan canonical form. Analogously, every matrix is
similar to a matrix in Jordan canonical form.

The following theorem (proved in Problem 10.18) describes the Jordan canonical form J of a linear
operator 7.

Theorem 10.11: Let 7:V — V be a linear operator whose characteristic and minimal polynomials are,
respectively,
A =@ —A)" ...t =)™ and m(t) = (t— )" ...t —A)"

where the £; are distinct scalars. Then 7" has a block diagonal matrix representation J in
which each diagonal entry is a Jordan block J;; = J(4,). For each 4, the corresponding
J;; have the following properties:

i

(i) There is at least one J;; of order m;; all other J; are of order <m;.
(i) The sum of the orders of the Jj; is ;.
(iii) The number of J; equals the geometric multiplicity of 4,.
(iv) The number of J; of each possible order is uniquely determined by T.
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Example 10.5. Suppose the characteristic and minimal polynomials of an operator T are, respectively,
AD=@t—-2% -5 and m@)=@—-2)>*(-5)

Then the Jordan canonical form of 7' is one of the following block diagonal matrices:

510 510
diag([é é] [(2) é] |:8 (5) é:|) or diag([é ;] 2], [2], |:g 3 ;:|)

The first matrix occurs if 7 has two independent eigenvectors belonging to the eigenvalue 2; and the second matrix
occurs if 7 has three independent eigenvectors belonging to 2.

10.8 CYCLIC SUBSPACES

Let T be a linear operator on a vector space V of finite dimension over K. Suppose v € V and v # 0.
The set of all vectors of the form f(7)(v), where f(¢) ranges over all polynomials over K, is a T-invariant
subspace of V called the T-cyclic subspace of V generated by v; we denote it by Z(v, T) and denote the
restriction of T to Z(v, T) by T,. By Problem 10.56, we could equivalently define Z(v, T) as the
intersection of all T-invariant subspaces of V' containing v.

Now consider the sequence

v, T(v), Tz(v), T3(v),

of powers of T acting on v. Let k be the least integer such that 7%(v) is a linear combination of those vectors

that precede it in the sequence; say,

T'W) = —a,_ T ') — ... — a, T(v) — agv
Then i i

mv(l‘)zt +ak_1t +...a1t+a0

is the unique monic polynomial of lowest degree for which m, (T)(v) = 0. We call m,(¢) the T-annihilator of
vand Z(v, T).

The following theorem (proved in Problem 10.29) holds.

Theorem 10.12: Let Z(v,T), T,, m,(¢) be defined as above. Then:
(i) The set {v, T(v), ..., T""'(v)} is a basis of Z(v, T); hence dim Z(v, T) = k.
(i) The minimal polynomial of 7, is m,(%).

(iii) The matrix representation of T, in the above basis is just the companion matrix
C(m,) of m,(t); that is,

00 0 0 —a
1 0 0 —da;
Comy— |0 10 0 —a
0 0 0 0 _ak_z
0 0 0 1 _ak_l

10.9 RATIONAL CANONICAL FORM

In this section, we present the rational canonical form for a linear operator 7:V — V. We emphasize
that this form exists even when the minimal polynomial cannot be factored into linear polynomials. (Recall
that this is not the case for the Jordan canonical form.)
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Lemma 10.13: Let 7:V — V be a linear operator whose minimal polynomial is 7(¢)" where f(¢) is a
monic irreducible polynomial. Then V' is the direct sum

V=Zv,,T)®...&Z(v,, T)
of T-cyclic subspaces Z(v;, T') with corresponding 7-annihilators
f(t)nl7 f(l)nzv R} Lf(l)nr’ n:n12’122-~-2nr

Any other decomposition of ¥ into T-cyclic subspaces has the same number of
components and the same set of T-annihilators.

We emphasize that the above lemma (proved in Problem 10.31) does not say that the vectors v; or other
T-cyclic subspaces Z(v;, T) are uniquely determined by 7'; but it does say that the set of T-annihilators is
uniquely determined by 7. Thus T has a unique block diagonal matrix representation

M - diag(Cl, Cz, ceny Cr)

where the C; are companion matrices. In fact, the C; are the companion matrices of the polynomials f(r)".
Using the Primary Decomposition Theorem and Lemma 10.13, we obtain the following result.

Theorem 10.14: Let 7:/ — V be a linear operator with minimal polynomial
m(t) = /(O /(0" O™

where the f(¢) are distinct monic irreducible polynomials. Then 7 has a unique block
diagonal matrix representation

M = diag(Cy,, Cypy ..., Cpy o, €, Cgpy o, G )
where the C;; are companion matrices. In particular, the C; are the companion matrices
of the polynomials f;(¢)"7, where
my=np Znp=... 20, R Mg =Ny =Ny = ... = Ay

The above matrix representation of T is called its rational canonical form. The polynomials f;(¢)"/ are
called the elementary divisors of T.

Example 10.6. Let I/ be a vector space of dimension 8 over the rational field Q, and let T be a linear operator on ¥ whose
minimal polynomial is

m(t) = £, = (* — 48 + 652 — 4r — 7)(t — 3)°
Then the rational canonical form M of 7 must have one block the companion matrix of f;(f) and one block the
companion matrix of f,(r)>. There are two possibilities:
(a) diag[C(** — 48 + 62 — 4t —7), C((t—3)), C((r—3)")]
(b) diag[C(** — 48 + 62 —4t —7), C((t—3)%), C(t—3),C(t—?3)]

That is,
000 7 000 7
. 100 4 0 -9 [o -9 . 100 4 0 -9
(@ diagl o 1 o 6| [1 6]’ [1 6] S (B) diagl o 6 | [1 6]’ B3l B3]
001 4 001 4

10.10 QUOTIENT SPACES

Let V' be a vector space over a field K and let W be a subspace of V. If v is any vector in V, we write
v+ W for the set of sums v +w with w € W; that is,

v+ W ={v+w:we W}

These sets are called the cosets of W in V. We show (Problem 10.22) that these cosets partition V" into
mutually disjoint subsets.
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¥ v W

Example 10.7. Let ¥ be the subspace of R? defined by
W={(a,b):a=10},

that is, ¥ is the line given by the equation x — y = 0. We can view

v+ W as a translation of the line obtained by adding the vector v to

each point in W. As shown in Fig. 10-2, the coset v + W is also a

line, and it is parallel to W. Thus the cosets of W in R> are
precisely all the lines parallel to W.

Y

In the following theorem, we use the cosets of a
subspace W of a vector space V to define a new vector Fig. 10-2
space; it is called the quotient space of V by W, and is
denoted by V/W.

Theorem 10.15: Let ¥ be a subspace of a vector space over a field K. Then the cosets of W in V' form a
vector space over K with the following operations of addition and scalar multiplication:

Du+w+@+W)=w+v)+ W, (i) k(u+ W) =ku+ W, where k € K

We note that, in the proof of Theorem 10.15 (Problem 10.24), it is first necessary to show that the
operations are well defined; that is, whenever u + W =u' + W and v+ W = v' 4+ W, then

Ow+v)y+wW=u+vY+Ww and (i) ku+W =ki' + W forany k € K

In the case of an invariant subspace, we have the following useful result (proved in Problem 10.27).

Theorem 10.16: Suppose W is a subspace invariant under a linear operator 7:¥ — V. Then T induces a
linear operator 7 on V /W defined by T(v+ W) = T'(v) + W. Moreover, if T is a zero
of any polynomial, then so is 7. Thus the minimal polynomial of 7 divides the minimal
polynomial of T.

Solved Problems

INVARIANT SUBSPACES
10.1. Suppose T:V — V is linear. Show that each of the following is invariant under 7'
(@) {0}, (b) V, (¢) kernel of T, (d) image of T.

(a) We have T(0) = 0 € {0}; hence {0} is invariant under 7.

(b) ForeveryveV, T(v) € V;hence V is invariant under 7.

(¢) Letu e Ker T. Then T(u) = 0 € Ker T since the kernel of T is a subspace of V. Thus Ker T is invariant
under T.

(d) Since T(v) € Im T for every v € ¥} it is certainly true when v € Im 7. Hence the image of T is invariant
under T.

10.2. Suppose {;} is a collection of T-invariant subspaces of a vector space V. Show that the intersection
W =(; W; is also T-invariant.

Suppose v € W; then v € W, for every i. Since W, is T-invariant, T(v) € W; for every i. Thus T'(v) € W
and so W is T-invariant.
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10.3. Prove Theorem 10.2: Let 7:V — V be linear. For any polynomial f(¢), the kernel of f(T) is
invariant under 7.

Suppose v € Ker f(T), i.e., f(T)(v) = 0. We need to show that 7'(v) also belongs to the kernel of f(T),
ie., f(T)YT() = (f(T)o T)(v) = 0. Since f(¢)t = tf(t), we have f(T)o T = T o f(T). Thus, as required,

(f(T)o T)(v) = (T f(D))(v) = T(f(T)v)) = T(0) =0

2

10.4. Find all invariant subspaces of 4 = |: )

=51 .
_2:| viewed as an operator on RZ.

By Problem 10.1, R? and {0} are invariant under A. Now if 4 has any other invariant subspace, it must be
1-dimensional. However, the characteristic polynomial of 4 is

Ay =12 —tr(d) t+ 4] =2 + 1

Hence A4 has no eigenvalues (in R) and so 4 has no eigenvectors. But the 1-dimensional invariant subspaces
correspond to the eigenvectors; thus R? and {0} are the only subspaces invariant under 4.

10.5. Prove Theorem 10.3: Suppose W is T-invariant. Then 7 has a triangular block representation

[g g] where A4 is the matrix representation of the restriction Tof TtoW.

We choose a basis {w,, ..., w,} of W and extend it to a basis {w,, ..., w,, v, ..., v,} of V. We have
f’(wl) =T(w) =ayw +...+a,w,
T(wy) = T(wy) = ayw) + ...+ ayw,
f(wr) =Tw)=aw +...+a,w,
T(o)) =bywy +...+byw, +epop + ...+ oy
T(vy) = byywy +... +byw, +eyvp + ... + o

T(U.v) = b.vlwl +...+ bxrwr + Cs10) +...+ CssUs
But the matrix of T in this basis is the transpose of the matrix of coefficients in the above system of equations
. . A B . . .
(Section 6.2). Therefore it has the form [ 0 C] where A is the transpose of the matrix of coefficients for the

obvious subsystem. By the same argument, 4 is the matrix of T relative to the basis {w;} of W.

10.6. Let 7 denote the restriction of an operator T to an invariant subspace . Prove:

(a) For any polynomial f(¢), f (f“)(w) =f(T)(w).
(b) The minimal polynomial of T divides the minimal polynomial of 7.

(@) Iff(r) =0 orif f(¢) is a constant, i.e., of degree 1, then the result clearly holds.
Assume deg f = n > 1 and that the result holds for polynomials of degree less than n. Suppose that
SO =a, " +a, (" 4. +at+a
Then FW) = (a,T" +a, 7"+ ...+ ag)(w)
= (@, 7" )TW) + (@, T 4+ agD)(w)
= (@, 7" NTW) + (@, 7" + ...+ apD)(w) = f(T)(w)

(b) Let m(f) denote the minimal polynomial of 7. Then by (i), m(f" Yw) = m(T)(w) = 0(w) = 0 for every
w e W; that is, T is a zero of the polynomial m(¢). Hence the minimal polynomial of 7" divides m(%).
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INVARIANT DIRECT-SUM DECOMPOSITIONS
10.7. Prove Theorem 10.4: Suppose W, W,, ..., W, are subspaces of V' with respective bases
By = {wi,wip, oo wy, b ey B, ={w,, W, .. Wy,
Then V is the direct sum of the W; if and only if the union B = | J, B; is a basis of V.
Suppose B is a basis of V. Then, for any v € V]
v=aywy .o tapwy, oo W+t a, Wy, =wiwy
where w; = a;w; + ... + a;, w;, € W;. We next show that such a sum is unique. Suppose
v=w| +wh+...+w, where wi € W;
Since {wy, ..., w;, } is a basis of W, w; = b;w;; + ...+ b, w;, , and so
v=bywy+...+by,wy, + o+ bW+ by, Wy,

Since B is a basis of V, a; = b,-j, for each i and each j. Hence w; = w/, and so the sum for v is unique.
Accordingly, V' is the direct sum of the W,.

Conversely , suppose V' is the direct sum of the W,. Then for any ve ¥, v =w; + ...+ w,, where
w; € W;. Since {w;} is a basis of W;, each w; is a linear combination of the w;;, and so v is a linear
combination of the elements of B. Thus B spans V. We now show that B is linearly independent. Suppose

apwy +..otapwy, oo+ W+t a, w, =0

Note that a;w;; + ...+ a;, w;, € W;. We also have that 0 =0+0...0 € ;. Since such a sum for 0 is
unique,

agwi + ...+ auw, =0 fori=1,....r

The independence of the bases {w;; } imply that all the a’s are 0. Thus B is linearly independent, and hence is a
basis of V. ‘

10.8. Suppose T:V — V is linear and suppose T = T @ T, with respect to a T-invariant direct-sum
decomposition V' = U @ W. Show that:

(a) m(z) is the least common multiple of m(¢) and m,(¢), where m(t), m,(f), m,(t) are the
minimum polynomials of T, T, T,, respectively.

(b) A(t) = A (A, (t), where A(¢), A(f), A,(¢) are the characteristic polynomials of 7', T}, T,
respectively.

(a) By Problem 10.6, each of m,(f) and m,(¢) divides m(f). Now suppose f(¢) is a multiple of both m,(¢) and
my(t); then f(T,)(U) = 0 and f(T,)(W) = 0. Let v € V; then v = u + w with u € U and w € W. Now

STy =f(Du+f(Tw =f(Tu+f(T)w=0+0=0

That is, T is a zero of f(¢). Hence m(¢) divides f(¢), and so m() is the least common multiple of m(¢) and
(b) By Theorem 10.5, T has a matrix representation M = , where 4 and B are matrix representa-

. . . 0 B

tions of 7| and T, respectively. Then, as required,

t—4 0

A(t):\tI—M|:’ o u_g

’ = |t — A||tI — B| = A(H)A,(1)

10.9. Prove Theorem 10.7: Suppose T:V — V is linear, and suppose f(t) = g(?)h(¢) are polynomials such
that f(T) = 0 and g(¢) and A(¢) are relatively prime. Then V is the direct sum of the T-invariant
subspaces U and W where U = Ker g(T') and W = Ker i(T).
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Note first that U and W are T-invariant by Theorem 10.2. Now, since g(¢) and A(¢) are relatively prime,
there exist polynomials (#) and s(¢) such that

r(t)g(?) + s(h(t) = 1
Hence, for the operator 7, "(T)g(T) + s(T)h(T) =1 *)

Let v € V; then, by (*), v=r(T)g(T)v+ s(T)h(T)v
But the first term in this sum belongs to W = Ker A(T), since
T (T)g(T)v = r(T)g(T)WT)v = r(T)f (T)v = r(T)0v =0

Similarly, the second term belongs to U. Hence V' is the sum of U and W.
To prove that V' = U @& W, we must show that a sum v =u+w with u € U, w € W, is uniquely
determined by v. Applying the operator #(7)g(7T) to v = u + w and using g(T)u = 0, we obtain

r(T)g(Tyw = r(N)g(Tu + H(Tg(T)w = r(T)g(T)w
Also, applying (*) to w alone and using A(T)w = 0, we obtain
w=r(T)g(T)w + s(T)W(T)w = r(T)g(T)w

Both of the above formulas give us w = r(T)g(T)v, and so w is uniquely determined by v. Similarly u is
uniquely determined by v. Hence V' = U @ W, as required.

Prove Theorem 10.8: In Theorem 10.7 (Problem 10.9), if f(¢) is the minimal polynomial of 7" (and
g(#) and A(t) are monic), then g(¢) is the minimal polynomial of the restriction 7} of 7 to U and h(¢)
is the minimal polynomial of the restriction 7, of T to W.

Let m (¢) and m,(¢) be the minimal polynomials of 7| and 7,, respectively. Note that g(7;) = 0 and
h(T,) = 0 because U = Ker g(T) and W = Ker A(T). Thus

m(t) divides g(¥) and m,(t) divides A(r) (1)

By Problem 10.9, f(¢) is the least common multiple of m,(z) and m, (). But m, () and m,(¢) are relatively
prime since g(f) and A(f) are relatively prime. Accordingly, f(f) = m,;(t)m,(t). We also have that
f(t) = g(H)h(r). These two equations together with (1) and the fact that all the polynomials are monic
imply that g(¢) = m,(¢) and h(t) = m,(¢), as required.

Prove the Primary Decomposition Theorem 10.6: Let 7:/ — V be a linear operator with minimal
polynomial

m(t) = i) fo(6) . S0

where the f;(¢) are distinct monic irreducible polynomials. Then V" is the direct sum of 7-invariant
subspaces W, ..., W, where W, is the kernel of f;(T)". Moreover, f;(f)" is the minimal polynomial
of the restriction of T to W,.

1

The proof is by induction on . The case » = 1 is trivial. Suppose that the theorem has been proved for
r — 1. By Theorem 10.7, we can write V' as the direct sum of 7-invariant subspaces W, and V;, where W, is
the kernel of f{(7)" and where V; is the kernel of £3(T)" ...f.(T)". By Theorem 10.8, the minimal
polynomials of the restrictions of T to J#, and ¥, are f,(1)"" and £,(1)" ...f.()", respectively.

Denote the restriction of 7' to V| by 7). By the inductive hypothesis, V| is the direct sum of subspaces
W, ..., W, such that W, is the kernel of £;(7;)" and such that fi()" is the minimal polynomial for the
restriction of 7 to W,. But the kernel of f;(T)", for i =2, ..., r is necessarily contained in ¥, since f;(¢)"
divides £,(1)" ...£,(t)". Thus the kernel of £;(T)" is the same as the kernel of £;(7})", which is ;. Also, the
restriction of T to W, is the same as the restriction of 7, to W, (for i =2, ..., r); hence f;(¢)" is also the
minimal polynomial for the restriction of 7' to W;,. Thus V=W, @ W, ® ... ® W, is the desired decom-
position of T.
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10.12. Prove Theorem 10.9: A linear operator 7:7 — V has a diagonal matrix representation if and only if
its minimal polynomal m(¢) is a product of distinct linear polynomials.

Suppose m(t) is a product of distinct linear polynomials; say,
m(t) = (6 = 2t = 2g) .. (= 1)

where the 4; are distinct scalars. By the Primary Decomposition Theorem, V" is the direct sum of subspaces
Wi, ..., W,, where W; = Ker(T — A;1). Thus, if v € W}, then (T — 2,/)(v) = 0 or T(v) = 4;v. In other words,
every vector in W, is an eigenvector belonging to the eigenvalue 4;. By Theorem 10.4, the union of bases for
Wi, ..., W, is a basis of V. This basis consists of eigenvectors, and so 7 is diagonalizable.

Conversely, suppose T is diagonalizable, i.e., V" has a basis consisting of eigenvectors of 7. Let 4,, ..., A,
be the distinct eigenvalues of 7. Then the operator

SO =T =ML I(T = A0 ... (T —AJQ)

maps each basis vector into 0. Thus f(7) = 0, and hence the minimal polynomial m(#) of T divides the
polynomial

SO = =)= 75)...(t = 4l)

Accordingly, m(t) is a product of distinct linear polynomials.

NILPOTENT OPERATORS, JORDAN CANONICAL FORM

10.13. Let 7:¥ be linear. Suppose, for v € ¥, T*(v) = 0 but T%~!(v) # 0. Prove:
(a) The set S = {v, T(v),..., T¥"!(v)} is linearly independent.
(b) The subspace W generated by S is T-invariant.

(¢) The restriction T of T to Wis nilpotent of index k.

(d) Relative to the basis {TF'(v),..., T(v), v} of W, the matrix of T is the k-square Jordan
nilpotent block N, of index k (see Example 10.5).

(a) Suppose
av+a;T() + a, T*@) + ... + a4, T '(0) =0 *)
Applying T*~! to (*) and using T*(v) = 0, we obtain a7*!(v) = 0; since T~ '(v) # 0, a = 0. Now
applying 7572 to (*) and using T%(v) =0 and a =0, we fiind a;7%'(v) = 0; hence a; = 0. Next

applying 7%73 to (*) and using 7%(v) = 0 and a@ = a, = 0, we obtain a,7""!(v) = 0; hence a, = 0.
Continuing this process, we find that all the a’s are 0; hence S is independent.

(b) Letve W. Then
v=>bv+b,T() +b,T*W) + ...+ b, T (v)
Using T*(v) = 0, we have that
T() =bT(0) +b,T*W) + ... + b, T* ') e W

Thus W is T-invariant.
(¢) By hypothesis 7%(v) = 0. Hence, for i =0, ...,k — 1,

ka(Ti(U)) — T/c+i(v) -0

That is, applying 7* to each generator of ¥, we obtain 0; hence, T7F =0andso 7 is nilpotent of index at
most k. On the other hand, 7%~'(v) = T*~1(v) # 0; hence T is nilpotent of index exactly .
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(d) For the basis {T*"'(v), T*2(v), ..., T(v), v} of W,

(') = Tw)=0

(r'w) = T1(v)

(T*3w) = T*2(v)

T(T(U)) ......... e T
T(v) = T(v)

Hence, as required, the matrix of 7 in this basis is the k-square Jordan nilpotent block N,.

Let T:V — V be linear. Let U = Ker T¢ and W = Ker T+!. Show that:
(@ UCW, (b)) TW)CU.

(a) Suppose uecU=KerT. Then T'(u)=0 and so T™'(u)=T(T(u))=T(0)=0. Thus
u € Ker T™+! = W. But this is true for every u € U; hence U C W.

(b) Similarly, if we W =Ker 7!, then T"+'(w) =0. Thus TF'(w) = T/(T(w)) = T%(0) =0 and so
V) C U.

Let T:V be linear. Let X = Ker 772, ¥ = Ker T""!, Z = Ker T". Therefore (Problem 10.14),
X C Y C Z. Suppose

{uy, ..., ul}, {uy, ...,u, 01, ..., 04}, {ug, oo U U e U W, e, W)
are bases of X, Y, Z respectively. Show that
S={uy,....u., Twy), ..., T(w)}
is contained in Y and is linearly independent.

By Problem 10.14, T(Z) C Y, and hence S C Y. Now suppose S is linearly dependent. Then there exists
a relation

aup+ ...t au, + 0, Tw)+...+5T(w)=0

where at least one coefficient is not zero. Furthermore, since {u,} is independent, at least one of the b, must be
nonzero. Transposing, we find

byTw) +...+b,T(w)=—ayu, —...—au, € X =Ker I'?
Hence T=2(b,T(w)) + ...+ b,T(w,) =0
Thus 7' byw, + ...+ bw,) =0, and so byw, + ...+ bw, €Y =Ker !

Since {u;, v;} generates Y, we obtain a relation among the u;, v;, w; where one of the coefficients, i.e., one of
the by, is not zero. This contradicts the fact that {u;, v;, w;} is independent. Hence S must also be independent.

Prove Theorem 10.10: Let 7:7 — ¥ be a nilpotent operator of index k. Then T has a unique block
diagonal matrix representation consisting of Jordan nilpotent blocks N. There is at least one N of
order k, and all other N are of orders <k. The total number of N of all orders is equal to the nullity
of T.

Suppose dim V = n. Let W, =Ker T, W, =Ker T?,..., W, = Ker T*. Let us set m; = dim W,, for
i=1,...,k Since T is of index k, W;, =V and W,_; # V and so m;_; < m;, = n. By Problem 10.14,
WCW,C...cW, =V
Thus, by induction, we can choose a basis {u;, ..., u,} of V' such that {u, ..., ”m,} is a basis of W,.

We now choose a new basis for ' with respect to which 7" has the desired form. It will be convenient to
label the members of this new basis by pairs of indices. We begin by setting

u(l, k) = Upy 415 v(2, k) = Up, 425 R U(mk — M1, k) = Up,
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and setting
v(l,k—1)=Tu(l, k), v(2,k—1)=Tov(2, k), v(m —my_y, k—1) = To(my —my_,, k)
By the preceding problem,

Sy =A{uy...,u, ,o(1,k=1),...,00m —my_;, k— 1)}

? My

is a linearly independent subset of W,_;. We extend S; to a basis of W,_, by adjoining new elements (if
necessary), which we denote by

vimy —my_; + 1, k—1), v(m —my_y +2, k—1), v(imy_y —my_y, k—1)
Next we set

o(lk—2)=To(l,k—1), 0@ k-2)=TvQ. k-1, ...,

v(myg_y —my_y, k —2) = Tv(mg_y —my_y, k — 1)
Again by the preceding problem,
Sy ={uy, ..., Uy, s v(l,k—=2),...,0(my_; —my_y, k —2)}
is a linearly independent subset of W, _,, which we can extend to a basis of W¥,_, by adjoining elements
v(my_y —my_p + 1,k —2), o(my_y —my_, +2,k —2), . v(my_y — my_3, k —2)

Continuing in this manner, we get a new basis for ¥, which for convenient reference we arrange as follows:

v(l, k) e o(my —my_y, k)

v(l,k—1), ...,o0m—my_;, k—1) ...,0(m_y —mp_y, k—1)

v(1,2), co v(my —my_q, 2), co U(my_y —my_y, 2), e 0(my —my, 2)

v(1, 1), e o(my —my_y, 1), con 0y —my_y, 1), cov(my —my, 1), oo o(my, 1)

The bottom row forms a basis of 7, the bottom two rows form a basis of ,, etc. But what is important for us
is that 7 maps each vector into the vector immediately below it in the table or into O if the vector is in the
bottom row. That is,

e j—=1) forj>1
Toti. ) = {0 for j=1

Now it is clear [see Problem 10.13(d)] that 7 will have the desired form if the v(i,j) are ordered
lexicographically: beginning with v(1, 1) and moving up the first column to v(1, k), then jumping to v(2, 1)
and moving up the second column as far as possible, etc.

Moreover, there will be exactly m; — m;_, diagonal entries of order k. Also, there will be:

(my_y —my_y) — (my —my_y) = 2my_; —my, —m,_, diagonal entries of order £ — 1
2my —my — my diagonal entries of order 2
2m; —my, diagonal entries of order 1
as can be read off directly from the table. In particular, since the numbers m,, . .., m; are uniquely determined

by 7, the number of diagonal entries of each order is uniquely determined by 7. Finally, the identity
my = (my —my_) + Cmy_y —my —my_p) + ...+ Qmy —my —m3) + 2my —my)

shows that the nullity m, of T is the total number of diagonal entries of 7.
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0 1 1 01 01 100
0 01 1 1 00 1 1 1
LetA=]0 0 0 0 Of[andB=|0 0 0 1 1 [.Thereader can verify that 4 and B are
0 00 0O 00 0 0O
0 00 0O 00 0 0O

both nilpotent of index 3; that is, 43 = 0 but 4> # 0, and B> = 0 but B2 # 0. Find the nilpotent
matrices M, and My in canonical form that are similar to 4 and B, respectively.

Since 4 and B are nilpotent of index 3, M, and My must each contain a Jordan nilpotent block of order 3,
and none greater then 3. Note that rank(4) =2 and rank(B) =3, so nullity(4)=5—-2=3 and
nullity(B) = 5 — 3 = 2. Thus M, must contain 3 diagonal blocks, which must be one of order 3 and two
of order 1; and My must contain 2 diagonal blocks, which must be one of order 3 and one of order 2. Namely,

01000 01000
00100 00100
M;=|0 00 0 0 and  Mz=|0 0 0 0 0
00000 0000 1
00000 00000

Prove Theorem 10.11 on the Jordan canonical form for an operator 7.

By the primary decomposition theorem, 7 is decomposable into operators 7i,...,7,; that is,
T=T,®...8T,, where (t — A,)™ is the minimal polynomial of 7;. Thus, in particular,

(T, = D™ =0, ..., (T,— D" =0
Set N =T, — 21. Then, fori=1,...,r,
T,=N,+ 71,  where N"=0

That is, 7} is the sum of the scalar operator 4,/ and a nilpotent operator N;, which is of index m; since (t — ;)"
is the minimal polynomial of 7;.

Now, by Theorem 10.10 on nilpotent operators, we can choose a basis so that V; is in canonical form. In
this basis, 7; = N, + 4,1 is represented by a block diagonal matrix M; whose diagonal entries are the matrices
Jjj. The direct sum J of the matrices M; is in Jordan canonical form and, by Theorem 10.5, is a matrix
representation of 7.

Lastly, we must show that the blocks Jj; satisfy the required properties. Property (i) follows from the fact
that ; is of index m;. Property (ii) is true since 7" and J have the same characteristic polynomial. Property (iii)
is true since the nullity of N; = T; — 4,/ is equal to the geometric multiplicity of the eigenvalue Z;. Property
(iv) follows from the fact that the 7; and hence the N; are uniquely determined by T.

Determine all possible Jordan canonical forms J for a linear operator 7:7 — V' whose character-
istic polynomial A(f) = (¢ — 2)° and whose minimal polynomial m(f) = (¢ — 2)*.

J mustbe a 5 x 5 matrix, since A(¢) has degree 5, and all diagonal elements must be 2, since 2 is the only
eigenvalue. Moreover, since the exponent of # — 2 in m(¢) is 2, J must have one Jordan block of order 2, and
the others must be of order 2 or 1. Thus there are only two possibilities:

J:diag([2 éi|, |:2 éi|, [2]) or J:diag<|:2 é], 2], [2], [2])

Determine all possible Jordan canonical forms for a linear operator 7:¥ — ¥ whose characteristic
polynomial A(f) = (¢ — 2)*(r — 5)*. In each case, find the minimal polynomial m(z).



Lipschutz-Lipson:Schaum’s | 10. Canonical Forms Text © The McGraw-Hill
Outline of Theory and Companies, 2004
Problems of Linear

Algebra, 3/e

CHAP.

10] CANONICAL FORMS 355

Since ¢ — 2 has exponent 3 in A(¢), 2 must appear three times on the diagonal. Similarly, 5 must appear
twice. Thus there are six possibilities:

2 1 5 1 2 1
(@) diag 2 1], [ 5] , (b) diag 2 1, 51, 1),
2 2
@ au([* 3] [P 1]) @ ([ )] @os o),

. 51 .
@ dug( 2w [°L]) o s e, s
The exponent in the minimal polynomial m(¢) is equal to the size of the largest block. Thus:

(@ mt)=@=20@—5% (b) mt)=(—-20(-5), (€ mt)=(—2)(t—57
@ mt)=@-270—95), () mt)=(—2)(t—5> (f) mt)=(t—2)t—>5)

QUOTIENT SPACE AND TRIANGULAR FORM

10.21.

10.22.

10.23.

Let W be a subspace of a vector space V. Show that the following are equivalent:
i) uev+W, i) u—veWw, (i) veu+ W

Suppose u € v + W. Then there exists w, € W such that u = v + w,,. Hence u — v = w, € W. Conversely,
suppose u —v € W. Then u — v =w, where wy, € W. Hence u =v+w, € v+ W. Thus (i) and (ii) are
equivalent.

We also have u — v € W iff — (u — v) = v —u € W iffv € u + W. Thus (ii) and (iii) are also equivalent.

Prove the following: The cosets of W in V' partition V' into mutually disjoint sets. That is:

(a) Any two cosets u + W and v+ W are either identical or disjoint.
(b) Each v € V belongs to a coset; in fact, v € v+ W.

Furthermore, u + W = v+ W if and only if u —v e W, and so (v+w)+ W =v+ W for any
weW.

Let v € V. Since 0 € W, we have v = v+ 0 € v + W, which proves (b).

Now suppose the cosets u + W and v + W are not disjoint; say, the vector x belongs to both # + W and
v+ W. Then u —x € W and x — v € W. The proof of (a) is complete if we show that u + W = v+ W. Let
u + w, be any element in the coset u 4+ W. Since u — x, x — v, w, belongs to ¥,

u+wy) —v=Ww—x)+x—0v)+wyeW

Thus u+wy € v+ W, and hence the cost u + W is contained in the coset v+ W. Similarly, v+ W is
contained in u + W, and so u + W = v+ W.

The last statement follows from the fact that u + W = v+ W if and only if u € v + W, and, by Problem
10.21, this is equivalent to u — v € W.

Let W be the solution space of the homogeneous equation 2x + 3y 4 4z = 0. Describe the cosets of
Win R®.

W is a plane through the origin O = (0,0, 0), and the cosets of W are the planes parallel to W.
Equivalently, the cosets of W are the solution sets of the family of equations

2x+3y+4z=k, keR
In fact, the coset v + W, where v = (a, b, ¢), is the solution set of the linear equation

2x+3y+4z=2a+3b+4c or 20—a)+3(y—b)+4z—¢c)=0
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Suppose W is a subspace of a vector space V. Show that the operations in Theorem 10.15 are well
defined; namely, show that if u + W =u' + W and v+ W = v/ + W, then:

(@ W+v)y+WwW=u+0")+W and b) ku+W=ki'+W forany k € K
(@) Since u+W =u'+W and v+ W =0 + W, both u—u and v—v belong to W. But then
wu+v)— W +v)=@w—u)+(@w—1v)e W Hence u+v)+W=>u +v)+ W

(b) Also, since u—u' €W implies k(u—u')e W, then ku—ku' =k(u—u')e W; accordingly,
ku+ W =ki' + W.

Let V' be a vector space and W a subspace of V. Show that the natural map u: V' — V /W, defined by
n(v) = v+ W, is linear.

For any u, v € V and any & € K, we have

nu+v)y=u+v+W=u+W+v+ W =nu)+n)
and n(kv) =kv+ W =k(v+ W) = kn(v)

Accordingly, # is linear.

Let ¥ be a subspace of a vector space V. Suppose {w,, ..., w,} is a basis of I and the set of cosets
{v1,...,0,}, where v; =v; + W, is a basis of the quotient space. Show that the set of vectors
B={v,...,v, w,...,w,} is a basis of V. Thus dim V' = dim W + dim(V /W).

Suppose u € V. Since {v;} is a basis of V/W,
u=u+W=av, +ay,+...+a
Hence u = a;v; + ...+ a,v, +w, where w € W. Since {w;} is a basis of ¥,
u=av, +...+ayv,+byw, +...+bw,

Accordingly, B spans V.
We now show that B is linearly independent. Suppose

coy+...+cuy Fdw+...+dw,. =0 (1)
Then ey + ... +eB,=0=W

Since {;} is independent, the c’s are all 0. Substituting into (1), we find d,w, + ... + d,w, = 0. Since {w;} is
independent, the d’s are all 0. Thus B is linearly independent and therefore a basis of V.

Prove Theorem 10.16: Suppose W is a subspace invariant under a linear operator T:/" — V. Then T
induces a linear operator 7 on V' /W defined by T(v + W) = T(v) + W. Moreover, if T is a zero of
any polynomial, then so is 7. Thus the minimal polynomial of T" divides the minimal polynomial
of T.

We first show that 7 is well defined; ie., if u+W =v+W, then T+ W)=Tw+W). If
u+ W =v+ W, then u — v € W, and, since W is T-invariant, T(u — v) = T(u) — T(v) € W. Accordingly,

Tu+W)=Tw)+W=T@0)+W =T@w+W)

as required. B
We next show that 7 is linecar. We have

T(w+W)+@+W)=Tu+v+W)=Tu+v)+W =Tw)+Tw)+ W
=Tw)+W+TW) + W =Tu+ W)+ T+ W)
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Furthermore

Thk(u+ W) =Thu+ W) = Tu) + W = kT@w) + W = k(T(u) + W) = kT(u + W)

Thus 7 is linear.
Now, for any coset u + W in V /W,
T2+ W) =T W)+ W =T(TW)+ W =T(Tw)+ W) =TT+ W) = T>(u+ W)
Hence 72 = T2. Similarly, 7% = T” for any n. Thus, for any polynomial
fO=at"+...4+a,=Y at
T+ W) =f(D)w) + W =Y aT )+ W =3 a(T' )+ W)
=Y aTiu+w)=Y aT' (u+ W)= aTYu+ W) =f(T)u+ W)

and so f(T) = f(T). Accordingly, if T is a root of /(¢) then f(T) = 0 = W = f(T); i.e., T is also a root of /().
Thus the theorem is proved.

Prove Theorem 10.1: Let 7:V — V be a linear operator whose characteristic polynomial factors
into linear polynomials. Then V" has a basis in which T is represented by a triangular matrix.

The proof is by induction on the dimension of V. If dim ¥ = 1, then every matrix representation of 7' is a
1 x 1 matrix, which is triangular.

Now suppose dim ¥ = n > 1 and that the theorem holds for spaces of dimension less than n. Since the
characteristic polynomial of T factors into linear polynomials, T has at least one eigenvalue and so at least one
nonzero eigenvector v, say T(v) = a;;v. Let W be the 1-dimensional subspace spanned by v. Set V' =V /W.
Then (Problem 10.26) dim V' = dim V' — dim W = n — 1. Note also that /¥ is invariant under 7. By Theorem
10.16, T induces a linear operator 7 on ¥ whose minimal polynomial divides the minimal polynomial of 7.
Since the characteristic polynomial of T is a product of linear polynomials, so is its minimal polynomial;
hence so are the minimal and characteristic polynomials of 7. Thus V" and T satisfy the hypothesis of the
theorem. Hence, by induction, there exists a basis {0, ..., 1,} of V' such that

f(l:ﬂz) = 0221:72 _
T(v3) = asyv; + as3vs

T(l_]n) = anZl_]n + an3{]3 +...+ annﬁn

Now let v,, ..., v, be elements of V' that belong to the cosets v,, . .., v,, respectively. Then {v, v, ..., v,} isa
basis of V' (Problem 10.26). Since 7(v,) = a,,0,, we have

T(5,) — ayiy =0, and so T(vy) —aypv, € W

But W is spanned by v; hence T(v,) — ay,v, is a multiple of v, say,

T(vy) — axv, = ay v, and so T(vy) = ay v + axv,
Similarly, fori =3,...,n
T(v;)) — apvy —apvy — ... —azv; € W, and so T(v;) = aqv+apvy + ...+ a;v;
Thus
T(v) = a;v

T(vy) = ay v+ axv,

T(v,) =a,v+a,v,+...+a,,v,

and hence the matrix of 7' in this basis is triangular.
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CYCLIC SUBSPACES, RATIONAL CANONICAL FORM

10.29. Prove Theorem 10.12: Let Z(v, T) be a T-cyclic subspace, 7, the restriction of T to Z(v, T), and
my () = t* + a,_ "' + ... + a, the T-annihilator of v. Then:

()
(i1)
(iii)

0

(i)

The set {v, T(v), ..., T*"1(v)} is a basis of Z(v, T); hence dim Z(v, T) = k.
The minimal polynomial of 7, is m,(¢).
The matrix of 7, in the above basis is the companion matrix C = C(m,) of m,(f) [which has

1’s below the diagonal, the negative of the coefficients ay, a,, ..., a;_; of m,(f) in the last
column, and 0’s elsewhere].

By definition of m, (), T¥(v) is the first vector in the sequence v, T(v), T>(v), ... that is a linear
combination of those vectors which precede it in the sequence; hence the set B = {v, T(v), ..., T¥"'(v)}
is linearly independent. We now only have to show that Z(v, T) = L(B), the linear span of B. By the
above, T*(v) € L(B). We prove by induction that 7”(v) € L(B) for every n. Suppose n >k and
7" '(v) € L(B), i.e., T""'(v) is a linear combination of v, ..., T¥~!(v). Then T"(v) = T(T""'(v)) is a
linear combination of T(v), ..., T%(v). But T%(v) € L(B); hence T"(v) € L(B) for every n. Consequently,
f(T)(v) € L(B) for any polynomial f(¢). Thus Z(v, T) = L(B), and so B is a basis, as claimed.

Suppose m(f) = £+ b,_1£~1 + ... + by is the minimal polynomial of T,. Then, since v € Z(v, T),
0 = m(T,)(v) = m(T)(©) = T@) + by T (©) + ... + byo

Thus T5(v) is a linear combination of v, T(v), ..., T*"!(v), and therefore k < s. However, m,(T) =0
and so m,(T,) = 0. Then m(¢) divides m,(¢), and so s < k. Accordingly, k = s and hence m, (1) = m(¢).

(iii) T,(v) = T(v)
T(Iw) = ()
T(TFH'(v) = THw) = —agw—a,T®) —a,T*V)... —ay_; TF'(v)

By definition, the matrix of 7, in this basis is the tranpose of the matrix of coefficients of the above

system of equations; hence it is C, as required.

10.30. Let 7:V — V be linear. Let ¥ be a T-invariant subspace of ¥ and T the induced operator on ¥ /W.
Prove:

(a)
()
(@)

(b

The T-annihilator of v € V' divides the minimal polynomial of T.

The T-annihilator of # € ¥ /W divides the minimal polynomial of 7.

The T-annihilator of v € V' is the minimal polynomial of the restriction of T to Z(v, T'), and therefore, by
Problem 10.6, it divides the minimal polynomial of 7.

The T-annihilator of o € V'/W divides the minimal polynomial of T, which divides the minimal
polynomial of 7 by Theorem 10.16.

Remark: In the case where the minimum polynomial of T is f(¢)", where f(¢) is a monic irreducible

polynomial, then the T-annihilator of v € ¥ and the T-annihilator of o € V' /W are of the form f(¢)", where
m < n.
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10.31. Prove Lemma 10.13: Let 7:V — V be a linear operator whose minimal polynomial is f(¢)", where
f(¢) is a monic irreducible polynomial. Then V is the direct sum of T-cyclic subspaces
Z;=Z({;, T),i=1,...,r, with corresponding 7T-annihilators

FO" O™, . O n=n>n>...>n,
Any other decomposition of V' into the direct sum of 7-cyclic subspaces has the same number of
components and the same set of T-annihilators.

The proof is by induction on the dimension of V. If dim V' = 1, then V is itself T-cyclic and the lemma
holds. Now suppose dim ¥ > 1 and that the lemma holds for those vector spaces of dimension less than that
of V.

Since the minimal polynomial of 7 is f(¢)", there exists v, € ¥ such that f(T)"~'(v,) # 0; hence the T-
annihilator of v; is f(#)". Let Z, = Z(v,, T) and recall that Z; is T-invariant. Let V= V/Z, and let T be the
linear operator on ¥ induced by 7. By Theorem 10.16, the minimal polynomial of T divides (£)"; hence the
hypothesis holds for 7 and T. Consequently, by induction, ¥ is the direct sum of T-cyclic subspaces; say,

V=20,T®...®Z, T)

where the corresponding T-annihilators are f(2)"2, ..., ()", n > n, > ... > n,. _
We claim that there is a vector v, in the coset o, whose T-annihilator is f(¢)"™, the T-annihilator of 7,. Let
w be any vector in U,. Then f(7)"™(w) € Z,. Hence there exists a polynomial g(¢) for which

(@) (w) = g(T)(vy) (1
Since f(¢)" is the minimal polynomial of 7, w have, by (1),

0 =/(T)"(w) =f(T)""g(T)(v))

But f(#)" is the T-annihilator of v;; hence f(¢)" divides f(#)" "g(¢), and so g(¢) =f(¢)”h(r) for some
polynomial A(f). We set
by = w— h(T)(v)

Since w — v, = h(T)(v}) € Z,, v, also belongs to the coset v,. Thus the T-annihilator of v, is a multiple of the
T-annihilator of v,. On the other hand, by (1).

(@2 (wy) = f(T)"(w = W(T)(v1)) = f(T)"*(w) — g(T)(v)) =0

Consequently the T-annihilator of v, is f(¢)™, as claimed.
_ Similarly, there exist vectors v;, ..., v, € ¥ such that v; € 7; and that the T-annihilator of v; is f(¢)", the
T-annihilator of v;. We set

Z,=Z(v,,T), ..., Z,=Z@,.T)

Let d denote the degree of f(z), so that f(¢)" has degree dn,. Then, since f(¢)" is both the T-annihilator of v;
and the T-annihilator of 7;, we know that

0 T@) o, T ')} and  (5.T@)..... T @)
are bases for Z(v;, T) and Z(%;, T), respectively, for i =2, ...,r. But V = Z(5;, T) & ... @ Z(5,, T); hence

By, .., T7N@y), By, T (D))

is a basis for V. Therefore, by Problem 10.26 and the relation T7(z) = T(v) (see Problem 10.27),
{vr,..., Td”l_l(vl), Uyyenes Te"l_l(vz), U Td""_l(v,)}

is a basis for V. Thus, by Theorem 10.4, V = Z(v;, T)® ... ® Z(v,, T), as required.
It remains to show that the exponents #,, ..., n, are uniquely determined by 7. Since d = degree of f(¢),

dmV =dn +...+n,) and dim Z; = dn;, i=1,...,r

Also, if s is any positive integer, then (Problem 10.59) 1(T)’(Z,) is a cyclic subspace generated by 1(T)’(v,),
and it has dimension d(n; — s) if n; > s and dimension 0 if n; <'s.
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Now any vector v € V' can be written uniquely in the form v = w; + ... + w,, where w; € Z,. Hence any
vector in f(T)*(V) can be written uniquely in the form

F@)@) =T (W) + ... +/(T)(w,)
where 1(T) (w;) € f(T)'(Z;). Let t be the integer, dependent on s, for which

ny > s, AU n, > s, Ry =8
Then Oy =fTyZ)®...e/(I)(Z)
and so dim[ /(T (M) =dl(n, —s)+ ...+ (n, — 5)] 2)

The numbers on the left of (2) are uniquely determined by 7© Set s = n — 1, and (2) determines the number of
n; equal to n. Next set s = n — 2, and (2) determines the number of #; (if any) equal to n — 1. We repeat the
process until we set s = 0 and determine the number of »; equal to 1. Thus the n; are uniquely determined by
T and ¥, and the lemma is proved.

Let V" be a 7-dimensional vector space over R, and let 7:7” — V be a linear operator with minimal
polynomial m(t) = (2 — 2t + 5)(t — 3)*. Find all possible rational canonical forms M of T.

The sum of the orders of the companion matrices must add up to 7. Also, one companion matrix must be
C(* — 2t + 5) and one must be C((r — 3)°) = C(# — 92 + 27t — 27). Thus M must be one of the following
block diagonal matrices:

0 0 27
(a) diag [(1) _g] {(1) _2] 1 o =271},
0 1 9

() diag [? ‘j]

S = O
—_— o O
|
NN
NeRENEEN|
| IS e [ |

|
—_ o

|
[e) W)
|

0 —s 0 27
(c) diag [ ] 1 0o =27, 3 3]
1 2
1 9
PROJECTIONS
10.33. Suppose V' = W, @ ... ® W,. The projection of V into its subspace W, is the mapping E: V — V'

defined by E(v) = w;, where v = w; + ... +w,, w; € W,. Show that: (a) E is linear, (b) E* = E.

(a) Since the sum v =w; + ... +w,, w; € W is uniquely determined by v, the mapping £ is well defined.
Suppose, for u € V, u =w, +... +w,, w; € W;. Then

vtu=w +w)+...+w.+w)) and  kv=rhw +...+kw,, kw,w, +w;eW,
are the unique sums corresponding to v + u and kv. Hence
E@W+u) = wi +w, = E(v) + E(u) and  E(kv) = kw, + kE(v)

and therefore E is linear.
(b) We have that

wy=04+...40+w, +04+...40
is the unique sum corresponding to w;, € W}; hence E(w;) = wy. Then, for any v € V]
E*(v) = E(E(v)) = E(wy) = wy = E(v)

Thus E? = E, as required.
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10.34. Suppose E:V — V is linear and E? = E. Show that: (¢) E(u) = u for any u € ImE, i.e. the
restriction of E to its image is the identity mapping; (b) V is the direct sum of the image and kernel
of E:V =1Im E @ Ker E; (c) E is the projection of V into Im E, its image. Thus, by the preceding
problem, a linear mapping 7:¥ — V is a projection if and only if 72 = T this characterization of a
projection is frequently used as its definition.

(a) Ifu € Im E, then there exists v € V' for which E(v) = u; hence, as required,
E(u) = E(E(v) = E*(v) = E(t) = u
(b) Let v e V. We can write v in the form v = E(v) + v — E(v). Now E(v) € Im E and, since
E(w—E@)) =E®v) —E*(v) =E@Ww)—E(v) =0
v — E(v) € Ker E. Accordingly, V' =Im E + Ker E.
Now suppose w € Im E N Ker E. By (i), E(w) = w because w € Im E. On the other hand, E(w) = 0

because w € Ker E. Thus w = 0, and so Im £ N Ker £ = {0}. These two conditions imply that V' is the
direct sum of the image and kernel of E.

(¢) Let veV and suppose v = u + w, where u € Im E and w € Ker E. Note that E(u) = u by (i), and
E(w) = 0 because w € Ker E. Hence

E@) =E(u+w) =Eu)+EW)=u+0=u
That is, £ is the projection of V' into its image.

10.35. Suppose V' = U @ W and suppose T:V — V is linear. Show that U and W are both T-invariant if
and only if 7E = ET, where E is the projection of V' into U.

Observe that E(v) € U for every v € ¥, and that (i) E(v) = viff v € U, (ii)) E(v) =0 iff v € W.
Suppose ET = TE. Let u € U. Since E(u) = u,

T(u) = T(E@w) = (TE)w) = (ET)(u) = E(T(w)) e U
Hence U is T-invariant. Now let w € W. Since E(w) = 0,
E(T(w)) = (ET)(w) = (TE)(w) = T(E(w)) = T(0) =0, and so Tw)e W

Hence W is also T-invariant.
Conversely, suppose U and W are both T-invariant. Let v € V' and suppose v = u + w, where u € T and
w e W. Then T(u) € U and T(w) € W; hence E(T(u)) = T(u) and E(T(w)) = 0. Thus

(ET)(v) = (ET)u +w) = (ET)(w) + (ET)(w) = E(T(w)) + E(T(w)) = T(u)
and (TE)(v) = (TE)u +w) = T(E(u + w)) = T(u)
That is, (ET)(v) = (TE)(v) for every v € V; therefore ET = TE, as required.

Supplementary Problems

INVARIANT SUBSPACES
10.36. Suppose W is invariant under 7:/ — V. Show that W is invariant under f(7) for any polynomial f(¢).

10.37. Show that every subspace of V' is invariant under / and 0, the identity and zero operators.
10.38. Let W be invariant under 7;: V' — V and T),: V' — V. Prove W is also invariant under T} + 7, and 7' T5.
10.39. Let TV — V be linear. Prove that any eigenspace, £, is T-invariant.

10.40. Let V' be a vector space of odd dimension (greater than 1) over the real field R. Show that any linear operator
on V has an invariant subspace other than V or {0}.
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10.41. Determine the invariant subspace of 4 = P viewed as a linear operator on (i) R*, (ii) C*.

10.42. Suppose dim V' = n. Show that T:// — V has a triangular matrix representation if and only if there exist
T-invariant subspaces W, C W, C --- C W, =V for which dim W, =k, k=1,...,n.

INVARIANT DIRECT SUMS

10.43. The subspaces W, ..., W, are said to be independent if w; +...+w, =0, w; € W,, implies that each

w; = 0. Show that span(WV;) = W, @ ... ® W, if and only if the I¥; are independent. [Here span(#¥;) denotes
the linear span of the W,.]

10.44. Show that V=W, &®...® W, if and only ift (i) V =span(/¥;) and (ii)) for £k=1,2,...,r,
WieNspan(Wy, ..., W1, Wiy, ..., W) = {0}

10.45. Show that span(W;) = W, & ... & W, if and only if dim [span(W};)] = dim W 4 ... + dim W,.

10.46. Suppose the characteristic polynomial of T:V — V is A(t) = f1(6)" /()™ .. . f.(£)"", where the f;(¢) are distinct
monic irreducible polynomials. Let V' = W; & ... @ W, be the primary decomposition of } into T-invariant
subspaces. Show that f;(¢)" is the characteristic polynomial of the restriction of 7 to W;.

NILPOTENT OPERATORS
10.47. Suppose 7| and T, are nilpotent operators that commute, i.e. 7,7, = 7,7;. Show that 7| 4+ T, and 7' T, are
also nilpotent.

10.48. Suppose 4 is a supertriangular matrix, i.e., all entries on and below the main diagonal are 0. Show that 4 is
nilpotent.

10.49. Let V be the vector space of polynomials of degree <n. Show that the derivative operator on V is nilpotent of
index n + 1.

10.50. Show that any Jordan nilpotent block matrix N is similar to its transpose N7 (the matrix with 1’s below the
diagonal and 0’s elsewhere].

10.51. Show that two nilpotent matrices of order 3 are similar if and only if they have the same index of nilpotency.
Show by example that the statement is not true for nilpotent matrices of order 4.

JORDAN CANONICAL FORM

10.52. Find all possible Jordan canonical forms for those matrices whose characteristic polynomial A(#) and minimal
polynomial m(t) are as follows:

(@ AW =(—2" =3 m@)=(—270—2)—3),
By Aty =@—7°, m)=@—T77% () A@)=(-2), m@t)=(-2)

10.53. Show that every complex matrix is similar to its transpose. (Hint: Use its Jordan canonical form.)
10.54. Show that all n x n complex matrices 4 for which 4" =1 but A; # I for k < n are similar.

10.55. Suppose 4 is a complex matrix with only real eigenvalues. Show that 4 is similar to a matrix with only real
entries.
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CYCLIC SUBSPACES

10.56.

10.57.

10.58.

10.59.

Suppose T:V — V is linear. Prove that Z(v, T) is the intersection of all T-invariant subspaces containing v.

Let f(¢) and g(¢) be the T-annihilators of u and v, respectively. Show that if f(¢) and g(¢) are relatively prime,
then f(#)g(¢) is the T-annihilator of u + v.

Prove that Z(u, T) = Z(v, T) if and only if g(T)(u) = v where g(¢) is relatively prime to the 7-annihilator of u.
Let W = Z(v, T), and suppose the T-annihilator of v is f(£)", where f(¢) is a monic irreducible polynomial of

degree d. Show that f(T)*(W) is a cyclic subspace generated by f(T)°(v) and that it has dimension d(n — s) if
n > s and dimension 0 if n < s.

RATIONAL CANONICAL FORM

10.60. Find all possible rational forms for a 6 x 6 matrix over R with minimal polynomial:
(@ m(t)=(=2+3)+17 b)) m@)=@-2)"

10.61. Let A be a4 x 4 matrix with minimal polynomial m(f) = (¢ 4 1)(#> — 3). Find the rational canonical form for
A if A is a matrix over (@) the rational field Q, (b) the real field R, (c) the complex field C.

10.62. Find the rational canonical form for the 4-square Jordan block with A’s on the diagonal.

10.63. Prove that the characteristic polynomial of an operator 7:/ — V is a product of its elementary divisors.

10.64. Prove that two 3 x 3 matrices with the same minimal and characteristic polynomials are similar.

10.65. Let C(f(¢)) denote the companion matrix to an arbitrary polynomial f(¢). Show that f(¢) is the characteristic
polynomial of C( f(z)).

PROJECTIONS

10.66. Suppose V' =W, ®...® W,. Let E; denote the projection of V' into W, Prove: (i) EE; =0, i #J;
()I=E +...+E.

10.67. Let E|, ..., E, be linear operators on V' such that:

(i) E? = E,, i.e., the E; are projections; (ii) EE =0,i#);, (i) =E +...+E,.

Prove that V =ImE, @ ... ImE,.

10.68. Suppose E:V — V is a projection, i.e., E> = E. Prove that E has a matrix representation of the form
|:16 8], where 7 is the rank of E and /, is the r-square identity matrix.

10.69. Prove that any two projections of the same rank are similar. (Hint: Use the result of Problem 10.68.)

10.70. Suppose E: V' — V is a projection. Prove:

(i) I — E is a projection and V' =Im E ® Im (/ — E), (ii) [ + E is invertible (if 1 + 1 # 0).

QUOTIENT SPACES

10.71.

10.72.

Let W be a subspace of V. Suppose the set of cosets {v; + W, v, + W, ..., v,+ W}in V /W is linearly
independent. Show that the set of vectors {v;, v,, ..., v,} in V is also linearly independent.
Let I be a substance of V. Suppose the set of vectors {u;, u,, ..., u,} in V is linearly independent, and that

L(u;) N W = {0}. Show that the set of cosets {u; + W, ..., u,+ W} in V/W is also linearly independent.



Lipschutz-Lipson:Schaum’s | 10. Canonical Forms Text © The McGraw-Hill

Outline of Theory and Companies, 2004
Problems of Linear
Algebra, 3/e
364 CANONICAL FORMS [CHAP. 10
10.73. Suppose V' = U @ W and that {u,, ..., u,} is a basis of U. Show that {u; + W, ..., u,+ W} is a basis of

the quotient spaces V' /W. (Observe that no condition is placed on the dimensionality of V' or W.)

10.74. Let W be the solution space of the linear equation
apx; +ayx, +...+ax, =0, a, €K

and let v = (b, b,, ..., b,) € K". Prove that the coset v+ W of W in K" is the solution set of the linear
equation

ax; +ayx, +...+ax,=>b, where b=ab +...4a,b,

10.75. Let ¥ be the vector space of polynomials over R and let ¥ be the subspace of polynomials divisible by #, i.e.
of the form ayt* + a,£> + ... + a,_4". Show that the quotient space /W has dimension 4.

10.76. Let U and W be subspaces of V' such that W C U C V. Note that any coset u + W of W in U may also be
viewed as a coset of W in V, since u € U implies u € V; hence U/W is a subset of V/W. Prove that
(1) U/W is a subspace of V/W, (ii) dim(V /W) — dim(U/W) = dim(V /U).

10.77. Let U and W be subspaces of V. Show that the cosets of U N W in V' can be obtained by intersecting each of
the cosets of U in V' by each of the cosets of W in V:
Viiunw)y={w+U)NQG +W):v,v € V}

10.78. Let 7:V — V' be linear with kernel W and image U. Show that the quotient

space V /W is isomorphic to U under the mapping 0:V /W — U defined by v

0(v + W) = T(v). Furthermore, show that 7 = io 0o where n:V — V/W is . T

the natural mapping of V into V/W, ie. n(v) = v+ W, and i:U < V' is the

inclusion mapping, i.e., i(u) = u. (See diagram.) Viw e, —
[ i

Answers to Supplementary Problems

10.41. (@) R? and {0}, (b) C2{0}, W, =span(2, 1—2i), W, =span(2, 1+ 2i)

10.52. (a) diag([z ;] [2 ;] [3 é]),diag([z é] 2. 121, [3 ;])
() diag<[7 ;] [7 ;] [7]>,diag([7 ;] (71 71 [7]>,

(¢) Let M, denote a Jordan block with 4 =2 and order k. Then: diag(M;, M3, M,), diag(M;, M,, M,),
diag(M3, M, My, M,), diag(M5, My, My, My, M,)

0 0 8
10.60. Let A = 0 -3 ,B= 0 -1 ,C=11 0 —-12|,D= 0 _4.
1 2 1 =2 0 1 p 1 4

(a) diag(4, 4, B), diag(4, B, B), diag(4, B, —1, —1), (b) diag(C, C), diag(C, D, [2]), diag(C, 2,2,2)

0 -1 0 3
10.61. LetA_|:1 0],3_{1 0].

(a) diag(4,B), (b) diag(4,3,—3), (¢) diag(i, —i, /3, —/3)

10.62. Companion matrix with the last column [— 4%, 443, —62, 42]"
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Linear Functionals
and the Dual Space

11.1 INTRODUCTION

In this chapter, we study linear mappings from a vector space V into its field K of scalars. (Unless
otherwise stated or implied, we view K as a vector space over itself.) Naturally all the theorems and results
for arbitrary mappings on ¥ hold for this special case. However, we treat these mappings separately
because of their fundamental importance and because the special relationship of V' to K gives rise to new
notions and results that do not apply in the general case.

11.2 LINEAR FUNCTIONALS AND THE DUAL SPACE

Let ¥ be a vector space over a field K. A mapping ¢:V — K is termed a linear functional (or linear
form) if, for every u, v € V and every a, b, € K,

Plau + bv) = ad(u) + b (v)
In other words, a linear functional on V' is a linear mapping from V into K.

Example 11.1.

(@) Let ;:K" — K be the ith projection mapping, i.e., 7;(a;, a5, . ..a,) = a;. Then 7; is linear and so it is a linear
functional on K".

(b) Let V' be the vector space of polynomials in 7 over R. Let J:/ — R be the integral operator defined by
J(p(®) = fol p(?) dt. Recall that J is linear; and hence it is a linear functional on V.

(¢) Let V be the vector space of n-square matrices over K. Let 7:/ — K be the trace mapping
TA) =a;; +ay+...+a,, where A =[ay]

That is, T assigns to a matrix 4 the sum of its diagonal elements. This map is linear (Problem 11.24), and so it is
a linear functional on V.

365
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By Theorem 5.10, the set of linear functionals on a vector space V" over a field K is also a vector space
over K, with addition and scalar multiplication defined by

(¢ +0)v) =) +o) and  (kp)(v) = kp(v)
where ¢ and o are linear functionals on V' and &k € K. This space is called the dual space of V and is
denoted by V*.

Example 11.2. Let V' = K", the vector space of n-tuples, which we write as column vectors. Then the dual space V* can
be identified with the space of row vectors. In particular, any linear functional ¢ = (ay, ..., a,) in V'* has the representation

T
Oy, Xy, .y xy) =lag, ap, oo a . %, .., x, ] = ax Fax, + . Fax,

Historically, the formal expression on the right was termed a linear form.

11.3 DUAL BASIS

Suppose V is a vector space of dimension n over K. By Theorem 5.11 the dimension of the dual space
V* is also n (since K is of dimension 1 over itself). In fact, each basis of V' determines a basis of V'* as
follows (see Problem 11.3 for the proof).

Theorem 11.1:  Suppose {v;,...,v,} is a basis of V over K. Let ¢,,..., ¢, € V* be the linear
functionals as defined by

o U ifi=y
¢f(”f)_5if_{0 if i)
Then ¢, ..., ¢,} is a basis of V'*.

The above basis {¢,} is termed the basis dual to {v;} or the dual basis. The above formula, which uses
the Kronecker delta J,;, is a short way of writing

¢1(U1) = 17 ¢1(U2) = 07 ¢1(U3) = 0’ e (rbl(vn)
h(01) =0, Q1)) =1, Py(v3) =0, ..., ¢y(v,) =

By Theorem 5.2, these linear mappings ¢; are unique and well-defined.

ij>

Example 11.3. Consider the basis {v; = (2,1), v, = (3, 1)} of R%. Find the dual basis {¢,, ¢,}.
We seek linear functionals ¢, (x, y) = ax + by and ¢,(x, y) = cx + dy such that

¢ =1, $1(v2) =0, $1(vy) =0, Py(vy) =1
These four conditions lead to the following two systems of linear equations:

¢1(v1)=¢1(2,1)=2a+b=1} . ¢2(v1>:¢2(2,1)=2c+d=0}
$1())=¢(3,1)=3a+b=0 $2(v2) = (3, 1) =3c+d =1

The solutions yield a = —1, b =3 and ¢ = 1, d = —2. Hence ¢,(x,y) = —x + 3y and ¢,(x,y) = x — 2y form the
dual basis.

The next two theorems (proved in Problems 11.4 and 11.5, respectively) give relationships between
bases and their duals.

Theorem 11.2: Let {v,...,v,} be a basis of V' and let {¢, ..., ¢,} be the dual basis in V*. Then:

(1) For any vector u € V, u = ¢ (u)v, + ¢p,(w)v, + ... + ¢,(w)v,.
(if) For any linear functional ¢ € V*, ¢ = a(v|)¢, + a(vy)d, + ... + o (v,)P,.
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Theorem 11.3: Let {v,...,v,} and {w, ..., w,} be bases of V" and let {¢,, ..., ¢,} and {5}, ..., 0,}

be the bases of V'* dual to {v;} and {w;}, respectively. Suppose P is the change-of-basis
matrix from {v;} to {w;}. Then (P~ is the change-of-basis matrix from {¢;} to {o,}.

11.4 SECOND DUAL SPACE

We repeat: Every vector space V" has a dual space V*, which consists of all the linear functionals on V.
Thus V* itself has a dual space V**, called the second dual of V, which consists of all the linear
functionals on V*.

We now show that each v € V' determines a specific element o € V**, First of all, for any ¢ € V'*, we
define

UP) = p(v)

It remains to be shown that this map 0:V* — K is linear. For any scalars a,b € K and any linear
functionals ¢, o € V*, we have

a¢ + bo) = (a¢ + bo)(v) = ad(v) + ba(v) = ai($) + bio)

That is, ¢ is linear and so 0 € V**. The following theorem (proved in Problem 12.7) holds.

Theorem 11.4: If V has finite dimensions, then the mapping v i— ¥ is an isomorphism of ¥ onto V**.

The above mapping v I— 0 is called the natural mapping of V into V**. We emphasize that this
mapping is never onto V** if V' is not finite-dimensional. However, it is always linear and moreover, it is
always one-to-one.

Now suppose ¥ does have finite dimension. By Theorem 11.4, the natural mapping determines an
isomorphism between 7 and V**. Unless otherwise stated, we shall identify V' with V** by this mapping.
Accordingly, we shall view V" as the space of linear functionals on /* and shall write V' = V**. We remark
that if {¢,} is the basis of V* dual to a basis {v;} of ¥, then {v;} is the basis of V** = V" that is dual to {¢,}.

11.5 ANNIHILATORS

Let W be a subset (not necessarily a subspace) of a vector space V. A linear functional ¢ € V* is called
an annihilator of W if ¢(w) = 0 for every w € W, i.e., if (W) = {0}. We show that the set of all such
mappings, denoted by W° and called the annihilator of W, is a subspace of V'*. Clearly, 0 € W°. Now
suppose ¢, o € WO, Then, for any scalars a, b, € K and for any w € W,

(ap + bo)(w) = ap(w) + ba(w) = a0 + b0 = 0
Thus a¢ + b € W0, and so W is a subspace of V*.

In the case that 7 is a subspace of ¥, we have the following relationship between W and its annihilator
WY (see Problem 11.11 for the proof).

Theorem 11.5: Suppose V' has finite dimension and ¥ is a subspace of V. Then:
() dim W +dim W’ =dim¥V  and ) W0 =w

Here W% = {v € V:¢(v) = 0 for every ¢ € W°} or, equivalently, W% = (W°)°, where W is viewed
as a subspace of V' under the identification of V' and V**.
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11.6 TRANSPOSE OF A LINEAR MAPPING

Let T:V — U be an arbitrary linear mapping from a vector space V' into a vector space U. Now for
any linear functional ¢ € U*, the composition ¢ o T is a linear mapping from ¥ into K:

T ¢
V—U—K

et S

That is, ¢ o T € V*. Thus the correspondence
o= ¢poT

is a mapping from U* into V*; we denote it by 7* and call it the transpose of 7. In other words,
t:U* — V* is defined by

T'(¢)=¢oT
Thus (T($))(v) = ¢(T(v)) for every v € V.

Theorem 11.6: The transpose mapping 7" defined above is linear.

Proof. For any scalars a, b € K and any linear functionals ¢, 0 € U*,
T'(agp + bo) = (ap + bo)o T =a(po T)+ b(co T) = aT'(¢p) + bT'(0)

That is, 7" is linear, as claimed.

We emphasize that if T is a linear mapping from ¥ into U, then 7" is a linear mapping from U* into
V*. The same “transpose” for the mapping 7’ no doubt derives from the following theorem (proved in
Problem 11.16).

Theorem 11.7: Let 7:V — U be linear, and let 4 be the matrix representation of 7 relative to bases {v;}
of ¥ and {u;} of U. Then the transpose matrix 4”7 is the matrix representation of
T":U* — V* relative to the bases dual to {1;} and {v;}.

Solved Problems

DUAL SPACES AND DUAL BASES
11.1. Find the basis {¢;, ¢,, ¢5} that is dual to the following basis of R*:
{Ul = (15 _17 3)7 Uy = (0» 15 _1)’ U3 = (07 37 _2)}

The linear functionals may be expressed in the form
¢1(x,y.2) = a1x + ary + a3z, $y(x,y,2) = byx + byy + bsz, $3(x,.2) = cix eyt 3z
By definition of the dual basis, ¢;(v;) = 0 for i # j, but ¢,(v;) = 1 for i = j.
We find ¢, by setting ¢,(v;) =1, ¢,(v,) =0, ¢,(v3) =0. This yields
¢,(1,-1,3)=a; —ay +3a; =1, ¢,(0,1,—-1) =a, —a; =0, $,(0,3,-2)=3a, —2a; =0

Solving the system of equations yields a; = 1, a, = 0, a; = 0. Thus ¢, (x,y,z) = x.
We find ¢, by setting ¢,(v;) =0, ¢,(v,) =1, ¢,(v;) =0. This yields

¢,(1,=1,3) = by — by + ba; =0, ¢,(0,1,=1)=b, — by =1, $,(0,3,=2) =3b, —2b; =0
Solving the system of equations yields b, = 7, b, = —2, a3 = —3. Thus ¢,(x,y,z) = Tx — 2y — 3z
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We find ¢; by setting ¢5(v;) =0, ¢3(v;) =0, ¢;(v3) = 1. This yields
¢5(1,—1,3)=c; — ¢, +caz =0, @500, 1, —1) =c, —c3 =0, ¢5(0,3,—2) =3¢, —2¢; =1

Solving the system of equations yields ¢, = —2, ¢, =1, ¢3 = 1. Thus ¢5(x,y,2) = —2x+y +z.

11.2. Let V ={a+ bt:a, b € R}, the vector space of real polynomials of degree <1. Find the basis
{v1, vy} of V that is dual to the basis {¢;, ¢,} of V* defined by

1 2
61(f(1) = Lf(t) di and (S0 = Jof(t) di

Let v; = a + bt and v, = ¢ + dt. By definition of the dual basis,
$i(v) =1, $1(v) =0 and $(v)) =0, ¢i(”j) =1
Thus
¢\(v) = fya+brydi=a+Lib=1 $1(0) = fyc+ddi=c+1d=0
d(v1) = Jg(a+ bty dt = 2a +2b = o} ) h2(0y) = [o(c+di) di = 2¢ +2d = 1

Solving each system yieldsa =2, b = —2 and ¢ = —%, d=1.Thus{v, =2-2t, v, = —% + ¢} is the basis
of V that is dual to {¢, ¢,}.

11.3. Prove Theorem 11.1: Suppose {v,, ..., v,} is a basis of V over K. Let ¢4, ..., ¢, € V* be defined
by ¢,(v;) = 0 for i #j, but ¢,(v;) = 1 for i =j. Then {¢,, ..., $,} is a basis of V'*.

We first show that {¢, ..., ¢,} spans V*. Let ¢ be an arbitrary element of V'*, and suppose
dw) =k, o) =k, ... o@)=k
Set o = k¢, + ...+ k,¢,. Then

o) = (k) + ...+ k,0,)(0) =k (v) + kady(v) + ... + K, b, (v))
—k 14k 044k 0=k

Similarly, for i =2,...,n,
o(v) = (kg + ... + k) 0) = ky by (v) + ...+ kd(v) + ..+ Ky, (0) = K

Thus ¢(v;) = o(v;) fori =1, ..., n. Since ¢ and o agree on the basis vectors, ¢ =c = kj¢p, + ...+ k,0,,.
Accordingly, {¢,, ..., ¢,} spans V*.
It remains to be shown that {¢, ..., ¢,} is linearly independent. Suppose

o +aypy+... +a,p,=0
Applying both sides to v;, we obtain

0=0(v)) = (a9, + ... +a,d,)(v) =a;¢,(vy) + ayp,(v)) + ... +a,¢,(v))
=a;-1+a-0+...+a,-0=q

Similarly, fori =2, ..., n,
0=00w) = (a1 +... +a,,)v) =a,¢;(v) + ...+ ;) +...+a,0,(v;) =g,

That is, a; =0, ...,a, = 0. Hence {¢,, ..., ¢,} is linearly independent, and so it is a basis of V'*.
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11.4. Prove Theorem 11.2: Let {v, ..., v,} be a basis of V and let {¢, ..., ¢,} be the dual basis in V'*.
Foranyu € Vand any 6 € V¥, ()u= ), ¢,(wy;. (ii) o =) ; d(v,);.
Suppose
u=av +auv,+...+a,u, (1)
Then
$1(w) = a1 (v) + @ () + ... +a,$,(v)=a, - 1+a,-0+...+a, - 0=aq
Similarly, fori =2, ..., n,
i) = a1p(v) + ... +a;p(v) + ... + a,d,(v,) = g
That is, ¢,(u) = a,, ¢p,(u) = a,, ..., ¢,(u) = a,. Substituting these results into (1), we obtain (i).
Next we prove (ii). Applying the linear functional ¢ to both sides of (i),
o(u) = ¢ (o (v)) + P (o (vy) + ... + ¢,Wa(v,)
= 0(v))P, () + o (V)P () + ... + 0(v,)P,, (1)
(o)) + o)y + ... + 0(v,)P,)(u)

Since the above holds for every u € ¥, ¢ = 6(v))¢, + a(v5)p, + ...+ a(v,)d,, as claimed.

11.5. Prove Theorem 11.3. Let {v;} and {w;} be bases of V' and let {¢;} and {g;} be the respective dual
bases in V'*. Let P be the change-of-basis matrix from {v;} to {w;}. Then (P~HT is the change-of-
basis matrix from {¢;} to {o,}.

Suppose, fori=1,...,n,
W =ayv; +apty + ...+ a,v, and 6, =byd +bpdy+ ... +a,v,

Then P = [a;] and Q = [b;]. We seek to prove that O = (P~!)".

Let R; denote the ith row of O and let C; denote the jth column of PT. Then

Ri=(by.by,....b,) and  C =(ay.ap,....q,)"
By definition of the dual basis,
oi(w;) = (budy + by + ... + by ), Navy +apvs + ..+ a,0,)
=byay +bpa, + ...+ ba;, = R,C; =,
where J;; is the Kronecker delta. Thus
oP" =[R,C]=[5;1=1

Therefore, 0 = (PT)™" = (P~!)7, as claimed.

11.6. Suppose v € V, v # 0, and dim V' = n. Show that there exists ¢ € V* such that ¢(v) # 0.

We extend {v} to a basis {v, v,,...,v,} of V. By Theorem 5.2, there exists a unique linear mapping
¢:V — K such that ¢(v) =1 and ¢(v;) =0, i =2, ...,n. Hence ¢ has the desired property.

11.7. Prove Theorem 11.4: Suppose dim V' = n. Then the natural mapping vi— » is an isomorphism of
V onto V**.

We first prove that the map v i— 0 is linear, i.e., for any vectors v, w € V and any scalars a, b € K,
av + bw = ab + bw. For any linear functional ¢ € V'*,

av + bw($) = p(av + bw) = ad(v) + bp(w) = abd(p) + bip) = (ai + biv)(¢)

Since av + bw(¢) = (av + bw)(¢) for every ¢ € V*, we have av + bw = av + bw. Thus the map v1— 0 is
linear.
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Now suppose v € ¥V, v # 0. Then, by Problem 11.6, there exists ¢ € V* for which ¢(v) # 0. Hence
0(¢p) = ¢(v) # 0, and thus v # 0. Since v # 0 implies © # 0, the map v — ¥ is nonsingular and hence an
isomorphism (Theorem 5.64).

Now dim ¥ = dim V* = dim V**, because V has finite dimension. Accordingly, the mapping v i— ¥ is
an isomorphism of V' onto V**.

ANNIHILATORS

11.8. Show that if ¢ € V'* annihilates a subset S of ¥, then ¢ annihilates the linear span L(S) of S. Hence
S0 = [span(S)]°.

Suppose v € span(S). Then there exists wy, ..., w, € S for which v = ayw; + a,w, + ... +a.w,.
() = a;p(wy) + ap(wy) + ... + a,¢(w,) =a;0+a,0+... +4,0 =0

Since v was an arbitrary element of span(S), ¢ annihilates span(S), as claimed.

11.9. Find a basis of the annihilator W° of the subspace W of R* spanned by

v, =(1,2,-3,4) and v, =(0, 1,4, —1)

By Problem 11.8, it suffices to find a basis of the set of linear functionals ¢ such that ¢(v;) = 0 and
¢(vy) = 0, where ¢(x;, x5, X3, x4) = ax; + bx, + cx3 + dx,. Thus

(1,2, -3, 4)=a+2b—3c+4d=0 and $0,1,4,—1)=b+4c—d=0

The system of two equations in the unknowns a, b, ¢, d is in echelon form with free variables ¢ and d.

(1) Setc=1,d =0 to obtain the solutiona =11, b=—-4,c=1,d =0.
(2) Setc=0,d =1 to obtain the solutiona =6, b=—1,¢c=0,d = 1.

The linear functions ¢,(x;) = 11x; — 4x, + x; and ¢, (x;) = 6x, — x, + x, form a basis of W°.

11.10. Show that: (@) For any subset S of ¥/, S € S%. (b) If S, CS,, then SY C SY.

(@) Letv € S. Then for every linear functional ¢ € S°, #(¢p) = ¢(v) = 0. Hence & € (S°)°. Therefore, under
the identification of 7 and V**, v € §%. Accordingly, S < S%.

b) Let ¢ €S?. Then ¢(v) = 0 for every v € S,. But S; € S,; hence ¢ annihilates every element of S, i.e.,
2 Ty 2 1 2 Ty 1
¢ € SY. Therefore 9 € S9.

11.11. Prove Theorem 11.5: Suppose V has finite dimension and W is a subspace of V. Then:
() dim W +dim W' =dim ¥, (i) W% =w

(i) Suppose dim ¥ = and dim W = r < n. We want to show that dim W° = n — r. We choose a basis

{w,...,w,} of W and extend it to a basis of V, say {w,,...,w,,v,,...,0,_.}. Consider the dual basis
{¢1""?¢r?al""7gn7r}
By definition of the dual basis, each of the above ¢’s annihilates each w;; hence 7y, ..., 5,_, € W°. We

claim that {g;} is a basis of W°. Now {o;} is part of a basis of /'*, and so it is linearly independent.
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We next show that {¢;} spans W°. Let ¢ € W°. By Theorem 11.2,

0= U(W1)¢1 + e + G(Wr)¢r + O-(Ul)o-l + e + O'(U",,)Unfr
=0p,+...4+0¢, +0(v)o, +...+0(v,_)o,_,
=o()o, +...+0,_.)o,_,

Consequently {4/, ...,0,_,} spans W and so it is a basis of W°. Accordingly, as required
dim W° = n — r = dim ¥ — dim .

(i) Suppose dim ¥ =n and dim W =r. Then dim V* = n and, by (i), dim W° = n —r. Thus, by (i),
dim W% = n — (n — r) = r; therefore dim W = dim W, By Problem 11.10, W < W%. Accordingly,
W= w",

11.12. Let U and W be subspaces of V. Prove that (U + W)° = U% N W,

Let ¢ € (U + W)°. Then ¢ annihilates U + W, and so, in particular, ¢ annihilates U and W. That is,
¢ e U%and ¢ € WO hence ¢ € U' N WO, Thus (U + W)° < U° N wO.

On the other hand, suppose ¢ € U’ N W°. Then ¢ annihilates U and also W. If v € U + W, then
v=u-+w, where u € U and w € W. Hence o(v) = o(u) + a(w) = 0 + 0 = 0. Thus ¢ annihilates U + W, i.e.,
o € (U+ W)°. Accordingly, U° + W° < (U + W)°.

The two inclusion relations together give us the desired equality.

Remark: Observe that no dimension argument is employed in the proof; hence the result holds for
spaces of finite or infinite dimension.

TRANSPOSE OF A LINEAR MAPPING

11.13. Let ¢ be the linear functional on R? defined by ¢(x, ) = x — 2y. For each of the following linear
operators 7 on R?, find (T%(¢))(x, y):

(@) T(x,y) =(x,0), (b) Tx,y) =, x+y), (c) T(x,y)=(2x—3y, 5x+2y)
By definition, 7"(¢p) = ¢ o T, that is, (T*(¢))(v) = ¢(T(v)) for every v. Hence:
(@ (TP, y) = ¢(T(x,y) = ¢(x,0) =x,

) (TN =T, y) =P, x+y)=y—2x+y) =-2x—y
(© (T(PNx.y) = (T(x.y)) = ¢p(2x — 3y, S5x+2y) = (2x —3y) = 2(5x +2y) = -8 =Ty

11.14. Let T:¥V — U be linear and let 7°:U* — V* be its transpose. Show that the kernel of 77 is the
annihilator of the image of 7, i.e., Ker 7' = (Im T ).

Suppose ¢ € Ker T7; that is, T'(¢p) = ¢po T = 0. If u € Im T, then u = T(v) for some v € V; hence
) = P(T(v)) = (¢ T)(v) =0(v) =0

We have that ¢(u) = 0 for every u € Im T'; hence ¢ € Im T Y°. Thus Ker 7% € (Im T)°.
On the other hand, suppose ¢ € (Im T)O; that is, o(Im 7') = {0} . Then, for every v € V,

(T"(@))(v) = (g T)(v) = o(T(v)) = 0 = 0(v)

We have (T"(c))(v) = 0(v) for every v € V; hence T"(¢) = 0. Thus ¢ € Ker 7%, and so (Im T)° € Ker 7.
The two inclusion relations together give us the required equality.
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11.15. Suppose ¥ and U have finite dimension and T:V — U is linear. Prove rank(7T") = rank(T").
Suppose dim V' = n and dim U = m, and suppose rank(7’) = r. By Theorem 11.5,
dim(Im 7)° = dim u — dim(Im T) = m — rank(T) = m — r
By Problem 11.14, Ker 7 = (Im T)°. Hence nullity (7%) = m — . It then follows that as claimed,
rank(T") = dim U* — nullity(T") = m — (m — r) = r = rank(T)

11.16. Prove Theorem 11.7: Let T:¥ — U be linear and let 4 be the matrix representation of 7" in the
bases {v;} of V and {u;} of U. Then the transpose matrix AT is the matrix representation of
T":U* — V* in the bases dual to {u;} and {v;}.

Suppose, forj=1,...,m,

T(v) = ajuy +apuy + ...+ aju, 0]
We want to prove that, fori=1,...,n,
Tt(ai) = alid)l + a2i¢2 +.+ iU (2)

where {o,} and {qu} are the bases dual to {;} and {vj}, respectively.
Let v € V and suppose v = k;v; + kv, + ... + k,v,,. Then, by (1),

T(v) =k T(v) + kT(v) + ... +k,T(v,)
=ki(ayuy + ...t ayu,) +hau + .t ayu,) + ot k(@ .+ Gty,)
=(kjay +kay + ...+ kpa,)u + .+ (kay, + khay, + .o+ kya,)u,

= (khay +kay + ...+ kya,)u;
=1

I

Hence, forj=1,...,n.

(T"(6)(v)) = 6,(T(v)) = g (i_il(klali +hay+...+ kmami)ui)
=kay tkay+ ... +k,a,, 3)
On the other hand, forj=1,...,n,
(ayd) + ayds + ...+ ay;P,) (V) = (a;¢) + aydy + ... + ay b, ) kop + kv, + ...+ Kyvy)
=kay; tkay+ ... +k,a,, “4)
Since v € V' was arbitrary, (3) and (4) imply that
Tt(o'j) :aqusl +azj¢2 +"'+amj¢m7 J
which is (2). Thus the theorem is proved.

1,...,n

Supplementary Problems

DUAL SPACES AND DUAL BASES
11.17. Find: (a) ¢ + 0, (b) 3¢, (c) 2¢ — 55, where ¢p:R> — R and ¢:R> — R are defined by
o(x,y,z) =2x—3y+z and o(x,y,z) =4x —2y + 3z

11.18. Find the dual basis of each of the following bases of R3: (a) {(1,0,0), (0,1,0), (0,0,1)},
®) {(1,-2,3), (1,=-1,1), (2,-4, 7N}
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11.19. Let V be the vector space of polynomials over R of degree <2. Let ¢, ¢,, ¢; be the linear functionals on
defined by

1
0i(f() = Lf(f) dt, (D) =1"(D), b3 (f (1) =/(0)

Here f(f) = a + bt + ct?> € V and f(f) denotes the derivative of f(¢). Find the basis { f,(¢), ,(£), £(1)} of V
that is dual to {¢,, ¢,, P3}.

11.20. Suppose u, v € V and that ¢(u) = 0 implies ¢(v) = 0 for all ¢ € V*. Show that v = ku for some scalar £.
11.21. Suppose ¢, ¢ € V* and that ¢(v) = 0 implies a(v) = 0 for all v € V. Show that ¢ = k¢ for some scalar £.

11.22. Let V be the vector space of polynomials over K. For a € K, define ¢,:¥V — K by ¢,(f(¢)) =f(a). Show
that: (a) ¢, is linear; (b) if a # b, then ¢, # ¢,.

11.23. Let V be the vector space of polynomials of degree <2. Let a, b, ¢ € K be distinct scalars. Let ¢, ¢, ¢, be

the linear functionals defined by ¢, ( f(¢)) = f(a), ¢,(f (1)) =1 (b), d.(f(?)) = f(c). Show that {¢,, ¢, }.} is
linearly independent, and find the basis { f;(¢), /(¢), f3(¢)} of V that is its dual.

11.24. Let V be the vector space of square matrices of order n. Let 7:V — K be the trace mapping; that is,
T(A) = ay +ayp + ... +a,,, where A = (a;). Show that T is linear.

11.25. Let W be a subspace of V. For any linear functional ¢ on ¥, show that there is a linear functional ¢ on 7 such
that o(w) = ¢(w) for any w € W; that is, ¢ is the restriction of ¢ to W.

11.26. Let{ey, ..., e,} be the usual basis of K”. Show that the dual basis is {7, ..., 7, } Where =; is the ith projection
mapping; that is, 7,(ay, ..., a,) = a;.

11.27. Let V be a vector space over R. Let ¢, ¢, € V'* and suppose a:V — R, defined by o(v) = ¢,(v)¢,(v),
also belongs to V*. Show that either ¢, =0 or ¢, = 0.

ANNIHILATORS

11.28. Let W be the subspace of R* spanned by (1,2, —3,4), (1,3, —2,6), (1,4, —1,8). Find a basis of the
annihilator of W.

11.29. Let ¥ be the subspace of R® spanned by (1, 1, 0) and (0, 1, 1). Find a basis of the annihilator of ¥,
11.30. Show that, for any subset S of ¥, span(S) = S%, where span(S) is the linear span of S.

11.31. Let U and W be subspaces of a vector space V of finite dimension. Prove that (U N W)° = U° + w°.
11.32. Suppose V = U @ W. Prove that V° = U’ @ W°.

TRANSPOSE OF A LINEAR MAPPING

11.33. Let ¢ be the linear functional on R? defined by ¢(x, y) = 3x — 2y. For each of the following linear mappings
T:R® — R, find (T"(¢))(x, y, 2):

(@) Txy.2)=@&+y, y+2),(b) Tlxy2)=&+y+z 2x—y)

11.34. Suppose 7,:U — V and T,:V — W are linear. Prove that (Tyo T}) = Tio T}.
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11.35. Suppose T:V — U is linear and V has finite dimension. Prove that Im 7* = (Ker T)°.

11.36. Suppose T:V — U is linear and u € U. Prove that u € Im T or there exists ¢ € V'* such that 7'(¢) = 0 and
P(u) = 1.

11.37. Let V be of finite dimension. Show that the mapping 71— T’ is an isomorphism from Hom(V, V') onto
Hom(V*, V'*). (Here T is any linear operator on V)

MISCELLANEOUS PROBLEMS

11.38. Let V' be a vector space over R. The line segment uv joining points u,v € V is defined by
uv = f{tu+ (1 —1)v:0 <t < 1}. A subset S of V is convex if u, v € S implies uv C S. Let ¢ € V*. Define

Wt={weV: ¢ >0}, W={veV:pw =0} W= ={veV:qpQ) <0}

Prove that W+, W, and W~ are convex.

11.39. Let V' be a vector space of finite dimension. A hyperplane H of V' may be defined as the kernel of a nonzero
linear functional ¢ on V. Show that every subspace of V' is the intersection of a finite number of hyperplanes.

Answers to Supplementary Problems

11.17. (a) 6x — 5y +4z, (b) 6x—9y+3z, (¢ —l6x+4y—13z

11.18. (@) ¢y =x, P,=y, ¢;3=2 (b) ¢1=-3x—5y—-2z, ¢, =2x+y, dp3=x+2y+:z

11.22. (b) Letf(t) =t Then ¢,(f(1) = a # b = ¢,(f(¢)); and therefore ¢, # ¢,

2 —(b+c)t+ b
(a—"b)a—c)

£ —(a+c)t+ac

Ry T s

WAOES

s - b

(¢ —a)(c—b)

11.28. {¢,(x, .z, t) =5x —y+z, ¢y(x,y,z,1) =2y —t}
11.29. {¢(x,y,z) =x—y+z}

11.33. (@) (T"(P))(x,y,2) =3x+y — 2z, b)) (T'(P))(x,y,2) = —x+5y+ 3z
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Bilinear, Quadratic,
and Hermitian Forms

12.1 INTRODUCTION

This chapter generalizes the notions of linear mappings and linear functionals. Specifically, we
introduce the notion of a bilinear form. These bilinear maps also give rise to quadratic and Hermitian
forms. Although quadratic forms were discussed previously, this chapter is treated independently of the
previous results.

Although the field K is arbitrary, we will later specialize to the cases K = R and K = C. Furthermore,
we may sometimes need to divide by 2. In such cases, we must assume that 1 + 1 # 0, which is true when
K=RorK=C.

12.2 BILINEAR FORMS

Let ¥/ be a vector space of finite dimension over a field K. A bilinear form on V is a mapping
f:V x V — K such that, for all ¢, b € K and all u;,v; € V-

(@) flaw +buy, v) = af (uy. ) + bf (u, V),
(i) S avy +bvy) = af (u, v,) + b (u, vy)

We express condition (i) by saying f is linear in the first variable, and condition (ii) by saying f is linear in
the second variable.

Example 12.1.
(@) Letf be the dot product on R”; that is, for u = (a;) and v = (b,),
fw,v)=u-v=ab;+ab,+...+a,b,
Then f is a bilinear form on R”. (In fact, any inner product on a real vector space V is a bilinear form on V)

(b) Let ¢ and o be arbitrarily linear functionals on V. Let f:V x V' — K be defined by f(u, v) = ¢p(u)o(v). Then f is
a bilinear form, since ¢ and ¢ are each linear.

376
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(c) Letd= [aij] be any » x n matrix over a field K. Then 4 may be identified with the following bilinear form F on
K", where X = [x;] and Y = [y;] are column vectors of variables:

SX,Y)=Xx"4Y = 2 apxy; = anx\yy +apxy, + .o+ aux,,
iJ

The above formal expression in the variables x;, y; is termed the bilinear polynomial corresponding to the matrix
A. Equation (12.1) below shows that, in a certain sense, every bilinear form is of this type.

Space of Bilinear Forms
Let B(V) denote the set of all bilinear forms on V. A vector space structure is placed on B(}'), where
for any f, g € B(V) and any k € K, we define f + g and &f as follows:
(f +&)u,v) =f(w,v)+gu,v) and  (kf)(u,v) =k (u,v)
The following theorem (proved in Problem 12.4) applies.
Theorem 12.1: Let V' be a vector space of dimension n over K. Let {¢, ..., ¢,} be any basis of the dual

space V*. Then {f;:i,j=1,...,n} is a basis of B(V), where f; is defined by
S, v) = $,()¢,(v). Thus, in particular, dim B(V) = n*.

12.3 BILINEAR FORMS AND MATRICES
Let f be a bilinear form on V and let S = {u,, ..., u,} be a basis of V. Suppose u, v € V" and

u=au +...+a,u, and v=bu +...+b,u,
Then
f,v) =f(ayuy + ... +a,u,, bu +...+bu,) = Zaibjf(ui, u;)
iy

Thus f is completely determined by the #? values f(u;, u;).

The matrix 4 = [a;;] where a; = f(u;, u;) is called the matrix representation of f relative to the basis S

or, simply, the “matrix of / in S”. It “represents” f in the sense that, for all u, v € V,

Slu,v) = Z aibjf(“ia uj) = [u]gA[U]S (12.1)
ij

[As usual [u]g denotes the coordinate (column) vector of « in the basis S.]

Change of Basis, Congruent Matrices

We now ask, how does a matrix representing a bilinear form transform when a new basis is selected?
The answer is given in the following theorem (proved in Problem 12.5).

Theorem 12.2: Let P be a change-of-basis matrix from one basis S to another basis S'. If 4 is the matrix
representing a bilinear form f in the original basis S, then B = PTAP is the matrix
representing f in the new basis S'.

The above theorem motivates the following definition.

Definition: A matrix B is congruent to a matrix A, written B =~ A, if there exists a non-singular matrix P
such that B = PTAP.
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Thus, by Theorem 12.2, matrices representing the same bilinear form are congruent. We remark that
congruent matrices have the same rank, because P and P” are nonsingular; hence the following definition
is well-defined.

Definition: The rank of a bilinear form f on ¥, written rank( f), is the rank of any matrix representation
of f. We say f is degenerate or nondegenerate according as rank(f) < dim V' or
rank( /) = dim V.

12.4 ALTERNATING BILINEAR FORMS
Let f be a bilinear form on V. The f is called:
(1) alternating if f(v, v) = 0 for every v € V;
(i) skew-symmetric if f(u, v) = —f (v, u) for every u,v € V.
Now suppose (i) is true. Then (ii) is true, since, for any u, v, € V,
0=fu+v, utv)=7f(uu)+f(uv)+f(0u)+f(0)=[(u0)+f(0u)

On the other hand, suppose (ii) is true and also 1 + 1 # 0. Then (i) is true, since, for every v € ¥V, we have
f(v,v) = —f(v, v). In other words, alternating and skew-symmetric are equivalent when 1 + 1 # 0.

The main structure theorem of alternating bilinear forms (proved in Problem 12.23) is as follows.

Theorem 12.3: Let / be an alternating bilinear form on V. Then there exists a basis of ¥ in which f is
represented by a block diagonal matrix M of the form

M:diag([_? (1)] |:_(1) (1):| |:_(1) (1)] [0], [o], ... [0])

Moreover, the number of nonzero blocks is uniquely determined by /" [since it is equal to

% rank( f)].

In particular, the above theorem shows that any alternating bilinear form must have even rank.

12.5 SYMMETRIC BILINEAR FORMS, QUADRATIC FORMS

This section investigates the important notions of symmetric bilinear forms and quadratic forms and
their representation by means of symmetric matrices. The only restriction on the field K is that 1 + 1 # 0.
In Section 12.6, we will restrict K to be the real field R, which yields important special results.

Symmetric Bilinear Forms

Let f be a linear form on V. Then f is said to be symmetric if, for every u,v € ¥
f(u’ U) :f(vv u)
One can easily show that f is symmetric if and only if any matrix representation 4 of f/ is a symmetric
matrix.

The main result for symmetric bilinear forms (proved in Problem 12.10) is as follows. (We emphasize
that we are assuming that 1 + 1 # 0.)

Theorem 12.4: Let f be a symmetric bilinear form on V. Then V has a basis {v;, ..., v,} in which it is
represented by a diagonal matrix, that is, where f(v;, v;) = 0 for i # j.
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Theorem 12.4: (Alternative Form) Let 4 be a symmetric matrix over K. Then 4 is congruent to a
diagonal matrix; that is, there exists a non-singular matrix P such that PTAP is diagonal.

Diagonalization Algorithm

Recall that a nonsingular matrix P is a product of elementary matrices. Accordingly, one way of
obtaining the diagonal form D = PP is by a sequence of elementary row operations and the same
sequence of elementary column operations. This same sequence of elementary row operations on the
identity matrix / will yield P”. This algorithm is formalized below.

Algorithm 12.1: (Congruence Diagonalization of a Symmetric Matrix) The input is a symmetric
matrix 4 = [a;] of order n.
Step 1. Form the n x 2n (block) matrix M = [A4,, I], where A, = A is the left half of M and the identity
matrix / is the right half of M.
Step 2. Examine the entry a;,. There are three cases.

Case I:  a;; # 0. (Use a,; as a pivot to put 0’s below a;, in M and to the right of a;; in 4,.)
Fori=2,...,n:

(a) Apply the row operation “Replace R; by —a;; R, + a;;R;”.
(b) Apply the corresponding column operation “Replace C; by —a;,C; + a;,C;”.

These operations reduce the matrix M to the form
a 0 * *
M~|:(1)1 . *} *)
Case II:  a;; =0 but ay, # 0, for some k > 1.

(a) Apply the row operation “Interchange R, and R,”.

(b) Apply the corresponding column operation “Interchange C; and C,”.
(These operations bring ay; into the first diagonal position, which reduces the matrix
to Case 1.)

Case IlI:  All diagonal entries a; = 0 but some a; # 0.
(a) Apply the row operation “Replace R; by R; + R;”.
(b) Apply the corresponding column operation “Replace C; by C; + C;”.

(These operations bring 2a;; into the ith diagonal position, which reduces the matrix
to Case II.)

Thus M is finally reduced to the form (*), where 4, is a symmetric matrix of order less than 4.

Step 3. Repeat Step 2 with each new matrix 4, (by neglecting the first row and column of the preceding
matrix) until 4 is diagonalized. Then M is transformed into the form M’ = [D, O], where D is
diagonal.

Step 4. Set P = Q7. Then D = P'4P.

Remark 1: We emphasize that in Step 2, the row operations will change both sides of M, but the
column operations will only change the left half of M.

Remark 2: The condition 1+ 17 0 is used in Case IlI, where we assume that 2a; # 0 when
a; # 0.
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The justification for the above algorithm appears in Problem 12.9.

1 2 =3
Example 12.2. Let4 = |: 2 5 —4:| . Apply Algorithm 9.1 to find a nonsingular matrix P such that D = PTAP is

diagonal. -3 —4 8
First form the block matrix M = [4, []; that is, let
1 2 =3'1 0 0
M=[41N=| 2 5 4,0 1 0
-3 —4 8,0 0 1

Apply the row operations “Replace R, by —2R; + R,” and “Replace R; by 3R, + R;” to M, and then apply the
corresponding column operations “Replace C, by —2C; + C,” and “Replace C; by 3C; + C;” to obtain

1 2 =31 1 0 07 1 0 o' 1 0 0O
0 1 2}—2 10 and then 0 2V 2 1 0
0 0

1
|
2 11 3 0 1] 2 =11 3 0 1

Next apply the row operation “Replace R; by —2R, + R;” and then the corresponding column operation “Replace C;
by —2C, + C;” to obtain

1 0 0" 1 0 0 1 0 o0 1 0 0
0 1 2 : -2 10 and then 0 1 0: -2 10
00 =5, 7 =2 1] L0 0 =5, 7 =2 1
Now A4 has been diagonalized. Set
1 -2 7 1 0 O
P=[0 1 -2|,  andthen D=P'4P=[0 1 0
0 0 1 0 0 -5

We emphasize that P is the transpose of the right half of the final matrix.

Quadratic Forms

We begin with a definition.

Definition A: A mapping q:V — K is a quadratic form if q(v) = f(v, v) for some symmetric bilinear
form f on V.

If 1 4+ 1 # 0 in K, then the bilinear form f* can be obtained from the quadratic form ¢ by the following
polar form of f:

S, v) = 3[q(u +v) — q(u) — q(v)]

Now suppose f*is represented by a symmetric matrix 4 = [a;], and 1 4 1 # 0. Letting X = [x;] denote
a column vector of variables, g can be represented in the form

gX) =X, X)=XT4X = Za,-jxixj = Zaﬁxf +2) agxx;
ij i

i<j

The above formal expression in the variables x; is also called a quadratic form. Namely, we have the
following second definition.

Definition B: A quadratic form q in variables x,, x,, ..., x, is a polynomial such that every term has
degree two; that is,

2
gy, Xp, X)) = Do 0x; + 3 dyxix;
1

i<j
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Using 1 + 1 # 0, the quadratic form ¢ in Definition B determines a symmetric matrix 4 = [a;;] where
a;=c;and a; = a; = %dlj Thus Definitions A and B are essentially the same.
If the matrix representation 4 of ¢ is diagonal, then g has the diagonal representation

qX) = XTAX = a3} + a3 + ... + a,,%,

That is, the quadratic polynomial representing ¢ will contain no “cross product” terms. Moreover, by
Theorem 12.4, every quadratic form has such a representation (when 1 + 1 # 0).

12.6 REAL SYMMETRIC BILINEAR FORMS, LAW OF INERTIA

This section treats symmetric bilinear forms and quadratic forms on vector spaces ¥ over the real field
R. The special nature of R permits an independent theory. The main result (proved in Problem 12.14) is as
follows.

Theorem 12.5: Let f be a symmetric form on ¥ over R. Then there exists a basis of V' in which 1 is
represented by a diagonal matrix. Every other diagonal matrix representation of f has the
same number p of positive entries and the same number n of negative entries.

The above result is sometimes called the Law of Inertia or Sylvester s Theorem. The rank and signature
of the symmetric bilinear form f* are denoted and defined by

rank(f)=p+n and sig(f)=p—n

These are uniquely defined by Theorem 12.5.
A real symmetric bilinear form f is said to be:

(1) positive definite if q(v) = f(v, v) > 0 for every v # 0,
(ii) nonnegative semidefinite if q(v) = f(v, v) > 0 for every v.

Example 12.3. Let f be the dot product on R”. Recall that f is a symmetric bilinear form on R”. We note that /" is also
positive definite. That is, for any u = (@;) # 0 in R",

fuuwy=d +dd+...+a>>0

Section 12.5 and Chapter 13 tell us how to diagonalize a real quadratic form g or, equivalently, a real
symmetric matrix 4 by means of an orthogonal transition matrix P. If P is merely nonsingular, then ¢ can
be represented in diagonal form with only 1’s and —1’s as nonzero coefficients. Namely, we have the
following corollary.

Corollary 12.6: Any real quadratic form ¢ has a unique representation in the form
q(x1, X9, .. x,) :x%—l—...—}-xlz, —x?,H — .. =X

where 7 = p + n is the rank of the form.

Corollary 12.6: (Alternative Form) Any real symmetric matrix 4 is congruent to the unique diagonal
matrix

D = diag(Z,, —1,, 0)

where 7 = p + n is the rank of A4.
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12.7 HERMITIAN FORMS

Let V' be a vector space of finite dimension over the complex field C. A Hermitian form on V is a
mapping f:V x V' — C such that, for all a,b € C and all ;, v € V]

(@) Sflauy + buy, v) = af (uy, v) + bf (uy, v),
(i) fu,v)=f(v,u).
(As usual, k& denotes the complex conjugate of k € C.)
Using (i) and (ii), we get
Su, av; + bvy) = f(avy + bvy, u) = af (vy, u) + bf (v, u)
=af (vy, u) + bf (v, 1) = &f (u, v1) + bf (u, v3)

That is,

(iii) f(u, av, + bvy) = af (u, v,) + bf (u, v,).

As before, we express condition (i) by saying f is linear in the first variable. On the other hand, we express
condition (iii) by saying /" is “conjugate linear” in the second variable. Moreover, condition (ii) tells us that
f(v,v) =f(v,v), and hence f (v, v) is real for every v € V.

The results of Sections 12.5 and 12.6 for symmetric forms have their analogues for Hermitian forms.
Thus, the mapping ¢:V — R, defined by ¢(v) = f (v, v), is called the Hermitian quadratic form or complex
quadratic form associated with the Hermitian form . We can obtain f* from g by the polar form

fu,v) =5lqu +v) — qu — v)] + §[q(u + iv) — g(u — iv)]

Now suppose S = {uy, ..., u,} is a basis of V. The matrix H = [h;] where h; = f(u;, ;) is called the

matrix representation of f in the basis S. By (i), f(u;, ;) = f(u;, w;); hence H is Hermitian and, in
particular, the diagonal entries of H are real. Thus any diagonal representation of f* contains only real
entries.

The next theorem (to be proved in Problem 12.47) is the complex analog of Theorem 12.5 on real
symmetric bilinear forms.

Theorem 12.7: Let f be a Hermitian form on V' over C. Then there exists a basis of V' in which f is
represented by a diagonal matrix. Every other diagonal matrix representation of / has the
same number p of positive entries and the same number n of negative entries.

Again the rank and signature of the Hermitian form f* are denoted and defined by

rank(f)=p+n and sig(f)=p—n

These are uniquely defined, by Theorem 12.7.
Analogously, a Hermitian form f* is said to be:

(1) positive definite if g(v) = f (v, v) > 0 for every v # 0,
(ii) nonnegative semidefinite if q(v) = f(v, v) > 0 for every v.

Example 12.4. Let f be the dot product on C"; that is, for any u = (z;) and v = (w;) in C",
fw,v)=u-v=zw +z,w, +...+2z,w,
Then f is a Hermitian form on C". Moreover, f is also positive definite, since, for any u = (z;) # 0 in C”,

fwy =2z +25+.. 425 =z P+l +.. +1z7 >0
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Solved Problems

BILINEAR FORMS
12.1. Let u = (x;, x,, x3) and v = (¥}, ¥, ¥3). Express f in matrix notation, where

S(u,v) = 3x1y1 — 215 + Sxp1 + 70, — 8,03 + 4x3), — 6x3)5

Let 4 = [a;], where a;; is the coefficient of x;;. Then

30 =21 »
S, 0)=X"4Y =[x, x,x]| 5 7 =8 || »
0 4 -6 V3

12.2. Let A be an n x n matrix over K. Show that the mapping /" defined by f(X, Y) = X74Y is a bilinear
form on K".

For any a, b € K and any X}, Y; € K",
flaX, +bX,, Y)=(aX, +bX,)"AY = (aX] + bX])AY
= aXTAY + bXTAY = af (X, Y) + bf (X, Y)
Hence f is linear in the first variable. Also,
f(X, a¥, 4+ bY,) = XTA(aY, + bY,) = aXTAY, + bXTAY, = af (X, Y}) + bf (X, )

Hence f is linear in the second variable, and so f is a bilinear form on K”".

12.3. Let f be the bilinear form on R? defined by
SIGe,x2), (1, 32)] = 211 = 3x1; + 4xa0,
(a) Find the matrix 4 of f in the basis {u; = (1,0), u, = (1, 1)}.

(b) Find the matrix B of f in the basis {v; =2,1), v, =1, —=1)}.
(¢) Find the change-of-basis matrix P from the basis {u;} to the basis {v;}, and verify that

B =P'4P.
(a) Set A =[a;], where a; = f(u;, u;}. This yields
a; =/1(1,0), (1,0]=2-0-0=2, ay =fI(1,1), (1,0)]=2
ap =f1(1,0), (1,D]=2-3-0=-1, ay =f1(1,1), (1, D] =3
Thus 4 = |:§ _é] is the matrix of /* in the basis {u;, u,}.
(b) Set B = [b;], where b; = f(v;, v;). This yields
by =12, 1), 2. D]=8-6+4=6, by =/f1(1, =1, (2,1)]=-3
b, =112, 1), (1,-1)=4+6—-4=6, by, =fI(1,-1), (I,=1D]=9
Thus B = [_g g] is the matrix of f in the basis {v;, v,}.

(c) Writing v; and v, in terms of the u; yields v; = u; + u, and v, = 2u; — u,. Then

o2 A
S I )

re 1 172 =171 2] [ 6 6]
and PAP—[z —1][2 3][1 —1]_[—3 9]_3
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12.4. Prove Theorem 12.1: Let V' be an n-dimensional vector space over K. Let {¢p,, ..., ¢,} be any basis

of the dual space V*. Then {f;:i,j=1,...,n} is a basis of B(V), where f; is defined by
Jyw, v) = (), (v). Thus dim B(V) = n*.

Let {uy, ..., u,} be the basis of V dual to {¢,}. We first show that { f;} spans B(V). Let f € B(V') and
suppose f(u;, u;) = a;. We claim that f = ZiJ. a; f;- 1t suffices to show that

Sugu) = (X ay f)(ug, u,) for s,t=1,...,n
We have
(Z aijfij)(uss u)=7y. aijfij(uss u)=7y. aij¢i(”s)¢j(”t) =) aijéis(sjt = ay, = f(uy u,)
as required. Hence {f;} spans B(V). Next, suppose ) _auf; = 0. Then for s, t = 1,...,n,
0 = 0(u, u,) = (X ay fi)(uy, u,) = a

The last step follows as above. Thus { f;} is independent, and hence is a basis of B(V).

12.5. Prove Theorem 12.2. Let P be the change-of-basis matrix from a basis S to a basis S'. Let 4 be the
matrix representing a bilinear form in the basis S. Then B = PT4P is the matrix representing f in
the basis S'.

Let u,v € V. Since P is the change-of-basis matrix from S to S, we have Plu]y = [u]g and also
P[]y = [v]g; hence [u]; = [u]5,PT. Thus

fu,v) = [uléAlvlg = [u]&PTAP[v]

Since u and v are arbitrary elements of ¥, PTAP is the matrix of /" in the basis S'.

SYMMETRIC BILINEAR FORMS, QUADRATIC FORMS

12.6. Find the symmetric matrix that corresponds to each of the following quadratic forms:
(@) q(x,y,2) =3x* +4xy — )y + 8xz = 6yz + 2,
B ¢y, 2) =32 4+x2—2yz, () q'(x,y,2) =2x> — 5 — T2

The symmetric matrix 4 = [a;] that represents g(x;, ..., x,) has the diagonal entry a;; equal to the

coefficient of the square term x? and the nondiagonal entries a; and a;; each equal to half of the coefficient of

the cross product term x;x;. Thus
0o 1 2 0 0
0 =1, 4"=0 =5 0
0 o0 0o 0 -7

32 4
(@ A=|2 -1 =3[, () 4=
4 -3 1

The third matrix 4” is diagonal, since the quadratic form ¢” is diagonal, that is, ¢” has no cross product terms.

D= O W

12.7. Find the quadratic form ¢(X) that corresponds to each of the following symmetric matrices:

s -3 45T s 7 e w

(@ A= L) B=|-5 -6 8|, (0 C=
-3 8 > e o -1 =6 3 0
5 8 9 1

The quadratic form g(X) that corresponds to a symmetric matrix M is defined by ¢(X) = X"MX,
where X = [x;] is the column vector of unknowns.
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(a) Compute as follows:

T 5 =371« X
qgx, ) =X AX:[x,y][_3 8][}}}:[516—3% —3x+8y][y]

=5x* — 3xy — 3xy + 8% = 5x* — 6wy + 87
As expected, the coefficient 5 of the square term x? and the coefficient 8 of the square term ) are the

diagonal elements of A, and the coefficient —6 of the cross product term xy is the sum of the nondiagonal
elements —3 and —3 of 4 (or: twice the nondiagonal element —3, since 4 is symmetric).

(b) Since B is a 3-square matrix, there are three unknowns, say x, y, z or x;, x,, x3. Then
q(x,y,z) = 42 — 10xy — 6 + l4xz + 16yz — 92°
or q(x;, Xy, X3) = 407 — 10x,x, — 6x3 + 14x,x;3 + 163,05 — 9x3

Here we use the fact that the coefficients of the square terms x3, x3, x3 (or x2, %, z%) are the respective
diagonal elements 4, —6, —9 of B, and the coefficient of the cross product term X;X; is the sum of the
nondiagonal elements b; and b;; (or twice by, since b; = b;).

(¢) Since C is a 4-square matrix, there are four unknowns. Hence

q(x1, X, X3, X4) = 27 — T3 4 333 + x5 + 8x,x, — 2%y

+ 10xx, — 12x,x3 + 16x5x,4 + 18x3x,

1 -3 2
12.8. Let 4A=| -3 7 —5|. Apply Algorithm 12.1 to find a non-singular matrix P such that
2 =5 8

D = PTAP is diagonal, and find sig(4), the signature of A.

First form the block matrix M = [4, []:

1 =3 2110 0
M=1N=|-3 7 =5,0 1 0
2 -5 8,0 0 1

Using a;; =1 as a pivot, apply the row operations “Replace R, by 3R, +R,” and “Replace R; by
—2R; + R;” to M and then apply the corresponding column operations “Replace C, by 3C, + C,” and
“Replace C; by —2C; 4+ C;” to A4 to obtain

1 =3 21100 1 00100
0 -2 1,3 10 and then 0 -2 1,310
0 1 4,0 0 1 0 1 4,0 0 1

Next apply the row operation “Replace R; by R, +2R;” and then the corresponding column operation
“Replace C; by C, 4+ 2C;” to obtain

1 001 1 0 0 1 0 01 1 00
0 -2 1; 310 and then 0 =2 0; 310
0 0 9,-1 1 2 0 0 18, -1 1 2

Now A4 has been diagonalized and the transpose of P is in the right half of M. Thus set

1 3 -1 1 0 0
P=|01 1|, andthen D=PUP=]|0 -2 0
00 2 0 0 18

Note D has p=2 positive and n =1 negative diagonal elements. Thus the signature of A is
sigld)=p—n=2—-1=1.
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12.9.

12.10.

12.11.

12.12.

BILINEAR, QUADRATIC, AND HERMITIAN FORMS [CHAP. 12

Justify Algorithm 12.1, which diagonalizes (under congruence) a symmetric matrix 4.

Consider the block matrix M = [4, I]. The algorithm applies a sequence of elementary row operations
and the corresponding column operations to the left side of M, which is the matrix 4. This is equivalent to
premultiplying 4 by a sequence of elementary matrices, say, £,, E,, ..., E,, and postmultiplying 4 by the
transposes of the E;. Thus when the algorithm ends, the diagonal matrix D on the left side of M is equal to

D=E,.. EEAETEl .. ET =407, where  Q=E,...EE,

On the other hand, the algorithm only applies the elementary row operations to the identity matrix / on the
right side of M. Thus when the algorithm ends, the matrix on the right side of M is equal to

E,...E,E\l =E,.. .EE, =0

Setting P = Q7, we get D = PTAP, which is a diagonalization of 4 under congruence.

Prove Theorem 12.4: Let f be a symmetric bilinear form on V" over K (where 1 + 1 # 0). Then V'
has a basis in which f is represented by a diagonal matrix.

Algorithm 12.1 shows that every symmetric matrix over K is congruent to a diagonal matrix. This is
equivalent to the statement that f/ has a diagonal representation.

Let g be the quadratic form associated with the symmetric bilinear form f. Verify the polar identity
f(u, v) = Lq(u + v) — g(u) — q(v)]. (Assume that 1+ 1 # 0.)

We have

q(u+v) —q() — q(v) =fw+v, u+v)—f(u,u)=f(,0)
=/, u) + 1w, v) +f(0,u) +f(v, ) = f(, 1) = f (v, v) = 2/ (u, v)

If 14+ 1 # 0, we can divide by 2 to obtain the required identity.

Consider the quadratic form g(x, y) = 3x* + 2xy — y* and the linear substitution

x=s—3t, y=2s+t

(a) Rewrite g(x, y) in matrix notation, and find the matrix A4 representing g(x, y).

(b) Rewrite the linear substitution using matrix notation, and find the matrix P corresponding to
the substitution.

(¢) Find ¢(s, t) using direct substitution.
(d) Find g(s, ) using matrix notation.

1 1

(b) Here [i]:[é _?][;].ThusP:[é _?:|;andX:|:;i|,Y:|:;:| and X = PY.

(¢) Substitute for x and y in ¢ to obtain

(a) Hereq(x,y):[x,y][? _1][;].ThusA:|:3 _}];andq(X):XTAX,whereX:[x,y]T.

q(s, 1) = 3(s = 30)* + 2(s — 3)(2s + £) — (25 + 1)?
=3(s% — 65t + 977) 4+ 2(25> — 55t — 32) — (s* + 4st + 1) = 357 — 32st + 20¢>
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(d) Here g(X) = X"AX and X = PY. Thus X7 = YTP”. Therefore

- 12773 1[0 =37[s
Q(S”):q(y)zyPAPY:[S’I][—3 1][1 —1]{2 IMf]

a2 T[] 230 - 320 1202
R T T | I A

[As expected, the results in parts (c) and (d) are equal.]

Consider any diagonal matrix 4 = diag(a,, ..., a,) over K. Show that, for any nonzero scalars
ki, ..., k, € K, A is congruent to a diagonal matrix D with diagonal entries ak?, ..., a,k2.
Furthermore, show that:

(a) If K = C, then we can choose D so that its diagonal entries are only 1’s and 0.
(b) If K =R, then we can choose D so that its diagonal entries are only 1’s, —1%, and 0s.

Let P = diag(ky, ..., k,). Then, as required,
D = PT4P = diag(k;) diag(a;) diag(k;) = diag(a, k3, ..., a,k?)

o (1@ if 4, #0
(a) Let P = diag(b;), where b, = { Y if a =0
Then PTAP has the required form.
(b) Let P = diag(b;), where b, = { 1/ v1|a,.| g “ 7 8
=

Then PTAP has the required form.

Remark: We emphasize that (b) is no longer true if “congruence” is replaced by “Hermitian
congruence”.

Prove Theorem 12.5: Let f be a symmetric bilinear form on J over R. Then there exists a basis of V'
in which f is represented by a diagonal matrix. Every other diagonal matrix representation of /* has
the same number p of positive entries and the same number n of negative entries.

By Theorem 12.4, there is a basis {uy, ..., u,} of V in which f is represented by a diagonal matrix with,
say, p positive and n negative entries. Now suppose {w,...,w,} is another basis of V, in which f is
represented by a diagonal matrix with p’ positive and n’ negative entries. We can assume without loss of
generality that the positive entries in each matrix appear first. Since rank( /) = p +n = p’ + ', it suffices to
prove that p = p’.

Let U be the linear span of uy, . . ., u, and let /' be the linear span of wy,y, ..., w,. Then f (v, v) > 0 for
every nonzero v € U, and f(v, v) < 0 for every nonzero v € W. Hence U N W = {0}. Note that dim U = p
and dim W = n — p’. Thus

dim(U + W) = dim U + dimW — dim(U N W) =p+(n—p)—0=p—p +n

But dim(U + W) < dim ¥V = n; hence p —p' +n < n or p < p’. Similarly, p’ < p and therefore p = p’, as
required.

Remark: The above theorem and proof depend only on the concept of positivity. Thus the
theorem is true for any subfield K of the real field R such as the rational field Q.

POSITIVE DEFINITE REAL QUADRATIC FORMS

12.15.

Prove that the following definitions of a positive definite quadratic form ¢ are equivalent:

(a) The diagonal entries are all positive in any diagonal representation of g.
(b) q(Y) > 0, for any nonzero vector ¥ in R”.
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12.16.

12.17.

12.18.
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Suppose q(¥) = a3} + a3 + ... +a,)2. If all the coefficients are positive, then clearly ¢(¥) > 0
whenever Y # 0. Thus (a) implies (b). Conversely, suppose (@) is not true; that is, suppose some diagonal
entry a; <0.Lete, =(0,...,1,...0) be the vector whose entries are all 0 except 1 in the kth position. Then
q(ey) = a; is not positive, and so () is not true. That is, (b) implies (a). Accordingly (a) and (b) are
equivalent.

Determine whether each of the following quadratic forms ¢ is positive definite:
(@) q(x,y,2) =x> 4+ 2% —4xz — dyz + 77
B) q(x,y,2) = x>+ + 2xz + dyz + 322

Diagonalize (under congruence) the symmetric matrix 4 corresponding to q.

(a) Apply the operations “Replace R; by 2R, + R;” and “Replace C; by 2C; + C;”, and then “Replace R;
by R, + R;” and “Replace C; by C, + C;”. These yield

1 0 -2 1 0 0 1 00
A= 0 2 2 |~|0 2 =2(=~]0 2 0
-2 =2 7 0 -2 3 0 0 1

The diagonal representation of ¢ only contains positive entries, 1, 2, 1, on the diagonal. Thus ¢ is positive

definite.

(b) We have
1 01 1 00 1 0 0
A=(0 1 2|(~]0 1 2|~|0 1 0
1 2 3 0 2 2 0 0 -2

There is a negative entry —2 on the diagonal representation of g. Thus ¢ is not positive definite.

Show that g(x, y) = ax* 4+ bxy + ¢)? is positive definite if and only if @ > 0 and the discriminant
D =b*—4ac < 0.

Suppose v = (x,y) # 0. Then either x # 0 or y # 0; say, y # 0. Let t = x/y. Then
q(v) = la(x/y)’ + bx/y) + ] = y*(af* + bt + ¢)

However, the following are equivalent:

(i) s = at®> + bt + ¢ is positive for every value of ¢.
(i) s = ar® + bt + c lies above the t-axis.
(iii) @ > 0 and D = b* — 4ac < 0.

Thus ¢ is positive definite if and only if @ > 0 and D < 0. [Remark: D < 0 is the same as det(4) > 0, where 4
is the symmetric matrix corresponding to ¢.]

Determine whether or not each of the following quadratic forms ¢ is positive definite:

@ qGy)=x—dwy+7% 0) q@.y) =2 +8w+5% () qlr.y) =32+ 2+
Compute the discriminant D = b* — 4ac, and then use Problem 12.17.

(@) D=16—-28=—12.Sincea=1> 0 and D < 0, ¢ is positive definite.

(b) D =64—20=44. Since D > 0, g is not positive definite.
(¢) D=4—-12=-8.Sincea=3 > 0and D < 0, g is positive definite.
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HERMITIAN FORMS

12.19. Determine whether the following matrices are Hermitian:

2 243 4-5i 3 2—i 441 4 -3 5
(a) 2-—3i 5 642i |, () 2—i 6 i |, () -3 2 1
4451 6-2i =7 4+i i 7 5 1 —6

A complex matrix 4 = [a,;] is Hermitian if 4* = 4, that is, if a; = a;.
(a) Yes, since it is equal to its conjugate transpose.
(b) No, even though it is symmetric.
(¢) Yes. In fact, a real matrix is Hermitian if and only if it is symmetric.

12.20. Let A be a Hermitian matrix. Show that f is a Hermitian form on C" where f is defined by
f(X,Y)=X"4Y.

For all ¢,b € C and all X}, X,,Y € C",

flaX; +bX,, Y)=(aX; +bX,))TAY = (aX] + bXT)4Y
= aX[ AY + bX]AY = af (X, Y) + bf (X,, Y)

Hence f is linear in the first variable. Also,

FOLY) = XY = (XUY) = YTATX = YTA4*X = YTAX = f(Y, X)

Hence f is a Hermitian form on C”. (Remark: We use the fact that X7 AY is a scalar and so it is equal to its
transpose.)

12.21. Let f be a Hermitian form on V. Let H be the matrix of f in a basis S = {u;} of V. Prove the
following:

(@) f(u,v) = [uliHvl for all u,v e V.

(b) If P is the change-of-basis matrix from S to a new basis S’ of V, then B = PTHP (or
B = Q*HQ, where Q = P) is the matrix of /' in the new basis S’

Note that () is the complex analog of Theorem 12.2.

(a) Letu,v eV and suppose u = a,u; + ...+ a,u, and v = bju; + ...+ b,u,. Then, as required,
f(uw U) :f(alul +...+ a,uy, blul +... +bnun)
= Zail;jf(ui’ Uj) =lay.... an]H[l_Jl» R Z’n]T = [”]gHmS
ij

(b) Since P is the change-of-basis matrix from S to ', we have Plu]y = [ulg and P[v]y = [v]s; hence

[u]f = [u]% PT and [v]g = Plu]g. Thus by (a),

S, v) = [u]s H[tlg = [uls PTHP[t]5,

But u and v are arbitrary elements of V; hence PTHP is the matrix of / in the basis S'.

1 141 2i
12.22. Let H = | —2i 4 2 — 3i |, a Hermitian matrix.
—2i 2+43i 7

Find a nonsingular matrix P such that D = PTHP is diagonal. Also, find the signature of H.
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Use the modified Algorithm 12.1 that applies the same row operations but the corresponding conjugate
column operations. Thus first form the block matrix M = [H, []:

1 1+i 2i
M=|1-i 4 2

—3i
—2i 2+43i 7

1T 0 0

0 10

10 0 1

Apply the row operations “Replace R, by (—1 + )R, + R,” and “Replace R; by 2iR| + R;” and then the
corresponding conjugate column operations “Replace C, by (—1 —i)C, + C,” and “Replace C; by
—2iC; 4+ C3” to obtain

Lo14+i 20 1 00 10 0! 1 00
0 2 =5i —1+i 1 0 and then 0 2 =5i,—1+i 10
0 s 3, 2 01 05 3, 2 01

Next apply the row operation “Replace R; by —5iR, +2R;” and the corresponding conjugate column
operation “Replace C; by 5iC, + 2C;” to obtain

1o o' 1 0 0 1o 0 1 0 0
02 -5, ~1+i 1 0 and then 02 0 ,—1+i 1 0
0 0 —191 549 -5 2 0 0 =381 549 —5i 2

Now H has been diagonalized, and the transpose of the right half of M is P. Thus set

1 —14i 549 ) 1 0 0
P=10 1 —5i |, andthen D=P'HP=|0 2 0
0 0 2 0 0 -38

Note D has p =2 positive elements and n =1 negative elements. Thus the signature of H is
siglH)=2—-1=1.

MISCELLANEOUS PROBLEMS
12.23. Prove Theorem 12.3: Let f be an alternating form on V. Then there exists a basis of V' in which f"is

-1 0

represented by a block diagonal matrix M with blocks of the form [ 01 ] or 0. The number of
nonzero blocks is uniquely determined by f [since it is equal to % rank( f)].

If f = 0, then the theorem is obviously true. Also, if dim V' = 1, then f'(k,u, kyu) = kjkyf (u, u) = 0 and
so f = 0. Accordingly, we can assume that dim V' > 1 and f # 0.
Since f # 0, there exist (nonzero) u;, u, € V such that f(u;, u,) # 0. In fact, multiplying u, by an

appropriate factor, we can assume that f(u;,u,) =1 and so f(u,,u;) = —1. Now u; and u, are linearly
independent; because if, say, u, = ku,, then f(u;, uy) = f(u;, kuy) = kf (u;, u;) = 0. Let U = span(u, u,);
then:

() The matrix representation of the restriction of /' to U in the basis {u;, u,} is |:_(1) (1)],

(i) Ifu € U, say u = au; + bu,, then
fu,uy)) =f(au; + buy, uy)=—>b and fu,uy) =f(au; + buy, uy)=a
Let W consists of those vectors w € V' such that f(w, u;) = 0 and f(w, u,) = 0. Equivalently,
W={weV:f(w,u) =0 for every u € U}

We claim that V' = U @ W. It is clear that U N W = {0}, and so it remains to show that V' = U + W. Let
v e V. Set

u=f,u —f@u, and  w=v—u ()

Since u is a linear combination of u; and u,, u € U.
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We show next that w € W. By (1) and (ii), f(u, u;) = f(v, u;); hence
Swou) =fw—u, w)=fv,u)—fu)=0
Similarly, f(u, u,) = f (v, u,) and so
Jwup) +f (0 —u, up) =f(0,up) = fu, 1) =0
Then we W and so, by (1), v=u+w, where u € W. This shows that V= U + W; and therefore

V=U®W.

Now the restriction of f to W is an alternating bilinear form on W. By induction, there exists a basis
us, ..., u, of W in which the matrix representing f restricted to W has the desired form. Accordingly,
uy, Uy, Uz, ..., u, is a basis of V' in which the matrix representing /" has the desired form.

Supplementary Problems

BILINEAR FORMS
12.24. Let u = (x;,x,) and v = (y;, y,). Determine which of the following are bilinear forms on R%:
(@) flu,v)=2x19, =30y, (©) [f(u,v) =3x,, (@ flu,v)=1,
(b)) fu,v) =x;+»,, (d) fu,0) =x1x; +y 11, (f) flu,v)=0
12.25. Let f be the bilinear form on R? defined by
S x), (1)l =3xp — 261y, + 4%, — X0,
(a) Find the matrix 4 of f in the basis {u; = (1,1), u, =(1,2)}.

(b) Find the matrix B of f in the basis {v; = (1, —1), v, =3, 1)}.
(c) Find the change-of-basis matrix P from {u,} to {v;}, and verify that B = PT4P.

12.26. Let V' be the vector space of 2-square matrices over R. Let M = [ b2 ], and let f(4, B) = tr(A” MB), where

35
A, B € V and “tr” denotes trace. (¢) Show that f is a bilinear form on V. (b) Find the matrix of f in the basis

(Lo o) oo} [0 o) 5 V)

12.27. Let B(V) be the set of bilinear forms on ¥ over K. Prove the following:
(a) Iff,geB(V), thenf +g, kg € B(V) for any k € K
(b) If ¢ and o are linear functions on V, then f(u, v) = ¢(u)a(v) belongs to B(V).

12.28. Let [ f] denote the matrix representation of a bilinear form f on V relative to a basis {u,;}. Show that the
mapping f i— [ f] is an isomorphism of B(}) onto the vector space V' of n-square matrices.
12.29. Let f be a bilinear form on V. For any subset S of V] let
St=(weV:f(u,v)=0foreveryucS)andS" ={ve V:f(v,u) =0 for every u € S}
Show that: (a¢) ST and ST are subspaces of V; (b) S, €S, implies Sy € S; and S, CS7;
© 0 =0 =¥

12.30. Suppose f is a bilinear form on V. Prove that: rank( /) = dim ¥ — dim V' = dim ¥ — dim " and hence
dim V+ =dim V.
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12.31. Let f be a bilinear form on V. For each u € V, let u:V — K and &:V — K be defined by #(x) = f(x, u) and
u(x) = f(u, x). Prove the following:

(a) @ and @ are each linear, i.e. @i, it € V*,
() ui—> u and u — @ are each linear mappings from ¥ into V'*,
(¢) rank(f) = rank(u 1— &) = rank(u i— ).

12.32. Show that congruence of matrices (denoted by ~~) is an equivalence relation; that is:
(i) A~A. (i) If4A~B,then B~ 4. (iii) If 4 ~ B and B~ C, then 4 ~ C.

SYMMETRIC BILINEAR FORMS, QUADRATIC FORMS

12.33. Find the symmetric matrix 4 belonging to each of the following quadratic forms:
(@ q(x,y,z)—2x2 —8xy+)? — 16xz + 14yz + 522, (¢) q(x,y,2) = xp +)* + 4xz + 22
®) qx.y.2) =2 —xz+)7, @ qx.y,2)=xy+yz

12.34. For each of the following symmetric matrices 4, find a nonsingular matrix P such that D = PTAP is diagonal:

10 2 1 -2 1 _}_é(l)(z)

(@ A=|0 3 6|, (b) A=|-2 5 3| () A=
112
2.6 7 3 - 5 0 2 1

12.35. Let g(x,y) =2x*> —6xy—3)? and x =542t y =35 — 1.

(a) Rewrite g(x, y) in matrix notation, and find the matrix 4 representing the quadratic form.

(b) Rewrite the linear substitution using matrix notation, and find the matrix P corresponding to the
substitution.

(¢) Find ¢(s, t) using: (i) direct substitution, (ii) matrix notation.
12.36. For each of the following quadratic forms ¢(x, y, z), find a nonsingular linear substitution expressing the
variables x, y, z in terms of variables r, s, ¢ such that ¢(r, s, f) is diagonal:

(@) q(x,y,2) =x* + 6xy + 8% — dxz + 2yz — 92%,
) q(x,y,z) =2x> — 3xy + 8xz + 12yz + 2522,
(©) q(x,y,2) = x> 4 2xy + 3y + 4xz 4 8yz + 62°.

In each case, find the rank and signature.
12.37. Give an example of a quadratic form ¢(x, y) such that g(u) = 0 and ¢(v) = 0 but g(u + v) # 0.

12.38. Let S(V) denote all symmetric bilinear forms on V. Show that:
(a) S(V) is a subspace of B(V). (b) If dim V = n, then dim S(V) = %n(n +1).

12.39. Consider a real quadratic polynomial ¢(x,, ...,x,) = Y| =1 @yx;x;, where a; = aj;.

(a) If a;; # 0, show that the substitution

1

xlzyl_a_(alﬂ2+"'+alnyn)’ X =2, Xp = Vn

1
yields the equation g(x;, ..., x,) = a;; > +¢ (, - -.,,), where ¢ is also a quadratic polynomial.
(b) Ifa;; =0 but, say, a;, # 0, show that the substitution

Xy =y +¥, Xy =Y =Y X3 = Y3, Xy = Yu

yields the equation g(x,, ...,x,) = Y_b;y;);, where by; # 0, which reduces this case to case ().

Remark. This method of diagonalizing ¢ is known as completing the square.
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POSITIVE DEFINITE QUADRATIC FORMS

12.40.

12.41.

12.42.

Determine whether or not each of the following quadratic forms is positive definite:

(@) q(x,y) =4x%> 4+ 5xy + T2, (©) q(x,y,z) = x>+ dxy + 5% + 6xz + 2z + 47°
b) q(x,y) = 22 — 3xy — yz, d qix,y,2) = X2+ 2xy + 2y2 + 4xz 4 6yz + 7%

Find those values of & such that the given quadratic form is positive definite:

(@) q(x.y) =2 =5xp+k?, (b) qx,y) =3 — kxy + 127
(©) q(x,y,2) =x*+2xy +2)* + 2xz + 6yz + k2

Suppose 4 is a real symmetric positive definite matrix. Show that 4 = P”P for some nonsingular matrix P.

HERMITIAN FORMS

12.43.

12.44.

12.45.

12.46.

12.47.

Modify Algorithm 12.1 so that, for a given Hermitian matrix f, it finds a nonsingular matrix P for which
D = PT4P is diagonal.

For each Hermitian matrix H, find a nonsingular matrix P such that D = PTHP is diagonal:

1 243i ! P24

1 ) .
, (b) H:|: Ca ],(c) H=| —i 2 1—i
2 23—l 2—i 1+i 2

(@) H=[_1

Find the rank and signature in each case.
Let 4 be a complex nonsingular matrix. Show that H = 4*4 is Hermitian and positive definite.

We say that B is Hermitian congruent to A if there exists a nonsingular matrix P such that B = PTAP or,
equivalently, if there exists a nonsingular matrix Q such that B = 0*40Q. Show that Hermitian congruence is
an equivalence relation. (Note: If P = Q, then PTAP = Q*4Q.)

Prove Theorem 12.7: Let / be a Hermitian form on V. Then there is a basis S of V' in which f is represented by
a diagonal matrix, and every such diagonal representation has the same number p of positive entries and the
same number n of negative entries.

MISCELLANEOUS PROBLEMS

12.48.

12.49.

Let e denote an elementary row operation, and let /* denote the corresponding conjugate column operation
(where each scalar £ in e is replaced by k in f*). Show that the elementary matrix corresponding to f* is the
conjugate transpose of the elementary matrix corresponding to e.

Let V and W be vector spaces over K. A mapping f:V x W — K is called a bilinear form on V and W if:
(1) Af(avl + bUZ’ W) = qf(vla W) + bf(UZa W)a

@) f(v, aw; +bw,) = af (v, w;) + bf (v, w,)

for every a,b e K,v; € V, w; € W. Prove the following:

(a) The set B(V, W) of bilinear forms on ¥ and W is a subspace of the vector space of functions from
V x W into K.

(b) 1f{¢,...,¢,}isabasisof V*and {g,...,0,} isabasisof W* then {f;:i=1,...,mj=1,...,n}
is a basis of B(V, W), where f; is defined by f;;(v, w) = ¢,(v)o;(w). Thus dim B(V, W) = dim V' dim W.

[Note that if ¥ = W, then we obtain the space B(}V) investigated in this chapter.]
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m times
rm— e
12.50. Let V' be a vector space over K. A mapping f:V x V x ... x V — K is called a multilinear (or m-linear) form
on V if f is linear in each variable, i.e., fori=1,...,m,

FCoo au+tbo, . )=af(...d,..)+bf(...D,..)

where * denotes the ith element, and other elements are held fixed. An m-linear form f is said to be
alternating if f(vy, ... v,,) = 0 whenever v; = v; for i # j. Prove the following:

(a) The set B,, (V) of m-linear forms on J is a subspace of the vector space of functions from
VxVx...xVinto K

(b) The set 4,,(V) of alternating m-linear forms on V' is a subspace of B,,(V).
Remark 1: If m = 2, then we obtain the space B(V) investigated in this chapter.

Remark 2: If V' = K™, then the determinant function is an alternating m-linear form on V.

Answers to Supplementary Problems
Notation: M =[R;; R,; ...] denotes a matrix M with rows R, R,, .. ..
12.24. (a) yes, (b) no, (c) yes, (d) no, (e) no, (f) yes
1225. (@) A=[41; 7.3, (b)) B=[0,—4; 20,32], () P=[3,5 —-2.,2]

12.26. (b) [1,0,2,0; 0,1,0,2; 3,0,5,0; 0,3,0,5]

1233. (@) [2,—4, -8 —4,1,7; —8,7,5, (b [1,0,—L; 0,1,0; —1,0,0]
(© [0,%,2; 1,1,0; 2,0,1], (@ [0,1,0; 1,01; 1,01 0.1,

LR 2 19

12.34. (a) ,0,—2; 0,1,—2; 0,0,1], D= diag(l,3, —9),

P=I1,0
() P=[1,2,—11; 0,1,-5; 0,0,1], D= diag(l, 1, —28),
(¢) P=[1,1,—1,—4; 0,1,—1,-2; 0,0,1,0; 0,0,0,1], D = diag(l, 1,0, —9)

1235. A=[2,-3; —3,-3,P=[1.2; 3,—1], q(s, 1) = —43s> — dst + 1772

12.36. (@) x=r—3s—19t, y=s+7t, z=1, q(r,s, 1) =r* — s> + 36,
b) x=r—=2t y=s+2t, z=1; q(r,s,t) =217 — 35> + 297

12.37. q(x,y) =2 =y, u=(1,1),0=(1,-1)
12.40. (a) yes, (b) no, (¢) no, (d) yes
12.41. (a) k> %5, b) k<—-12o0rk> 12, () k>5

1244. (@) P=[li; 0,1, D=1,s=2, (b)) P=[1,-2+3i; 0,1], D= diag(l, —14), s =0,
(¢) P=[l,i,=3+i 0,1, 0,0,1], D= diag(l,1, —4),s =1
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Linear Operators on
Inner Product Spaces

13.1 INTRODUCTION

This chapter investigates the space A(V) of linear operators 7 on an inner product space V. (See
Chapter 7.) Thus the base field K is either the real number R or the complex numbers C. In fact, different
terminologies will be used for the real case and the complex case. We also use the fact that the inner
products on real Euclidean space R” and complex Euclidean space C" may be defined, respectively, by

(u,0) = u'v and (u,v) =u'v
where u and v are column vectors.

The reader should review the material in Chapter 7 and be very familiar with the notions of norm
(length), orthogonality, and orthonormal bases. We also note that Chapter 7 mainly dealt with real inner
product spaces, whereas here we assume that / is a complex inner product space unless otherwise stated or
implied.

Lastly, we note that in Chapter 2, we used A to denote the conjugate transpose of a complex matrix 4,
that is, 47 = A”. This notation is not standard. Many texts, expecially advanced texts, use 4* to denote
such a matrix, and we will use this notation in this chapter. That is, now 4* = 47,

13.2 ADJOINT OPERATORS
We begin with the following basic definition.

Definition: A linear operator 7 on an inner product space V' is said to have an adjoint operator T* on V
if (T(w), v) = (u, T*(v)) for every u,v € V.

The following example shows that the adjoint operator has a simple description within the context of

matrix mappings.

Example 13.1.
(a) Let A be a real n-square matrix viewed as a linear operator on R". Then, for every u,v € R,,
(Au, v) = (Au) v =uTATv = (u, 47v)
Thus the transpose A7 of 4 is the adjoint of 4.

395
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(b) Let B be a complex n-square matrix viewed as a linear operator on C". Then, for every u, v, € C",
(Bu, v) = (Bu)'o = u" B"6 = u" B¥s = u, B*v)
Thus the conjugate transpose B* of B is the adjoint of B.

Remark: B* may mean either the adjoint of B as a linear operator or the conjugate transpose of B as
a matrix. By Example 13.1(b), the ambiguity makes no difference, since they denote the same object.

The following theorem (proved in Problem 13.4) is the main result in this section.

Theorem 13.1: Let 7 be a linear operator on a finite-dimensional inner product space V' over K. Then:

(i) There exists a unique linear operator 7* on ¥ such that (T(u), v) = (u, T*(v)) for
every u, v € V. (That is, T has an adjoint 7%*.)

(i) If 4 is the matrix representation 7 with respect to any orthonormal basis S = {u;}
of ¥, then the matrix representation of 7* in the basis S is the conjugate transpose
A* of A (or the transpose A7 of 4 when K is real).

We emphasize that no such simple relationship exists between the matrices representing 7" and 7* if
the basis is not orthonormal. Thus we see one useful property of orthonormal bases. We also emphasize
that this theorem is not valid if 7 has infinite dimension (Problem 13.31).

The following theorem (proved in Problem 13.5) summarizes some of the properties of the adjoint.

Theorem 13.2: Let T, T|, T, be linear operators on V' and let k € K. Then:
O (M+T)*=Ti+7135, (i) (I11)*=T3TF,
(i) (kT)* = kT*, (iv) (T**=T.

Observe the similarity between the above theorem and Theorem 2.3 on properties of the transpose
operation on matrices.

Linear Functionals and Inner Product Spaces

Recall (Chapter 11) that a linear functional ¢ on a vector space V' is a linear mapping ¢:7 — K. This
subsection contains an important result (Theorem 13.3), which is used in the proof of the above basic
Theorem 13.1.

Let V' be an inner product space. Each u € V' determines a mapping #:7 — K defined by

u(v) = (v, u)
Now, for any a, b € K and any v,, v, € V,
i\l(avl + bvz) = (avl + bUz, u) = a(vl, u) + b(Uz, u) = ai\l(vl) + bi{(vz)

That is, & is a linear functional on V. The converse is also true for spaces of finite dimension, and is the
following important theorem (proved in Problem 13.3).

Theorem 13.3: Let ¢ be a linear functional on a finite-dimensional inner product space V. Then there
exists a unique vector u € V such that ¢(v) = (v, u) for every v € V.

We remark that the above theorem is not valid for spaces of infinite dimension (Problem 13.24).
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13.3 ANALOGY BETWEEN A4(V) AND C, SPECIAL LINEAR OPERATORS

Let A(V') denote the algebra of all linear operators on a finite-dimensional inner product space V. The
adjoint mapping T 1— T* on A(V) is quite analogous to the conjugation mapping z i— z on the complex
field C. To illustrate this analogy we identify in Table 13-1 certain classes of operators 7' € A(¥) whose
behavior under the adjoint map imitates the behavior under conjugation of familiar classes of complex
numbers.

Table 13-1
Class of complex Behavior under Behavior under the
numbers conjugation Class of operators in A(V) adjoint map
Unit circle (|z] = 1) z=1/z Orthogonal operators (real case) T* =771
Unitary operators (complex case)
Self-adjoint operators
Also called:
Real axis z=z symmetric (real case) T*=T
Hermitian (complex case)
Skew-adjoint operators
Also called:
Imaginary axis z=—z skew-symmetric (real case) T*=-T
skew-Hermitian (complex case)
Positive real axis z=ww,w#0 Positive definite operators T =S8*S
(0, 00) with S nonsingular

The analogy between these operators 7 and complex numbers z is reflected in the next theorem.

Theorem 13.4: Let / be an eigenvalue of a linear operator 7 on V.

(i) IfT* =T7! (ie. T is orthogonal or unitary), then |4 = 1.

(i) IfT* =T (ie., T is self-adjoint), then A is real.

(iii) If T* = —T (i.e., T is skew-adjoint), then / is pure imaginary.

(iv) If T = S*S with S non-singular (i.e., 7 is positive definite), then / is real and

positive.
Proof. In each case let v be a nonzero eigenvector of 7 belonging to 4, that is, T'(v) = Av with v # 0;

hence (v, v) is positive.

Proof of (i). We show that AA(v, v) = (v, v):

A v, v) = (2w, Jv) = (T(v), T(v)) = (v, T*T(v)) = (v, I(1)) = (v, V)
But (v, v) # 0; hence 24 = 1 and so |4| = 1.
Proof of (ii). We show that A(v, v) = (v, v):
Mo, v) = (Ao, v) = (T(v), v) = (v, T*()) = (v, T(v)) = (v, Av) = A(v, )

But (v, v) # 0; hence /1 = J. and so 7 is real.
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Proof of (iii). We show that A(v, v) = —A(v, v):
Mo, vy = (Av, v) = (T(v), v) = (v, T*(v)) = (v, —T()) = (v, —Av) = — (v, v)
But (v, v) # 0; hence 2 = —Z or A = —4, and so A is pure imaginary.
Proof of (iv). Note first that S(v) # 0 because S is nonsingular; hence (S(v), S(v)) is positive. We
show that A{(v, v) = (S(v), S(v)):
Mo, v) = (Av, v) = (T(v), v) = (S*S(v), v) = (S(v), S(v))
But (v, v) and (S(v), S(v)) are positive; hence / is positive.

Remark: Each of the above operators 7 commutes with its adjoint; that is, 77* = T*T. Such
operators are called normal operators.

13.4 SELF-ADJOINT OPERATORS
Let T be a self-adjoint operator on an inner product space V; that is, suppose
T*=T

(If T is defined by a matrix 4, then A4 is symmetric or Hermitian according as A is real or complex.) By
Theorem 13.4, the eigenvalues of T are real. The following is another important property of 7.

Theorem 13.5: Let 7 be a self-adjoint operator on V. Suppose u and v are eigenvectors of 7" belonging to
distinct eigenvalues. Then u and v are orthogonal, i.e., (¢, v) = 0.

Proof.  Suppose T(u) = Aju and T(v) = 4,0, where A, # 4,. We show that A, (u, v) = A, (u, v):
;L‘l (u’ U) = (X]uv U> = (T(M), U) = <1/l, T*(U)> = (u7 T(U))

5

= (u, Lv) = Ay (u, v) = Ay(u, v)

(The fourth equality uses the fact that 7* = 7, and the last equality uses the fact that the eigenvalue 4, is
real.) Since 4; # A,, we get (u, v) = 0. Thus the theorem is proved.

13.5 ORTHOGONAL AND UNITARY OPERATORS
Let U be a linear operator on a finite-dimensional inner product space V. Suppose
U*=U"! or equivalently vv*=U0*U=1

Recall that U is said to be orthogonal or unitary according as the underlying field is real or complex. The
next theorem (proved in Problem 13.10) gives alternative characterizations of these operators.

Theorem 13.6: The following conditions on an operator U are equivalent:
(i) U*=U7';ie., UU* = U*U =1. [U is unitary (orthogonal).]
(i) U preserves inner products; i.e., for every v, w € ¥, (U(v), U(w)) = (v, w).
(iii) U preserves lengths; i.e., for every v € V, ||[U()|l = ||v]l.
Example 13.2.

(@) Let T:R> — R be the linear operator that rotates each vector v about the z-axis by a fixed angle 0 as shown in
Fig. 10-1 (Section 10.3). That is, T is defined by

T(x,y,z) = (xcosf —ysinf, xsinf+ ycosf, z)

We note that lengths (distances from the origin) are preserved under 7. Thus 7 is an orthogonal operator.
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(b) Let V be l,-space (Hilbert space), defined in Section 7.3. Let T:V — V be the linear operator defined by
T(a;,ay,as,...)=(0,a;,ay,a;3,...)

Clearly, T preserves inner products and lengths. However, 7T is not subjective, since, for example, (1,0, 0, ...)
does not belong to the image of 7'; hence T is not invertible. Thus we see that Theorem 13.6 is not valid for
spaces of infinite dimension.

An isomorphism from one inner product space into another is a bijective mapping that preserves the
three basic operations of an inner product space: vector addition, scalar multiplication, and inner products.
Thus the above mappings (orthogonal and unitary) may also be characterized as the isomorphisms of V’
into itself. Note that such a mapping U also preserves distances, since

IU@) = Ul = U@ —=w)l = [lv —wl

Hence U is called an isometry.

13.6 ORTHOGONAL AND UNITARY MATRICES

Let U be a linear operator on an inner product space V. By Theorem 13.1, we obtain the following
results.

Theorem 13.7A: A complex matrix A4 represents a unitary operator U (relative to an orthonormal basis)
if and only if 4* = 47"

Theorem 13.7B: A real matrix 4 represents an orthogonal operator U (relative to an orthonormal basis)
if and only if A7 = 47"

The above theorems motivate the following definitions (which appeared in Sections 2.10 and 2.11).
Definition: A complex matrix 4 for which 4* = A~! is called a unitary matrix.

Definition: A real matrix 4 for which A7 = 4~ is called an orthogonal matrix.
We repeat Theorem 2.6, which characterizes the above matrices.

Theorem 13.8: The following conditions on a matrix A4 are equivalent:
(1) A4 is unitary (orthogonal).
(i) The rows of 4 form an orthonormal set.
(i) The columns of 4 form an orthonormal set.

13.7 CHANGE OF ORTHONORMAL BASIS

Orthonormal bases play a special role in the theory of inner product spaces V. Thus we are naturally
interested in the properties of the change-of-basis matrix form one such basis to another. The following
theorem (proved in Problem 13.12) holds.

Theorem 13.9: Let {u, ..., u,} be an orthonormal basis of an inner product space V. Then the change-
of-basis matrix from {i;} into another orthonormal basis is unitary (orthogonal).
Conversely, if P =[a;] is a unitary (orthogonal) matrix, then the following is an
orthonormal basis:

/ .
{u; =ayu, +ayu, +...+au,:i=1,...,n}
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Recall that matrices 4 and B representing the same linear operator T are similar; i.e., B = P~1AP,
where P is the (non-singular) change-of-basis matrix. On the other hand, if V' is an inner product space, we
are usually interested in the case when P is unitary (or orthogonal) as suggested by Theorem 13.9. (Recall
that P is unitary if the conjugate tranpose P* = P~!, and P is orthogonal if the transpose PT = P~!)) This
leads to the following definition.

Definition: Complex marices 4 and B are unitarily equivalent if there exists a unitary matrix P for which
B = P*4P. Analogously, real matrices A and B are orthogonally equivalent if there exists an
orthogonal matrix P for which B = PTAP.

Note that orthogonally equivalent matrices are necessarily congruent.

13.8 POSITIVE DEFINITE AND POSITIVE OPERATORS

Let P be a linear operator on an inner product space V. Then:

(i) P is said to be positive definite if P = S*S for some nonsingular operators S.
(i) P is said to be positive (or nonnegative or semi-definite) if P = S*S for some operator S.

The following theorems give alternative characterizations of these operators.

Theorem 13.10A: The following conditions on an operator P are equivalent:
(i) P = T? for some nonsingular self-adjoint operator T.
(i) P is positive definite.
(iii) P is self-adjoint and (P(u), u) > 0 for every u # 0 in V.

The corresponding theorem for positive operators (proved in Problem 13.21) follows.

Theorem 13.10B: The following conditions on an operator P are equivalent:
(i) P = T? for some self-adjoint operator T.
(ii)) P is positive i.e. P = S*S.
(iii) P is self-adjoint and (P(u), u) > 0 for every u € V.

13.9 DIAGONALIZATION AND CANONICAL FORMS IN INNER PRODUCT SPACES

Let T be a linear operator on a finite-dimensional inner product space ¥ over K. Representing 7 by a
diagonal matrix depends upon the eigenvectors and eigenvalues of T, and hence upon the roots of the
characteristic polynomial A(¢) of 7. Now A(¢) always factors into linear polynomials over the complex field
C, but may not have any linear polynomials over the real field R. Thus the situation for real inner product
spaces (sometimes called Euclidean spaces) is inherently different than the situation for complex inner
product spaces (sometimes called unitary spaces). Thus we treat them separately.

Real Inner Product Spaces, Symmetric and Orthogonal Operators
The following theorem (proved in Problem 13.14) holds.
Theorem 13.11: Let T be a symmetric (self-adjoint) operator on a real finite-dimensional product space
V. Then there exists an orthonormal basis of V' consisting of eigenvectors of T'; that is,

T can be represented by a diagonal matrix relative to an orthonormal basis.

We give the corresponding statement for matrices.
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Theorem 13.11: (Alternative Form) Let 4 be a real symmetric matrix. Then there exists an
orthogonal matrix P such that B = P~'4P = PT4P is diagonal.

We can choose the columns of the above matrix P to be normalized orthogonal eigenvectors of 4; then
the diagonal entries of B are the corresponding eigenvalues.

On the other hand, an orthogonal operator 7' need not be symmetric, and so it may not be represented
by a diagonal matrix relative to an orthonormal matrix. However, such a matrix 7" does have a simple
canonical representation, as described in the following theorem (proved in Problem 13.16).

Theorem 13.12. Let 7 be an orthonormal operator on a real inner product space V. Then there exists an
orthonormal basis of V' in which T is represented by a block diagonal matrix M of the

form
o cosf); —sin0, cosf, —sin0,
M_d1ag<ls, L |:sin91 cosf, | "7 | sinf,  cosd,
The reader may recognize that each of the 2 x 2 diagonal blocks represents a rotation in the

corresponding two-dimensional subspace, and each diagonal entry —1 represents a reflection in the
corresponding one-dimensional subspace.

Complex Inner Product Spaces, Normal and Triangular Operators

A linear operator 7 is said to be normal if it commutes with its adjoint, that is, if 77* = T*T. We note
that normal operators include both self-adjoint and unitary operators.

Analogously, a complex matrix 4 is said to be normal if it commutes with its conjugate transpose, that
is, if AA* = A*A.

11 L 1 =i
Example 13.3. LetA_[l, 3+2i]'ThenA _[1 3—21‘]'
2

E
Also AA* = [3+3i

3 1_431] = A*A. Thus A4 is normal.

The following theorem (proved in Problem 13.19) holds.

Theorem 13.13: Let 7 be a normal operator on a complex finite-dimensional inner product space V.
Then there exists an orthonormal basis of V' consisting of eigenvectors of 7’; that is, 7'
can be represented by a diagonal matrix relative to an orthonormal basis.

We give the corresponding statement for matrices.

Theorem 13.13: (Alternative Form) Let 4 be a normal matrix. Then there exists a unitary matrix P
such that B = P~'AP = P*4P is diagonal.

The following theorem (proved in Problem 13.20) shows that even nonnormal operators on unitary
spaces have a relatively simple form.

Theorem 13.14: Let T be an arbitrary operator on a complex finite-dimensional inner product space V.
Then T can be represented by a triangular matrix relative to an orthonormal basis of V.

Theorem 13.14 (Alternative Form) Let A be an arbitrary complex matrix. Then there exists a unitary
matrix P such that B = P~'AP = P*AP is triangular.
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13.10 SPECTRAL THEOREM

The Spectral Theorem is a reformulation of the diagonalization Theorems 13.11 and 13.13.

Theorem 13.15: (Spectral Theorem) Let 7 be a normal (symmetric) operator on a complex (real)

finite-dimensional inner product space V. Then there exists linear operators £, ..., E,
on V and scalars 1, ..., 4, such that:
(i) T=M4E +ALE+...+LE, (i) E2=E,E3=E,....,E2=E,,
(i) E,+E,+...+E =1, (iv) EE; =0fori#j.
The above linear operators Ey, ..., E, are projections in the sense that E? = E;. Moreover, they are

said to be orthogonal projections since they have the additional property that E;E; = 0 for i # ;.
The following example shows the relationship between a diagonal matrix representation and the
corresponding orthogonal projections.

Example 13.4. Consider the following diagonal matrices 4, E,, E,, E:

2 1 0 0
A= s El: R E2:

The reader can verify that:

() A=2E +3E,+5E;, (i) Ej+E,+Ey =1, (iii) E}=E, (iv) EE=0 fori#j

Solved Problems

ADJOINTS
13.1. Find the adjoint of F:R® — R> defined by
F(x,y,z) =(Bx+4y—5z, 2x—6y+7z, 5x—9y+2)

First find the matrix 4 that represents F' in the usual basis of R3, that is, the matrix 4 whose rows are the
coefficients of x, y, z, and then form the transpose A7 of 4. This yields

3 4 -5 3 2 5
A=|2 -6 7 andthen AT=| 4 -6 -9
5 -9 1 -5 7 1

The adjoint F'* is represented by the transpose of A; hence
F*(x,y,z2) =Bx+2y+5z, 4x—6y—9z, —5x+7Ty+2z2)

13.2. Find the adjoint of G:C* — C* defined by
Gx,y,z2) =[2x+ (1 =38y, B+2ix—4iz, 2ix+ (4 —3i)y — 3z]

First find the matrix B that represents G in the usual basis of C*, and then form the conjugate transpose
B* of B. This yields

2 1—i 0 2 3-2i =2i
B=|342i 0 —4i and then B*=|1+4i 0 4+ 3i
2i 4-3i -3 0 4i -3

Then G*(x, y,z) = [2x + (3 — 2i)y — 2iz, (1 +i)x+ (4 + 3i)z, 4iy — 3z].
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13.3. Prove Theorem 13.3: Let ¢ be a linear functional on an n-dimensional inner product space V. Then
there exists a unique vector # € ¥ such that ¢(v) = (v, u) for every v € V.

Let {w,,...,w,} be an orthonormal basis of V. Set

u = pw)w; + dpw)w, + ... + d(w,)w,

Let u be the linear functional on V defined by #(v) = (v, u) for every v € V. Then, fori=1,...,n,

a(w) = (wi, u) = (w;, pwphwy + ...+ dw,)w,) = d(w))

Since # and ¢ agree on each basis vector, & = ¢.

Now suppose u’ is another vector in ¥ for which ¢(v) = (v, u’) for every v € V. Then (v, u) = (v, ') or
(v, u—u') = 0. In particular, this is true forv = u — /, and so (u — v/, u—u') =0. Thisyieldsu —u' =0
and u = «’. Thus such a vector u is unique, as claimed.

13.4. Prove Theorem 13.1: Let T be a linear operator on an n-dimensional inner product space V. Then:
(a) There exists a unique linear operator 7* on V such that

(T(u), vy = (u, T*(v)) forall u,veV.

(b) Let 4 be the matrix that represents 7T relative to an orthonormal basis S = {u;}. Then the
conjugate transpose 4* of A represents 7* in the basis S.

(a) We first define the mapping 7*. Let v be an arbitrary but fixed element of V. The map u 1— (T(u), v) is a
linear functional on V. Hence, by Theorem 13.3, there exists a unique element v € V' such that
(T(w), v) = (u, V') forevery u € V. We define T* : V' — V by T*(v) = v. Then (T(u), v) = (u, T*(v)) for
every u,v e V.

We next show that 7* is linear. For any u, v; € V; and any a, b € K,

(u, T*avy +bvy)) = (T(@). avy + bvy) = a(T(w), vy) + b{T(w), vy)
= au, T*(v) + blu, T*(v,)) = (u, aT*(v) + bT*(vy))
But this is true for every u € V; hence T*(av; + bv,) = aT*(v;) + bT*(v,). Thus T* is linear.

(b) The matrices 4 = [a;] and B = [b,] that represents T and T*, respectively, relative to the orthonormal
basis S are given by a; = (T(«;), w;) and b; = (T*(«;), u;) (Problem 13.67). Hence

by = (T*()), ) = G, T*(w) = (T(w)), u)) =@

Thus B = A*, as claimed.

13.5. Prove Theorem 13.2:
O (M +L)*=TF+T% (i) (I1T)*=T3TY,
(i) (kT)* = I_cT*, (iv) (T**=T.
(i) Forany u,vel
(T, + 1)), v) = (T (w) + To(w), v) = (T (), v) + (Ty(u), v)

= (u, T¥() + (u, T3(v)) = (. T{()+ T3())
= {u, (Tf+TH()

The uniqueness of the adjoint implies (7} + 7>)* = TF + T5.
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(i) Forany u,vel]
((kT)w), v) = (KT(w), v) = k(T(u), v) = k{u, T*(v)) = (u, kT*(v)) = (u, (kT*)(v))
The uniqueness of the adjoint implies (kT)* = kT*.
(iii)) For any u,v eV,
(T 1)), v) = (T(TL(w)), v) = (TL(w), TT(v))
= (u, T3(TT())) = (u, (T3TT)(0))
The uniqueness of the adjoint implies (7, 7,)* = T5T7F.
(iv) Forany u,ve
(T*(u), v) = (v, T*(w)) = (T(v), u) = (u, T(v))
The uniqueness of the adjoint implies (7%)* = T.
13.6. Show that: (a¢) 7* =1, and (b) 0* =0.

13.7.

13.8.

13.9.

(a) Forevery u,veV, (I(u),v) = (u,v) = (u, I(v)); hence I* = 1.
(b) Forevery u,v eV, (0(u),v) =(0,v) =0= (u, 0) = (u, 0(v)); hence 0* = 0.

Suppose T is invertible. Show that (7~1)* = (7).
I =1*%=(TT~"Y* = (T"")*T*; hence (T~")* = (T*)"\.

Let T be a linear operator on ¥; and let 7 be a T-invariant subspace of V. Show that W~ is invariant
under 7%

Letu € W+.If w € W, then T(w) € W and so (w, T*(u)) = (T(w), u) = 0. Thus T*(u) € W+ since it is
orthogonal to every w € W Hence W+ is invariant under 7*.
Let T be a linear operator on ¥. Show that each of the following conditions implies 7 = 0:

1) (T(w),v) =0 for every u,v e V.

(ii)) ¥V is a complex space, and (T(u), u) = 0 for every u € V.
(iii) 7 is self-adjoint and (T'(u), u) = O for every u € V.
Give an example of an operator 7 on a real space ¥ for which (T'(«), u) = 0 for every u € V but
T # 0. [Thus (ii) need not hold for a real space V]
(i) Set v = T(u). Then (T(u), T(«)) = 0 and hence (1) = 0, for every u € V. Accordingly, T = 0.
(i) By hypothesis, (T(v+w), v+w) =0 for any v, w € V. Expanding and setting (7'(v),v) = 0 and

(T(w), w) =0, we find

(T(v), w) +(T(w),v) =0 (0]
Note w is arbitrary in (1). Substituting iw for w, and using (T(v), iw) = i(T(v), w) = —i(T(v), w) and
(T(iw), v) = (iT(w), v) = i{T(w), v), we find
—i(T(v), w) + i{T(w),v) =0

Dividing through by i and adding to (1), we obtain (7'(w), v) = 0 for any v, w, € V. By (i), T = 0.

(iii) By (ii), the result holds for the complex case; hence we need only consider the real case. Expanding

(T(v+w), v+ w) =0, we again obtain (1). Since 7 is self-adjoint and since it is a real space, we have
(T(w), vy = (w, T(v)) = (T(v), w). Substituting this into (1), we obtain (7(v), w) = 0 for any v, w € V.
By (i), T =0.

For an example, consider the linear operator 7 on R’ defined by T(x,y) = (y, —x). Then
(T'(u), u) =0 for every u € V, but T # 0.
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ORTHOGONAL AND UNITARY OPERATORS AND MATRICES
13.10. Prove Theorem 13.6: The following conditions on an operator U are equivalent:
(i) U*=U"!, thatis, U is unitary. (ii) (U(v), UWw)) = (u, w). (i) [|U@)| = |lv].
Suppose (i) holds. Then, for every v, w, € V,
(U@), Uw) = (o, UXUW) = (0, 1w)) = {0, w)

Thus (i) implies (ii). Now if (ii) holds, then

U = V(UQ), Uw) =+/(v, v) = ||v]

Hence (ii) implies (iii). It remains to show that (iii) implies (i).
Suppose (iii) holds. Then for every v € V]

(U*U(v)) = (U(), U@v)) = (v, 0) = (I(v), v)

Hence (U*U — I)(v), v) =0 for every v € V. But U*U — [ is self-adjoint (Prove!); then, by Problem 13.9,
we have U*U — I =0 and so U*U = I. Thus U* = U, as claimed.

13.11. Let U be a unitary (orthogonal) operator on ¥, and let /' be a subspace invariant under U. Show
that W+ is also invariant under U.

Since U is nonsingular, U(W) = W that is, for any w € W, there exists w € W such that U(w') = w.
Now let v € W, Then, for any w € W,

(U@), w) = (U(v), UW)) = (v,w) =0

Thus U(v) belongs to W=. Therefore W+ is invariant under U.

13.12. Prove Theorem 13.9: The change-of-basis matrix from an orthonormal basis {u, ..., u,} into
another orthonormal basis is unitary (orthogonal). Conversely, if P = [a;] is a unitary (orthogonal)

matrix, then the vectors u; = ) a;u; form an orthonormal basis.

Suppose {v;} is another orthonormal basis and suppose
v = by +bpuy + ..+ byu,, i=1,...n M
Since {v;} is orthonormal,

05 = (U v;) = byby +bpbp + ...+ byby, )

l’j

Let B = [b;] be the matrix of coefficients in (1). (Then BT _is the change-of-basis matrix from {y;} to
{v;}.) Then BB* = [c;], where ¢; = b; bl + b,zb .+ biubjy. By (2), ¢; = 6y, and therefore BB* = 1.
Accordingly, B, and hence B, is umtary

It remains to prove that {u}} is orthonormal. By Problem 13.67,
(U}, ) = ayay; + aydy; + . . . + a4, = (C;, C;)

where C; denotes the ith column of the unitary (orthogonal) matrix P = [a;]. Since P is unitary (orthogonal),

its columns are orthonormal; hence (i} ) (C;, C;) = 0. Thus {u;} is an orthonormal basis.
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SYMMETRIC OPERATORS AND CANONICAL FORMS IN EUCLIDEAN SPACES

13.13.

13.14.

13.15.

Let T be a symmetric operator. Show that: (@) The characteristic polynomial A(¢) of T is a product
of linear polynomials (over R). (b) T has a nonzero eigenvector.

(a) Let A be a matrix representing T relative to an orthonormal basis of V; then 4 = A”. Let A(¢) be the
characteristic polynomial of 4. Viewing 4 as a complex self-adjoint operator, 4 has only real eigenvalues
by Theorem 13.4. Thus

Aty = (t =2t — 1) ... (t— 1)

where the /; are all real. In other words, A(¢) is a product of linear polynomials over R.
(b) By (a), T has at least one (real) eigenvalue. Hence 7" has a nonzero eigenvector.

Prove Theorem 13.11: Let 7 be a symmetric operator on a real n-dimensional inner product space
V. Then there exists an orthonormal basis of V' consisting of eigenvectors of 7. (Hence T can be
represented by a diagonal matrix relative to an orthonormal basis.)

The proof is by induction on the dimension of V. If dim /' = 1, the theorem trivially holds. Now suppose
dim V' = n > 1. By Problem 13.13, there exists a nonzero eigenvector v; of T. Let W be the space spanned by
v, and let u; be a unit vector in W, e.g., let u; = v, /|lv; ||

Since v, is an eigenvector of 7, the subspace W of V' is invariant under 7. By Problem 13.8, wt s
invariant under 7* = T. Thus the restriction 7 of 7 to W' is a symmetric operator. By Theorem 7.4,
V =W @& W=. Hence dim W+ = n — 1, since dim = 1. By induction, there exists an orthonormal basis
{y, ..., u,} of W' consisting of eigenvectors of T and hence of 7. But (u;, u;) = 0 fori =2, ..., n because
u; € Wt. Accordingly {u,,u,, ..., u,} is an orthonormal set and consists of eigenvectors of 7. Thus the
theorem is proved.

Let ¢(x,y) = 3x?> — 6xy + 113%. Find an orthonormal change of coordinates (linear substitution)
that diagonalizes the quadratic form gq.

Find the symmetric matrix 4 representing ¢ and its characteristic polynomial A(¢). We have

AZ[_z _1?] and  A() = —tr(A) t+ 4] = £ — 141 +24 = (¢ = 2)(t — 12)

The eigenvalues are 2 = 2 and 4 = 12. Hence a diagonal form of ¢ is
q(s, 1) = 25 + 12¢

(where we use s and ¢ as new variables). The corresponding orthogonal change of coordinates is obtained by
finding an orthogonal set of eigenvectors of 4.
Subtract A = 2 down the diagonal of 4 to obtain the matrix

| 1 =3 . x=3y=0 a
M= |:_3 9:| corresponding to 349y =0 or x—3y=0

A nonzero solution is #; = (3, 1). Next subtract 1 = 12 down the diagonal of 4 to obtain the matrix

-9 =3 . —9x—-3y=0 .
M = [_3 _1] corresponding to - p=0 or —3x—y=0

A nonzero solution is u, = (—1, 3). Normalize u; and u, to obtain the orthonormal basis

iy, = (3/4/10, 1/4/10), i, = (=1//10, 3/+/10)
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Now let P be the matrix whose columns are #; and #,. Then

p_[3VI0 —1VT0
| V10 3/410

Thus the required orthogonal change of coordinates is

|:x:|_P|:s:| or x_3s—l‘ _S+3t
vy Lt VT YAT)

2 0
and D=P 4P =PYP =
0 12

One can also express s and ¢ in terms of x and y by using P~! = P7; that is,
_3x+y . —x+ 3y
VAT V10
Prove Theorem 13.12: Let 7 be an orthogonal operator on a real inner product space V. Then

there exists an orthonormal basis of ¥ in which 7 is represented by a block diagonal matrix M of
the form

. cosfl; —sind, cosf, —sin0,
M_dlag<1,...,1,—1,...,—1, [sin@l cosf, |© sin 0, cos 0,

Let S =T+ 7' =T+ T* Then S* = (T + T*)* = T* + T = S. Thus S is a symmetric operator on
V. By Theorem 13.11, there exists an orthonormal basis of 7 consisting of eigenvectors of S. If 4,,..., 4,
denote the distinct eigenvalues of S, then V' can be decomposed into the direct sum V =V, @V, @ ... &V,
where the V; consists of the eigenvectors of S belonging to 4;. We claim that each V; is invariant under 7. For
suppose v € V; then S(v) = 4;v and

S(T(w) = (T + T™)T() = T(T + T)(0) = TS(v) = T(yo) = 4T(0)

That is, T(v) € V;. Hence V; is invariant under 7. Since the V; are orthogonal to each other, we can restrict our
investigation to the way that T acts on each individual V.
On a given V;, we have (T + T~')v = S(v) = A,v. Multiplying by 7, we get

(T* = 4T+ D)=0

We consider the cases A; = £2 and A; # £2 separately. If 4, = £2, then (T + 1)*(v) = 0, which leads to
(T £1)(v) =0 or T(v) = £v. Thus T restricted to this V; is either [ or —/.

If 2; # %2, then T has no eigenvectors in V;, since, by Theorem 13.4, the only eigenvalues of 7 are 1 or
—1. Accordingly, for v # 0, the vectors v and T(v) are linearly independent. Let W be the subspace spanned
by v and T(v). Then W is invariant under 7, since

T(T(v)) = T*(v) = 1, T(v) — v

By Theorem 7.4, V, = W & W+, Furthermore, by Problem 13.8, W' is also invariant under 7. Thus we can
decompose V; into the direct sum of two-dimensional subspaces I¥; where the ¥ are orthogonal to each other
and each W is invariant under 7. Thus we can restrict our investigation to the way in which T acts on
each individual 17,

Since T2 — J,T +1 = 0, the characteristic polynomial A(f) of T acting on W;is A(t) = 2=+ 1.
Thus the determinant of T is 1, the constant term in A(f). By Theorem 2.7, the matrix A representing T acting
on W; relative to any orthogonal basis of ; must be of the form

cosf) —sinf
sin 0 cos

The union of the bases of the ¥, gives an orthonormal basis of V;, and the union of the bases of the V; gives an
orthonormal basis of ¥ in which the matrix representing 7 is of the desired form.
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NORMAL OPERATORS AND CANONICAL FORMS IN UNITARY SPACES

13.17. Determine which of the following matrices is normal:

13.18.

13.19.

(a)

(@)

(b)

Let

(a)
(c)
(d)

(@)

)

(©
(d)

1 i 1 i
Az[o 1]’(b) B:[l 2+i]

1 i 1 0 2 i 1 Off1 1 i
* — — ¥4 — —
s Y e e ) Y
Since AA* # A*A, the matrix A is not normal.
1 i 1 1 2 2+2i 1 1 1 i
Y _ — — R¥
BB [1 2+i:||:—i 2+i:|_|:2—2i 6 ]_[—i 2+i][1 2+z}_BB

Since BB* = B*B, the matrix B is normal.

T be a normal operator. Prove the following:

T(v) = 0 if and only if T*(v) = 0. (b) T — Al is normal.

If T(v) = Av, then T*(v) = Av; hence any eigenvector of 7T is also an eigenvector of T*.

If T(v) = 4;v and T(w) = A,w where 4; # A,, then (v, w) = 0; that is, eigenvectors of T
belonging to distinct eigenvalues are orthogonal.

We show that (T'(v), T(v)) = (T*(v), T*(v)):
(T(W), T(v)) = (v, T*T(v)) = (v, ITT*(v)) = (T*(v), T*(v))

Hence, by [/5] in the definition of the inner product in Section 7.2, T'(v) = 0 if and only if 7*(v) = 0.

We show that 7' — Al commutes with its adjoint:
(T — AINT — D)% = (T — AI)(T* — Al) = TT* — AT* — AT + Al
= T*T — AT — AT* + JMI = (T* — AT — AI)
= (T — DT — Al)

Thus 7 — Al is normal.

If T(v) = Av, then (T — AI)(v) = 0. Now T — /I is normal by (b); therefore, by (a), (T — Al)*(v) = 0.
That is, (T* — AI)(v) = 0; hence T*(v) = Av.

We show that 4, (v, w) = 4, (v, w):
A, w) = (Ao, w) = (T(), w) = (0, T*(W)) = (v, L;w) = Ay (v, w)

But A, # 4,; hence (v, w) =0.

Prove Theorem 13.13: Let T be a normal operator on a complex finite-dimensional inner product
space V. Then there exists an orthonormal basis of ¥ consisting of eigenvectors of 7. (Thus 7 can
be represented by a diagonal matrix relative to an orthonormal basis.)

The proof is by induction on the dimension of V. If dim V' = 1, then the theorem trivially holds. Now

suppose dim ¥V =n > 1. Since V is a complex vector space, T has at least one eigenvalue and hence a
nonzero eigenvector v. Let /¥ be the subspace of ' spanned by v, and let u#; be a unit vector in W.

Since v is an eigenvector of 7, the subspace W is invariant under 7. However, v is also an eigenvector of

T* by Problem 13.18; hence W is also invariant under 7*. By Problem 13.8, W' is invariant under 7%* = T.
The remainder of the proof is identical with the latter part of the proof of Theorem 13.11 (Problem 13.14).
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Prove Theorem 13.14: Let T be any operator on a complex finite-dimensional inner product space
V. Then T can be represented by a triangular matrix relative to an orthonormal basis of V.

The proof is by induction on the dimension of V. If dim V' = 1, then the theorem trivially holds. Now
suppose dim ¥ = n > 1. Since V' is a complex vector space, T has at least one eigenvalue and hence at least
one nonzero eigenvector v. Let ¥ be the subspace of V' spanned by v, and let #; be a unit vector in . Then u,
is an eigenvector of 7" and, say, 7(u;) = a, u;.

By Theorem 7.4, V = W @ W+*. Let E denote the orthogonal projection ¥ into W+*. Clearly W+ is
invariant under the operator E7. By induction, there exists an orthonormal basis {u,, ..., u,} of W+ such that,
fori=2,...,n,

ET(u;) = apuy 45 uz + ... + au;
(Note that {u,, u,, ..., u,} is an orthonormal basis of ¥.) But E is the orthogonal projection of ¥ onto W+*;
hence we must have

T(u;) = anuy + apuy + ... + azy

fori =2, ...,n This with T(«;) = a;,u; gives us the desired result.

MISCELLANEOUS PROBLEMS

13.21.

13.22.

Prove Theorem 13.10B: The following are equivalent:
(i) P = T? for some self-adjoint operator T.
(i) P = S*S for some operator S, that is, P is positive.
(iii) P is self-adjoint and (P(u), u) > 0 for every u € V.
Suppose (i) holds; that is, P = T? where T = T*. Then P = 7T = T*T, and so (i) implies (ii). Now
suppose (ii) holds. Then P* = (S*S)* = §*S** = §*S = P, and so P is self-adjoint. Furthermore,
(P(u), u) = (S*S(u), u) = (S(u), S(u)) = 0

Thus (ii) implies (iii), and so it remains to prove that (iii) implies (i).

Now suppose (iii) holds. Since P is self-adjoint, there exists an orthonormal basis {u;,...,u,} of V'
consisting of eigenvectors of P; say, P(u;) = A;u;. By Theorem 13.4, the 4; are real. Using (iii), we show that
the 4; are nonnegative. We have, for each i,

0 < (P(w;), w;) = (A, w;) = 2y, uy)

Thus (u;, u;) > 0 forces /; > 0, as claimed. Accordingly, \//L_, is a real number. Let T be the linear operator
defined by

T(u) =/ Au; fori=1,...,n

Since T is represented by a real diagonal matrix relative to the orthonormal basis {;}, T is self-adjoint.
Moreover, for each i,

Tz(u,-) = T(\/Z-u,«) = \/}:T(i,-) = \/;,\/}T,u, = Ju; = P(u;)

Since T2 and P agree on a basis of V/, P = T?. Thus the theorem is proved.

Remark: The above operator T is the unique positive operator such that P = T?; it is called the
positive square root of P.

Show that any operator 7T is the sum of a self-adjoint operator and a skew-adjoint operator.
SetS:%(T—I—T*) and U :%(T—T*). Then T = S + U, where

§* = LT+ THF = J(T*+ T*) = L(T* + 1) = §

and
U*:[%(T—T*)]*:%(T*—T):—%(T—T*):—U

i.e., S is self-adjoint and U is skew-adjoint.
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13.23.

13.24.

LINEAR OPERATORS ON INNER PRODUCT SPACES [CHAP. 13

Prove: Let T be an arbitrary linear operator on a finite-dimensional inner product space V. Then T is
a product of a unitary (orthogonal) operator U and a unique positive operator P; that is, T = UP.
Furthermore, if 7 is invertible, then U is also uniquely determined.

By Theorem 13.10, 7*T is a positive operator, and hence there exists a (unique) positive operator P such
that P2 = T*T (Problem 13.43). Observe that

IPW)II* = (P(v), P(v)) = (P*(v), v) = (T*T(v), v) = (T(v), T(v)) = | T()|? (1)

We now consider separately the cases when T is invertible and non-invertible.
If T is invertible, then we set U = PT~'. We show that U is unitary:

U =(PT "y =T "Px=(r*7'P and  U*U=(T*"'PPT"' = (%) 'T*1T"' =1

Thus U is unitary. We next set U = U~1. Then U is also unitary, and 7 = UP as required.
To prove uniqueness, we assume I' = UyP,,, where U, is unitary and P, is positive. Then

T*T = P§U{UyPy = PyIPy = P}

But the positive square root of 7*7 is unique (Problem 13.43); hence P, = P. (Note that the invertibility of T
is not used to prove the uniqueness of P.) Now if T is invertible, then P is also invertible by (1). Multiplying
U,P = UP on the right by P~! yields U, = U. Thus U is also unique when T is invertible.

Now suppose 7 is not invertible. Let W be the image of P, i.e., W = Im P. We define U,:W — V by

U,(w) = T(v), where Plv)y=w 2)

We must show that U, is well defined; that is, that P(v) = P(v') implies T(v) = T(v'). This follows from the
fact that P(v — v') = 0 is equivalent to ||P(v — ¢')|| = 0, which forces ||T(v — v')|| = 0 by (1). Thus U; is well
defined. We next define U,:W — V. Note that, by (1), P and 7 have the same kernels. Hence the images of P
and 7 have the same dimension, i.e., dim(Im P) = dim 7 = dim(Im 7). Consequently, W+ and (Im T Y also
have the same dimension. We let U, be any isomorphism between W+ and (Im 7).

We next set U = U, @ U,. [Here U is defined as follows: If v € V' and v = w+ w/, where w € W,
w e W+, then U(v) = U;(w) 4+ U,(w').] Now U is linear (Problem 13.69), and, if v € ¥ and P(v) = w, then,
by (2),

T(v) = Uy(w) = U(w) = UP(v)
Thus T = UP, as required.
It remains to show that U is unitary. Now every vector x € ¥ can be written in the form x = P(v) + w/,
where w' € W+, Then U(x) = UP(v) + Uy(w) = T(v) + U,(w'), where (T(v), Uy(w)) = 0 by definition of
U,. Also, (T(v), T(v)) = (P(v), P(v)) by (1). Thus

(U@), U@) = (T(v) + Uy(W). T(v) + U(W)) = (T(v), T(v)) + (Ur(w), Ur(w))
= (P(v), P(v)) + (W', ') = (P(v) + W, P(v) +w) = (x,x)

[We also used the fact that (P(v), w') = 0.] Thus U is unitary, and the theorem is proved.

Let V' be the vector space of polynomials over R with inner product defined by

1
(f.g) = Lf(t)g(t) di

Give an example of a linear functional ¢ on ¥ for which Theorem 13.3 does not hold, i.e., for
which there is no polynomial /(f) such that ¢(f) = (f, h) for every f € V.
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Let ¢:7 — R be defined by ¢(f) =f(0); that is, ¢ evaluates f(¢) at 0, and hence maps f(¢) into its
constant term. Suppose a polynomial A4(¢) exists for which

1
B =£(0) = Lf(t)h(t) dt (1)

for every polynomial f(z). Observe that ¢ maps the polynomial #/(¢) into 0; hence, by (1),

1
J tf(Oh(t) dt =0 2

0

for every polynomial f(¢). In particular (2) must hold for f () = th(¢); that is,
1
J 2Rt dt =0
0

This integral forces A(f) to be the zero polynomial; hence ¢(f) = ( f, h) = (f, 0) = 0 for every polynomial
f(¢). This contradicts the fact that ¢ is not the zero functional; hence the polynomial A(¢) does not exist.

Supplementary Problems

ADJOINT
13.25. Find the adjoint of:

_[5-2i 347 3 50 (11
(@) A_|:4—6i 8+3i]’ ®) B_[i —21']’ © C‘[z 3]
13.26. Let T:R3 — R3 be defined by T'(x, y,z) = (x + 2y, 3x —4z, y). Find T*(x, y, z).

13.27. Let T:C* — C3 be defined by T(x, y,z) = [ix + (2 + 3i)y, 3x+ (3 —i)z, (2 —5i)y+iz].
Find T*(x, y, z).
13.28. For each linear function ¢ on ¥, find u € V such that ¢(v) = (v, u) for every v € V-

(@) ¢:R> — R defined by ¢(x,y,z) = x+ 2y — 3z
(b) ¢:C* — C defined by ¢(x, y,z) = ix + 2 + 3i)y + (1 — 2i)z.
(¢) ¢:V — R defined by ¢(f) =f(1), where V is the vector space of Problem 13.24.

13.29. Suppose V has finite dimension. Prove that the image of 7* is the orthogonal complement of the kernel of 7',
ie., Im T* = (Ker T)*. Hence rank(7) = rank(7*).

13.30. Show that 7*T = 0 implies 7' = 0.

13.31. Let V be the vector space of polynomials over R with inner product defined by ( f, g) = fol f(Hg(t)dt. LetD
be the derivative operator on ¥, i.e., D(f) = df /dt. Show that there is no operator D* on V' such that
(D(f),g) = (f,D*(g)) for every f, g € V. That is, D has no adjoint.

UNITARY AND ORTHOGONAL OPERATORS AND MATRICES
13.32. Find a unitary (orthogonal) matrix whose first row is:

(@) (2/+/13, 3/+/13), (b) amultiple of (1, 1—i), (c) (. 1i, 1-1i)
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13.33. Prove that the products and inverses of orthogonal matrices are orthogonal. (Thus the orthogonal matrices
form a group under multiplication, called the orthogonal group.)

13.34. Prove that the products and inverses of unitary matrices are unitary. (Thus the unitary matrices form a group
under multiplication, called the unitary group.)

13.35. Show that if an orthogonal (unitary) matrix is triangular, then it is diagonal.

13.36. Recall that the complex matrices 4 and B are unitarily equivalent if there exists a unitary matrix P such that
B = P*AP. Show that this relation is an equivalence relation.

13.37. Recall that the real matrices 4 and B are orthogonally equivalent if there exists an orthogonal matrix P such
that B = PTAP. Show that this relation is an equivalence relation.

13.38. Let W be a subspace of V. For any v € ¥, let v = w+w/, where w € W, w' € W, (Such a sum is unique
because V = W @ W+.) Let T:V — V be defined by T(v) =w — w. Show that T is self-adjoint unitary
operator on V.

13.39. Let V' be an inner product space, and suppose U:/ — V (not assumed linear) is surjective (onto) and
preserves inner products, i.e., (U(v), Uw)) = (u, w) for every v, w € V. Prove that U is linear and hence
unitary.

POSITIVE AND POSITIVE DEFINITE OPERATORS

13.40. Show that the sum of two positive (positive definite) operators is positive (positive definite).

13.41. Let T be a linear operator on ¥ and let f:V x V' — K be defined by f(u, v) = (T'(u), v). Show that f is itself
an inner product on V' if and only if 7 is positive definite.

13.42. Suppose E is an orthogonal projection onto some subspace W of V. Prove that kI + E is positive (positive
definite) if £ > 0 (k > 0).

13.43. Consider the operator 7' defined by 7'(u;) = \/flu, i=1,...,n, in the proof of Theorem 13.10A. Show that T’
is positive and that it is the only positive operator for which 7% = P.

13.44. Suppose P is both positive and unitary. Prove that P = 1.

13.45. Determine which of the following matrices are positive (positive definite):
ot el Tal el el ] w|!?
i , (il , (il , (v , , (vi
1o - 0 ~1 0 o 1] V1 2 21

13.46. Provethata 2 x 2 complex matrix 4 = [a Z] is positive if and only if (i) 4 = A*, and (ii) a, d, ad — bc are
nonnegative real numbers. ¢

13.47. Prove that a diagonal matrix 4 is positive (positive definite) if and only if every diagonal entry is a
nonnegative (positive) real number.
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SELF-ADJOINT AND SYMMETRIC MATRICES
13.48. For any operator 7, show that 7'+ T* is self-adjoint and 7" — T* is skew-adjoint.

13.49. Suppose T is self-adjoint. Show that 72(v) = 0 implies 7(v) = 0. Use this to prove that 7"(v) = 0 also implies
that 7(v) = 0 for n > 0.

13.50. Let ¥ be a complex inner product space. Suppose (7(v), v) is real for every v € V. Show that 7 is self-adjoint.

13.51. Suppose 7T and 7, are self-adjoint. Show that T 7), is self-adjoint if and only if 7} and 7; commute, that is,
T, =T,T,.

13.52. For each of the following symmetric matrices 4, find an orthogonal matrix P for which PAP is diagonal:

12 5 4 703
@ A:[z —2]’(b) A:[4 —1]’(0) A:[3 —1]

13.53. Find an orthogonal change of coordinates that diagonalizes each of the following quadratic forms:

(@ q(x,y) =23 —6xy+10% (b) q(x,y) = x> + 8xy — 57
(©)  qlx,y,2) = 22> — dxy + 5" + 2xz — 4yz 4-22°

NORMAL OPERATORS AND MATRICES
13.54. Let4 = |:3 ;:| Verify that 4 is normal. Find a unitary matrix P such that P*4P is diagonal. Find P*4P.

13.55. Show that a triangular matrix is normal if and only if it is diagonal.

13.56. Prove that if 7 is normal on ¥, then | T(v)|| = ||T*(v)|| for every v € V. Prove that the converse holds in
complex inner product spaces.

13.57. Show that self-adjoint, skew-adjoint, and unitary (orthogonal) operators are normal.

13.58. Suppose 7 is normal. Prove that:

(a) T is self-adjoint if and only if its eigenvalues are real.
(b) T is unitary if and only if its eigenvalues have absolute value 1.
(¢) T is positive if and only if its eigenvalues are nonnegative real numbers.
13.59. Show that if 7' is normal, then 7 and 7* have the same kernel and the same image.
13.60. Suppose 7, and 7, are normal and commute. Show that T, + 7, and 7,7, are also normal.

13.61. Suppose 7 is normal and commutes with 7,. Show that 7} also commutes with 7%.

13.62. Prove the following: Let 7; and 7, be normal operators on a complex finite-dimensional vector space V. Then
there exists an orthonormal basis of /' consisting of eigenvectors of both 7; and 7. (That is, 7} and 7, can be
simultaneously diagonalized.)
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ISOMORPHISM PROBLEMS FOR INNER PRODUCT SPACES

13.63. Let S = {u,, ..., u,} be an orthonormal basis of an inner product space /' over K. Show that the mapping
v 1— [v], is an (inner product space) isomorphisms between ¥ and K”. (Here [v]y denotes the coordinate vector
of v in the basis S.)

13.64. Show that inner product spaces V' and W over K are isomorphic if and only if V' and W have the same
dimension.

13.65. Suppose {u;,...,u,} and {u}, ..., u,} are orthonormal basis of V" and W respectively. Let T:V" — W be the
linear map defined by T'(u;) = u; for each i. Show that T is an isomorphism.

13.66. Let V be an inner product space. Recall that each u € V determines a linear functional # in the dual space V'*

by the definition #(v) = (v, u) for every v € V' (See the text immediately preceding Theorem 13.3). Show that
the map u i— # is linear and nonsingular, and hence an isomorphism from ¥V onto V*.

MISCELLANEOUS PROBLEMS
13.67. Suppose {u;, ..., u,} is an orthonormal basis of V. Prove:

(a) (ayuy +ayu, +...+au,, byuy+bu,+...+b,u,) = a\by +ayby +...a,b,
(b) Let A = [a;] be the matrix representing 7: V' — V in the basis {1;}. Then a; = (T(;), u;).

13.68. Show that there exists an orthonormal basis {u, ..., u,} of V' consisting of eigenvectors of T if and only if
there exist orthogonal projections E|, ..., E, and scalars 4, ..., 4, such that:

() T=MnE +...44E, (i) E +..+E=1I(Gi) EE=0 for i#j

13.69. Suppose V = U @ W and suppose T,:U — V and T,:W — V are linear. Show that 7' =T, @& T, is also
linear. Here T is defined as follows: If v € V' and v = u + w where u € U, w € W, then

T(v) = T1 () + To(w)

Answers to Supplementary Problems

Notation: [R|; R,; ...; R,]denotes a matrix with rows R, R,,...,R,,.

13.25. (a) [5+2i, 4+6i; 3—7i, 8—3i], ) [3,-1; —5i,2i, (o [1,2; 1,3]
13.26. T*(x,y,z) = (x+3y, 2x+z, —4y)

13.27. T*(x,y,z) =[—ix+3y, 2—=3ix+2+5i)z, B+iy—iz]

13.28. (@) u=(1,2,-3), b)) u=(—i, 2-3i, 1420, (¢) u=7(182—8r+13)

1332 (@ (1/V13)[2.3; 3.2, (b)) (1/V3N, 1—i; 1+i, -],
(© 1, i, 1—i ~2i, =2, 0; 1, —i, —1+1]

13.45. Only (i) and (v) are positive. Only (v) is positive definite.
13.52. (@and b)) P=(1/V3)2,—1; —1,2], (¢) P=(1/J10)3,—1; —1,3]

1353, (@) x=0GY —))/VI0, y= @ +3)/VI0, () x=@F )5 y=E +2/)//5.
© x=X/V3H+V/V2+Z /N6, y =X /3 =22 |6, z=x |3~y V2 +2//6

1354, (a) P=(1/v2)[l,—1; 1,1], P*AP = diag2 +i, 2 —i)
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Multilinear
Products

A.1 INTRODUCTION

The material in this appendix is much more abstract than that which has previously appeared. We
motivate the material with the following observation.

Let S be a basis of a vector space V. Theorem 5.2 may be restated as follows.

Theorem 5.2: Let g:S — V be the inclusion map of S into V. Then for any vector space U and any
mapping f : S — U there exists a unique linear mapping f*:V — U such that

f=f*og.

Another way to state that that f = f* o g is that the diagram in Fig. A-1(a) commutes.

Vv I=vVaw E=AV
~ . .
~ - ~ ” N
p o 4 < p A
e ~ ~
S— v Ve Sy N ¥
i ¥ ul
(a) () {c)
Fig. A-1

A.2. BILINEAR MAPPINGS AND TENSOR PRODUCTS
Let U, V, W be vector spaces over K. A map

fVxw—>U

is bilinear if, for each v € V, the map f, : W — U defined by f,(w) =f(v, w) is linear and, for each
w € W, the map f,, : V' — U defined by f,(v) =f (v, w) is linear.

415
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That is, f is linear in each of its two variables. Note that f is very similar to a bilinear form except that
now the values of the map are in a vector space U rather than the field K.

Definition: Let / and W be vector spaces over a field K. The tensor product T of V' and W is a vector
space over K together with a bilinear mapping g : V' x W — T, denoted by g(v, w) = v Q@ w,
with the following property:

(*) For any vector space U over K and any bilinear map f : V' x W — U there exists a
unique linear map f*: T — U such that f¥*og =1

The tensor product 7 of V" and W is denoted by ' @ W and the element u ® w is called the tensor of u
and w. The uniqueness in (*) implies that the image of g spans 7, that is, that span ({vQ w}) = T.

Theorem A.1: The tensor product 7 = V' @ W of V' and W exists and is unique (up to isomorphism). If
{vy,...,v,} is a basis of V" and {w,,...,w,,} is a basis of ¥, then the vectors
v; @ W Gi=1,....,nandj=1,...,m)

form a basis of 7. Thus dim 7 = (dimV )(dimW).

Another way to state condition (*) is that the diagram in Fig. A-1(b) commutes. The fact that such a linear
map f* exists for any mapping f is called a “universal mapping principle”. [Observe that the basis S of a
vector space V' has this universal mapping property.] Condition (*) also says that any bilinear mapping
f:V x W — U “factors through” the tensor poroduct 7 =V Q@ W

Next we give a concrete example of a tensor product.

Example A.1
Let 7 be the vector space of polynomials P,_;(x), and let W be the vector space of polynomials P,_;(»). Thus the
following form bases of ¥ and W, respectively,

Lx,x*, ...,x"' and 1,y,%, ...y}
In particular, dim ¥ = r and dim W = s. Let T be the vector space of polynomials in variable x and y with basis
{xiyj} where i =0,...,r—1,j=0,...,5 — 1
Then T is the tensor product ¥ ® W under the mapping (¥, 1¥) — xy/. Note, dim T = rs = (dim V)(dim W).

The next theorem tells us that the tensor product is associative in a canonical way.

Theorem A.2: Let U, V, W be vector spaces over a field K. Then there is a unique isomorphism
U)W —->U(V QW)
such that, foreveryu e U,ve V,we W,

URVAWI—uUR (VW)

A.3 ALTERNATING MULTILINEAR MAPS AND EXTERIOR PRODUCTS
Letf : V" — U where V and U are vector spaces over K. [Recall V"' =V x V x ... x V,r factors.]

(1) The mapping f is said to be multilinear or r-linear if f (v, ..., v,) is linear as a function of each



Lipschutz-Lipson:Schaum’s | Back Matter Appendix: Multilinear © The McGraw-Hill

Outline of Theory and Products Companies, 2004
Problems of Linear
Algebra, 3/e

APPENDIX] MULTILINEAR PRODUCTS 417

v; when the other v;’s are held fixed. That is,
fCo o+, )= (v )+,
SCokyy, ) =K( .. .0

where only the jth position changes.
(2) The mapping f is said to be alternating if

Sy, ..., v,) =0 whenever v; = v; with i # j

One can easily show (Prove!) that if / is an alternating multilinear mapping on V", then
f(...,v,-,...,v]-,...):—f(...,v_,-,...,v,-,...)

That is, if two of the vectors are interchanged, then the associated value changes sign.

Example A.2: Determinant Function
The determinant function D : M — K on the space M of n x n matrices may be viewed as an n-variable function

D(A) :D(RI7R27 '4-7Rn)

defined on the rows R, R,, ..., R, of A. Recall (Chapter 8) that, in this context, D is both n-linear and alternating.

We now need some additional notation. Let K = [k, k,, . .., k,] denote an r-list (r-tuple) of elements
from 7, = {1, 2, ..., n}. We will then use the following notation where the v,’s denote vectors and the a;;’s
denote scalars:

Uk = (Ugs Uy -+ -5 U)  and - ag = ay ay, ... ay

-

Note vy is a list of 7 vectors, and ay is a product of » scalars.
Now suppose the elements in K = [k}, k, .. ., k,] are distinct. Then K is a permutation ¢ of an r-list
J =iy, iy, ..., 1] in standard form, that is, where i; < i, < ... < i,. The number of such standard-form
r-lists J from I, is the binomial coefficient:
n n!
r)  rmn—r)

[Recall sign(og) = (—1)"¥ where my is the number of interchanges that transform K into J.]
Now suppose 4 = [aij] is an » x n matrix. For a given ordered r-list J, we define

ay, 4y, - 4y
ay; ay; ay;
DJ(A) — 2, 21y 2i,
ari] ariz ari,

That is, D;(A4) is the determinant of the » x » submatrix of 4 whose column subscripts belong to J.
Our main theorem below uses the following “shuffling” lemma.

Lemma A.3: Let V/ and U be vector spaces over K, and let f : V" — U be an alternating r-linear

mapping. Let vy, v, ..., v, be vectors in V' and let 4 = [a;] be an r x n matrix over K
where ¥ <n.Fori=1,2,...,r,

let u; = a; vy +apvy + ... +a,,

Then

-

flar, ) = 3 DAY i)

where the sum is over all standard-form r-lists J = {i|, i, ..., i,}.



Lipschutz-Lipson:Schaum’s | Back Matter Appendix: Multilinear © The McGraw-Hill

Outline of Theory and Products Companies, 2004
Problems of Linear
Algebra, 3/e

418 MULTILINEAR PRODUCTS [APPENDIX

The proof is technical but straightforward. The linearity of f* gives us the sum
Sy, u) = %:aKf(UK)

where the sum is over all 7-lists K from {1, ..., n}. The alternating property of f tells us that f(vg) =0
when K does not contain distinct integers. The proof now mainly uses the fact that as we interchange the
v;s to transform

Sg) =f (s vy -5V ) 1o f(v) =f (v, 05,000, v;)

so that i; <... <1, the associated sign of ay will change in the same way as the sign of the
corresponding permutation g changes when it is transformed to the identity permutation using
transpositions.

We illustrate the lemma below for » = 2 and n = 3.

Example A.3
Suppose f : V2 — U is an alternating multilinear function. Let v, v,, v; € ¥ and let u, w € V. Suppose

u = a,v; + a,v, + azv3 and w = byv; + byv, + b3v3
Consider
S, w) = f(ajv; + ayvy + azvs, byvy + byvy + byvy)
Using multilinearity, we get nine terms:
Slu,w) = a;by f(vy,v1) + aiby f(vy, vy) + a1 b3 f(vy, v3)
+axb f(vy, v1) + ayb, f (03, v2) + ayb3 f (13, v3)

+asb, f(v3, v1) + asb, f(v3, v;) + a3bs f (v3, v3)

(Note that J =[1, 2], J' =[1, 3] and J” = [2, 3] are the three standard-form 2-lists of 7 = {1, 2, 3}.) The alternating
property of f* tells us that each f(v;, v;) = 0; hence three of the above nine terms are equal to 0. The alternating
property also tells us that f(v;, v;) = —f(v;, v;). Thus three of the terms can be transformed so their subscripts form a
standard-form 2-list by a single interchange. Finally we obtain

S, w) = (a1b, — ayby)f vy, v5) + (a1b3 — asby)f (vy, v3) + (aybs — azby)f (v,, v3)
a; a
by b,

which is the content of Lemma A.3.

a; az
Sy, v3) + b

1 3

a

as
- by b

S, v3) + S vy, 03)

Definition: Let V' be an n-dimensional vector space over a field K, and let » be an integer such that
1 < r < n. The exterior product or (wedge product) E is a vector space over K together with
an alternating r-linear mapping g : V" — E, denoted by g(vy,...,v,) = v, A ... Av,, with
the following property:

(*) For any vector space U over K and any alternating r-linear map f : V" — U there
exists a unique linear map f* : E — U such that f*og =f.

Such an exterior product is denoted by £ = /\r V. Again, the uniqueness in (*) implies that the image
of g spans E, that is, span ({v; A... A v, }) =E.

Theorem A.4: Let V be an n-dimensional vector space over K. Then the exterior product £ = A" V of
V' exists and is unique (up to isomorphism). If » > n then E = {0}. If » < n, then
dimE = Z . Moreover, if {v,, ..., v,} is a basis of V, then the vectors

Ui AU AL AT

where 1 <i; <i, <...<i. <n, form a basis of E.
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Again, condition (*) says that the diagram in Fig. A-1(c) commutes. Condition (*) also says that any
alternating r-linear mapping f : V" — U “factors through” the exterior product £ = A" V.
We give a concrete example of an exterior product.

Example A.4. Cross Product
Consider ¥ =R® with the usual basis {i, j.Kk}. Let E= /\2 V. Note dim ¥ = 3. Thus dimE =3 with basis
inj, iAK, jAKk We identify E with R® under the correspondence

i=jAk j=kAi=—iAk K=iAj
Let u and w be arbitrary vectors in ¥ = R3, say

u=_(ay,ay,a3) =a;i+a,j+ask and w= (b, b,, b3) = bji + b,j + b3k
Then, as in Example A.3,

uAw=(a1by —ayb))i ANj+ (a;b5 — asb))i AK+ (ayby — azb,)j Ak
Using the above identification, we get
uAw = (abs — azb)i — (a,b3 — a3b)j + (a,b, — aby)k

a; a3

by by

a a3

by by

a 4

by by

k

i+

The reader may recognize that the above exterior product is precisely the well-known cross product in R>.

Our last theorem tells us that we are actually able to “multiply” exterior products which allows us to
form an “exterior algebra” which is illustrated below.

Theorem A.5: Let J/ be a vector space over K. Let » and s be positive integers. Then there is a unique
bilinear mapping
NV x NV — N7
such that, for any vectors u;, w; in/V,

U A AU X (WA CAW) > U A AU AW AL AW

Example A.5
We form an exterior algebra 4 over a field K using noncommuting variables x, y, z. Since it is an exterior algebra, our
variables satisfy:

xAx=0, yAy=0, zAz=0, and yAX=—XAY, ZAX=—XAZ, ZAY=—VAzZ
Every element of 4 is a linear combination of the eight elements
I, x, ¥, z, XAy, XAz, YAz, XAYAzZ

We multiply two “polynomials” in 4 using the usual distributive law, but now we also use the above conditions. For
example,

B+4y—5xAy4+6xAz]A[Sx =2y =15x — 6y —20x Ay + 12x Ay Az
Observe we use the fact that:

[V A[Sx] =20y Ax=—=20x Ay and [6xAzZ]A[-2y]=—12xAzAYy=12xAzAY
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4 = [ay], matrix, 28

A = [a;], conjugate matrix, 39
|4|, determinant, 277, 281

A*, adjoint, 395

A" conjugate transpose, 40
AT transpose, 34

Ays minor, 283

A(I,J), minor, 286

A(V), linear operators, 181

adj 4, adjoint (classical), 285

A ~ B, row equivalence, 785

A =~ B, congruence, 377

C, complex numbers, 12

C”", complex n-space, 14

Cla, b], continuous functions, 238
C(f), companion matrix, 318
colsp (4), column space, 125

d(u, v), distance, 6, 252

diag(a,y, - - -,
diag(4,,, - -
det(4), determinant, 281

dim V', dimension, 129
{e),...,e,}, usual basis, 129

E,, projections, 402

f : 4 — B, mapping, 171

F(X), function space, 118

G o F, composition, 181

HoM(V, U), homomorphisms, 181
i, j, k, 10

I,, identity matrix, 34

Im F, image, 176

J(A), Jordan block, 344

K, field of scalars, 117

Ker F, kernal, 176

m(t), minimal polynomial, 318

M _ . m X n matrices, 118

m,ns

n-space, 5, 14, 238, 250

a,,), diagonal matrix, 37
,A4,,), block diagonal, 42

List of Symbols
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P(#), polynomials, 118

P,(¢), polynomials, 118

proj(u, v), projection, 6, 245
proj(u, V), projection, 245

Q, rational numbers, 12

R, real numbers, 1

R”, real n-space, 5

rowsp (4), rowspace, 124

S, orthogonal complement, 242
sgn g, sign, parity, 280
span(S), linear span, 123

tr(4), trace, 34

[Ty, matrix representation, 203
T*, adjoint, 396

T-invariant, 342

T', transpose, 368

|lue|l, norm, 5, 14, 237, 251, 252
[u]g, coordinate vector, 135

u - v, dot product, 4, 14

(u, v), inner product, 236, 249
u X v, cross product, 11

u Q@ v, tensor product, 416

u A v, exterior product, 418

u @ v, direct sum, 134, 342

V = U, isomorphism, 137, 176
V ® W, tensor product, 416
V*, dual space, 366

V** second dual space, 367
/" V, exterior product, 418
WO, annihilator, 367

z, complex conjugate, 13

Z(v, T), T-cyclic subspace, 345
6ij, Kronecker delta, 39

A(?), characteristic polynomial, 308
A, eigenvalue, 310

>, summation symbol, 30
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Absolute value (complex), 13 Column, 28

Adjoint, classical, 285 operations, 89

Adjoint operator, 395 space, 125

Algebraic multiplicity, 312, 313 vector, 3

Alternating mappings, 290, 416 Companion matrix, 318
Angle between vectors, 6, 240 Complement, orthogonal, 242
Annihilator, 345 Complementary minor, 286
Associated homogeneous system, 85 Completing the square, 393
Augmented matrix, 61 Complex:

conjugate, 13
inner product, 249

Back-substitution, 66, 70, 77 n-space, 14
Basis, 85, 129 numbers, 12

change of, 207 plane, 13

dual, 366 Composition of mappings, 173, 181

orthogonal, 243 Congruent matrices, 377

orthonormal, 243 diagonalization, 379

second dual, 367 Conjugate:

usual, 129 complex, 13
Basis-finding algorithm, 133 linearity, 250
Bessel inequality, 264 Consistent systems, 61
Bijective mapping, 173 Convex set, 201
Bilinear form, 376, 394 Coordinate vector, 135

alternating, 289 Cramer’s rule, 285

matrix representation of, 377 Cross product, 11, 419

polar form of, 380 Curves, 9

real symmetric, 381 Cyclic subspaces, 345

symmetric, 378
Bilinear mapping, 376, 415 Decomposition:
Block matrix, 41 direct-sum, 342

Jordan, 344 primary, 343

Degenerate:
bilinear form, 378

Caley—Hamilton theorem, 308, 310 linear equations, 62
Canonical forms, 340 Dependence, linear, 126

Jordan, 344 Determinant, 278

rational, 345 computation of, 284

row, 74 linear operator, 289

triangular, 340 Diagonal (of a matrix), 35
Casting-out algorithm, 133 Diagonal matrix, 37
Cauchy-Schwarz inequality, 6, 239, 256 Diagonalization, 306, 310, 315
Change of basis, 207 algorithm, 313, 379
Change-of-basis (transition) matrix, 207 Dimension of solution spaces, 86
Characteristic polynomial, 308 Dimension of vector spaces, 129
Classical adjoint, 285 subspaces, 131
Coefficient: Direct sum, 134

Fourier, 83, 244 decomposition, 342

matrix, 61 Directed line segment, 7
Cofactor, 283 Distance, 6, 252

421
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Domain, 171
Dot product, 4, 14
Dual:
basis, 366
space, 366

Echelon:

form, 68

matrices, 73
Eigenspace, 310, 313
Eigenvalue, 310, 313
Eigenvector, 310, 313
Elementary divisors, 346
Elementary matrix, 87, 89
Elementary operations, 63

column, 88

row, 75
Elimination, Gaussian, 64, 69, 71, 76
Equal:

functions, 171

matrices, 29
Equations, (See Linear equations)
Equivalence:

matrix, 90

relation, 76

row, 75
Equivalent systems, 63
Euclidean space, 5, 14, 238, 250
Existence theorem, 79
Exterior product, 417

Field of scalars, 116

Finite dimension, 129
Fourier coefficient, 83, 244
Free variable, 68

Function, 171

Functional, linear, 365

Gauss—Jordan algorithm, 77

Gaussian elimination, 64, 69, 71, 76
General solution, 60

Geometric multiplicity, 312
Gram—Schmidt orthogonalization, 247

Hermitian:

form, 382

matrix, 40

quadratic form, 394
Homogeneous system, 60, 84
Hilbert space, 239
Hyperplane, 81, 375

ijk notation, 10

Identity:
mapping, 173
matrix, 34

Image, 171, 176
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Inclusion mapping, 198
Inconsistent systems, 61
Independence, linear, 126
Infinity-norm, 254
Injective mapping, 173
Inner product, 4, 236
complex, 14, 249
usual, 238
Inner product spaces, 235, 249
linear operators on, 395
Invariance, 341
Invariant subspaces, 341
direct-sum, 342
Inverse matrix, 36
computing, 88
Inverse mapping, 174
Invertible:
matrices, 35
linear operators, 183
Isometry, 399
Isomorphic vector spaces, 137, 176
Isomorphism, 180

Jordan:
canonical form, 344
block, 344

Kernel, 176, 178

Kronecker delta o,;, 35

ij>

Lagrange’s identity, 21
Laplace expansion, 283
Law of inertia, 381
Leading nonzero entry, 73
Leading unknown, 62
Length, 5, 237
Line, 8, 201
Linear:
combination, 4, 30, 62, 82
dependence, 126
functional, 365
independence, 126
span, 123
Linear equation, 59
Linear equations (system), 60
consistent, 61
echelon form, 68
triangular form, 67
Linear mapping (function), 174
image, 176
kernel, 176
matrix representation, 212
nullity, 178
rank, 178
transpose, 368
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Linear operator, 181 Norm, 5, 237, 257
adjoint, 395 Normal:
characteristic polynomial, 310 matrix, 39
determinant, 289 operator, 397, 401
inner product spaces, 395 Normal vector, 8
invertible, 183 Normed vector space, 251
matrix representation, 203 Normalizing, 5
Linear transformation (See linear mappings) Null space, 178
Located vectors, 7 Nullity, 178

LU decomposition, 90

LDU decomposition, 109

One-norm, 252

One-to-one:
correspondence, 173
mapping, 173

Onto mapping, 173

Operators (See Linear operators)

Orthogonal, 4, 241

Mappings (maps), 171
composition of, 173
linear, 174

Matrices:
congruent, 377
equivalent, 90
similar, 211

Matrix, 28 basis, 243
augmented, 61 complement, 242
group, 412

change-of-basis, 207
coefficient, 61
companion, 318
echelon, 73
equivalence, 90
Hermitian, 40, 382
invertible, 35
nonsingular, 35
normal, 39
orthogonal, 38, 248
positive definite, 248
rank, 75
Matrix mapping, 172
Matrix multiplication, 31
Matrix representation:
adjoint operator, 395
bilinear form, 377
change of basis, 207
linear mapping, 212
linear operator, 203
Minkowski’s inequality, 18
Minimal polynomial, 317, 319
Minor, 283, 286
principle, 287
Multilinearity, 289, 416
Multiplicity, 312
Multiplier, 70, 76, 90

matrix, 38, 248

operator, 398

projection, 402

sets, 243

substitution, 317
Orthogonalization, Gram—Schmidt, 247
Orthogonally equivalent, 400
Orthonormal basis, 39

Parameters, 69
Permutations, 279
Perpendicular, 4
Pivot:
entries, 70
variables, 68
Pivoting (row reduction), 98
Polar form, 380
Polynomial:
characteristic, 309
minimum, 318, 320
Positive definite: 381
matrices, 248
operators, 400
Positive operators, 400
Primary decomposition, 243
Principle minor, 288

Product:

n-space: exterior, 417

complex, 14 inner, 4, 236

real, 2 tensor, 415
Natural mapping, 367 Projections, 6, 175, 197, 245, 360
Nilpotent, 343 orthogonal, 402
Nonnegative semidefinite, 381 Pythagorian theorem, 243
Nonsingular:

linear maps, 180 Quadratic form, 317, 380

matrices, 35 Quotient spaces, 346
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Rank, 75, 90, 131, 178
Rational canonical form, 345
Real symmetric bilinear form, 381
Restriction mapping, 200
Rotation, 177
Row, 28

canonical form, 74

equivalence, 75

operations, 75

rank, 132

space, 124

Scalar, 1, 116

matrix, 34

multiplication, 2, 3

product, 4
Schwarz inequality, 6

(See Cauchy—Schwarz inequality)
Second dual space, 367
Self-adjoint operator, 398
Sign of permutation, 280
Signature, 381, 382
Similarity, 211, 234
Singular, 180
Skew-adjoint operator, 397
Skew-Hermitian, 40
Skew-symmetric, 38
Solution, general, 60
Spatial vectors, 10
Span, 120
Spanning sets, 120
Spectral theorem, 402
Square matrix, 33
Square root of a matrix, 311
Standard:

basis, 129, 130

inner product, 238
Subspace, 121
Sum of vector spaces, 134
Summation symbol, 30
Surjective map, 173
Sylvester’s theorem, 381
Symmetric:

bilinear form, 378, 381

matrices, 38
Systems of linear equations (See Linear equations)

Tangent vector, 9
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Target set, 171
Tensor product, 414
Time complexity, 91
Trace, 34
Transpose:
matrix, 33
linear mapping, 368
Transition matrix, 207
Triangle inequality, 240
Triangular form:
linear equations, 67
linear operators, 340
Triangular matrix, 37
Triple product, 11
Two-norm, 252

Uniqueness theorem, 79
Unit vector, 5, 237
Unitary:

equivalence, 400

group, 412

matrix, 40

operator, 398
Usual:

basis, 129, 130

inner product, 238

Variable, free, 68

Vector, 1, 14, 116
column, 3
coordinate, 135
located, 7
spatial, 10
unit, 5

Vector space, 116
basis, 129
dimension, 129
isomorphism, 176
normed, 251
sums, 135

Volume, 11, 288

Wedge product, 418

Zero:
mapping, 181
matrix, 29
solution, 84
vector, 3



