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Notation

N:={1,2,3,...} natural numbers
K* :={z € K: x # 0}, K a field
A% :={zx € A: (Jy € R)xy = yx = 1}, unit group of a unital algebra

For subsets A, B C G of a group:

A t:={a"t:a€ A}

AB :={ab: a € A,be B}

The identity element of a group G is usually denoted 1. If G is abelian and the product
is written as addition, we write O for the identity element.

For A = (aij)ij=1,.n € Myn(C): AT = (aji), A = (@s;), A* = = (@;i).



Chapter 1

Topological Groups

1.1 Definitions and Examples

Definition 1.1.1. A topological group is a pair (G, 7) of a group G and a Hausdorff
topology 7 for which the group operations

mg: GxG—G, (z,y)—a2y and ng:G—G, z—z !
are continuous if G X G carries the product topology. Then we call 7 a group topology
on the group G.

Remark 1.1.2. The continuity of the group operations can also be translated into
the following conditions which are more direct than referring to the product topology
on G. The continuity of the multiplication mq in (z,y) € G x G means that for each
neighborhood V' of zy there exist neighborhoods U, of  and U, of y with U, U, C V.
Similarly, the continuity of the inversion map 7¢ in  means that for each neighborhood
V of 27!, there exist neighborhoods U, of z with U; ! C V.

Remark 1.1.3. For a group G with a topology 7, the continuity of mg and ng already
follows from the continuity of the single map

0:GxG—G, (g,h)—ght.

In fact, if ¢ is continuous, then the inversion ng(g) = g~! = (1, g) is the composition
of ¢ and the continuous map G — G X G, g +— (1,g). The continuity of 7 further

implies that the product map
idg xng: Gx G —GxG, (g9,h)— (g,h71)
is continuous, and therefore mg = ¢ o (idg x7¢) is continuous.

Remark 1.1.4. Every subgroup of a topological group is a topological group with
respect to the subspace topology.
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Example 1.1.5. (1) The additive group (X, +) of every normed space (X, | -|) is a
topological group because addition and negation are continuous maps. In particular,
(R™, +) is an abelian topological group with respect to any metric defined by a norm.

(2) (C*,) is a topological group and the circle group T := {z € C*: |z| =1} is a
compact subgroup.

(3) The group GL,(R) of invertible (n x n)-matrices is a topological group with
respect to matrix multiplication. The continuity of the inversion follows from Cramer’s
Rule, which provides an explicit formula for the inverse in terms of determinants: For
g € GL,(R), the inverse of ¢ is given by

(_1)i+j

-1 L=
(g )ZJ detg

det(gmk‘)m;ﬁj,k‘#i-
(see Proposition 1.1.9 for a different argument).
(4) Any group G is a topological group with respect to the discrete topology.

Lemma 1.1.6. Let G be a topological group. Then the following assertions hold:

i) The left multiplication maps \g: G — G,z — ga are homeomorphisms.

1

iii) The conjugation maps cy: G — G,z — grg~" are homeomorphisms.

(
(ii) The right multiplication maps pg: G — G,z — xg are homeomorphisms.
(
( 1

iv) The inversion map ng: G — G,z — x~* is a homeomorphism.

Proof. (i) The continuity of the multiplication map implies by restriction that the
maps Ay are continuous. Since A,-1 is the inverse of Ay, it follows that each Ay is a
topological isomorphism, i.e., a homeomorphism.

(ii) is proved as in (i).

(iii) follows from (i) and (ii).

(iv) follows from the continuity of ng and n? = idg. O

We have already argued above that the group GL,(R) carries a natural group
topology. This group is the unit group of the algebra M,,(R) of real (n x n)-matrices.
As we shall see now, there is a vast generalization of this construction.

Definition 1.1.7. A Banach algebrais a triple (A, m 4, ||-||) of a Banach space (A, ||-]|),
together with an associative bilinear multiplication

ma: Ax A— A (a,b) — ab
for which the norm || - || is submultiplicative, i.e.,
l[adl| < lall - [[o]]  for —a,be A

By abuse of notation, we shall call 4 a Banach algebra, if the norm and the multipli-
cation are clear from the context.

A wunital Banach algebra is a pair (A, 1) of a Banach algebra A and an element
1 € A satisfying 1a = al = a for each a € A.
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The subset
A" :={ae A: (I e A) ab=ba =1}

is called the unit group of A (cf. Exercise 1.1.8).

Remark 1.1.8. In a Banach algebra A, the multiplication is continuous because
a, — a and b, — b implies ||b,|| — ||b]| and therefore

lanbn — abl = |lanb, — aby, + ab, — ab|| < |lan — al| - [[ba]| + [lal| - [|bn — b]| — 0.
In particular, left and right multiplications
At A= A, xz—azr, and p,: A— Az za,

are continuous with
[Xall < flafl and [|pall < [lal|-

Proposition 1.1.9. The unit group A* of a unital Banach algebra is an open subset
and a topological group with respect to the topology defined by the metric d(a,b) :=
[la—b].

Proof. The proof is based on the convergence of the Neumann series ZZOZO z™ for
|z|]] < 1. For any such = we have

oo oo

(1—95)2:3": (Zw")(l—x):L

n=0 n=0

so that 1 —z € A*. We conclude that the open unit ball B;(1) is contained in .4*.

Next we note that left multiplications As: A — A with elements g € A* are contin-
uous (Remark 1.1.8), hence homeomorphisms because )\;I = Ayt is also continuous.
Therefore gB1(1) = A\¢B1(1) € A* is an open subset, showing that ¢ is an interior
point of A*. Therefore A* is open.

The continuity of the multiplication of A* follows from the continuity of the mul-
tiplication on A by restriction and corestriction (Remark 1.1.8). The continuity of the
inversion in 1 follows from the estimate

- S S 1 ]
IX—2)7 =1 =) 2" <) ll=lI"= —-1= ,
Z; 2; 1 — ||| 1 — [||

which tends to 0 for x — 0. The continuity of the inversion in g9 € A* now follows
from the continuity in 1 via

g =9 =9 g9 = 1) =g ((gng™ ") - 1)

because left and right multiplication with ¢g~! is continuous. This shows that AX is a
topological group (cf. Exercise 1.1.2 for shortcuts in this argument). O
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Example 1.1.10. (a) If (X, ||-||) is a Banach space, then the space £(X) of continuous
linear operators A: X — X is a unital Banach algebra with respect to the operator
norm

[A]l := sup{[|Az[|: z € X, [l«]| <1}

and composition of maps. Note that the submultiplicativity of the operator norm, i.e.,
IAB] < [[All - [IB],
is an immediate consequence of the estimate
|ABz|| < [|A[l - | Bz[| < [|Al- | Bl - [l=]| ~ for =z e X.

In this case the unit group is also denoted GL(X) := L(X)*.
(b) Specializing (a) to K" (K = R,C), we see that the algebra A = M, (K) of
(n x n)-matrices with entries in K is a Banach algebra with respect to the operator
norm
JAll = sup{[[Ax]|: [la]| < 1, € K"

where || - || is any norm on K”.

(c) If X is a compact space and 4 a Banach algebra, then the space C(X,.A) of
A-valued continuous functions on X is a Banach algebra with respect to pointwise mul-
tiplication (fg)(x) := f(x)g(x) and the norm || f|| := sup,cx [|f(z)| (Exercise 1.1.7).
Its unit group is

C(X, A" =C(X,A"),

because the continuity of the inversion in A* implies that for each A*-valued function
f, the pointwise inverse also is continuous.

(d) An important special case of (b) arises for A = M, (C), where we obtain
C(X, M, (C)* =C(X,GL,(C)) = GL,(C(X,C)).

Exercises for Section 1.1

Exercise 1.1.1. Let G be a group, endowed with a topology 7. Show that (G, ) is
a topological group if the following conditions are satisfied:

i) The left multiplication maps A,: G — G,z — gx are continuous.
(i) P ps Ay 7 g

1 is continuous.

(ii) The inversion map ng: G — G,z — x~
(iii) The multiplication mg: G X G — G is continuous in (1,1).

Hint: Use (i) and (ii) to derive that all right multiplications and hence all conjugations
are continuous.

Exercise 1.1.2. Let G be a group, endowed with a topology 7. Show that (G, ) is
a topological group if the following conditions are satisfied:

i) The left multiplication maps A,: G — G,z — gx are continuous.
(i) p ps Ay : g

(ii) The right multiplication maps p,: G — G,z — xg are continuous.
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(iii) The inversion map ng: G — G is continuous in 1.

(iv) The multiplication mg: G x G — G is continuous in (1,1).

Exercise 1.1.3. Let o : G — H be a homomorphism of topological groups.
(1) « is continuous if and only if « is continuous in 1.

(2) « is open if and only if the image a(U) of each identity neighborhood U in G is
an identity neighborhood in H.

Exercise 1.1.4. Let o : G — H be a bijective homomorphism of topological groups for
which there exists an identity neighborhood U in G which is mapped homeomorphically
on an identity neighborhood V := «(U) in H. Then « is a homeomorphism.

Exercise 1.1.5. Show that if (G;)cs is a family of topological groups, then the prod-
uct group G := HiE ; G is a topological group with respect to the product topology.

Exercise 1.1.6. Let G and N be topological groups and suppose that the homomor-
phism «: G — Aut(N) defines a continuous map

GXxN—=N, (g,n)—alg)(n).
Then N x G is a group with respect to the multiplication
(n,9)(n',g") == (na(g)(n'), 99'),

called the semidirect product of N and G with respect to a. It is denoted N %, G.
Show that it is a topological group with respect to the product topology.
A typical example is the group

Mot(E) := E x4, O(E)
of affine isometries of a euclidean space E; also called the motion group. In this case
a(g)(v) = gv and Mot(FE) acts on E by (b,g).v := b+ gv (hence the name).
Exercise 1.1.7. Let X be a compact space and A be a Banach algebra. Show that:

(a) The space C'(X, A) of A-valued continuous functions on X is a complex associative
algebra with respect to pointwise multiplication (fg)(z) := f(z)g(x).

(b) [IfIl :=sup,ex || f(z)| is a submultiplicative norm on C'(X,.A) for which C(X, A)
is complete, hence a Banach algebra. Hint: Continuous functions on compact
spaces are bounded and uniform limits of sequences of continuous functions are
continuous.

(c) C(X, A)* =C(X, A).

Exercise 1.1.8. Let A be a complex Banach algebra over K € {R,C}. If A4 has no
unit, we cannot directly associate a “unit group” to .A. However, there is a different
way to do that by considering on A the multiplication

TxYy:=x+y+xy.
Show that:
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(a) The space A; := A x K is a unital Banach algebra with respect to the multipli-
cation
(a,t)(a',t') = (ad' + ta' + t'a,tt’).

(b) The map n: A — Ay, x — (z,1) is injective and satisfies n(z x y) = n(x)n(y).
Conclude in particular that (A, *,0) is a monoid, i.e., a semigroup with neutral
element 0.

(¢) An element a € A is said to be quasi-invertible if it is an invertible element in the
monoid (A, *,0). Show that the set A of quasi-invertible elements of A is an
open subset and that (A*,*,0) is a topological group.

Exercise 1.1.9. If q: G — H is a surjective open morphism of topological groups,
then the induced map G/kerq — H is an isomorphism of topological groups, where
G/ ker q is endowed with the quotient topology.

1.2 Subgroups

Throughout this section, G denotes a group and 1 its identity element. We call a
subset W C G symmetricif W = W~!:= {w™1: w € W}. For two subsets A, B C G
we write AB := {ab: a € A,b € B} for the product of the sets A and B.

Lemma 1.2.1. Let G be a topological group. Then the following assertions hold:

(i) Let K be a compact and V an open subset of G with K C V. Then there exists an
open U € g (1) with KU C V.

ii) ForeachU € Ug(1) andn € N there exists a symmetric W € Ug(1) with W™ C U.

(i
(iii) If U C G is open and M C G, then MU and UM are open subsets of G.
(iv) If A, B C G are arcwise connected subsets, then AB is arcwise connected.
(

v) For a subset S C G we have

S'={s€S: (Wels(1)sUCS} and §=(|SU:U €la(1)}.

Proof. (i) Let mg: GxG — G denote the group multiplication. Then mg' (V) C GxG
is an open subset containing K X {1}. Hence there exists an open U € (1) with
K xU Cmg' (V) (Lemma A.4.6), and this means KU C V.

(ii) Since inversion is a homeomorphism, for each U € (1) the set U~ also is
a neighborhood of 1 and therefore V := U NU~! € Ug(1). This means that every
1-neighborhood contains a symmetric one.

An easy induction implies that the n-fold multiplication map

G" =G, (91,--,9n) = 91" n

is continuous. Hence there exists for each 1-neighborhood U a 1-neighborhood V' with
Vn CU. Now W :=V NV~!isasymmetric 1-neighborhood with W™ C U.
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(iii) In view of Lemma 1.1.6, the sets mU C G are open, and MU is the union of
these sets, hence open. Likewise UM is open.

(iv) Since A and B are arcwise connected, the same holds for their topological
product A x B. Now the continuity of the multiplication map m¢g: G X G — G implies
that AB = mg(A x B) is arcwise connected (Lemma A.5.3).

(v) In view of Lemma 1.1.6, s € S° is equivalent to s~19 € Ug(1). This immedi-
ately implies the description of S°.

For the description of the closure S, we note that for x € G the condition z € S is
equivalent to VNS # ) for each V € Ug(x) = z8g(1). This means that zU NS # ()
for each 1-neighborhood U, which in turn is 2 € SU~!. Since 7¢ is a homeomorphism,
for each 1-neighborhood U, the set U~! also is a 1-neighborhood. Therefore

S=(WSU:Uesa()} = {SW: W € Us(1)}. O

Closed subgroups

A subset S of a topological space X is called locally closed if for each s € S there exists
a neighborhood U € Ux (s) for which U NS is a closed subset of U.

Lemma 1.2.2. Let H be a subgroup of the topological group G.

(i) H is a subgroup of G.

(ii) If H is locally closed, then it is closed.

(iii) If H is open, then it is closed.

(iv) For each symmetric 1-neighborhood U € Ug(1) the set (U) = [J,cn U™ is an
open subgroup of G.

1

Proof. (i) Since the map ¢: G x G — G, (x,y) — zy~ " is continuous, we obtain

HH '=pdxH) =pHdxH) Cp(Hx H) CH.

This implies that # ' C H and hence that H is a subgroup of G.
(ii) Let U € Ug(1) be open such that U N H is a closed subset of U. Further let

x € H. Then x € HU™', so that there exists a u € U with y := zu € H. Then
u=z"tycUandu€ H-H = H, so that

we HNU=UNHNU=UNH

implies x = yu~' € H.

(iii) The complement of H is the union of the cosets gH, g ¢ H. Since all the
cosets gH are open (Lemma 1.1.6(ii)), the subgroup H is closed.

(iv) From the symmetry of U we derive (U")~! = (U~1)" = U™, showing that (U)
is invariant under inversion. Therefore U"U™ C U™T™ implies that (U) is a subgroup
of G. Since (U) contains an open 1-neighborhood V', we have (U) = V(U), and this
set is open by Lemma 1.2.1(iii). O
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Remark 1.2.3. A subgroup I' of a topological group G said to be discrete if it is
discrete as a topological subspace. It is easy to see that this is equivalent to the
existence of a 1-neighborhood U C G with U NT = {1}. In particular, T" is locally
closed, hence closed by the preceding lemma.

Example 1.2.4. We consider the topological group G = (R, +). Suppose that {0} #
I' C R is a subgroup. Then two cases occur:

Case 1: inf(RY NT) = 0, i.e., there exists a sequence 0 < x, € I' with ,, — 0.
Then Zx,, C T holds for each n. For each open interval ]Ja,b[C R and z,, < b —a we
then obtain

0 # Zz,N]a, b[C T'N]a, b],

so that T is dense, i.e., [ = R.

Case 2: d := inf(R7 NT) > 0. Then | — d,d[NI’ = {0} implies that I is discrete
and therefore closed. If d ¢ T', then there exists a d’ €]d, 2d["I" and likewise a d” €
Jd,d'[NI. Then 0 < d’ —d”" < d contradicts the definition of d. This implies that
d € T', and hence that Zd C I". To see that we actually have equality, let v € " and
k :=max{n € Z: nd < ~}. Then y—nd € [0,d[NI' = {0} implies v = nd. We conclude
that I' = Zd is a cyclic group.

In particular, we have shown that all non-trivial closed subgroups of R are cyclic
and isomorphic to Z.

Lemma 1.2.5. Let 0 € R. Then Z + 70 is dense in R if and only if 0 is irrational.

Proof. Suppose first that Z+Z# is not dense in R. Then it is discrete by Example 1.2.4,
hence of the form Zzx, for some x, > 0. Then there exist k, m € Z with

1=Fkx, and 6 =muz,.
We then obtain 6 = 7t € Q. If, conversely, § = 7 € Q, then Z+ Zf C 17 is not dense
in R. O

The dense wind

In this short subsection we discuss an important example of a subgroup of the 2-torus
T? which is not closed. It is the simplest example of a non-closed, arcwise connected
subgroup.

Let

A= { () S)seerper{( L)irscr)

where T? is the two-dimensional torus. We endow T? with the subspace topology
inherited from Ms(C).

Lemma 1.2.6. A is a dense subgroup of the 2-torus T2.
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Proof. We consider the map

2mir
. w2 2 e 0 ‘
@J%eT,(nQH(O e%J

which is a surjective continuous group homomorphism with kernel Z2. For L :=
R(v/2,1) and V = R(1,0) we have R? = V @ L. In view of

A=®(L)=d(L+7%,

it suffices to show that L+Z2 is dense in R%. From the direct decomposition R? = V@ L
and L C L + Z? we derive

L+7Z*=L+(L+Z*NV),
and if p: R? — V denote the projection map with kernel L, then
(L+Z*) NV =p(L+ 7% = p(Z?).

It therefore suffices to show that p(Z?) is dense in V. From p(1,0) = (1,0) and
p(0,1) = p((0,1) — (v/2,1)) = —(v/2,0) we obtain p(Z?) = Z + \/2Z, so that the
density of p(Z?) is a consequence of Lemma 1.2.5. O

Arc components

Let G be a topological group. We write G, for the arc component of the identity
element 1.

Lemma 1.2.7. G, is a normal subgroup of G.

Proof. With Lemma 1.2.1(iv) we see that the product set G,G, C G is arcwise con-
nected. Since it contains 1 = 11, it follows that G,G, C G,. Moreover, the continuous
inversion map n: G — G,g — ¢~ ! maps G, into an arcwise connected set G which
also contains 1 = 17! (Lemma A.5.3). Therefore G;! C G,. Hence G, is a subgroup
of G.

For each g € G the conjugation automorphism cy:  — gzg~" is continuous and
fixes 1. So it maps G, onto an arcwise connected set containing 1. We conclude that
¢g(Gq) C G- This implies that G, is a normal subgroup of G. O

1

Definition 1.2.8. Since G, is a normal subgroup of G, the set G/G,, of cosets of G,
has a natural group structure. The group

m0(G) := G/G,

is called the component group of G or the 0-th homotopy group of G.
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Connected components

Let G be a topological group. We write G, for the connected component of the identity
element 1.

Lemma 1.2.9. (i) G, is a closed normal subgroup of G.
(il) Go C G,.

Proof. (i) Similar arguments as in the proof of Lemma 1.2.7, using that continuous
maps map connected sets into connected sets (Lemma A.5.3), imply that G, is a normal
subgroup of G. The closedness of G, follows from the closedness of all connected
components of a topological space (Definition A.5.5).

(ii) Finally the connectedness of G, (Lemma A.5.3(b)) implies that G, C G,. O

In all the groups we shall be dealing with, the arc-component G, will coincide with
G, because G, is open.

Lemma 1.2.10. If G, is open, then G, = Gy.

Proof. We have already seen that G, C G,. Since all cosets gG,, g € Gy, are open
subsets of G, the connectedness of (¢, implies that this partition is trivial. This means
that G, = G,. O

Exercises for Section 1.2

Exercise 1.2.1. (a) Let A = A~! be a symmetric (arcwise) connected subset of the
topological group G containing 1. Then

H:=(4) =] 4"

neN

is an (arcwise) connected subgroup of G.

(b) Show that the assumption 1 € A in (a) necessary for the arcwise connectedness
of H. Consider the subset A := {g € O2(R): det(g) = —1} C G = O2(R).

Exercise 1.2.2. If G is a connected topological group and H C GG an open subgroup,
then G = H.

Exercise 1.2.3. Let @ : G — H be a morphism of locally compact groups and assume
that there exists a relatively compact identity neighborhood U in G for which «(U)
is an identity neighborhood in H. Then «(G) is an open subgroup of H and the
corestriction map « : G — «(G) is a homeomorphism.

Exercise 1.2.4. If G is a locally compact group, G, its identity component and the
group G/G, is countable, then G is the union of countably many compact subsets
(this property is called o-compactness).

Exercise 1.2.5. A subset S of the topological space X is locally closed if and only if
there exists a closed subset C' and an open subset O with S = CNO.
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Exercise 1.2.6. A morphism ¢: G — H of topological groups is called an epimor-
phism if for any pair of morphisms f1, fo: H — H’ of topological groups the condition

frop = fropimplies fi = fa.
(1) Show that if ¢ has dense range in H, then ¢ is an epimorphism.
(2) Find an example of an epimorphism which is not surjective.

Exercise 1.2.7. Let D C R™ be a discrete subgroup. Then there exist linearly
independent elements v1,...,vx € R™ with D = Zle Zw;. Hint: Use induction on
dimspanD. If n > 1, and D spans R™, then pick linearly independent elements
fis-+, fa—1 € D and apply induction on F N D for F := span{fi,..., fn_1}, where
F' is a hyperplane in R". Now choose f, € D with D = Zf, + DN F. This can be
done by assuming that F = R”~! and then choosing f, with minimal positive nth
component (Verify the existence!).

Exercise 1.2.8. Let GG be a connected topological group and I' < G a discrete normal
subgroup. Then T is central.

1.3 Some Concrete Examples

Definition 1.3.1. We introduce the following notation for some important subgroups
of GL,(K), K € {R,C}:

1) The special linear group : SL,(K) := {g € GL,(K): detg = 1}.

(1)
(2) The orthogonal group : O, (K) := {g € GL,(K): g7 =g~ 1}.
(3) The special orthogonal group : SO, (K) := SL,(K) N O, (K).
(4)

4) The unitary group : U,(K) := {g € GL,(K): ¢* = g~'}. Note that U,(R) =
0, (R), but O0,(C) # U,(C).

(5) The special unitary group : SU,(K) := SL,,(K) N U, (K).

To see that these sets are indeed subgroups, one simply has to use that (ab) T =
bTa’, ab=ab and that
det: GL,(K) — (K*,-)

is a group homomorphism.

Lemma 1.3.2. (a) The groups U,(C),SU,(C), O, (R) and SO,(R) are compact.
(b) The groups SL,(K) and O, (C) are non-compact for n > 2.

Proof. (a) Since all these groups are subsets of M, (C) = C"*, we have to show that
they are closed and bounded.
Bounded: In view of

SOu(R) € 0,(R) C U, (C) and  SUL(C) C U, (C),
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it suffices to see that U, (C) is bounded. Let ¢1,..., g, denote the rows of the matrix
g € M, (C). Then g* = g~ is equivalent to gg* = 1, which means that g1, ..., g, form
an orthonormal basis for C" with respect to the scalar product (z,w) = Y 7_, 2;W;

which induces the norm ||z|| = /(z,2). Therefore g € U,(C) implies ||g;|| = 1 for
each j, so that U, (C) is bounded.
Closed: The functions

foh: My (K) — M, (K), f(A):=AA* -1 and h(A):=AAT —1
are continuous. Therefore the groups
U,(K):= f71(0) and 0,(K):=hr"'(0)

are closed. Likewise SL, (K) is closed, and therefore the groups SU, (C) and SO,,(R)
are also closed because they are intersections of closed subsets.

(b) Since SLy(R) C SLy(K) C SL,(K) and O3(C) C O,(C), we may assume that
n = 2 and show that SLy(R) and O2(C) are unbounded.

For SLa(R) this follows from

(é ”13) €SLy(R), for ze€R,

and for O3 (C) this follows from

cosh(t) —isinh(t)
(z’ sinh(¢)  cosh(t)

> € 0,(C) for teR. O

Proposition 1.3.3. (a) The group U, (C) is arcwise connected.
(b) The group O, (R) has the two arc components

SO,(R) and O,(R)_ :={g € O0,(R): detg = —1}.

Proof. (a) First we consider U, (C). To see that this group is arcwise connected, let

g € U, (C). Then there exists an orthonormal basis vy, ..., v, of eigenvectors of g. Let
A1, ..., A, denote the corresponding eigenvalues. We write u := (v1,...,v,) € U,(C)
for the matrix whose columns are vy,...,v,. Then u~tgu = diag(\1,...,\,) and the

unitarity of g implies that |A;| = 1, so that we find §; € R with \; = e%%. Now we
define a continuous curve

7:0,1] = Uy (C), ~(t) := udiag(e™™?, ..., )1,

We then have y(0) = 1, (1) = g, and each ~(¢) is unitary.
(b) For g € O,(R) we have gg' = 1 and therefore 1 = det(gg") = (det g)?. This
shows that

and both sets are closed in O,(R) because det is continuous. Therefore O, (R) is
not connected and hence not arcwise connected. If we show that SO, (R) is arcwise
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connected and z,y € O,(R)_, then 1,27y € SO,(R) can be connected by an arc
~:[0,1] — SO, (R), and then ¢ — zv(t) defines an arc [0,1] — O, (R)_ connecting z
to y. So it remains to show that SO, (R) is arcwise connected.

Let g € SO, (R). From Linear Algebra we know that there exists an orthogonal
matrix v such that ugu—! has the form

cosay —sinog
sin a1 CoS (]

COS vy, — SIN vy,
sin oy, COS (i,

1

The determinant of each two-dimensional block is 1, so that the determinant is the
product of all —1-eigenvalues. Hence their number is even, and we can write each
consecutive pair as a block

-1 0\ [cosm —sinm
0 -1/ \sinm cosm }°

cosoy —sinag
sin o CcoS (]

This shows that

1 COS @y, — SiD Qi
sin oy, COS (yp,

1
Now we obtain an arc v: [0,1] — SO, (R) with v(0) = 1 and (1) = g by

costay —sintog
sin tag costay

costa,, —sinta,,
sin tayy, costa,,
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O

1.4 From Local Data to Group Topologies

Lemma 1.2.1(v) implies in particular that a subset O C G is open if and only if for
each g € O the set g71O is a neighborhood of the identity element e. Let 4 := Uz (1)
denote the set of all neighborhoods of 1. Then the considerations from above imply
that the topology 7 on G is defined by

OCGopen << (VgeO0)(IU elU(1)) gU CO. (1.1)

This means that the topology on G is completely determined by the set . In this
sense we think of a topological group as a structure consisting of a group G and an
additional structure encoded in the system U of 1-neighborhoods. Our next step is to
make it more precise which systems of subsets occur as 4 for a group topology on G.

The following lemma describes how to construct a group topology on a group G,
i.e., a Hausdorff topology for which the group multiplication and the inversion are
continuous, from a filter basis of subsets which then becomes a filter basis of identity
neighborhoods for the group topology.

Definition 1.4.1. Let X be a set. A set § C P(X) of subsets of X is called a filter
basis if the following conditions are satisfied:

(F1) § #0.
(F2) Each set F' € § is nonempty.
(F3) A/ Beg=(3CeF) CCANB.

Example 1.4.2. (a) If (X, 7) is a topological space and € X, then the set Ux (z) =
iU(z) of all neighborhoods of z is a filter, called the neighborhood filter of x.
Any non-empty system B of neighborhoods of  with the property

(VU € W(z)) (3B €B) BCU

is called a basis of neighborhoods of x. This implies that B is a filter basis generating
the filter ().

Lemma 1.4.3. Let G be a topological group and F be a filter basis of $a(e). Then
(U0) N ={1}.

(Ul) (YU €33V € ) VV CU.

(U2) (VU eF@Veg VIicU

(U3) (VU €F)(VgeG)AV eF) gVg ' CU.

Proof. (U0) follows from the fact that G is separated.

(U1) follows from the continuity of the multiplication map in (1, 1).

(U2) follows from the continuity of the inversion map in 1.

(U3) follows from the continuity of the conjugation map ¢, in 1. O
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Lemma 1.4.4. Let G be a group and § a filter basis of subsets of G satisfying
U0) NF ={1}.

Ul) (VU eF(BV e VV CU.

U2) WUeF@EFVeF VIcU.

(U0)
(U1)
(U2)
(U3) (VU €3)(Vg € G)3FV €F) gVg~' CU.

Then there exists a unique group topology T on G such that § is a basis of 1-neighborhoods
in G. This topology is given by

T={0CG: (VgeO)3FV eF) gV CO}.

Proof. First we show that 7 is a topology. Clearly 0, G € 7. Let (U;);jcs be a family
of elements of 7 and U := UjeJ U;. For each g € U, there exists a jo € J with g € U},
and a V € § with gV C U;; € U. Thus U € 7 and we see that 7 is stable under
arbitrary unions.

If U;,U; € 7 and g € Uy N Us, there exist V4,V € § with gV; C U;. Since F is
a filter basis, there exists V3 € F with V3 C V; N V5, and then gV3 C U; NU;. We
conclude that U; N Us € 7, and hence that 7 is a topology on G.

We claim that the interior U of a subset U C G is given by

Uy ={uecU: 3V eF)uV CU}.

In fact, if there exists a V € F with uV C U, then we pick a W € F with WW C V
and obtain uWW C U, so that uWW C U;. Hence U; € 7, i.e., U is open, and it clearly
is the largest open subset contained in U, i.e., Uy = U°. It follows in particular that
U is a neighborhood of ¢ if and only if ¢ € U°, and we see in particular that F is a
neighborhood basis at 1. The property (| F = {1} implies that for z # y there exists
UcFwithy 'z gU. For Ve F withVV CU and W € F with W~! C V we then
obtain y~lo ¢ VW1 ie., 2W NyV = . Thus (G, 7) is a Hausdorff space.
To see that GG is a topological group, we have to verify that the map

F:GxG—G, (ry)—ay

is continuous. So let z,y € G, U € F and pick V € F with yVy ' CU and W € F
with WW = C V (cf. (U2/3)). Then

FaW,yW) =aWW ly™ = ay ly(WW )y Cay 'yVy ' Cay 'U

implies that f is continuous in (z,y).

The preceding arguments show that 7 is a group topology on G for which F is a
basis of 1-neighborhoods. That 7 is uniquely determined by this property follows from
(1.1). O

Lemma 1.4.5. Let G be a group and U = U~ a symmetric subset containing 1. We
further assume that U carries a Hausdorff topology for which
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(T1) D := {(z,y) € U xU:ay € U} is an open subset of U x U and the group
multiplication my: D — U, (x,y) — xy is continuous,

1

(T2) the inversion map vy: U — U,u — u™" is continuous, and

(T3) for each g € G, there exists an open 1-neighborhood U, in U with cy(Uy) C U,
such that the conjugation map cy: Uy — U, x +— grg~! is continuous.

Then there exists a unique group topology on G for which the inclusion map U — G
1s a homeomorphism onto an open subset of G.
If, in addition, U generates G, then (T1/2) imply (T3).

Proof. First we consider the filter basis § of 1-neighborhoods in U. Then (T1) implies
(U1), (T2) implies (U2), and (T3) implies (U3). Moreover, the assumption that U
is Hausdorff implies that (& = {1}. Therefore Lemma 1.4.4 implies that G carries
a unique structure of a (Hausdorff) topological group for which § is a basis of 1-
neighborhoods.

We claim that the inclusion map U — G is an open embedding. So let x € U.
Then

Us:=UnNa'U={yeU: (z,y) € D}

is open in U and A, restricts to a continuous map U, — U with image U,-:. Its inverse
is also continuous. Hence A\Y: U, — U, -1 is a homeomorphism. We conclude that the
sets of the form V', where V a neighborhood of 1, form a basis of neighborhoods of
z in the topological space U. Hence the inclusion map U — G is an open embedding.

Suppose, in addition, that G is generated by U. For each g € U, there exists an
open 1-neighborhood U, with gU, x {g~*} C D. Then ¢,(U,) C U, and the continuity
of my implies that cg|Ug U, — U is continuous.

Hence, for each g € U, the conjugation c, is continuous in a neighborhood of 1.
Since the set of all these g is a submonoid of G containing U, it contains U"™ for each
n € N, hence all of G because G is generated by U = U~!. Therefore (T3) follows
from (T1) and (T2). O

Quotient groups

Proposition 1.4.6. Let G be a topological group and H 1 G a closed normal sub-
group. Then the quotient topology turns G/H into a topological group. The quotient
homomorphism q: G — G/H, g — gH is continuous and open.

Proof. On G/H we consider the filter basis
§:={UH:U € tc(1)}

and verify the conditions (U0)-(U3) from Lemma 1.4.4.
(U0): NS = Nyeusa) UH = H = H follows from Lemma 1.2.1.
(U1) follows from (VH)(VH)=V?H CUH for V2 C U.
(U2) follows from (UH) ' = HU ' =U"'H.
(U3) follows from (¢H)(UH)(gH)™! = (gUg ')H for g € G.
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Now Lemma 1.4.4 implies the existence of a unique group topology on G/H for
which § is a basis of Uq/r(1).

We consider the quotient homomorphism ¢: G — G/H. Then ¢~ '(UH) contains
U for each U € Ug(1), and therefore g is continuous in 1, hence continuous (Exer-
cise 1.1.3). Moreover, for each open e-neighborhood U C G the set

4(U)=UH

is an identity neighborhood in G/H, showing that ¢ is open (Exercise 1.1.3).

If O C G/H is an open subset, then ¢~1(O) is open because ¢ is continuous.
If, conversely, ¢~1(O) is open for a subset O C G/H, then O = ¢(¢~'(O)) and the
openness of ¢ entail that O is open. Therefore the topology on G/H coincides with the
quotient topology with respect to the equivalence relation x ~ y = xH = yH. O

Homomorphisms of topological groups

In the following we call a continuous homomorphism ¢: G — H of topological groups
simply a morphism of topological groups. These are the mappings between topological
groups which are compatible with the topological structure and the group structure.
In the same spirit an isomorphism of topological groups is a morphism ¢: G — H for
which there exists a morphism ¢: H — G with ¢ o9 =idy and ¥ o ¢ = idg. This is
equivalent to ¢ being bijective, continuous, and open.

We recall that for each morphism ¢: G — H of topological groups, the kernel
ker(p) = ¢~ %(1) is a closed normal subgroup, so that the quotient group G/ ker ¢
inherits a natural Hausdorff group topology. Let 7: G — G/ ker ¢, g — g-ker ¢ denote
the quotient map. Then 7 is open and continuous (Proposition 1.4.6), and ¢ induces
an injective group homomorphism

©: G/kero — H, g-kerpr— p(g) satisfying ¢ =pomr.

This is called the canonical factorization of p, because it expresses ¢ as a composition
of a surjective open morphism and an injective morphism (Verify the continuity of 3!).

Lemma 1.4.7. For a surjective morphism @: G — H of topological groups the follow-
ing are equivalent:

(i) ¢ is open.

(ii) The induced injective morphism @: G/ kero — H,gker¢ — ©(g) is an isomor-
phism of topological groups.

Proof. Let m: G — G/ ker ¢ denote the quotient map and recall from Proposition 1.4.6
that 7 is an open morphism of topological groups satisfying @ om = ¢. The continuity
of the group homomorphism @ follows from the universal property of the quotient
topology on G/ ker ¢ and the continuity of p = @ o 7.

(i) = (ii): Since P is a bijective morphism of topological groups, it suffices to show
that @ is an open map. So let O C G/ ker ¢ be an open set. Then

?(0) = p(r~1(0))
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is an open subset of H because ¢ is open and 7 is continuous.
(ii) = (i): Since ¢ = Por is a composition of two open maps, it is an open map. O
Example 1.4.8. (The torus groups) We consider the n-torus
"= {z € O (V)] = 1},
which is a compact abelian group. We have a surjective continuous homomorphism

¢:R*" ->T", =z (egmml,...,ezmx")

whose kernel is Z". We claim that the induced homomorphism
q:RY/Z" - T", T=x+7Z"+ q(x)

is a homeomorphism, hence an isomorphism of topological groups. We have already
seen above that g is continuous. By definition, it is bijective.

Finally we observe that R™/Z™ = g([0,1]™), and since the cube [0, 1] is compact,
the quotient group R™/Z"™ is compact. Now our claim follows from the fact that con-
tinuous bijections between compact spaces are homeomorphisms (Proposition A.4.4).

Exercises for Section 1.4

Exercise 1.4.1. Let H be a closed subgroup of the topological group G. We endow
the coset space G/H with the quotient topology and consider the left multiplication
action 0: G x G/H — G/H,(g,xH) — gxH. Show that:

(1) The quotient map ¢q: G — G/H, g — gH is an open continuous map.
(2) The action o: G x G/H — G/H is continuous.

Exercise 1.4.2. Let
"={x e R, lz|l2 =1}

denote the n-sphere. Show that

(i) o(g,x) := gz defines a continuous action of G := O,,41(R) on S™.

(ii) This action is transitive.

(iii) The stabilizer G, of the first basis vector e; is isomorphic to O, (R).
(

iv) The orbit map O,+1(R) — S™, g — ge; factors through a homeomorphism

0,41(R)/ On(R) — S™.



Chapter 2

The Exponential Function of a
Banach Algebra

In this chapter we study one of the central tools in Lie theory: the exponential function
of a Banach algebra, the natural generalization of the matrix exponential function. It
has various applications in the structure theory of Lie groups. First of all, it is naturally
linked to one-parameter subgroups, and it turns out that the local group structure of
A* for a unital Banach algebra A in a neighborhood of the identity is determined by
its one-parameter subgroups via the Hausdorff series.

In Section 2.1, we discuss some basic properties of the exponential function of A
and in Section 2.2 we then turn to the logarithm function.

Throughout we shall use the concept of a smooth function on a domain in a Banach
space for which we refer to Appendix B.

2.1 Elementary Properties of the Exponential Func-
tion

Let A be a unital Banach algebra. For 2 € A we define
N
— 2.1
el 2
k=0

The absolute convergence of the series on the right follows directly from the estimate

oo o0

> gyl < 3 el =t

k=0 k=0

N“p—\

and the Comparison Test for absolute convergence of a series in a Banach space. We
define the exponential function of A by

xT

exp: A — A, exp(x) :=e".

19
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Lemma 2.1.1. Let z,y € A.
(i) If xy = yx, then exp(x +y) = exprexpy.
(i) exp(A) C AX, exp(0) =1, and (expxz)~! = exp(—x).
(ili) For g € A* we have ge®g~! = 979 .
(iv) exp is smooth.
(v) dexp(0) =id4, and for xy = yx we have

dexp(z)y = exp(z)y = y exp(x). (2.2)

Proof. (i) Using the general form of the Cauchy Product Formula (Exercise 2.1.2), we
obtain

(ii) From (i) we derive in particular exp x exp(—z) = exp 0 = 1, which implies (ii).

(iii) is a consequence of gz"g~! = (gxg~!)™ and the continuity of the conjugation
map ¢, (x) := grg~! on A.

(iv) For this point we shall use the tools from Appendix B. We write the exponential
function as exp(z) = >~ cn(x,...,x) for

(X1, Xy) 1= —=X1 - Ty

Then each ¢,: A" — A is a continuous n-linear function with [jc,|| < 1/nl. In
particular, > |c,||r™ converges for every r > 0, so that Theorem B.3.7 implies that
exp is smooth with

dexp(0) = Z de,, (0).

As ¢, is n-linear, we have dc,(0) = 0 for n > 1 (cf. Lemma B.2.3), so that the only
contribution comes from ¢;(z) = = with de; (0) = ¢; = id 4.

(v) We have just seen that dexp(0) = id4. Assume that x and y commute. For
t € R, the relation

exp(z + ty) = exp(z) exp(ty)
now leads to
dexp(z)y = exp(z)dexp(0)y = exp(z)y = y exp(x). O
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Remark 2.1.2. (a) For n = 1, the exponential function
exp: R = M, (R) - R* 2 GL,(R), z— e€"

is injective, but this is not the case for n > 1. In fact,

0 —2m 1
FPlor o o

ox 0 —t\ (cost —sint teR
P\t 0) 7 \sint cost )’ '

This example is the real picture of the relation e>™ = 1.

follows from

Product and commutator formula

Definition 2.1.3. A one-parameter (sub)group of a group G is a group homomor-
phism v: (R,4+) — G. The following result describes the differentiable one-parameter
subgroups of A*.

Remark 2.1.4. In the proof of the following theorem, we shall need Banach space
valued Riemann integrals. The existence of the Riemann integral

/a " oft) dt

of a continuous curve «: [a,b] — F with values in a Banach space F is proved with
exactly the same arguments as for real-valued integrals. If « is a step function, i.e.,
constant on the intervals |x;, z; 1] for some partition

a=zo<21<...<2,=0b

and & €]x;, ;41[, then the integral is simply given by

In this case the relation
b n—1 b
| [ atwar] < Xt~ ttateat = [ o a
a i=0 a

follows from the triangle inequality. For general continuous curves, this relation is
obtained by passing to the limit on both sides:

H /aboz(t) ]| < /ab la(t)]] dt. (2.3)
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Theorem 2.1.5. (Automatic smoothness of one-parameter groups) For each x € A,
the map
Yo (R, 4+) = A, t— exp(tz)

18 a smooth group homomorphism solving the initial value problem
v(0)=1 and AL(t) =v.(t)x forteR.
Conversely, every continuous one-parameter group v: R — A* is of this form.

Proof. In view of Lemma 2.1.1(i) and the differentiability of exp in 0, we have

Jim (ot 4 h) — 72 (1)) = i T (1) (h) — 72 (1)

: 1 hz _
= (1) }llli% 7 (e"* = 1) = v, (t)z.
Hence 7, is differentiable with . (t) = xv,(t) = 7, (t)z. From that it immediately

follows that -, is smooth with v(n)( t) = ", (t) for each n € N.
We first show that each one-parameter group v: R — A* which is differentiable
in 0 has the required form. For x :=+/(0), the calculation

v (t) = lim Att+s) =) _ = lim (¢ )M

s—0 S s—0 S
implies that - is continuously differentiable. Therefore

D (1) = e (1) + e/ (1) = 0
implies that e ™"~ (t) = v(0) = 1 for each t € R, so that (t) = e'*.

Eventually we consider the general case, where v: R — A is only assumed to
be continuous. The idea is to construct a differentiable function 4 by applying a
smoothing procedure to v and to show that the smoothness of 4 implies that of v. So
let f: R — R, be a twice continuously differentiable function with f(t) = 0 for [¢t| > ¢
and [, f(t)dt =1, where € is chosen such that ||y(¢) — 1|| < 1 holds for [¢| <e.

We deﬁne

30 = [ (e =3) s =2(0) [ 109 ds =) [ son(-s)ds

Here we use the existence of Riemann integrals of continuous curves with values in
Banach spaces (Remark 2.1.4). Change of Variables leads to

A(t) = / £(t = s)y(s) ds

which is differentiable because

(t+h /ft+h—s Flt—s)

~(s) ds
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and the functions f;(t) := w converge uniformly for h — 0 to f’ (this is a

consequence of the Mean Value Theorem). We further have

[ soneaas-a = | [ 1660~

</ F®)v(=s) —1llds < § i f(s) ds =1,

because of the inequality || [ h(s) ds|| < [||h(s)||ds (cf. (2.3) in Remark 2.1.4).

Let g :== [°_f(s)y(—s)ds. In view of [|g— 1| < & we have g € A* (see the proof of
Proposition 1.1.9) and therefore v(t) = 7(t)g~'. Now the differentiability of 5 implies
that « is differentiable, and one can argue as above. O

The local inverse

Proposition 2.1.6. There exists an open 0-neighborhood U in A, for which he map
exp|p: U — A*

is a diffeomorphism onto an open neighborhood of 1 in A*.

Proof. We have already seen that exp is a smooth map, and that dexp(0) = idy
(Lemma 2.1.1). Therefore the assertion follows from the Inverse Function Theorem.
O

If U is as in Proposition 2.1.6 and V = exp(U), we define
logy: = (exply)™':V = U C A.
We shall see below why this function deserves to be called a logarithm function.

Theorem 2.1.7. (No Small Subgroup Theorem) There exists an open neighborhood
V of 1 in A* such that {1} is the only subgroup of A* contained in V.

Proof. Let U be as in Proposition 2.1.6 and assume further that U is convex and
bounded. We set U; := %U and observe that V := exp U; is an open 1-neighborhood
in A. Let G C V be a subgroup of A* and g € G. Then we write ¢ = expz with
z € Uy and assume that  # 0. Let k € N be maximal with kz € U; (the existence of
k follows from the boundedness of U). Then

exp(k+ Dz =gl eGCV

implies the existence of y € Uy with exp(k + 1)x = expy. Since (k+ 1)x € 2U; = U
follows from £t € [0,k]z C Uy, and exp |y is injective, we obtain (k+ 1)z =y € Uy,

contradicting the maximality of k. Therefore g = 1. U
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Exercises for Section 2.1
Exercise 2.1.1. Let Y be a Banach space and ay, m,, n,m € N, elements in Y with

Z Ha'n,m” ‘= sup Z Ha'n,m” < 0.
o NeN

n,m<N

(a) Show that

0o 00 oo 0o
A:ZZZ@n,m:ZZan,m

n=1m=1 m=1n=1

and that both iterated sums exist.

(b) Show that for each sequence (S, )nen of finite subsets S, C N x N, n € N, with
Sy € Spt1 and |, S = N x N we have

A= lim Z aj k-
n—oo
(4,k)€Sn

Exercise 2.1.2. (Cauchy Product Formula) Let X,Y,Z be Banach spaces and
B: X xY — Z a continuous bilinear map. Suppose that if 2 := Y °  z,, is absolutely
convergent in X and if y :== "7 v, is absolutely convergent in Y, then

o0 n

5(1’7y) = Z Zﬂ(xka ynfk)'

n=0 k=0
Hint: Use Exercise 2.1.1(b).

Exercise 2.1.3. The function

e*%, fort >0

P R—R, t+—
0, fort <0

is smooth. Hint: The higher derivatives of e~ * are of the form P(t~!)e~*, where P

is a polynomial.
(b) For A > 0 the function ¥(t) := &(¢)®(\ —¢) is a non-negative smooth function
with supp(¥) = [0, A].

Exercise 2.1.4. (A smoothing procedure) Let f € C}(R) be a C'-function with
compact support and v € C(R, E), where F is a Banach space. Then the convolution

h:=f*v:R— E, t|—>/f(s)'y(t—s) ds:/f(t—s)'y(s) ds
R R
of f and + is continuously differentiable with h’ = f’ x . Hint:

[f=sneras= [ je—snts) ds.
R t—supp(f)



2.1. THE EXPONENTIAL FUNCTION 25

Exercise 2.1.5. Show that for A := C(S!,C) the exponential function
exp: A— A =C(S',C*), ar e

is not surjective. It requires some covering theory to determine which elements f €
C(St,C*) lie in its image. Hint: Use the winding number with respect to 0.

Exercise 2.1.6. Show that for the Banach algebra A := L*°(]0, 1], C), the exponential
function

exp: A— A%, ar e
is surjective.

Exercise 2.1.7. (a) Calculate 'V for t € K and the matrix

01 0 ... 0
.0 1 0 -

N=]- ] e Mu(K).
0 0

(b) If A is a block diagonal matrix diag(Aj, ..., Ay), then e is the block diagonal
matrix diag(e?t, ..., edr).
(c) Calculate e!” for a matrix A € M,,(C) given in Jordan normal form. Hint: Use

(a) and (b).

Exercise 2.1.8. For A € M, (C) we have e = 1 if and only if A is diagonalizable
with all eigenvalues contained in 27iZ.

Exercise 2.1.9. Let V C M, (C) be a commutative subspace, i.e., an abelian Lie
subalgebra. Then A :=e" is an abelian subgroup of GL,,(C) and

exp : (V,+) = (4,)

is a group homomorphism whose kernel consists of diagonalizable elements whose eigen-
values are contained in 27iZ.

Exercise 2.1.10. Let D € M, (K) be a diagonal matrix. Calculate its operator norm
with respect to the euclidean norm on K”.

Exercise 2.1.11. Let A € M, (C). Show that the set e®4 = {e*4 : t € R} is bounded
in M, (C) if and only if A is diagonalizable with purely imaginary eigenvalues.

Exercise 2.1.12. Let U € M,,(C). Then the set {U": n € Z} is bounded if and only
if U is diagonalizable and Spec(U) C {z € C: |z| = 1}.
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2.2 The Logarithm Function

To deal with the logarithm function of a Banach algebra, we need some tools to verify
identities such as exp(log(z)) = x. The following proposition provides a natural tool.
It shows in particular that inserting elements of a Banach algebra in power series is
compatible with composition.

In the following we write K[[z]] for the space of all formal power series

f(z) = Z anz”, a, €K
n=0
in the variable z. For r € [0, co[ we define
11l := D lanlr™ € 10, o],
n=0

We write K][z]], for the subset of all power series with ||f]|, < oco. Note that this
implies that f converges uniformly to a function on the closed disc of radius r in K.

Proposition 2.2.1. Let A be a unital Banach algebra.

(1) Ifz € A and f € K[[z]], for some r > ||z||, then f(z) := Y " a,z" converges
absolutely with
If @ < [1f]l

For two power series f(z) =Y, anz™ and g(z) = >, bpz™ with || f|», ||g||» < oo,
we also have the product formula

(/- 9)@) = f@)g@),  where (f-9)(=):= > (D anbus)s”  (24)
n=0 k=0

is the power series defined by the Cauchy product of f and g.
(2) Suppose that f(z) = > 0" janz™ € K[[2]], and g(z) = > 0o, bpz" € 2K[[z]] satis-

n=1

fies ||glls < r. We define the power series f o g by formal composition:

n

(fog)(z) ::chzna anzak Z bil th

Then ||f oglls < || fllr, and for any x € A with |z|| < s the element g(z) exists

with ||g(x)|| < r, and we have the Composition Formula:
Fg(x)) = (f o g)(x). (2.5)

Proof. (1) The convergence of f(x) follows immediately from

D llana™ | <D lanllizl™ < Y lanlr™ = [1f]»
n n n
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and the Domination Test for absolutely converging series in a Banach space. We also
obtain immediately the estimate || f(z)|| < || f]|-.

If || fll- llgll» < oo, then (2.4) follows from the Cauchy Product Formula (Exer-
cise 2.1.2) because the series f(x) and g(x) converge absolutely.

(2) To see that ||f o g||s < 0o, we calculate

Z\Cn\s <ZZ|ak\ o [bulcfbils”

n k=0 P14 Fi=n

< Z Janl D Do bul i ls™ =D laxlllglle
k=0

k=0 no i1t tig=n

<D laglr™ =If ]

k=0

8

For ||z|| < s we obtain from (1) the relation ||g(x)|| < ||g]|s, so that

) = ang(x)
n=0

is defined. Applying the Product Formula to the powers of g, we further obtain
g(z)™ = (¢g™)(x), so that the polynomials fx(z) := ZnN:o anz™ satisfy

Zang NOQ)( )

n=0

Next we observe that
[fog—fyoglls=I(f—fn)oglls <If - fxll- — 0,

so that

fn(g(@)) = (fv o g)(x) — (f o g)(=).
Since we also have fn(g(x)) — f(g(z)) by definition, the Composition Formula is
proved. O

Next we apply the preceding results to the logarithm series. Since this series has
the radius of convergence 1, it defines a smooth function A* 2 B;(1) — A, and we
shall see that it provides an inverse of the exponential function.

Lemma 2.2.2. The series log(1 + z) :== > o, (— )’”” converges for x € A with
|z <1 and defines a smooth function

log: B1(1) — A.
For ||z|]| <1 and y € A with zy = yx we have

(dlog)(1 + z)y = (1 + ) ty.
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Proof. The convergence follows from

o

k
Z(—l)kH% =log(l+r) <o
k=1

for |r| < 1, so that the smoothness follows from Theorem B.3.7.
If z and y commute, then the formula for the derivative in Theorem B.3.7 leads to

(Dt ty = (1 +2) Yy

M8

(dlog)(1 +a)y =
k

1

(see the proof of Proposition 1.1.9). O
Proposition 2.2.3. (a) For z € A with ||z|| < log2 we have

log(expz) = x.
(b) For a € A* with ||a — 1|| < 1 we have exp(loga) = a.

Proof. (a) We apply Proposition 2.2.1 with g(z) = exp(z) — 1 € (1,5, K[[z]]s and
log(1 + z) € K[[z]], for any < 1. For s < log2 we then have ||g|]|]s < e —1 < 1.
We thus obtain log(expz) = log(1l + (expz — 1)) = =z for ||z|| < log2 from the
formal relation (logoexp)(z) = z, which follows from the corresponding relation for
the associated function on the real interval | — log 2, log 2[.

(b) Next we apply Proposition 2.2.1 with f(z) = exp(z) and g(z) = log(1 + z) to
obtain exp(loga) = a for |la — 1| < 1. O

Product and Commutator Formula

We have seen in Lemma 2.1.1 that the exponential image of a sum x + y can be
computed easily if £ and y commute. In this case we also have for the commutator
[z,y] := a2y — yx = 0 the formula exp[xz,y] = 1. The following proposition gives a
formula for exp(z + y) and exp([z,y]) in the general case. The most natural way to
obtain this formula, is by deriving it from the following lemma.

Lemma 2.2.4. Let € > 0 and v: [0,¢] — A be a continuous curve with v(0) = 1. If
~'(0) exists, then

17 ’
lim 7(,) =7 O,

n— oo n
If, in addition, v'(0) = 0, v is C', and 7" (0) ewists, then

) | NG
lim 7(7) =e 2 .

n—oo n
Proof. Since exp maps a neighborhood of 0 diffeomorphically onto a neighborhood
of 1 and dexp(0) = idy4, we can, after possibly shrinking e, write v(t) = e*® with
B8(0) =0 and §'(0) = 4/(0). Then

1 n ’
1mﬂ):mw%ug@

n— o0 n n— o0
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follows from (3(+)n — '(0) and the continuity of exp.
If, in addition, 7/(0) = 0, v is C! and y := 7" (0) exists, then we put §(¢) := v(v/1).
Then the Fundamental Theorem of Calculus implies that

Vi t
5(t) = / V() dr = / %ﬁwmms,

and since the continuous integrand converges to y/2 for s — 0, we obtain for its mean
value lim;_,g 6(t)/t = y/2. This shows that ¢’(0) = y/2 exists. From above we now

obtain ) )

. 1\™ . 1\ /2

lim 'y(—) = lim 6(—2) =e¥/=. O
n—oo n n—0o0 n

Example 2.2.5. Applying the preceding lemma to the smooth curve (t) := 1 + tz,
we obtain the well-known formula

x n
lim (1 + 7> =e"
n— oo n
for the exponential function.

If g, h are elements of a group G, then (g, h) := ghg='h™?! is called their commu-
tator. On the other hand, we call for two element a,b € A the expression

[a,b] := ab — ba
their commutator bracket.

Proposition 2.2.6. For z,y € A, the following assertions hold:

(i) limg_ oo (e%f’:e%y)k = ¥ (Trotter Product Formula).

2
(ii) limg—eo (B%Ie%ye’%xe’%y)k = ™~ ¥" (Commutator Formula).

Proof. To obtain the product formula, we consider the smooth curve y(t) := ef%et¥

with v(0) = 1 and 4/(0) = = + y (Product Rule). The assertion now follows from
Lemma 2.2.4.
For the commutator formula, we consider the smooth curve y(t) := et®e¥e e,

Then €' =1 + tz + %xg + O(t?) leads to

t? ) 2 .
'ﬂﬂ:(1+tﬂ+§m2+0@ﬂﬂ1+fy+§y2+0@ﬂ)
2 2

(1 —to+ 52+ O()) (1 -ty + 5o° + O())
=1+tlr+y—x—y) +3@* + 92 +ay —2* — 2y —yx — v +2y) + O(t%)
=1+ t*(zy — yx) + O(t%).

This implies that 4/(0) = 0 and 7”(0) = 2(zy — yx). Therefore the Commutator
Formula follows from the second part of Lemma 2.2.4. O
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2.3 The Baker—-Campbell-Dynkin—Hausdorff Formula

In this section we derive a formula which expresses the product exp x exp y of two suffi-
ciently small elements as the exponential image exp(z*y) of an element x xy which can
be described in terms of iterated commutator brackets. This implies in particular that
the group multiplication in a small 1-neighborhood of A* is completely determined
by the commutator bracket. To obtain these results, we express log(exp xexpy) as a
power series x * y in two variables. The (local) multiplication * is called the Baker—
Campbell-Dynkin—Hausdorff multiplication and the identity

log(expzexpy) =z *y

the Baker—Campbell-Dynkin—Hausdorff formula (BCDH). To make x *y more explicit,
we need some preparation. We start with the adjoint representation of A*. This is
the group homomorphism

Ad: A* — Aut(A), Ad(g)r = gzg™ !,

where Aut(A) stands for the group of algebra automorphisms of A. For z € A, we
further define a linear map representation

ad(z): A — A, adz(y) = [z,y] = 2y — yz.
Lemma 2.3.1. For each x € A,
Ad(expz) = exp(ad ). (2.6)
Proof. We define the linear maps
Aot A— A, y+— ay, pe: A— Ay yx.
Then A;p, = pzA; and adx = A\, — p,, so that Lemma 2.1.1(ii) leads to

T A

Ad(expa)y = e"ye @ = erve Pry = Mo TPry = 247

This proves (2.6). O

Proposition 2.3.2. Let x € A and Aexp(y) = (exp )y be the left multiplication by
expx. Then

1 7efad93

adz

dexp(z) = Aexpz © A= A,

where the fraction on the right means ®(ad ) for the entire function

1—e* L (—2)F
)= = G

0
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Proof. Let a: [0,1] — A be a smooth curve. Then the map

v: (0,17 — A, A(t,s) = exp(—sa(t))% exp(sa(t))

is C! in each argument and satisfies (¢,0) = 0 for each t. We calculate

) (1,5) = expl(—sa() - (~a (1)) 4 explsa()
+exp(-sa(t)) - (alt) exp(sa(t))

= exp(—sa() - (~a(t)) % exp(sar)

+ exp(—sa(t)) - (o/(t) exp(sa(t)) + a(t)% exp(sa(t)))
= Ad(exp(—sa(t)))e/(t) = e~ *2dB o/ (¢).

Integration over [0, 1] with respect to s now leads to
1 1
y(t, 1) = ~(t,0) + / e—sadal®o/(t) ds = / e—s2del® ds. o/ (t).
0 0
Next we note that, for x € A,
1 1 o k o0 1 .k
Csadz (—adzx) s
/0 e’ d“ds:/o ZTSkds: Z(—adx)k ; Hds
k k=0
B = (—adzx) B
We thus obtain for a(t) = z + ¢ty with a(0) = z and &’(0) = y the relation

1
exp(—z)dexp(z)y =(0,1) = / e *2d%y ds = ®(ad 2)y. O
0

Remark 2.3.3. The explicit formula for the derivative of the exponential function can
be written in many different ways. Here is another one which is sometimes convenient:

de () m]‘—eiadm mic: (_1)k (ad )k
X = _— =
PV =e a7 S Y

1 1 1
_ e:v/ efsadwy ds = ex/ 675$y68w ds = / 6(175)wy68$ ds.
0 0 0

Lemma 2.3.4. For
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and

—~

Czlogz | = (—1)F &
U(z) = 1 '7Z];)k‘+1(271) for|z—1] <1,

we have
U(e*)P(z) =1 for zeC,|z| <log2.

Proof. If |z| < log2, then |e* — 1] < 1 and we obtain from log(e*) = z:

e’z 1—e™*

U(e*)P(z) = =1 O

e —1 z

In view of the Composition Formula (2.5) (Proposition 2.2.1), the same identity as
in Lemma 2.3.4 holds if we insert matrices L € £(.A) with ||L|| < log2 into the power
series ® and W:

U(exp L)P(L) = (P oexp)(L)P(L) = ((Poexp) - P)(L) =id4. (2.7)

Here we use that ||L|| < log2 implies that all expressions are defined and in particular
that ||exp L — 1|| < 1, as a consequence of the estimate

Jexp L — 1] < el — 1. (2.8)

The derivation of the BCDH formula follows a similar scheme as the proof of
Proposition 2.3.2. Here we consider x,y € A with ||z||, ||y| < log V2. For ||z, ||ly|| < 7,
the estimate (2.8) leads to

lexprexpy — 1| = [[(expz — 1)(expy — 1) + (expy — 1) + (expz — 1)||
<llexpz — 1| - [lexpy — 1| + [[expy — L[| + [|expa — 1|
<(em=1)2 42" —1)=¢* — 1.

For 7 < logv/2 = %logZ and |t| < 1, we obtain in particular
|exprexpty —1|| < 8% —1=1.

Therefore exp x exp ty lies for |¢t| < 1 in the domain of the logarithm function (Lemma 2.2.2).
We therefore define for t € [—1,1]:

F(t) = log(exp x exp ty).

To estimate the norm of F(t), we note that for g := expzexpty, |t| < 1, and
llz]l, ||yl < r we have

= g — 1)
oggll < 3~ M= = ~tog(1 — flg — 1)
k=1

< —log(l — (e*" — 1)) = —log(2 — *").
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For r := $log(2 — g) < 1052 = logv/2 and ||z, ||ly|| < r, this leads to
IE ()] < —log(2 — ") = log(J5) = log(v/2). (2.9)
Next we calculate F'(t) with the goal to obtain the BCDH formula as F(1) =
F(0) + fol F'(t) dt. For the derivative of the curve t — exp F(t), we get

(dexp)(F(t))F'(t) = %exp(F(t)) = %expxexpty

= (exprexpty)y = (exp F(t))y.

Using Proposition 2.3.2, we obtain

y = (exp F(t))_l(dexp) (F(t))F/(t)
1—e" ad F'(t) , ,

We claim that || ad(F(t))|| < log2. From |lab — ba| < 2||al| ||b]] we derive
lladal < 2|l for a€ A
Therefore, by (2.9),
lad F(1)]| < 2| F(t)]| < 21og(v2) = log2,
so that (2.10) and (2.7) lead to
F'(t) = ®(ad F(t)) 'y = ¥ (exp(ad F(t)))y. (2.11)

Proposition 2.3.5. For z,y € A with ||z|, |y|| < 3 log(2 — %), we have

1
log(exprexpy) = x —|—/ U (exp(adz) exp(tady))ydt € A,
0

zlog z .
for W(z) = Z24% as in Lemma 2.3.4.
Proof. Lemma 2.3.1 and the preceding remarks lead to

exp(ad F'(t)) = Ad(exp F(t)) = Ad(expzexpty) = Ad(exp z) Ad(expty)
= exp(ad z) exp(ad ty).

With (2.11), this leads to
F'(t) = V(exp(ad F(t)))y = ¥(exp(adz) exp(ad ty))y.

Moreover, we have F'(0) = log(expx) = x. By integration we therefore obtain

1
log(exprexpy) =z + / U (exp(adz) exp(tady))y dt. O
0
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Proposition 2.3.6. For z,y € A and ||z|, |ly| < §log(2 — ‘f),

x *y := log(exp xexpy)

=+

Z (—1)* (adz)Pr(ady)? ... (ad z)P* (ad y)?* (ad )™
o k+D(@+...+qg+1) pilgi!. .. prlgr!m!
pi+q;>0

Proof. We only have to rewrite the expression in Proposition 2.3.5:

/ U (exp(ad z) exp(ad ty))y dt

N
/£ *(exp(adz)exp(ad ty) — id ) (exp(ad z) exp(ad ty))y dt

(k+1)

(ad z)Pr (ad ty)? ... (ad z)P* (ad ty)?
][ = k‘+—1 pilqi!. . prlar!
p;+q;>0

3 (—1V“<adaom<ady>%...<ada»pk<ady>w«adavm/l/“tql%”+qkdt
e (k+1) pilq! ... prlgg!m! Y 0
Pi+a; >0
_ (—=1)*(ad z)Pr (ad y)9 ... (ad 2)P* (ad y)9* (ad )™y
_k;; (k+1)(q1+.. . +a+Dpilai! . opplgg!m!

Pi+q;>0

exp(ad z)y dt

The series in Proposition 2.3.6 is called the Hausdorff Series. For practical purposes
it often suffices to know the first terms of the Hausdorfl Series:

Corollary 2.3.7. For z,y € A and ||z, |ly| < %log(2 — @)

)

Ll lgl) + gl lyal) +

m+m

1
rry=a+y+ e,

Proof. One has to collect the summands in Proposition 2.3.6 corresponding to
Pptat.. tpetagt+m<2 O



Chapter 3

Linear Lie Groups

In Section 3.1 we use the exponential function to associate to each closed subgroup
G C A* a Banach-Lie algebra L(G), called the Lie algebra of G. We then show that
the elements of L(G) are in one-to-one correspondence with the one-parameter groups
of G and study some functorial properties of the assignment L: G — L(G). Section 3.2
is devoted to some tools to calculate the Lie algebras of closed subgroups of A.

3.1 Closed Subgroups of Banach Algebras

We call a subgroup G C A* of a unital Banach algebra A a linear group. In this
section we shall use the exponential function to assign to each closed linear group G a
vector space
L(G) :={z € A: exp(Rz) C G},

called the Lie algebra of G. This subspace carries a rich algebraic structure because
for z,y € L(G) the commutator [x,y] = xy — yx is contained in L(G), so that [, ]
defines a skew-symmetric bilinear operation on L(G). As a first step, we shall see
how to calculate L(G) for concrete groups. Since the algebra A = M, (R) of real
(n x n)-matrices also is a Banach algebra, all these results apply in particular to closed
subgroups of GL,,(R).

The Lie Algebra of a Closed Linear Group

We start with the introduction of the concept of a Lie algebra.

Definition 3.1.1. (a) Let K be a field and L a K-vector space. A bilinear map
[,]]: L x L — L is called a Lie bracket if

(L1) [x,2] =0 for € L and
(L2) [z, [y, 2] = [[z. ], 2] + [y, 2, 2] for @,y, 2 € L (Jacobi identity).!

LCarl Gustav Jacob Jacobi (1804-1851), mathematician in Berlin and Konigsberg (Kaliningrad).
He found his famous identity about 1830 in the context of Poisson brackets, which are related to
Hamiltonian Mechanics and Symplectic Geometry.

35
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A Lie algebra ? (over K) is a K-vector space L endowed with a Lie bracket. A
subspace E C L of a Lie algebra is called a subalgebra if [E, E] C E. A homomorphism
@: L1 — Lo of Lie algebras is a linear map with ¢([z,y]) = [p(x), p(y)] for z,y € L;.
A Lie algebra is said to be abelian if [x,y] = 0 holds for all z,y € L.

A Banach—Lie algebra is a Banach space L, endowed with a Lie algebra structure
for which the bracket [, -] is continuous, i.e., there exists a C' > 0 with

Iz, g}l < Cllzll - flyll - for .,y € L.

The following lemma shows that each associative algebra also carries a natural Lie
algebra structure.

Lemma 3.1.2. Each associative algebra A is a Lie algebra Ayp with respect to the
commutator bracket
[a,b] := ab — ba.

If A is Banach algebra, then Ay is a Banach—Lie algebra with
lla, 8l < 2lalllbl  for a,be A
Proof. (1) is obvious. For (L.2) we calculate
[a, bc] = abe — bea = (ab — ba)c + b(ac — ca) = [a, blc + bla, ],
and this implies
[a, [b, c]] = [a, blc + bla, c] — [a, ¢]b — c[a, b] = [[a,b], c] + [b,[a, ]].

If, in addition, A is a Banach algebra, then the norm on A is submultiplicative,
and this leads to

s ylll = Ny =yl < llzllllyll + [yllllz] = 2{z[ly]- s

Definition 3.1.3. Let A be a unital Banach algebra. A subgroup G C A* is called
a linear group. For each subgroup G C A, we define the set

L(G) :={z € A: exp(Rz) C G}
and observe that RL(G) C L(G) follows immediately from the definition.

The next proposition assigns a Lie algebra to each closed linear group.

Proposition 3.1.4. If G C A* is a closed subgroup, then L(G) is a closed real Lie
subalgebra of Ar .

Proof. Let z,y € L(G). For k € N and t € R we have exp %x,exp %y € G and with
the Trotter Formula (Proposition 2.2.6), we get for all ¢t € R:

k
4 14
exp(t(z +y)) = len;o <exp % exp g) eqG

2The notion of a Lie algebra was coined in the 1920s by Hermann Weyl.
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because G is closed. Therefore « 4+ y € L(G).
Similarly we use the Commutator Formula to get

k2
t t
expt[z,y] = kli)n;o (exp % exp % exp —% exp Z) e G,
hence [z,y] € L(G).
That L(G) is closed follows from L(G) = (,cp fr H(@), for the continuous maps
fir A— AX 2 el®, O

Definition 3.1.5. In view of the preceding proposition, we obtain for each closed
linear group G a map
expg: L(G) — G, x> e€",
which is called the exponential function of G.
The Banach-Lie algebra L(G) is called the Lie algebra of G. In particular,

L(AX) = Ap.
Remark 3.1.6. If G is an abelian subgroup of A*, then L(G) is also abelian.

Proposition 3.1.7. Let G C A* be a subgroup. If Hom(R, G), denotes the set of all
continuous group homomorphisms (R,+) — G, then the map

I': L(G) - Hom(R, Q), = — 7, 7z(t) =exp(tx)
s a bijection.
Proof. For each x € L(G), the map ~, is a continuous group homomorphism (Theo-
rem 2.1.5), and since z = +/(0), the map I" is injective. To see that it is surjective,
let v: R — G be a continuous group homomorphism and ¢t: G — A* the natural
embedding. Then tovy: R — A is a continuous group homomorphism, so that there

exists an z € A with () = ¢(y(¢)) = €'* for all t € R (Theorem 2.1.5). This implies
that = € L(G), and therefore that v, = 7. O

Examples 3.1.8. Let X be a Banach space.
(a) Then £(X) is a unital Banach algebra. We write GL(X) := £(X)* for its unit
group and gl(X) := (L(X),[-,"]) = L(X)r of its Lie algebra.

(b) Let X := X x R. We counsider the group homomorphism

P: X — GL(X), z~— ((1) {f)

and observe that ® is an isomorphism of the topological group (X, +) onto the closed
linear group ®(X).

The continuous one-parameter groups v: R — X are easily determined because
v(nt) = ny(t) for all n € Z, t € R, implies further vy(¢) = ¢y(1) for all ¢ € Q and
hence, by continuity, v(t) = ty(1) for all ¢ € R. Since (X, +) is abelian, the Lie bracket

on the Lie algebra
0 z
L(®(X)) = { (0 o) e X}

vanishes.
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Definition 3.1.9. A linear Lie group is a closed subgroup G of the unit group A* of
a unital Banach algebra A for which the exponential function

expg: L(G) — G
is a local homeomorphism in 0, i.e., it maps some open 0-neighborhood U in L(G)
homeomorphically onto an open 1-neighborhood in G.

Functorial Properties of the Lie Algebra

So far we have assigned to each closed linear group G its Lie algebra L(G). We
shall also see that this assignment can be “extended” to continuous homomorphisms
between closed linear groups in the sense that we assign to each such homomorphism

(Y2 G1 — GQ
a homomorphism L(y): L(G1) — L(G3) of Lie algebras, and this assignment satisfies
L(idg) = idyg) and  L(p2 0 ¢1) = L(p2) o L)

for a composition @7 o w2 of two continuous homomorphisms ¢;: Go — G and
p2: G3 — Go. In the language of category theory, this means that L defines a functor
from the category of linear Lie groups (where the morphisms are the continuous group
homomorphisms) to the category of real Banach—Lie algebras.

Proposition 3.1.10. Let ¢: G1 — G4 be a continuous group homomorphism of closed
linear groups. Then the derivative

L()(x) = o _ plexpe, (1)

exists for each x € L(G1) and defines a homomorphism of Lie algebras
L(¢): L(G1) — L(G3) with
expg, © L) = poexpg,, (3.1)

i.e., the following diagram commutes

Gl —MJ G2

Texpcl Texpc2
L(G1) L) L(Go).

Then L(p) is the uniquely determined linear map satisfying (3.1).
If, in addition, G is a linear Lie group, then L(p) is continuous.

Proof. For x € L(G1) we consider the homomorphism v, € Hom(R,G;) given by
vz (t) = e*®. According to Proposition 3.1.7, we have

¢ 07:(t) = expg, (ty)
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for some y € L(G2), because p o v,: R — G5 is a continuous group homomorphism.
Then clearly y = (p 0 7,;)'(0) = L(¢)x. For t = 1 we obtain in particular

expg, (L(p)z) = p(expg, (2)),
which is (3.1).
Conversely, every linear map ¢: L(G1) — L(G3) with
€XpPg, © Y=o €XPg,

satisfies
p o expg, (tx) = expg, (Y(tz)) = expg, (ty(2)),

and therefore
L(p)z

Next we show that L(p) is a homomorphism of Lie algebras. From the definition
of L(p) we immediately get for x € L(G):

= 2|,y &Pa, (ty(z)) = P ().

expg, (s L(¢)(tr)) = ¢(expg, (stx)) = expg, (ts L(p)(2)), st €R,

which leads to L(y)(tz) = t L(¢)(z).
Since ¢ is continuous, the Trotter Formula implies that

expg, (L(p)(z + 1)) = ¢(expg, (v +y))
. 1 1 \% . 1 1 k
= klggo %) ( eXPg, LT eXPg, %y) = klingo (cp( expg, Ex) ® ( expg, Ey))
k
= lim (expg, 1 Le)(@) expa, 1 L))
= expg, (L(p)(z) + L) (1))

for all z,y € L(G1). Therefore L(p)(x +y) = L(p)(z) + L(¢)(y) because the same
formula holds with ¢z and ty instead of z and y. Hence L(yp) is additive and therefore
linear.

We likewise obtain with the Commutator Formula

@(expg, [z, Y]) = expg, [L(p)(x), L(v) (y)]

and thus L(p)([z,y]) = [L(y)(x), L(¢)(y)].
If, in addition, H is a linear Lie group, then expy is a local homeomorphism in 0,

so that the relation ¢ o exps = expy o L(y) implies that L(y) is continuous on some
0-neighborhood, and since it is a linear map, it is continuous (cf. Exercise 1.1.3). O

Corollary 3.1.11. If o1 : G1 — G2 and ¢o: Go — G3 are continuous homomor-
phisms of linear Lie groups, then

L(p2 0 p1) = L(p2) o L(e1).

Moreover, L(idg) = idyq) -
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Proof. We have the relations

$1 0 €XPg, = €XPg, © L(p1) and ¢oo0 €XPg, = XPg, © L(p2),

which immediately lead to

(¢2 0 p1) 0 expg, = 2 0 expg, © L(p1) = expg, o(L(p2) o L(p1)),

and the uniqueness assertion of Proposition 3.1.10 implies that

L(p2 0 p1) = L(p2) o L(e1).

Clearly idy,(g) is a linear map satisfying expg oidy(g) = idg oexpg, so that the
uniqueness assertion of Proposition 3.1.10 implies L(idg) = idyq)- O

Corollary 3.1.12. If ¢: G1 — G4 is an isomorphism of linear Lie groups, then L(yp)
18 an isomorphism of Banach—Lie algebras.

Proof. Since ¢ is an isomorphism of linear Lie groups, it is bijective and 1 := ¢! also

is a continuous homomorphism. We then obtain with Corollary 3.1.11 the relations
idy,(g,) = L(idg,) = L(¢oy) = L(y) o L(v) and likewise idy,(,) = L(¢) o L(y). Hence
L(yp) is an isomorphism with L(p)~! = L(1). O

Definition 3.1.13. If V is a vector space and G a group, then a homomorphism
m: G — GL(V) is called a representation of G on V. If g is a Lie algebra, then a
homomorphism of Lie algebras w: g — gl(V) is called a representation of g on V.

As a consequence of Proposition 3.1.10, we obtain

Corollary 3.1.14. If 7: G — GL(V) is a continuous representation of the closed
linear group G on the Banach space V, then L(m): L(G) — gl(V) is a representation
of the Lie algebra L(G).

Definition 3.1.15. The representation L(7) obtained in Corollary 3.1.14 from the
group representation 7 is called the derived representation. This is motivated by the
fact that for each z € L(G) we have

d

L _ 2 tL(m)z _ %
(m)z p e

t=0 dt

—o m(exptx).

The Adjoint Representation

Let G C A* be a linear Lie group and L(G) C A the corresponding Lie algebra. For
g € G we define the conjugation automorphism ¢, € Aut(G) by ¢4(z) := gzg~'. Then

d d _
L(cg)(z) = 7 cg(exptz) = o g(exptx)g 1

t=0

== exp(tgzg™") = gug™!

t=0
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(Lemma 2.1.1), and therefore L(cy) = ¢4|r(c). We define the adjoint representation of
G on L(G) by

Ad: G — Awt(L(G)), Ad(g)(z) :=L(c,)r = grg™ .

(That this is a representation follows immediately from the explicit formula).

For each z € L(G), the map G — L(G),g — Ad(g)(x) = grg~! is continuous
and each Ad(g) is an automorphism of the Lie algebra L(G). Therefore Ad is a
continuous homomorphism from the closed linear group G to the closed linear group
Aut(L(G)) C GL(L(G)). The derived representation

L(Ad): L(G) — gl(L(G))
is a representation of L(G) on L(G). We further define for z € L(G) a linear map
ad(z): L(G) — L(G), ada(y) = v,y
Lemma 3.1.16. L(Ad) = ad.

Proof. In view of Proposition 3.1.10, this is an immediate consequence of the relation
Ad(expz) = e (Lemma 2.3.1). O

Exercises for Section 3.1
Exercise 3.1.1. If (G;);es is a family of subgroups of A*, then
L(N6G)= LG
jeg jeJ

Exercise 3.1.2. Let G := GL,(K) and V' := P, (K™) be the space of homogeneous

polynomials of degree k in x1,...,z,, considered as functions K” — K. Show that:
(1) dimV = (71,

(2) We obtain a continuous representation p: G — GL(V) of Gon V by (p(g9) f)(z) :=
flg™ta).

(3) For the elementary matrix E;; = (d;;) we have L(p)(E;;) = _xja%i'
Hint: (1 +¢E;;)~ ' =1 —tE;;.

Exercise 3.1.3. If X € End(V) is nilpotent, then ad X € End(End(V)) is also nilpo-
tent. Hint: ad X = Ly — Rx and both summands commute.

Exercise 3.1.4. If (V, -) is an associative algebra, then we have Aut(V,-) C Aut(V, [, ]).

Exercise 3.1.5. Let V and W be vector spaces and ¢ : V XV — W a skew-symmetric
bilinear map. Then

[(v, w), ('Ulv w,)] = (O, q(v, vl))
is a Lie bracket on g :=V x W. For z,y, 2z € g we have [x, [y, z]] =0.
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Exercise 3.1.6. Let g be a Lie algebra with [z, [y, 2]] =0 for z,y,z € g. Then
1
Try =T +y+ Syl

defines a group structure on g. An example for such a Lie algebra is the three-
dimensional Heisenberg algebra

0 p
g= 0 0 :p,q,z € K
0 0

O W

Exercise 3.1.7. Show that every Banach—Lie algebra L carries a norm || - || defining
the topology for which

Il ylll < ll=llllyll ~ for 2,y € L.

Exercise 3.1.8. Let G C A* be a closed subgroup. We call v € A a tangent vector
of G in g if there exists a curve v: [0,1] — G with v(0) = ¢ for which 7/(0) = v exists.
We write T,(G) for the set of tangent vectors of G in g. Show that

(i) The set T1(G) of tangent vectors of G in 1 coincides with the Lie algebra L(G).
In particular it is a closed subspace.

(i) T4(G) = gL(G) for every g € G.

Exercise 3.1.9. If A is a unital Banach algebra, then we endow the vector space
TA:= A® A with the norm |[|(a,b)|| := ||a|| + ||b|| and the multiplication

(a,b)(a’',b") := (ad’,ab’ + ba’).
Show that

(1) TA is a unital Banach algebra with identity (1,0). It is called the tangent algebra
of A.

(2) For ¢ := (0,1), each element of T'A can be written in a unique fashion as (a,b) =
a + be and the multiplication satisfies

(a+be)(a' +b'e) =aad + (ab’ + ba')e.
In particular, £2 = 0.
(3) (TA)* = A" x A.

(4) If G C A* is a closed subgroup, then its tangent group TG := G - (1 + ¢ L(G)) is
a closed subgroup of (T'A)* and

LG)={ze A: 1+ex € T(G)}.

Exercise 3.1.10. (a) For each closed subgroup G C A%, the map
Ad : G — Aut(L(G)) is a group homomorphism (called the adjoint representation
of Q).

(b) For each Lie algebra g, the map ad: g — gl(g) is a homomorphism of Lie
algebras (called the adjoint representation of g).
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3.2 Calculating Lie Algebras of Linear Groups

In this section we shall see various techniques to determine the Lie algebra of a linear
Lie group.

Example 3.2.1. Let K € {R,C}. Then the group G := SL,,(K) = det™*(1) = ker det
is a closed linear group. To determine its Lie algebra, we first claim that

det(e”) = e™* (3.2)
holds for « € M, (K). To verify this claim, we consider
det: M, (K) = (K")" — K

as an n-linear map, where each matrix = is considered as an n-tuple of its column
vectors x1,...,%,. Then Lemma B.2.2 implies that

(ddet)(1)(x) = (ddet)(er,...,en)(T1,...,Tp)

= det(z1,e2,...,en) + ... +det(er,...,en_1,2n) =11 + ... + Tpp = tra.

For the continuous group homomorphism det: GL,(K) — K* = GL;(K) we therefore
obtain

L(det) = tr: g, (K) — gl (K) 2K,
so that (3.2) follows from det(e”) = e™(dV)? = = We conclude that

sl,(K) := L(SL,(K)) = {z € M,(K): (Vt € R) 1 = det(e'") = '}
={z € M,(K): trz = 0}.

Lemma 3.2.2. Let V and W be Banach spaces and 3: V x V. — W a continuous
bilinear map. For (z,y) € gl(V') x gl(W), the following are equivalent:

(a) e¥B(v,v") = B(e®v,ev") for allt € R and all v,v' € V.

(b) yB(v,v") = B(zv,v") + B(v,zv") for all v,v" € V.

Proof. (a) = (b): Taking the derivative in ¢ = 0, the relation (a) leads to
yB(0,0') = Blav, o) + B(v, 20",

where we use the Product and the Chain Rule.
(b) = (a): If (b) holds, then we obtain inductively

n

Yo, ) = (Z)ﬂ(xkv,x”kv’).

k=0
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For the exponential series this leads with the general Cauchy Product Formula (Exer-
cise 2.1.2) to

Since (b) also holds for the pair (tz,ty) for all ¢t € R, this completes the proof. O

Proposition 3.2.3. Let V and W be Banach space and 3: V xV — W a continuous
bilinear map. For the group

Aut(V,8) = {g € GL(V): (Yu,v" € V) B(gv,gv’) = B(v,v")},
we then have
aut(V, 3) .= L(Aut(V, B3)) = {x € gl(V): (Vu,v' € V) B(av,v") + B(v,2v") = 0}.

Proof. We only have to observe that X € L(Aut(V, 3)) is equivalent to the pair (X, 0)
satisfying condition (a) in Lemma 3.2.2. O

Example 3.2.4. (a) Let B € M,,(K), 8(v,w) = v" Bw, and
Aut(K", 8) := {g € GL,(K): g' Bg = B}.
Then Proposition 3.2.3 implies that

aut(K", 3) := L(Aut(K", 3)) = {z € gl,,(K): (Vv,v" € V) B(zv,v") + B(v,zv") = 0}
={zcgl,(K): (Vo,o' € V) vz Bv' +v" Bxv' =0}
={zegl,(K): 2" B+ Bz =0}.

In particular, we obtain for the orthogonal group
0,(K) :={g € GL,(K): g7 =g~}
the Lie algebra
0, (K) := L(0,(K)) = {z € gl,,(K): 2T = —z} =: Skew,,(K).

Let ¢ :=n — p and let I, ; denote the corresponding matrix

1 0
Ipq = (Op _1q) € Merq(R)-
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Then we obtain for the indefinite orthogonal group
Op,g(R) :={g € GLa(R): 9" Ip,q9 = Ip,},
the Lie algebra
0p,q(K) 1= L(0p,4(K)) = {z € gl,,1,(K): xTIP#Z + Ipqz =0},

and for the symplectic group

0 -1,
P, (K) := {g € GL2(K): ' Bg = B}, B= (1 0 > ,
we find
52, (K) := L(Spy,(K)) := {z € gly,,(K): 2" B+ Bz = 0}.

(b) Applying Proposition 3.2.3 with V' = C" and W = C, considered as real vector
spaces, we also obtain for a hermitian form

B:C"xC"—=C, (z,w)—wl,,z
and the corresponding automorphism group
Up,¢(C) := Aut(C", §)
the Lie algebra

Up 4(C) :==L(U, 4(C)) = {x € gl,,(C): (Vz,w € C")w* I, qxz + w*z"I, ;2 =0}
={z €gl,(C): I gz +2"1p, =0}

In particular, we get

(c) If H is a complex Hilbert space, then U(H) is a closed subgroup of GL(H), and
we obtain for its Lie algebra

u(H) == L(U(H)) = {z € gl(H): z* = —z}.

To see that U(H) actually is a linear Lie group, let U = —U = U* C B(H) be an
open symmetric *-invariant 0-neighborhood mapped by exp diffeomorphically onto an
open subset of GL(H) (Proposition 2.1.6). Then, for = € U, the relations

()" = e and (e t=e"

imply that
exp(U)NU(H) = {e”: z* = —a} = exp(U Nu(H)).

Therefore U(H) is a linear Lie group.
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Example 3.2.5. Let g be a Banach Lie algebra and

Aut(g) == {g € GL(g): (Vz,y € 9) glz,y] = [97, gy]}-

Then Aut(g) is a closed subgroup of GL(g), in particular a linear group. To calculate
the Lie algebra of G, we use Lemma 3.2.2 with V =W = g and §(z,y) = [z, y]. Then
we see that D € aut(g) := L(Aut(g)) is equivalent to (D, D) satisfying the conditions
in Lemma 3.2.2, and this leads to

aut(g) := L(Aut(g)) = {D € gl(g): (Vz,y € g) D[z,y] = [Dz,y] + [z, Dy]}

The elements of this Lie algebra are called derivations of g, and aut(g) is also denoted
der(g). Note that the condition on an endomorphism of g to be a derivation resembles
the Leibniz Rule (Product Rule).

Remark 3.2.6. If A is a complex unital Banach algebra, we call a closed linear group
G C A* a complex linear group if L(G) C Ais a complex subspace, i.e., i L(G) C L(G).
Since Proposition 3.1.4 only ensures that L(G) is a real subspace, this requirement is
not automatically satisfied.

If H is a complex Hilbert space, then the closed linear group U(H) C GL(H) is not
a complex linear group because

wu(H) = Herm(H) Z u(H).

This is due to the fact that the scalar product on H whose automorphism group is
U(H), is not complex bilinear. For any complex bilinear form 3: V x V — C, the
corresponding group Aut(V, () is a complex linear group because

aut(V, 8) ={X € gl(V): (Vo,w € V) (Xv,w) + B(v, Xw) = 0}

is a complex subspace of gl(V).

Exercises for Section 3.2

Exercise 3.2.1. Show that for X = —X* € M,,(C) the matrix e is unitary and that
the exponential function

exp : Aherm,,(C) := {X € M, (C): X* = =X} - U,(C), X — ¥
is surjective.

Exercise 3.2.2. Show that for XT = —X € M, (R) the matrix eX is orthogonal and
that the exponential function

exp : Skew,, (R) := {X € M,,(R): X' = —X} — O, (R)

is not surjective. Can you determine which orthogonal matrices are contained in the
image? Can you interprete the result geometrically in terns of the geometry of the
flow R x R" — R”, (t,v) — X v.
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Exercise 3.2.3. Show that a closed subgroup G C A4* is a linear Lie group if and only
if there exists an open 0-neighborhood U C L(G) for which exp(U) is a 1-neighborhood
of G. Hint: Proposition 2.1.6.

Exercise 3.2.4. Let ¢: G — H be a continuous homomorphism of linear Lie groups.
Show that ker ¢ is a linear Lie group with Lie algebra

L(ker ¢) = ker L(ip).

Exercise 3.2.5. Let B € GL,(K) and consider the bilinear form § on K™ defined
by B(v,w) := v Bw. Show that Aut(K",3) is a linear Lie group. Hint: Show that
eX € Aut(K", B) is equivalent to BeX B~! = ¢=X "
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Chapter 4

General Lie Groups

4.1 Manifolds and Lie Groups

We have already encountered linear Lie groups, which are certain closed subgroups of
the unit group A* of a Banach algebra A. In this section, we define Lie groups in the
context of Banach manifolds. We explain how the Lie algebra and the corresponding
Lie functor are defined and describe some basic properties.

Smooth manifolds

Contrary to submanifolds of some vector space, a differentiable manifold is described
without specifying any surrounding space. In spite of the fact that one can show that
each finite dimensional smooth manifold can be realized as a closed submanifold of
some R"™ (Whitney’s Embedding Theorem), these embeddings are not canonical, and
it is therefore much more natural to think of differentiable manifolds as spaces for
which no embedding is specified. The concept of a differentiable manifold permits us
to define a Lie group as a differentiable manifold for which the group operations are
smooth maps. We shall verify below that this approach is compatible with what we
have learned previously on linear Lie groups.

Definition 4.1.1. Let M be a Hausdorff space and E be a Banach space.

An E-chart of M is a pair (,U), where U C M is an open subset and ¢: U — E
is a homeomorphism onto an open subset of F. If E = R", then an E-chart is simply
called an n-dimensional chart and we think of ¢(z) € R™ as an n-tuple of coordinates
of the element z € M.

Two E-charts (¢,U) and (¢, V) are compatible if the map

Yoy lipUNV) —w(UNV)

and its inverse is smooth, i.e., if it is a diffeomorphism.
An E-atlas on M is a family (pa, Uy )aer of E-charts with the following properties:

(M1) M = U, Ua-

49
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(M2) For o, 8 € I, the charts (pq,Uy) and (g, Ug) are compatible.

We call an FE-atlas A on M mazimal if it contains all charts (1, V) compatible
with all charts of /. A maximal atlas on M is called a differentiable structure, and
the pair (M,U) is called a differentiable/smooth manifold modelled on E or a smooth
E-manifold. Then dim M := dim F is called the dimension of M. In the following we
simply write M for (M,U) and call the charts in the atlas U/ simply the charts of M.

Remark 4.1.2. (a) A given topological space M may carry different differentiable
structures. Examples are the exotic differentiable structures on R* (the only R" car-
rying exotic differentiable structures) and the 7-sphere S7.

(b) Each atlas U on a Hausdorff space M is contained in a maximal atlas. One
simply has to enlarge U/ by all the charts compatible with the charts in ¢/. It is easy
to verify that one thus obtains an atlas. To specify the structure of a differentiable
manifold on M, it therefore suffices to specify an atlas.

Example 4.1.3. (a) Each Banach space M = E is a smooth manifold, where the
differentiable structure is given by the atlas (E,idg).

(b) Each open subset N of a smooth E-manifold M inherits a canonical E-manifold
structure. Its charts are obtained by restricting a chart (¢, U) of M to (¢|unn, UNN).
In particular, all open subsets of Banach spaces carry natural manifold structures.

(¢) If M C R™ is a k-dimensional submanifold, then M is a Hausdorff space with
respect to the topology inherited from R™. To obtain an atlas on M, we consider for
each x € M an open neighborhood V,, of z in R and a diffeomorphism : V, — W
onto an open neighborhood W of 0 in R™ such that

(Ve N M) =W NR".

We define U, := M NV, and ¢, := |y,nar: Us N M — RF. Then U := (04, Up)zem
is an atlas of M. This requires some verification! (see Analysis II).
(d) An important example of a smooth manifold is the sphere

S" = {x € R"": ||z|]y = 1}.
For each ¢ € {1,...,n 4 1} we consider the open subsets
Uiy ={reS": +z; >0}
It is clear that the open sets U; + cover S”. On each U; 1 we define a chart
wi: Upx =R (20,...,2n) — (T, -, Tic1, Tit1s- -+, Tn)-

Then each ¢; is a homeomorphism of U; + onto the open unit ball B in R", and

1
@;1: B — Ui,:l:> Yy — <y07"‘7yi71>:t(1 _Zygz)27yi+17"'7yn+l)-
J#i

It is easy to verify that the charts (¢;, U; +) form a smooth atlas on S™.
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Definition 4.1.4. (a) Let M and N be differentiable manifolds. We call a continuous
map f: M — N smooth in p € M if, for some chart (¢,U) of M with p € U and some
chart (¢, V) of N with f(p) € V, the map

Yo forlip(fTHV)) = (V) e(z) = ¥(f(2)) (4.1)
between open subsets of a Banach space is smooth in a neighborhood of ¢(p). Note
that the assumption that f is continuous implies that f~1(U) is open in M, so that the
set Y(f~1(U)) is open. We call a continuous map f: M — N smooth if it is smooth
in each point of M.

(b) A smooth map f: M — N is called a differentiable isomorphism or a diffeo-
morphism if there exists a smooth map g: N — M with go f =idy; and fog =idy.
Remark 4.1.5. (a) If f: M — N and g: N — @ are continuous maps and p € M
is such that f is smooth in p and g is smooth in f(p), then the composition g o f is
smooth in p. In fact, for charts (p,U), (¢, V), resp., (n, W) of M, N, resp., Q, we
have

no(goflop ™ =(mogoy oo fop™),
on its natural domain, which contains a neighborhood of ¢(p).

(b) From (a) it follows in particular that, if f: M — N is smooth in p and (p,U)
is any chart of M with p € U, then, for any chart (¢, V) of N with f(p) € V, the map
Vo fod i G(fTH (V) = $(V)

is smooth.

(c) The map f: R — R,z +— 22 is smooth and invertible, but it is not a smooth
isomorphism because f~'(x) = 2/3 is not differentiable in 0.

Definition 4.1.6. (Product manifolds) Let M, resp., N be differentiable manifolds
with an E-atlas

(Ua, Pa)acA, resp., and F-atlas (Vg,v¢s)sep- Then the topological product M x N
is a Hausdorff space and we obtain the structure of a smooth (E x F')-manifold on
M x N by the atlas (Us X V3, 00 X ¥8)(a,8)cAx B, Where

(Pa X ¥p): Ua X Vg = pa(Ua) x (V) (2,9) = (pal(®), V().

Remark 4.1.7. If M and N are differentiable manifolds, then the product manifold
M x N has the following properties:
(a) The projection maps ppr: M x N — M and py: M x N — N are smooth.
(b) For z € M, the embedding

iz: N— MxN, y— (z,y)
is smooth and, for y € N, the embedding
Y: M —>MxN, z—(x,y)

is smooth.
(¢) The diagonal embedding

Ay:M—>MxM, x— (z,x)

is smooth.
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The definition of a Lie group

There are two types of additional structures on groups. The first level consists of a
topological structure compatible with the group structure, which leads to the concept
of a topological group, and the second level is a differentiable structure, which leads
to the concept of a Lie group.

Definition 4.1.8. (a) A Lie group G is a smooth manifold endowed with a group
structure such that the multiplication and inversion map

mg:GxG—-G and 1ng:G—G

are smooth. Since smooth maps are continuous, every Lie group is in particular a
topological group.

(b) If G and H are topological (Lie) groups, then a group homomorphism
p: G — H is called a morphism of topological (Lie) groups if ¢ is continuous (smooth).

Remark 4.1.9. As for topological groups, it is easy to see that the smoothness re-
quirements in the definition of a Lie group are equivalent to the requirement that the
map

GxG—G, (z,y)—xy?

is smooth.

Lemma 4.1.10. Let G be a Lie group and g € G. Then the following maps are
diffeomorphisms of G:

(1) Ag: G — G,z — gz (left translations).
(2) pg: G — G,z xg (right translations).
(3) ¢g: G — G,x— grg™! (conjugations).

Proof. The smoothness of all these maps follows from the smoothness of the group
operations. That they are diffeomorphisms is a consequence of their bijectivity and

/\;1 = Ag-1, p;l = pg-1 and c;l =cg-1. O

Example 4.1.11. (Vector groups) Each Banach space E is an abelian Lie group with
respect to addition and the obvious manifold structure (Example 4.1.3(a)).

Vector groups (E, +) form the most elementary Lie groups. The next natural class
are unit groups of Banach algebras.

Example 4.1.12. (Unit groups as Lie groups) Let .4 be a unital Banach algebra
over K and A* be its unit group. As an open subset of A, the group A* carries a
natural manifold structure. The multiplication on A is bilinear and continuous, hence
a smooth map (cf. Lemma B.2.3). Therefore the multiplication of A* is smooth and
it remains to see that the inversion n: A* — A* is smooth. We know already from
Proposition 1.1.9 that n is continuous.

For a,b € A%, we have b=! —a~! = a~!(a — b)b~ !, which implies that

na+h) —nla) = (a+h) " —a =a " (=h)(a+h)' = —a ha+h) "
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This implies that the directional derivative

dn(a)(h) n(a+th) = }gr(l) —a" *h(a+th)™' = —a"tha™! (4.2)

 dt| =0

exists. Moreover,

H%”Hn(a +h) —n(a) + ailha’1||

1

= W!Ia’lh((a +h) T —a7)|| < JlaMi(a+ )T —aTH| =0

for h — 0 follows from the continuity of n on A*. Therefore 7 is differentiable in a
with

dn(a)(h) = —a"*ha . (4.3)

The continuity of 7 implies that dn(a) = —Ag-1p-1 = —Ay@)Pna): A — L(A) is
continuous, hence that 7 is a C1-map. From (4.3) and the smoothness of the continuous
bilinear map

A% = L(A),  (2,9) = Aepy,

we further derive that, if n is C*, then dn is also C*, so that n is C*¥*1. Inductively,
it follows that 7 is smooth.

Exercises for Section 4.1

Exercise 4.1.1. Let G and H be Lie groups and ¢: G — H be a group homomor-
phism. Show that ¢ is smooth if there exists an open identity neighborhood U C G
on which ¢ is smooth.

Exercise 4.1.2. Let G and H be Lie groups and ¢: G — H be a bijective group ho-
momorphism. Show that ¢ is a diffeomorphism if there exists an open 1-neighborhood
U C G such that ¢|y is a diffeomorphism onto an open 1-neighborhood in H.

4.2 Constructing Lie Group Structures on Groups

In this subsection we describe some methods to construct Lie group structures on
groups, starting from a manifold structure on some “identity neighborhood” for which
the group operations are smooth close to 1.

Lie groups from local data

The following theorem is the smooth version of Lemma 1.4.5 from the topological
context. It is our main tool to construct Lie group structures on groups.

Theorem 4.2.1. Let G be a group and U = U™ a symmetric subset containing 1.
We further assume that U is a smooth manifold and that
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(L1) D == {(z,y) € UxU:zy € U} is an open subset and the multiplication
my: D — U, (z,y) — xy is smooth,

1

(L2) the inversion map ny: U — U,u +— u~* is smooth, and,

(L3) for each g € G, there exists an open 1-neighborhood U, C U with cy(U,) C U
and such that the conjugation map

cg:Ug—U, z+ grg~!

1s smooth.

Then there exists a unique structure of a Lie group on G such that the inclusion map
U — G is a diffeomorphism onto an open subset of G.
If, in addition, U generates G, then (L1/2) imply (L3).

Proof. From Lemma 1.4.5, we obtain a unique group topology on G for which the
inclusion map U — G is an open embedding.

Now we turn to the manifold structure. Let V = V~! C U be an open 1-
neighborhood with VV' x VV C D, for which there exists a Banach space E and
an E-chart (¢, V) of U. For g € G we consider the map

g1 gV = E, p4(x) =g 'z)

which is a homeomorphisms of the open subset gV of G onto the open subset (V) C E.
We claim that (¢4, gV)geq is a smooth atlas of G.

Let g1,92 € G and put W := g1V N goV. If W # 0, then g5 'g; € VV ™1 = VV.
The smoothness of the map

P = g, 0Py oy (W) P (W) = @g, (W)

given by
(@) = @g, (5, (1) = gy (G107 (1)) = (g5 10" ()

follows from the smoothness of the multiplication V'V x VV — U. This proves that
the charts (¢g, gU)gec form a smooth atlas of G. Moreover, the construction implies
that all left translations of G are smooth maps because ¢g 0 A, = @g-15, for g,h € G.

The construction also shows that, for g € G, the conjugation ¢,: G — G is smooth
in a neighborhood of 1. Since all left translations are smooth, and

Cg © )\x = )‘Cg(x) 0 Cq
is smooth in an identity neighborhood, the smoothness of ¢, in a neighborhood of
x € G follows. Therefore all conjugations and hence also all right multiplications are

smooth. The smoothness of the inversion follows from its smoothness on V' and the
fact that left and right multiplications are smooth because

neoAg =p, ' ong
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is smooth in a neighborhood of 1. Finally, the smoothness of the multiplication follows
from the smoothness in a neighborhood of (1, 1) because it implies that

ma = Ag © ppomg o (Ag-1 X pp-1)

is smooth in a neighborhood of (g, k). We conclude that G is a Lie group.

Next we show that the inclusion U — G of U is a diffeomorphism. So let = €
U and recall the open set U, = U Nz 'U. Then A, restricts to a smooth map
U, — U with image U,-1. Its inverse is also smooth. Hence \Y: U, — U,-1 is
a diffeomorphism. Since A\;: G — G also is a diffeomorphism, it follows that the
inclusion A; o )\mU,l : Uy,-1 — G is a diffeomorphism. As z was arbitrary, the inclusion
of U in G is a diffeomorphic embedding.

The uniqueness of the Lie group structure is clear because each locally diffeo-
morphic bijective homomorphism between Lie groups is a diffeomorphism (cf. Exer-
cise 4.1.2).

Finally, we assume that G is generated by U. We show that in this case (L3) is a
consequence of (L1) and (L2). For each g € U, there exists an open 1-neighborhood
U, with gU, x {g7'} € D. Then ¢,(U,) C U, and the smoothness of m implies that
cglu,: Ug — U is smooth. Hence, for each g € U, the conjugation ¢, is smooth in
a neighborhood of 1. Since the set of all these g is a submonoid of G containing U,
it contains U™ for each n € N, hence all of G because G is generated by U = U~!.
Therefore (L3) is satisfied. O

Remark 4.2.2. Suppose that G is a Lie group. Let (U, ¢) be a chart with 1 € U =
U=t Then ¢: U — ¢(U) is a homeomorphism onto an open subset of some Banach
space E. Let V C U be a symmetric 1-neighborhood with VV' C U. Then the map

p(V) x o(V) = o(U), (2,y) = ¢le~ (@)™ (1))

is smooth. This is the kind of situation one has in mind in the preceding theorem.

The main point in the local approach is that it emphasizes that the whole differ-
entiable structure is determined by the manifold structure on a suitable neighborhood
of the identity, which is very convenient to construct Lie group structures.

Corollary 4.2.3. Let G be a group and N < G be a normal subgroup of G that carries
a Lie group structure. Then there exists a Lie group structure on G for which N is
an open subgroup if and only if, for each g € G, the restriction cg|n is a smooth
automorphism of N.

Proof. If N is an open normal subgroup of the Lie group G, then clearly all inner
automorphisms of G restrict to smooth automorphisms of N.

Suppose, conversely, that N is a normal subgroup of the group G which is a Lie
group and that all inner automorphisms of G restrict to smooth automorphisms of N.
Then we can apply Theorem 4.2.1 with U = N and obtain a Lie group structure on G
for which the inclusion N — G is a diffeomorphism onto an open subgroup of G. [
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Linear groups as Lie groups

Before we turn to linear Lie groups, we explain how any closed Lie subalgebra g can
be used to construct a Lie group modeled on g.

Theorem 4.2.4. (Integral Subgroup Theorem; linear version) Let A be a unital Ba-
nach algebra and g C A be a closed Lie subalgebra. Then the subgroup G := (exp g) of
A* generated by exp(g) carries a Lie group structure for which there exists an open
0-neighborhood V- C g on which the Dynkin series converges and

exp: g — G, xr—expx
is smooth and maps V' diffeomorphism onto its open image in G and satisfies

exp(z xy) = exp(z) exp(y)  for w,yeV.

Proof. Let
V= {:c €g:|lzf < zlog (2 - g)}

so that the Dynkin series for z * y converges for x,y € V and satisfies

exp(x * y) = exp(z) exp(y)

(Proposition 2.3.6). Since z * y is a series whose summands are obtained by iterated
Lie brackets, the closedness of g implies that x xy € g for z,y € V. The function
V xV —g,(z,y) — x *y is smooth because it is the restriction of a smooth function
on an open 0-neighborhood of A.

We consider the subset U := exp(V) C G. From V = —V we derive U = U~!, and
since ||z]| < log2 for x € V, Proposition 2.2.3 implies that ¢ := exp |y is injective. We
may thus endow U with the manifold structure turning ¢ into a diffeomorphism.

Then

Dy :={(z,y) eVxV:zxyeV}

is an open subset of V' x V' on which the BCDH multiplication is smooth, so that the
multiplication

Dy :={(9,h) eUxU: gheU} ={(expz,expy): (z,y) € Dy} = U

is also smooth. We further observe that

exp(—z) = exp(z) !,
from which it follows that the inversion on U is smooth.

To verify (L3), we first note that, for each x € g, we have Ad(expz)g = €**%g C g,
from which it follows that Ad(g)g = g for each ¢ € G. Hence Ad(g) induces a
topological linear automorphism of g, so that there exists an open 0-neighborhood
Vy C g with Ad(g)V, C V. Now Ad(g) restrict to a smooth map

ad x

Ad(g): Vo=V, zm gxg_l
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with p(Ad(g)z) = gp(z)g~".
Therefore U satisfies all assumptions of Theorem 4.2.1, so that we obtain a Lie
group structure on G for which ¢, resp., exp induces a local diffeomorphism in 0.
Finally, the smoothness of the exponential function follows from its smoothness on
V, UpnenmV =g, and expg(mz) = expg(z)™. O

Remark 4.2.5. The example of the dense wind shows that we cannot expect that the
group G = (expg) is closed in A* or that the inclusion map G — A* is a topological
embedding. However, the smoothness of the exponential map g — A* and the fact
that exp|g: g — G is a local diffeomorphism imply that the inclusion G — A* is
smooth, i.e., a morphism of Lie groups (Exercise 4.1.2).

Theorem 4.2.6. (Linear Lie Group Theorem) Every linear Lie group carries a unique
Lie group structure for which the exponential function exps: L(G) — G is smooth and
there exists an open 0-neighborhood V' C L(G) on which the Dynkin series converges
and expe |v is a diffeomorphism onto an open subset of G with

expg(z +y) = expg(z) expg(y)  for  w,yeV.

Proof. Let A be a unital Banach algebra and G C A* be a linear Lie group. By
definition, there exists an open O-neighborhood W C L(G) for which ¢ := expq |w is
a homeomorphism onto an open 1-neighborhood in G. In particular, exp(L(G)) C G is
a connected 0-neighborhood, so that (exp L(G)) is an open connected subgroup of G,
hence coincides with the identity component Gg of G (cf. Lemmas 1.2.2(iv) and 1.2.10).
We endow Gy with the Lie group structure from Theorem 4.2.4. Since exp maps a
0-neighborhood of L(G) homeomorphically onto a 1-neighborhood of Gy and likewise
onto a 1-neighborhood of G, it follows that the Lie group structure on Gy is compatible
with the group topology on G because both have the same 1-neighborhoods.

To see that the Lie group structure on Gy extends to GG, we have to verify that
all conjugation maps ¢,4, g € G, restrict to smooth maps on G (Corllary 4.2.3). This
follows from

cq(expz) = exp(Ad(g)z) for z € L(G)

and Exercise 4.1.1 because the linear maps Ad(g): L(G) — L(G) are continuous, hence
smooth. The uniqueness of this Lie group structure now follows from Exercise 4.1.2.
O

Remark 4.2.7. If G C A* is a closed subgroup, not necessarily Lie, then its Lie alge-
bra L(G) is a closed Lie subalgebra of Az, and Theorem 4.2.4 yields a Lie group struc-
ture on the subgroup G, := (exp L(G)) of G which the exponential map exp: L(G) —
G1 is a local homeomorphism. The relation cy(expz) = exp(Ad(g)z) implies that
G1 < G is a normal subgroup and that the conjugation maps ¢;: G1 — G1, g € G, are
smooth automorphisms of G;. Therefore Corollary 4.2.3 further implies that G carries
a unique Lie group structure for which G is an open subgroup. The so obtained Lie
group structure is compatible with the subspace topology on G inherited from A* if
and only if G is a linear Lie group.
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4.3 Coverings of Lie groups

In the preceding section we have seen how to construct Lie group structures on groups
from local data. This construction applies in particular to those quotient morphisms
q: G — G /N, where G is a Lie group and ¢ is a local homeomorphism, i.e., maps some
open identity neighborhood homeomorphically to an open identity neighborhood in
N. This means that N is a discrete subgroup of G, such as Z in R (cf. Exercise 4.3.2).

To deal properly with such maps, we recall the concept of a covering map from
Definition C.2.1. This concept is particularly important in the theory of Lie groups
because it can be used to understand how different connected Lie groups with the
same Lie algebra can be.

The following lemma shows that covering morphism of topological groups coincide
with quotient maps modulo discrete normal subgroups.

Lemma 4.3.1. (a) If ¢: G — H is a covering morphism of topological groups, then
its kernel I' := ker ¢ is a discrete normal subgroup and the induced homomorphism
©: G/T — H is an isomorphism of topological groups.

(b) Conwversely, for every discrete normal subgroup T' of a topological group G, the
quotient map q: G — G /T is a covering morphism.

Proof. (a) Since ¢ is a covering, there exists an open 1-neighborhood U C G which is
mapped homeomorphically onto ¢(U). Then

rnU={ueU: ¢(u)=1} ={1}

implies that T" is discrete (cf. Remark 1.2.3).

The induced map p: G/T' — H is a bijective continuous homomorphism of topo-
logical groups, and since ¢ is an open map, the same holds for ¥ (cf. Lemma 1.4.7).
Therefore  is a homeomorphism.

(b) Let U C G be an open symmetric 1-neighborhood with U2 NT" = {1}. Then,
for each g € G, gUT = UweF gU~ is a disjoint union and an open subset of G. Since
guil' = guoT for u; € U implies that uy 'u; € U2 NT = {1}, the restriction of ¢ to
each set gU~ is injective, hence a homeomorphism onto the open subset ¢(gU) of G/T".
In view of gUT = ¢~ 1(q(gU)), it follows that ¢ is a covering. O

Proposition 4.3.2. Let ¢: G — H be a covering of topological groups. If G or H is
a Lie group, then the other group has a unique Lie group structure for which ¢ is a
morphism of Lie groups which is a local diffeomorphism.

Proof. Let Ug C G be an open symmetric 1-neighborhood for which ¢|y,, is a home-
omorphism onto an open subset Uy of H and which satisfies U2 Nker p = {1}.

Suppose first that G is a Lie group. Then we apply Theorem 4.2.1 to Uy, endowed
with the manifold structure for which ¢|y,, is a diffecomorphism. Then (L2) follows
from op(x)~ = ¢(2~1). To verify the smoothness of the multiplication map

myy: Dy = {(a,b) cUy xUg: abEUH}—>UH,
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we first observe that, if x,y € Ug satisty (p(z),¢(y)) € Dp, ie., o(xy) € Ug, then
there exists a z € Ug with p(2y) = ¢(2), and zyz~" € Ug® Nker(p) = {1} yields
zy = z € Ug. We thus have Dy = (¢ X ¢)(Dg) for

Dg :={(z,y) € Ug x Ug: zy € Ug}

and the smoothness of mypy follows from the smoothness of the multiplication
my,: Dg — Ug and
muy © (¢ X ) =@ omyg.

To verify (L3), we note that the surjectivity of ¢ implies that for each h € H there is
an element g € G with ¢(g) = h. Now we choose an open 1-neighborhood U, C Ug
with ¢4(Uy) C Ug and put Uy, == o(Uy).

If, conversely, H is a Lie group, then we apply Theorem 4.2.1 to Ug, endowed
with the manifold structure for which |y, is a diffeomorphism onto Up. Again, (L2)
follows right away, and (L1) follows from (¢ x ¢)(Dg) C Dy and the smoothness of

mUHO(QOXQO):%DOmUG'

For (L3), we choose U, as any open 1-neighborhood in Ug with ¢,(Uy) C U. Then the
smoothness of ¢4y, follows from the smoothness the maps of pocy = cygy 0. O

Theorem 4.3.3. (Universal Covering Theorem) If G is a connected Lie group, then
there exists a covering map qc: G — G, where G is a simply connected Lie group.

Proof. Since every g € G has a neighborhood U homeomorphic to a ball in a Ba-
nach space and balls are simply connected, G is locally arcwise connected and semilo-
cally simply connected. Therefore Theorem C.2.13 implies the existence of a covering
qgc: G — G by a simply connected space G. B

Next we construct a (topological) group structure on G. Pick an element 1e
qél(l). Then the multiplication map m¢g: G x G — G resp. the map mg o (¢¢ X q¢)
lifts uniquely to a continuous map ma: G x G — G with me(1,1) = 1 (The Lifting
Theorem C.2.9). To see that the multiplication map m¢ is associative, we observe
that

g o mg o (idg xmg) = ma o (g x qa) o (idg xmg)
= mgo (idg xmg) o (g X qa X qa) = mg o (mg X idg) © (g6 X qa X qc)
= (g ©° 7’71@ ] (’I:)v’LG X ldé),

so that the two continuous maps
ﬁlG o (idé Xmg), ﬁLG ] (mG X idé): 6,3 — G,

are lifts of the same map G® — G and both map (I, 1, I) to 1. Hence the uniqueness of
lifts implies that m¢ is associative. We likewise obtain that the unique lift 7g: G — G
of the inversion map ng: G — G with 7g(1) = 1 satisfies

ﬁlG o (77@ X ldé) = I = ’f)’VLG o (ldé X??(;).
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Therefore mg defines on G a topological group structure such that
gc: G — @G is a covering morphism of topological groups. Now Proposition 4.3.2
applies. O

Theorem 4.3.4. (Lifting Theorem for Groups) Let g: G — H be a covering morphism
of Lie groups. If f: L — H is a morphism of Lie groups, where L is simply connected,
then there exists a unique morphism of Lie groups f: L — G with qo f = f.

Proof. Since Lie groups are locally arcwise connected, the Lifting Theorem C.2.9 im-
plies the existence of a unique lift f L — G with f(lL) =1g. Then

mGO(]?X}T):LXLHG
is the unique lift of my o (f x f): L x L — H mapping (11,11) to 1. We also have
qofomszomL:mHo(fxf),
so that fo my, is another lift of my o (f x f), mapping (1,,1) to 1¢. Therefore
fomLszO(fo)7

which means that fis a group homomorphism.
Since q is a local diffeomorphism and f is a continuous lift of f, it is also smooth in
an identity neighborhood of L, hence smooth (Exercise 4.1.1; see also Exercise 4.3.3).
O

Theorem 4.3.5. Let G be a connected Lie group and qg: G — G be a universal
covering homomorphism. Then kerqa = 71 (G) is a discrete central subgroup and
G = G/ker qq.

Moreover, for any discrete central subgroup T' C é the group é/F is a connected
Lie group with the same universal covering group as G. We thus obtain a bijection
from the set of all Aut(G) orbits in the set of discrete central subgroups of G onto
the set of isomorphy classes of connected Lie groups whose universal covering group is
isomorphic to G.

Proof. First we note that ker g¢ is a discrete normal subgroup of the connected Lie
group G, hence central by Exercise 1.2.8. Left multiplications by elements of ker g¢ lead
to deck transformations of the covering G — G, and this group of deck transformations
acts transitively on the fiber kergs of 1. Proposition C.2.17 now yields a group
isomorphism

m1(G) = ker q¢ (4.4)

Since qg: G — Gisa covering which is a local diffeomorphism, the induced map
G/ kerge — G also is a local diffeomorphism if G/ ker g carries the canonical Lie
group structure (Proposition 4.3.2). Since it also is bijective, it is an isomorphism of
Lie groups (Exercise 4.1.2).

If, conversely, I' C G is a discrete central subgroup, then G /T is a Lie group whose
universal covering group is G (Proposition 4.3.2). Two such groups G /Ty and G /T2
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are isomorphic if and only if there exists a Lie group automorphism ¢ € Aut(G) with
©(T'1) = 'y (Theorem 4.3.4). Therefore the isomorphism classes of Lie groups with the

same universal covering group G are parameterized by the orbits of the group Aut(G)
in the set of discrete central subgroups of G. O

Examples 4.3.6. Let E be a Banach space, so that (E,+) is a Lie group. Then,
for each discrete subgroup I' C E, the quotient group E/I' carries a natural Lie
group structure (Proposition 4.3.2; Exercise 4.3.2). Since F is simply connected by
Remark C.1.7, E is the universal covering group of E/T" and m1(E/I') = I' (The-
orem 4.3.5). We shall see in Corollary 6.2.19 below that all connected abelian Lie
groups are of this form. As special cases we obtain in particular the finite-dimensional
tori
T¢ = R%/74

(cf. Example 1.4.8).

To classify all connected abelian Lie groups A with A R"™, we can now proceed as
follows. Since all automorphisms of the topological group R™ are automatically linear
(Exercise 4.3.5), we have an isomorphism Aut(A) = GL,,(R). Further, Exercise 1.2.7
implies that the discrete subgroup ker g4 = 71 (A) of A= R" can be mapped by some
¢ € GL,(R) onto

ZF = 7% x {0} CRF x R"F = R".

Therefore
A= R"/ZF = TF x R*F,

and it is clear that the number k is an isomorphy invariant of the Lie group A, namely,
the rank of its fundamental subgroup.

Since we shall see below that every connected abelian Lie groups A of dimension n
satisfies A = R", it follows that A is determined up to isomorphism by the pair (n, k),
where n = dim A and k = rank m; (A). The case n = k leads to the compact connected
abelian Lie groups.

Examples 4.3.7. (a) The group T = R/Z is homeomorphic to the one-dimensional
sphere S', which is not simply connected.
The group

SU,(C) = { (Z _b) € GLy(C): |a* + |b]* = 1}

a
is homeomorphic to the 3-sphere
{(a,0) € C*: |[(a,b)[ = 1} = §°

which is simply connected (Exercise C.1.3). One can show that the sphere S carries
a Lie group structure if and only if n = 0,1, 3.

(b) With some more advanced tools from homotopy theory, one can show that the
groups SU,,(C) are always simply connected. However, this is never the case for the
groups U, (C).
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To see this, consider the group homomorphism
v: T— U,(C), =z diag(z1,...,1)
and note that det oy = idy. From that one easily derives that the multiplication map
2 SUR(C) x T — Uyn(C), (g,2) — g7(2)
is a homeomorphism, so that

m1(Un(C)) = w(SUL(C)) x w1 (T) = 71 (T)

1%

Z.
We further derive that the universal covering group is given by
Un(C) = SUL(C) xg R where  B(t)g :=v(e")gy(e ™).

Example 4.3.8. We show that

m1(SO3(R)) = C2 = {£1}
by constructing a surjective homomorphism

: SUz(C) — SO3(R)

with ker ¢ = {£1}, so that

SO3(R) = SU2(C)/{*1}.

Since SU,(C) is homeomorphic to S3, it is simply connected (Exercise C.1.3), so that
we obtain 71 (SO3(R)) = Cy (Theorem 4.3.5).
We consider

sup(C) ={z € gly(C): 2" = —z,tra =0} = { <mb —(fi) :beCiace R}

and observe that this is a three-dimensional real subspace of gl,(C). We obtain on
E := suy(C) the structure of a euclidean vector space by the scalar product

B(z,y) = tr(zy") = —tr(zy).
Now we consider the adjoint representation
Ad: SU,(C) — GL(E), Ad(g)(z) = gzg™".
Then we have for z,y € E and g € SU3(C) the relation

B(Ad(g)z,Ad(g)y) = tr(gzg ' (gyg™")")
= tr(gzg tgytgT") =

* ok *)

= tr(gzg~ (97" y"g
tr(zy*) = B(x,y).

This means that

Ad(SUS(C)) € O(E, ) = Oy(R).
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Since SU2(C) is connected, we further obtain Ad(SUz(C)) C SO(E, 8) = SO3(R), the
identity component of O(E, 3).
The derived representation is given by

L(Ad) = ad: suz(C) — so(E, ) = s03(R), ad(x)(y) = [z,y].

If adz = 0, then ad 2(1) = 0 implies that ad x(u2(C)) = {0}, so that ad z(gl,(C)) =
{0} follows from gly(C) = uz(C)+iug(C). This implies that = € C1 (Exercise 4.3.6), s
that tr = 0 leads to = 0. Hence ad is injective, and we conclude with dim so(FE, 3)
dimso3(R) = 3 that

o

ad(suy(C)) = so(E, §)
(cf. Exercise 4.3.7). Therefore the connectedness of SUz(C) implies that

Ad(SU2(C)) = (Ad(expsus(C))) = (e*°2(9) = (e=277) = SO(E, 8)o = SO(E, )
(cf. Exercise 4.3.8). We thus obtain a surjective homomorphism
p: SU3(C) — SO3(R).

Since SU5(C) is compact, the quotient group SUz(C)/ ker ¢ is also compact, and the
induced bijective morphism SUs(C)/ker ¢ — SO3(R) is a homeomorphism, hence an
isomorphism of topological groups.

We further have

ker ¢ = Z(SU2(C)) = SU(C) NC*1 = {£1}
(Exercise 1.1.9), so that

SO3(R) = SUL(C)  and 7 (SO3(R)) = Cs.

Exercises for Section 4.3

Exercise 4.3.1. Let G be an abelian group and N < G a subgroup carrying a Lie
group structure. Then there exists a unique Lie group structure on G for which N is
an open subgroup.

Exercise 4.3.2. Let G be a Lie group and N < G a discrete normal subgroup. Show
that G/N carries a unique Lie group structure for which the quotient map q: G — G/N
is a local diffeomorphism.

Exercise 4.3.3. Let M, N and X be smooth manifolds, g: M — N be a smooth
covering map and F': X — M a continuous map. Show that F' is smooth if and only
if g o F' is smooth.

Exercise 4.3.4. Let qg: G — Gbea simply connected covering of the connected Lie
group G.

(1) Show that each automorphism ¢ € Aut(G) has a unique lift & € Aut(G).
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(2) Derive from (1) that Aut(G) =2 {g € Aut(G): ¢(m(Q)) = m(G)}.

(3) Show that, in general, {¢ € Aut(G): ¢(m1(G)) € m1(G)} is not a subgroup of
Aut(G).

Exercise 4.3.5. Let (E,+) be the additive group of a real Banach space, considered
as a Lie group. Show that Aut(E, +) = GL(E), i.e., every automorphism of (E,+) is
linear.

Exercise 4.3.6. Show that the center of GL, (K) is given by
Z(GL,(K)) :={g € GL,(K): (Vh € GL,(K)) hg = gh} = K*1
and that the center of its Lie algebra is
3(01,(K)) := {z € gl,,(K): (Vo € gl,,(K)) [z, y] = 0} = K1.

Hint: Consider the elementary matrices E;; := (§;x0;1)x,; and note that T;; := 1+ E;; €
GL, (K).

Exercise 4.3.7. Let (E,3) be an n-dimensional euclidean space, i.e., 3 is a positive
definite symmetric bilinear form on F. Show that there exists an isometric isomor-
phism &: R™ — FE, and that

U: 0,(R) — O(E,), g+ Pogod !
is an isomorphism of topological groups.

Exercise 4.3.8. Show that for every linear Lie group G C A*, the identity component
is generated by the image of expg:

Go = (expg(L(G))).

Exercise 4.3.9. On the four-dimensional real vector space V := Hermy(C) we con-
sider the symmetric bilinear form [ given by

B(A, B) :=tr(AB) — tr Atr B.
Show that:
(1) The corresponding quadratic form is given by g(A) := 5(4, A) = —2det A.
(2) Show that (V,3) =2 R*! by finding a basis E1, ..., E; of Hermy(C) with

q(alEl +... —|—a4E4) = CL%—FG% +0{2)) —GZ.

(3) For g € GLy(C) and A € Hermy(C) the matrix gAg* is hermitian and satisfies

q(gAg*) = | det(g)[*q(A).
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(4) For g € SL2(C) we define a linear map p(g) € GL(Hermy(C)) by
p(9)(A) := gAg*. Then we obtain a homomorphism

p: SL2(C) — O(V, B) = O3,1(R).

(5) Show that kerp = {£1}.

Exercise 4.3.10. Let ¢: G — H be a surjective morphism of topological groups.
Show that the following conditions are equivalent:

(1) ¢ is open with discrete kernel.

(2) ¢ is a covering in the topological sense, i.e., each h € H has an open neighborhood
U such that ¢~ *(U) = U,; U is a disjoint union of open subsets U; for which
all restrictions ¢|y, : U; — U are homeomorphisms.
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Chapter 5

Vector Fields and their
Lie-Algebra Structure

At this point we have seen several constructions producing new Lie groups from given
ones. In particular, we have seen that linear Lie groups are Lie groups and that
coverings of Lie groups, resp., quotients by discrete normal subgroups are Lie groups.
What is still missing is a definition of the Lie algebra of a general Lie group, i.e., the
corresponding infinitesimal object.

The idea to define L(G) is the following. For linear Lie groups G C A*, we have
defined L(G) as those elements of A for which e®* C G, and it is easy to see that,
geometrically, L(G) is the tangent space of G in 1 (Exercise 3.1.8). Therefore each
x € L(G) defines by X(g) = gz a “vector field” on G. For general Lie groups, this
is a natural way to obtain the Lie algebra as the set of vector fields on G which are
invariant under left translations. In this chapter we provide the concepts needed to
follow this path. First we define tangent vectors of abstract manifolds (Section 5.1).
Then we define vector fields and show that the space of vector fields carries a natural
Lie bracket (Section 5.2), and finally we explain how vector fields are related to flows,
resp., ordinary differential equations on manifolds (Section 5.3).

5.1 Tangent vectors of manifolds

The real strength of the theory of smooth manifolds is due to the fact that it per-
mits to analyze differentiable structures in terms of their derivatives. To model these
derivatives appropriately, we introduce the tangent bundle T'M of a smooth manifold,
tangent maps of smooth maps and smooth vector fields.

Remark 5.1.1. To understand the idea behind tangent vectors and the tangent bundle
of a manifold, we first take a closer look at the special case of an open subset U of a
Banach space E. We think of a tangent vector in p € U as a vector v € E attached
to the point p. In particular, we distinguish tangent vectors attached to different
points. A good way to visualize this is to think of v as an arrow starting in p or as v

67
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corresponding to the translation map 7,: E — E,x — x + v. In this sense we write
T,(U):={p} x E

for the set of all tangent vectors in p, the tangent space in p. It carries a natural real
vector space structure, given by

(p,0) + (p,w) == (p,v+w) and  A(p,v) := (p, Av)

for v,w € F and A € R.
The collection of all tangent vectors, the tangent bundle, is denoted

T(U):= |J T,(U) ={(p,v): peU,v e E} = U x E.
peU

(b) Let E and F be Banach spaces. If f: U — V is a C'-map between open subsets
U C EFand V C F, then the directional derivatives permit us to “extend” f to tangent
vectors by its tangent map

T(f): T(U)=2UxE—->TV=VXF, (p,v) (f(p),df(p)v).
For each p € U, the map T'f restricts to a linear map

Tp(f): Tp(U) = Ty (V),  (p,v) = (f(p),df(p)v). (5.1)

The main difference to the map df is the book keeping; here we keep track of what
happens to the point p and the tangent vector v.

IfUCE,V CF, resp.,, W C G are open subsets, where E, F and G are Banach
spaces, and f: U — V and g: V — W are C''-maps, then the Chain Rule implies that

T(go f)p,v) = (g(f(p),d(g o f)(p)v) = (g(f(p)),dg(f(p))df(p)v)
=Tt (9) o Tp(f)v,

so that, in terms of tangent maps, the Chain Rule takes the simple form
T(gof)=T(g)oT(f) (5.2)

We clearly have T'(idy) = idy () and, for a diffeomorphism f, we thus obtain from
the Chain Rule T'(f~1) = T(f)~1.

(c) As the terminology suggests, tangent vectors arise as tangent vectors of curves.
If v: Ja,b[— U is a C'-curve, then its tangent map satisfies

T()(t,v) = (v(t), dy(t)v) = (v(£),v-+'())  on  T(a,b[) =]a, b[xR,

and in particular
T(y)(t,1) = (v(t),7'(t))

is the tangent vector in y(t) to the curve ~.
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Definition 5.1.2. Let M be a smooth E-manifold and A := (p;, U;);cr be an E-atlas
of M. On the disjoint union of the set ¢(U;) x E, we define an equivalence relation by

(i(p),v) ~ (©5(p), d(p; 0 0, ) (i) (v)) = T(p; 0 ;) (i(p), v),

forpe U;NU; and v € E.! We write [pi(p), v] for the equivalence class of (;(p), v).
Then the equivalence classes of the form [p;(p),v], v € E, are called tangent vectors
in p and we write T),(M) for the set of all these equivalence classes, the tangent space
of M in p. Since the differentials d(p; o 0; *)(¢i(p)) are invertible linear maps, T),(M)
inherits the well-defined structure of a vector space by

[0i(p), vl + [i(p), w] == [@i(p), v +w]  and  Alpi(p), v] = [pi(p), Av],

so that the map E — T,,(M),v — [pi(p),v] is a linear isomorphism for any fixed ¢ € I
(Exercise).

Remark 5.1.3. If (¢,U) is a chart of M compatible with the E-atlas A and p € U,
v € E, then the equivalence class [p(p),v] is defined, regardless of whether (¢, U) was
contained in the atlas A or not. In fact, we can always enlarge A by the chart (p,U)
and observe that, for any i € I with p € U;, we have

[o(p),v] = [@i(p), d(ei 0 o~ ") ((p))v],

expressing [¢(p),v] in terms of the equivalence classes specified by the atlas A in
Definition 5.1.2.

Definition 5.1.4. (The tangent bundle TM) As a set, the tangent bundle of the
FE-manifold M is defined as the disjoint union

T™ := | T,(M)
peEM

of all tangent vectors. To define a topology, resp., a manifold structure on M, we first
recall that any E-chart (¢, U) of M leads to a bijection

Te: TU = | T,(M) = T(p(U)) = o(U) x E,  [(p),v] = (¢(p),v).
peU

Let 7 C P(TM) be the set of all subsets O C T'M with the property that (Ty)(O)
is open in ¢ (U) x E for every E-chart (¢, U) of M. It is easy to see that 7 is a topology
TM. Since for every open subset O’ C ¢(U) x E for some chart (¢,U) of M, the sets
T(pop=1)(O') are open in (V) x E for every other chart (1, V) of M, it follows that
(Te)~1(0') € 7, and therefore Tp: TU — ¢(U) x E is a homeomorphism, hence an
(E x E)-chart of TM.

Let

mrm: TM — M, T,(M)>v—p

1That this defines an equivalence relation follows easily from the fact that the maps ¢, o <p;1 are
diffeomorphisms and the Chain Rule.
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denote the projection map sending a tangent vector v € T,(M) to its base point p.
Then, for every open subset O C M its inverse image 777?]1\4(0) C T'M is open because
for every chart (p,U), the set ¢(ONU) x E is open in E x E. To see that TM is
Hausdorff, we now observe that, for two tangent vectors v € T,(M) and w € T,(M),
we obtain disjoint open neighborhoods from the continuity of wpys if p # ¢. If p = g,
we pick any chart (¢,U) with p € U and note that the open subset TU = ¢(U) x E
of TM is Hausdorff, so that v,w € TU possess disjoint open neighborhoods.

Finally we observe that, for every E-atlas A = (¢;,U;)icr, we obtain an (E x E)-
atlas T A := (Tp;, TU;);er (Exercise 5.1.1).

Remark 5.1.5. For each open subset U of a Banach space E, we have TU 2 U x E
(as smooth manifolds).

Definition 5.1.6. (The tangent map) Let M and N be smooth manifolds and
f: M — N be a smooth map.

(a) For p € M we pick charts (¢, U) of M and (¢, V') of N withp € U and f(p) € V.
We now define the tangent map

Tp(f) = df(p): Tp(M) = T (N),  [e(p) 0] = [0(f(p)),d(¥ o f o o™ (0(p))v]-

The Chain Rule implies that the right hand side does not depend on the choice of the
charts of M, resp., N. We thus obtain a well-defined linear map T},(f) between the
tangent spaces.

Putting all these tangent maps together, we obtain a map

Tf:TM — TN, Tf():=T,(f)v, veT,(M).
For charts (¢,U) on M and (v, V') as above, we have
TpoTfo(Te)™ (e(p),v) = (W(f(p),d(wo for™ ) (p(p))v) = T(vo for™)(@(p),v),

so that Tf is smooth on the open subset T'(f~*(V)) of TM. This implies that Tf is
a smooth map.

(b) If N = E is a Banach space, then TE = FE x E and the map T'f can accordingly
be written as T'f = (f,df), where df is a map TM — E.

(c) If M C R is an open interval, then f is a curve in M and we put

f'(@) = (Tef)(1) € Ty (N).
Remark 5.1.7. (a) Note that
T(dy) =idry  and  T(fio fo) = Tfi o Tf

for smooth maps fo: M7 — My and fo: My — Ms.
(b) For smooth manifolds My, ..., M,, the projection maps

ﬂ-i:Mlx"'XMn_)Mi? (p17"'apn)'_)pi
induce a diffeomorphism

(Try,...,Tmp): T(My X - x My) — TMy X --- x TM,,.
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Remark 5.1.8. We record some rules that are useful when dealing with tangent maps.
(1) From the local Chain Rule ((5.2) in Remark 5.1.1) we immediately derive its
general form: For smooth maps g: M7 — Ms and f: My — Ms, we have

T(fog)=T(f)oT(g) (5.3)

We also note that T'(idys) = idpas. 2
(2) If f1: M — Ny and fo: M — Ny are smooth maps, then we combine them to
the smooth map

f={(f1,f2): M — Ny x Na, m (fi(m), fa(m)).

Identifying T'(N; x N3) with TNy x TNy, we then have

Tf=(Tf,Tf)

(3) If f1: My — Ny and fo: My — Ny are smooth maps, then we combine them to
the smooth map

f = f1 X f22 M1 X M2 — N1 X ZVQ7 (ml,mg) — (fl(ml),fg(mg)).

Identifying T'(M7 x Ms) with TM; x T My and T' (N7 x N2) with TNy x T N3, we obtain

T(f1 X fg) = Tf1 X ng

Exercises for Section 5.1
Exercise 5.1.1. Let (v;,U;)icr be an E-chart of the smooth manifold M and
Yi: TU; == | T,(M) = o(Us) x B, [¢i(),0] = (¢i(),0).
peU;
Show that

(i) We call O C TM open if, for each ¢ € I, the subset ¢;,(ONTU;) C ;(U;) x E is
open. Show that the open sets define a topology on T'M.

(ii) The subset TU; C TM is open and v;: TU; — ¢(U;) X E is a homeomorphism.
(iii) TM is a Hausdorff space.
(iv) The family (¢;);cs defines a smooth E x E-atlas on T'M.

Exercise 5.1.2. Let M be an E-manifold. Show that, for every E-chart (¢, U) of M,
the tangent map
To: TU - T(o(U)) 2 p(U) x E

is a diffeomorphism.

2Both observations combine to the insight that the assignments M +— TM and f +— Tf define a
functor from the category of smooth manifolds into itself.
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Exercise 5.1.3. [Inverse Function Theorem for manifolds] Let f: M — N be a
smooth map between manifold and p € M such that T,(f): T,(M) — T,(N) is a
linear isomorphism. Show that there exists an open neighborhood U of p in M such
that the restriction f|y: U — f(U) is a diffeomorphism onto an open subset of N.

Exercise 5.1.4. If f: M — N is a smooth map and 7wy : TM — M is the projection
map of the tangent bundle, then

mrnoTf = fomrum.

5.2 The Lie algebra of vector fields

Definition 5.2.1. We define a (smooth) vector field X on M as a smooth map
X: M — TM with 7ppr o X = idps, where mpa: TM — M denotes the projec-
tion map mapping T,(M) to p. Alternatively, we can say that X (p) € T,,(M) for every
p € M. We write V(M) for the space of all vector fields on M.

If f € C°(M,F) is a smooth function on M with values in some Banach space F’
and X € V(M), then we obtain a smooth function on M via

Xfi=dfoX: M —-TM — F.
In each point p € M, we then have

(X)(p) =df(p)X(p),

so that (X f)(p) is a directional derivative of the function f in the direction of the
tangent vector X (p).

Remark 5.2.2. If M = U is an open subset of the Banach space E, then TU = U x E,
with the projection npy: U X E — U, (z,v) — z. Therefore each smooth vector field

is of the form X (z) = (z, X (z)) for some smooth function X: U — E. In this sense
we may thus identify V(U) with the space C*°(U, E).

Definition 5.2.3. If ¢: M — N is a smooth map, then we say that X € V(M) and
Y € V(N) are @-related if

TooX =Yop: M —TN. (5.4)
If, in addition, ¢ is a diffeomorphism, then this implies that
Y=TpoXop = p.X.

For a vector field X € V(M), we call ¢, X € V(N) the corresponding (-transformed
vector field on N. It is the unique vector field on N which is p-related to X.

Remark 5.2.4. Suppose that ¢: M — N is a smooth map and f: N — F'is a smooth
map with values in the Banach space F. If X € V(M) and Y € V(N) are ¢-related,
then

X(fep)=(Ffoyp (5:5)

follows from

X(fop)=d(fop)oX =dfoTpoX =dfoYop=(Yf)op.
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Lemma 5.2.5. Let U C E be an open subset of the Banach space E and identify
vector fields on U with smooth E-valued functions. Then we obtain a Lie bracket on
C>(U,E) by

(X, Y](p) := aY (p)X(p) —dX(p)Y(p) for pel. (5.6)
With respect to this Lie bracket, the map
L:V(U)=C*(U, E) = End(C*(U, E)), X~ Lx, Lx(f)p):=df(p)X(p)
18 an injective homomorphism of Lie algebras, in particular,
Lixy) = [Lx,Ly]. (5.7)

Proof. Let V := C*°(U, E) and consider Lx as a linear endomorphism of V. If Lx = 0,
then 0 = Lx idy = X, so that £ is injective. For f € V' we obtain

LxLy(f)(p) =d(Ly f)(p)X(p) = (*f)(p)(X(p),Y (p)) + df(p)aY (p) X (p),

so that the Schwarz Lemma, i.e., the symmetry of the second differential,® implies

LxLyf—LyLxf=Lxyf

which is (5.7).
Clearly, the bracket on V(U) is skew-symmetric. That it also satisfies the Jacobi
identity follows from the injectivity of £ and the Jacobi identity in End(V):

Lix iy, z)+ vz, X+1zx.v)] = [£x, Ly, L)) + Ly, [Lz, Lx]] + [Lz, [Lx, Ly]]. O

Having dealt with the local version of the Lie bracket on vector fields, we now turn
to its global form.

Lemma 5.2.6. If X,Y € V(M), then there exists a vector field [X,Y] € V(M) which
1s uniquely determined by the property that, for each Banach space F and each open
subset U C M, we have

(X,Y]f=X(Y[f)=Y(X[f) for feC®UF). (5.8)

3To formulate the Schwarz Lemma, for a C2-map f: U — F from the open subset U of the Banach
space E to the Banach space F, we define the second differential of f as the map d2f: U — L2(E?, F)
by

d
a2 hi,h2) = —| 4 tha)(hi).
Fp)(ha,ho) = —f _ df(p + tha)(h1)
Then the Schwarz Lemma asserts that all the bilinear maps d2f(p) are symmetric. Tt follows from
the special case E = R?, applied to the map (t1,t2) — f(p + t1h1 + ta2h2). One should also observe
that it follows from the formula
1 1 1 1 1
2 — JE— — — — — — —
a2 f(p)(ha, h) = s(1(p+ i+ ~ha) = F(p+ —ha) = f(p+ —h2) + 1))

lim
n—oo n,
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Proof. Uniqueness: First we show that [X,Y] is uniquely determined by (5.8). If
(p,U) is an E-chart of M, then

[X,Y]p=dpo[X,Y]: U —E

determines [X, Y] because the linear maps dp(p),p € U, are injective.
Existence: Let (p,U) be an E-chart of M. Then A := ¢, X :=Tpo X op~! and
B:=¢,Y :=TpoY op~! are smooth vector fields on the open subset ¢(U) C E.
For a smooth function f: U’ — F on an open subset U’ C U we obtain a smooth
function h := f o~ t: (U') — F, and

Xfopl=dfoXop t=dfoT(p ) oT(p)oXop ' =dhoA=Ah.

Representing the vector fields A and B by smooth functions

A(p) = (p. A(p)), B(p) = (»,B(p)),

we have

Ah(p) = dh(p)A(p) and Bh(p) = dh(p)B(p),

so that Lemma 5.2.5 implies that

ABh — BAh =Ch

holds for the vector field C(p) = (p, C(p)) with

C(p) == dB(p)(A(p)) — dA(p)(B(p)). (5.9)

The smoothness of the right hand side follows from the chain rule. For the smooth
vector field
Dy = (o ).C=Tp toCoypecV{U),

we obtain with (5.5)

Dy f = Dy(hoy)=Ch= A(Bh) — B(Ah)
= X(Bhoyp ") = B(Ahop ™) = X(Yf) = Y(X/).

This implies the existence of a vector field [X, Y]y := Dy satisfying (5.8) on the open
subset U.
From the uniqueness that we have already verified, we obtain

(X, Yuno = [X,Y]vlvno = [ X, Yo lunoe

for two open subsets U, U’ C M. Therefore [X,Y](p) := [X,Y]u(p) for p € U, yields
a well-defined vector field [X,Y] € V(M), satisfying (5.8) on M. O

Proposition 5.2.7. (V(M),[,,-]) is a Lie algebra.
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Proof. Since the Lie bracket is obviously skew symmetric, we have to verify the Jacobi
identity, i.e., the vanishing of all vector fields of the form

It suffices to show for every chart (p,U) of M that J(X,Y,Z)|y = 0. This follows
from the fact that the construction of the bracket on V(M) shows that

:VU) = V(eU)), X p.X

is compatible with the bracket in the sense that ®([X,Y]) = [®(X), P(Y)] (see the
proof of Lemma 5.2.6). Therefore the Jacobi identity in V(U) follows from the Jacobi
identity on V(¢(U)) (Lemma 5.2.5). O

For the applications to Lie groups we will need the following lemma.

Lemma 5.2.8. (Related Vector Field Lemma) Let M and N be smooth manifolds,
p: M — N be a smooth map, and Xpr,Yar € V(IM), Xn,Yn € V(N) such that the
pairs (Xar, Xn) and (Yar,Yn) are p-related. Then their Lie brackets [Xpr, Y] and
[Xn,Yn] are also p-related.

Proof. For every chart (¢, V) of N we obtain with (5.5)
((Xn, Yn]Y) oo = Xn(Yne) oo = Yn(Xnt)) 0o = X (Vg 0 ) = Yar(Xnyp o )
= Xu(Yar(¢o9)) = Yu(Xn (¢ o 9)) = [Xar, Y] (¥ 0 )

For every p € M, this implies that

dy(e(p)[Xn, Yn](e(p)) = d(e(p)Tp () [Xnr, Y (),
and since di(p) is injective, we see that
[Xn,YNn] o =Tpo[Xn,Yul,

which completes the proof. U

Exercises for Section 5.2

Exercise 5.2.1. Let A be a K-algebra (not necessarily associative). Show that

(i) der(A) := {D € End(A): (Va,b € A) D(ab) = Da-b+ a- Db} is a Lie subalgebra
of gl(A) = End(A).

(ii) If, in addition, A is commutative, then for D € der(A) and a € A, the map
aD: A— A,x — aDx also is a derivation.

Exercise 5.2.2. Let U be an open subset of R?” and P = C°(U,R) be the set of
smooth functions on U and write q1, . . ., gm, P1, - - - , Pm for the coordinates with respect
to a basis. Then g is a Lie algebra with respect to the Poisson bracket

_N~0f 99 0f 99
{f,g} '_;3%’ Op; Op; qu'
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Exercise 5.2.3. Let U be an open subset of R*, A = C*(U,R), and
YV =C>U,R"). For f € Aand X = (Xy,...,X,) €V, we define

=Xf = X;—.
Lxf=Xf ; o,
(i) The maps Lx are derivations of the algebra A.

(ii) If Lx =0, then X = 0.

(iii) The commutator of two such operators has the form [Lx,Ly] = Lx,y], where
the bracket on V is defined by

[X,Y](p) :=dY (p)X(p) — dX(p)Y (p),

resp.,

=~ OV 0X;
(X,Y]; = ZXjach -y, o,

(iv) (V,[-,]) is a Lie algebra.

(v) To each A € gl,(R), we associate the linear vector field X 4(x) := Az. Show that,
for A,B € Mn(R), we have X[A7B] = —[XA,XB].

5.3 Flows and vector fields

In this section we turn to the geometric nature of vector fields as infinitesimal gen-
erators of flows on manifolds. This provides a natural global perspective on ordinary
differential equations.

Throughout this section, M denotes an F-manifold for some Banach space E.

Definition 5.3.1. Let X € V(M) and I C R be an open interval containing 0. A
differentiable map ~v: I — M is called an integral curve of X if

Y (t) = X(v(t)) for each tel.

Note that the preceding equation implies that ' is continuous and further that if v is
C*, then 7/ is also C*. Therefore integral curves are automatically smooth.

If J O I is an interval containing I, then an integral curve n: J — M is called an
extension of v if n|; = 4. An integral curve - is said to be mazimal if it has no proper
extension.

Remark 5.3.2. (a) If U C E is an open subset of the Banach space E, then we write
a vector field X € V(U) as X(z) = (z, F(x)), where F': U — E is a smooth function.
A curve v: I — U is an integral curve of X if and only if it satisfies the ordinary
differential equation

Y(t)=F(y(t)) forall tel.
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(b) If (¢,U) is a chart of the manifold M and X € V(M), then a curve v: I — M
is an integral curve of X if and only if the curve n := ¢ o~y is an integral curve of the
vector field X, := p, X =T(p) o X o= € V(p(U)) because

Xo(n(t) = Ty (@)X (v(1))  and  0'(t) = Ty (9)7'(1)-

Remark 5.3.3. A curvey: I — M is an integral curve of X if and only if 5(¢) := vy(—t)
is an integral curve of the vector field —X.

More generally, for a,b € R, the curve n(t) := y(at + b) is an integral curve of the
vector field a X.

For the proof of the following theorem we refer to [La99, Thm. 4.2.1].

Theorem 5.3.4. (Existence and Uniqueness of Integral Curves) Let X € V(M) and
p € M. Then there exists a unique maximal integral curve v,: I, — M with v,(0) = p.

If ¢ = 7,(t) is a point on the unique maximal integral curve of X through p € M,
then I, = I, —t and
Vq(s) :=p(t + 5)
is the unique maximal integral curve through g. Here I, denotes the domain of defi-

nition of the maximal integral curve through p and I, is the domain of the maximal
integral curve through gq.

Example 5.3.5. (a) On M = R we consider the vector field X given by the function
F(s) =1+s% ie., X(s) = (s,1+ s?). The corresponding ODE is

7(s) = X(7(s) = 1+7(s)*

For v(0) = 0, the function (s) := tan(s) on I := ] — %, Z[ is the unique maximal
solution because

tlin} tan(t) = co  and tlimﬂ tan(t) = —oo.
-3 ——I
(b) Let M :=]—1,1[ and X (s) = (s, 1), so that the corresponding ODE is 4/(s) = 1.
Then the unique maximal solution is
v(s)=s, I=]-11]

For M = R the same vector field has the maximal integral curve
v(s)=s, I=R.

The preceding example shows in particular that the global existence of integral curves
can be destroyed by deleting parts of the manifold M, i.e., by considering M’ := M\ K
for some closed subset K C M.

(c) (Linear vector fields) Let E be a Banach space. Then a vector field X € V(F)
is said to be linear if it is represented by a linear function, i.e., X (v) = (v, Av) for
some A € L(FE). The corresponding ODE is

7 (t) = Ax(D).
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We know already that the unique solutions of this ODE with the initial value p € E
is of the form

~(t) = et4p.

Definition 5.3.6. A vector field X € V(M) is said to be complete if all its maximal
integral curves are defined on all of R. We write V(M). C V(M) for the subset of
complete vector fields.

Definition 5.3.7. Let M be a smooth manifold. A flow on M is a smooth map
O:RxM— M, (t,m)— d(m)
such that
®y=idyy and P oP, =Py, for t,seR.

Writing Diff (M) for the group of diffeomorphisms of M, the latter conditions mean
that R
®: R — Diff(M), t—

is a group homomorphism, i.e., a one-parameter group. A flow is the same as a smooth
action of the Lie group R on M (cf. Definition 6.1.7).

Lemma 5.3.8. If ® is a flow, then

X®(m) = 4

= % ‘=0 q’(t, m) = T(Lm)q)(l,())

defines a smooth vector field.

It is called the wvelocity field of the flow ®.

Lemma 5.3.9. If ® is a flow on M, then the curves v, (t) := ®(t,m) are integral
curves of the vector field X®. In particular, the flow ® is uniquely determined by the
vector field X2.

Proof. For s,t € R we have
Ya(s+1) =P(s+t,2) = D(t, (s,2)) = (t,7.(s)),

so that taking derivatives in ¢ = 0 leads to 7. (s) = X ®(14(s)).
That ® is uniquely determined by the vector field X?® follows from the uniqueness
of integral curves (Theorem 5.3.4). O

For the proof of the following theorem we also refer to [La99, Thm. 4.2.6]. It is a
special case of a more general result on the existence of “flows” for any smooth vector
field.

Theorem 5.3.10. Each complete vector field X is the velocity field of a unique flow
®X on M.

Since the flow ®¥ is determined by the vector field X, we also call X the infinites-
imal generator of ®. In this sense the smooth R-actions on a manifold M (=flows) are
in one-to-one correspondence with the complete vector fields on M.
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Proposition 5.3.11. (Smooth Dependence Theorem) Let M and N be smooth man-
ifolds and U: N — V(M). be a map for which the map

VN x M = T(M),  (n.p) > ¥(n)(p)
is smooth (the vector field U(n) depends smoothly on the parameter n). Then the map
NxRxM— M, (ntm)—®Y0(t m)
s smooth.

Proof. The parameters do not cause any additional problems, as can be seen by the
following trick: On the product manifold N x M we consider the smooth vector field
Y, given by

Y (n,p) := (0n, ¥(n)(p)) € Tn(N) x Tp(M) = Ty, 1y (N x M).
Then the integral curves of Y are of the form

V() = (7,7 (1)),

where v, is an integral curve of the smooth vector field ¥(n) on M. Therefore the
assertion is an immediate consequence on the smoothness of the flow of Y on N x M
(Theorem 5.3.10). O

Lie Derivatives

We take a closer look at the interaction of flows and vector fields. Let X € V(M) and
Y € V(M). Then we define the Lie derivative of Y along the flow of X by

— i (X _d b's
£xY = lim L (@X)y —v) = 2 (@X).¥
Theorem 5.3.12. LxY = [X,Y] for X, Y € V(M).

Proof. Tt suffices to show that LxY and [X,Y] coincide in each p € M. We may
therefore work in some E-chart of M.
Identifying vector fields with smooth F-valued functions, we have

[X,Y](z) =dY ()X (z) —dX(2)Y (), ze€U
(Lemma 5.2.5). On the other hand,
(®%,).Y)(z) = T(@%,) oY 0 ®F (2)
= d(@%)(2 (2))Y (2 (2)) = (a(®))(2)) "' Y(2] (2)).

To calculate the derivative of this expression with respect to t, we first observe that it
does not matter if we first take derivatives with respect to ¢ and then with respect to
x or vice versa. This leads to

d vy d
= a@N) @) =a(5

cbg()(x) = dX(2).

t=0
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Next we note that, for any smooth curve «: [—¢,¢] — GL(E) with «(0) = 1, we have
(@) () = —a(t) "o/ (Ha(t) ",

and in particular (a=1)'(0) = —a/(0) (cf. Example 4.1.12). Combining all this, we
obtain with the Product Rule

Lx(Y)(z)=—-dX(2)Y(z)+dY (z)X(z) = [X,Y](x). O

Corollary 5.3.13. If X, Y € V(M) are complete vector fields, then their flows
®X ®Y: R — Diff (M) commute, i.e.,

X (t) o @V (s) = DV (s) 0 ®¥(t) fort,s ER,
if and only if X andY commute, i.e., [X,Y] =0.

Proof. (1) Suppose first that ®X and ®Y commute. Let p € M and ~,(s) := ®Y (p)
be the integral curve of Y through p. We then have

Tp(s) = ‘PE(P) = (I)ix ° ‘ﬁf ° (p)—(t(p)v
and passing to the derivative in s = 0 yields

Y(p) = 7,(0) = T(®)Y (2%,(p)) = ((27).Y) (p)-

Passing now to the derivative in ¢ = 0, we arrive with Theorem 5.3.12 at [X,Y] =
Lx(Y)=0.

(2) Now we assume [X,Y] = 0. First we show that (®;¥).Y = Y holds for all
t € R. For t,s € R we have

()Y = (2).(9]).Y,

so that

& (@)Y = ~(@).Lx () =0

for each t € R. Since, for each p € M, the curve
R — Tp(M), t— ((9).Y)(p)

is smooth, and its derivative vanishes, it is constant equal to Y (p). This shows that
(®X).Y =Y for each t € R.
For v(s) := ®X®Y (p) we now have v(0) = ®;X(p) and

7'(s) = T(9) o V(@] (p) = Y (2 Y (p)) = Y (1(s)),

so that 7 is an integral curve of Y. We conclude that y(s) = ®Y (®(p)), and this
means that the flows of X and ¥ commute. O
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Remark 5.3.14. Let X,Y € V(M) be two complete vector fields and ®X, resp., ®¥
their flows. We then consider the commutator map

F:R? = Diff(M), (t,s)+— & 0 ®Y 0 ®¥, 0V .

We know from Corollary 5.3.13 that it vanishes if and only if [X,Y] = 0, but there is
also a more direct way from F' to the Lie bracket. We first observe that the relation

X
PX 0 ®Y 00X, = égtbf Y (Exercise 5.3.3) leads to

oF

g(t,o) = (X)), Y -Y for teR?
and hence with Theorem 5.3.12 to
O*F
8t85<0’0) =Y, X].

Exercises for Section 5.3

Exercise 5.3.1. Let ¢: M — N be a smooth map and X € V(M), Y € V(N) be
p-related vector fields. Show that for any integral curve v: I — M of X, the curve
po~: I — N is an integral curve of Y.

Exercise 5.3.2. Let X € V(M) be a vector field and write X® € V(R) for the vector
field on R, given by X®(¢) = (¢,1). Show that, for an open interval I C R, a smooth
curve v: I — M is an integral curve of X if and only if X® and X are v-related.

Exercise 5.3.3. Let X € V(M). be a complete vector field and ¢ € Diff(M). Then
X is also complete and

@f*X:gpo(I)f(ogp_l for teR.

Exercise 5.3.4. Let M be a smooth manifold, ¢ € Diff(M) and X € V(M). be a
complete vector field. Show that the following are equivalent:

(1) ¢ commutes with the flow maps ®;*.

(2) For each integral curve v: I — M of X, the curve ¢ o also is an integral curve
of X.

(3) X =p. X =T(p)oXop ! ie., X is p-invariant.

Exercise 5.3.5. Let X,Y € V(M) be two commuting complete vector fields, i.e.,
[X,Y] = 0. Show that the vector field X + Y is complete and that its flow is given by

q)tXJrY:@f(o(bf forall teR.

4Here we use that if I C R is an interval and «: I — Diff(M), 8: I — Diff(M) are maps for which
a:IxM— M, (tz)— alt)(z) and B:IxM— M, (t, @) — B(t)(x)

are smooth, then the curve v(t) := «(t) o 8(¢) also has this property (by the Chain Rule), and if
a(0) = B(0) = idyy, then v satisfies

7'(0) = o’ (0) 0 B(0) + T((0)) © 8'(0) = &/(0) + 5'(0).



82 CHAPTER 5. VECTOR FIELDS AND THEIR LIE-ALGEBRA STRUCTURE



Chapter 6

Lie Algebra and Exponential
Function of a Lie Group

In this chapter we introduce the Lie algebra and the exponential function of a general
Lie group (modeled on a Banach space). The Lie algebra is obtained from the space
of left invariant vector fields. Since all these vector fields are complete, one obtains
the exponential function from their flows. The Lie functor L: G +— L(G) assigns a
Banach-Lie algebra to each Lie group and a Lie algebra homomorphism L(y) to each
morphism ¢ of Lie groups. It is the key tool to translate Lie group problems into
problems in linear algebra.

6.1 The Lie Algebra of a Lie group

Before we turn to the definition of the Lie algebra of a Lie group, we show that the
group structure on a Lie group G induced a natural Lie group structure on its tangent
bundle TG.

In the following we always identify the tangent bundle T'(G x G) with the product
space TG x TG (Remark 5.1.7).

Lemma 6.1.1. (a) The tangent map
Timg): T(GxG)2T(G)xT(G)—-T(@), (ww)r—v w:=Tmg(v,w)

defines a Lie group structure on T'(G) with identity element 01 € T1(G) and inversion
T(ng). Forv e Ty(G) and w € Ty,(G), we have

vew=Ty(pn)v+ Th(Ag)w =v- 0 + 04 - w. (6.1)
(b) The canonical projection mpy: T(G) — G is a morphism of Lie groups with
kernel (T1(G),+) and the zero section o: G — T(G), g — 04 € Ty(G) is a homomor-

phism of Lie groups with mpgy oo = idg.

83
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(¢) The map
: G xTh(G) - T(G), (g,2)—gax:=04-z=T(\g)x
s a diffeomorphism.

Proof. (a) Since the multiplication map mg: G x G — G is smooth, the same holds
for its tangent map

Tme: T(G x G) = T(G) x T(G) — T(G).

Let eg: G — G, g — 1 be the constant homomorphism. Then the group axioms for G
are encoded in the relations

(1) mg o (mg x idg) = mg o (idg xmg) (associativity),
(2) mg o (ng,idg) = mg o (idg, ng) = ¢ (inversion), and
(3) mg o (eg,idg) = mg o (idg,e¢) = idg (unit element).

Using the functoriality of T and its compatibility with products (cf. Remark 5.1.8),
we see that these properties carry over to the corresponding maps on T'(G):

(1) T(mg) o T(ma x idg) = T(ma) o (T(ma) X idr))
=T(mg) o (idpg) xT'(mg)) (associativity),

(2) T(me) o (T(na),idr @) = T(ma) o (idre), T(ne)) = T(ec) (inversion), and
(3) T(mea) o (T(ec),idr(a)) = T(mea) o (idr), T(eg)) = idp(e) (unit element).

Here we only have to observe that the tangent map T'(eg) maps each v € T(G) to
01 € T1(G), which is the neutral element of T(G). We conclude that T'(G) is a Lie
group with multiplication T'(m¢), inversion T'(ng), and unit element 01 € T3 (G).

For v € Ty(G) and w € Ty(G), the linearity of T, 5)(m¢) implies that

T'mg(v,w) = Tig.n)(ma)(v,w) = T4 n) (ma)(v,0) + Ty n) (ma)(0,w)
= Ty(pn)v + Th(Ag)w,

(b) The definition of the tangent map implies that the zero section
o: G — T(G) satisfies

TmG o (O’ X 0’) =oomgag and ng(og,oh) = Omc(g,h) = Ogh,

which means that it is a morphism of Lie groups. That mp(g) also is a morphism of
Lie groups follows likewise from the relation

Tre) © T'mg = mg o (Tr@) X Tr(@)),

which also is an immediate consequence of the definition of the tangent map
Time: it maps Ty (G) x Th(G) into Tyn(G) (cf. Exercise 5.1.4). From (6.1), we ob-
tain in particular that the multiplication on the normal subgroup ker mp(c) = T1(G)
is simply given by addition.
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(¢) The smoothness of ® follows from the smoothness of the multiplication of
T(G) and the smoothness of the zero section o: G — T(G),g — 04. That ® is a
diffeomorphism follows from the following explicit formula for its inverse: ®~1(v) =
(e (v), ﬁT(G)(v)_lv), so that its smoothness follows from the smoothness of w7 (q)
(its first component), and the smoothness of the multiplication on T'(G). O

Definition 6.1.2. In the following we shall mostly use the simplified notation
gv:=04-v for geG,veTq.

We likewise write
v.g:=v-0, for geG,veTG.

Definition 6.1.3. (The Lie algebra of G) A vector field X € V(G) is called left
invariant if
X =(MghX :=T(Ag)0oXo )\9_1 for ged.

We write V(G)! for the set of left invariant vector fields in V(G). Clearly V(G)! is a
linear subspace of V(G). The left invariance of X means that X is A -related to itself
for every g € G. Therefore the Related Vector Field Lemma 5.2.8 implies that, if X
and Y are left-invariant, then their Lie bracket [X,Y7] is also Ag-related to itself for
each g € G, hence left invariant. We conclude that the vector space V(G)! is a Lie
subalgebra of (V(G), [, ]).

Next we observe that the left invariance of a vector field X implies that for each
g € G we have X (g) = ¢.X(1) (Lemma 6.1.1(b)), so that X is completely determined
by its value X (1) € T1(G). Conversely, for each z € T1(G), we obtain a left invariant
vector field 7; € V(G)! with x;(1) = = by z;(g) := g.z. That this vector field is indeed
left invariant follows from

w0 An(g) = i(hg) = (hg).x = h.(g9.x) = T(An)z1(9)

for all h,g € G. Hence
T (G) = VG, z—

is a linear bijection. We thus obtain a Lie bracket [-,-] on 77 (G) satisfying
[xvy] = [‘rlayl](l) and [.’E, y]l = [‘Tlayl] for all T,y € TI(G) (62)

To show that the Lie bracket on the Banach space T4 (G) is continuous, let E :=
T1(G) and choose a local E-chart (¢,U) of G with ¢(1) = 0 and T3 (p) = idg. For
x € T1(G) we then obtain a smooth vector field

T =g =T(p) oot (6.3)

onV = p(U). Weidentify T(V) = V x E and vector fields on V' with smooth E-valued
functions. Then the Related Vector Field Lemma 5.2.8 implies

[z,y] = [z,5](1) = [T, 3](0) = dgi(0)7:(0) — dz,(0)7:(0)
= dy(0)z — az;(0)y. (6.4)
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Clearly, the function
v ExV = E, (2,2)= 5i(z) = T(p)u(p™ ' (2)) = T(9)T(ma)(0p-1(2), )

is smooth, so that (z,y) — dz;(0)y is continuous bilinear, and hence the bracket on
E = T1(G) is continuous.
The Banach-Lie algebra

L(G) = (Tu(G), [, 1)) = V(G)'
is called the Lie algebra of G.

Proposition 6.1.4. (Functoriality of the Lie algebra) If ¢: G — H is a morphism
of Lie groups, then the tangent map

L(p) :==Ti(p): L(G) — L(H)
18 a continuous homomorphism of Banach—Lie algebras.

Proof. Let x,y € L(G) and z;,y; be the corresponding left invariant vector fields.
Then p o Ay = Ay (g) © ¢ for each g € G implies that

T(p) o T(Ag) =T(Ap(g) 0 T(p),
and applying this relation to z,y € T1(G), we get
Tyox; = (L(p)x),0p and Tpoy = (L(p)y), o e, (6.5)

i.e., z; is p-related to (L((p)x)l and y; is p-related to (L(gp)y)l. Therefore the Related
Vector Field Lemma 5.2.8 implies that

Tyo [z, y] = [(L(g)z),, (L(g)y)] o ¢

Evaluating at 1, we obtain L(p)[z,y] = [L(v)(z),L(v)(y)], showing that L(p) is a
homomorphism of Lie algebras. That it is continuous follows from the smoothness
of Tp. O

Remark 6.1.5. We obviously have L(idg) = idy(g), and for two morphisms
p1: G1 — G2 and py: G2 — G5 of Lie groups, we obtain

L(p2 0 1) = L(p2) o L(p1),
from the Chain Rule:

T1(p2 0 p1) = Typy)(02) o Ta(p1) = Ti(p2) 0 T1(p1)-

The preceding lemma implies that the assignments G — L(G) and ¢ — L(y) define a
functor, called the Lie functor,

L: LieGrp — LieAlg

from the category LieGrp of Lie groups to the category BLieAlg of Banach—Lie alge-
bras. —
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Corollary 6.1.6. For each isomorphism of Lie groups ¢: G — H, the map L(y) is an
isomorphism of Banach—Lie algebras, and for each x € L(G), the following equation
holds

puxi=T(p)ow o™ = (L(p)z),. (6.6)
Proof. Let v: H — G be the inverse of ¢. Then p oty =idy and ¥ o ¢ = idg leads to
L(p) o L(¢)) = idyy and L(¢) o L(y) = idy(g) (Remark 6.1.5). Further (6.6) follows
from (6.5) in the proof of Proposition 6.1.4. O
Smooth Actions of Lie Groups

We already encountered smooth flows on manifolds in Section 5.3. These can be viewed
as actions of the one-dimensional Lie group (R, +). In particular, we have seen that
these actions are in one-to-one correspondence with complete vector fields, which is
the corresponding Lie algebra picture. Now we describe the corresponding concept for
general Lie groups.

Definition 6.1.7. Let M be a smooth manifold and G a Lie group. A (smooth) action
of G on M is a smooth map
c:GxM—M

with the following properties:
(Al) o(1,m)=mfor all m € M.
(A2) o(g1,0(g2,m)) = o(g192, m) for g1,92 € G and m € M.

We also write

gm:=oc(g,m), oc4(m):=0c(g,m) and o"(g):=o0c(g,m)=g.m.

The map o™ is called the orbit map.

For each smooth action o, the map

c: G — Diff(M), g+~ o,

is a group homomorphism. Conversely, any homomorphism ~: G — Diff (M) for which
the map
oy: Gx M — M, (g,m)—~(g)(m)

is smooth defines a smooth action of G on M.

Remark 6.1.8. What we call an action is sometimes called a left action. Likewise
one defines a right action as a smooth map og: M X G — M with

or(m,1) =m, or(or(m,g1),92) = or(m, g192).
For m.g := og(m, g), this takes the form

m.(g192) = (m.g1).g2
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of an associativity condition.
If o is a smooth right action of G on M, then

UL(ga m) = UR(mvg_l)
defines a smooth left action of G on M. Conversely, if oy, is a smooth left action, then
or(m,g) :==or(g~",m)

defines a smooth left action. This translation is one-to-one, so that we may freely pass
from one type of action to the other.

Examples 6.1.9. (a) If X € V(M) is a complete vector field (cf. Definition 5.3.6)
and ®: R x M — M its flow, then ® defines a smooth action of G = (R, +) on M.
(b) If G is a Lie group, then the multiplication map o := mg: G X G — G defines a
smooth left action of G on itself. In this case the (mg)y = A, are the left multiplica-
tions.

The multiplication map also defines a smooth right action of G on itself. The
corresponding left action is

0:GxG—G, (g9,h)—hg™" with o,= pgl.
There is a third action of G on itself, the conjugation action:
0:GxG—G, (g,h)—ghg™" with 0g = Cq.

(c) For every Banach space E, we have a natural smooth action of the Lie group GL(E)
on IF:
o: GL(E)x E — E, o(g,x):= gz.

We further have a smooth action of GL(F) on L(E):
o: GL(E) x L(E) — L(E), o(g,A) =gAg™'.

Note that this example specializes to E = R™, where we obtain actions of GL,,(R)
on R™ and M, (R) = L(R™).
(d) For two Banach spaces E and F, we obtain on the Banach space L(E, F') a smooth
action of the product Lie group GL(F) x GL(E) by o((g,h), A) := gAh~L.

For E = R? and F = RP, the space L(F,F) can be identified with the space
]\ﬁ,hqi(]}%) of (pxg)-matrices, on which the Lie group GL,(R) x GL,(R) acts by o((g, h), A) :=
g .

The following proposition generalizes the passage from flows of vector fields to
actions of general Lie groups. Specializing it to a smmoth flow 0 = ®: R x M — M,
the vector field —5(1) = X? is the infinitesimal generator of the flow.

Proposition 6.1.10. Let G be a Lie group and o: G X M — M be a smooth action
of G on M. Then the assignment

& L(G) = VM), &(x)(m) == L(0)(2)(m) = —T1(c™)(x)

1s a homomorphism of Lie algebras.
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Proof. First we observe that, for each z € L(G), the map () defines a smooth map
M — T(M), and since 7(x)(m) € Ty(1,m)(M) = Trn(M), it is a smooth vector field
on M.

To see that ¢ is a homomorphism of Lie algebras, we pick m € M and write

" i=0mong: G- M, g—gtm

for the reversed orbit map. Then

¢ (gh) = (gh)"t.m = h" (g7 em) = 7 "(h),

which can be written as )

(pm o )\g — L)0_(] .m.
Taking the differential in 1 € G, we obtain for each x € L(G) = T1(G):

-1

Ty(¢™)zi(g) = To(¢™)Ta(Ag)z = Ta (™ 0 Ag)z = Ta(p? ™)z
=Ti(0? ™ Ti(ne)r = ~Ta(0?" )a = 6(2)(¢™ (9)).
This means that the left invariant vector field x; on G is ¢™-related to the vector
field 6(z) on M. Therefore the Related Vector Field Lemma 5.2.8 implies that for

z,y € L(G) the vector field [z, y] is ¢™-related to [o(x),(y)], which leads for each
m € M to

=,
PN
-
N~—
I
e
—
BN
3
—
8
S
=
p—
~—

Exercises for Section 6.1

Exercise 6.1.1. Show that the natural group structure on T = S! C C* turns it into
a Lie group.

Exercise 6.1.2. Let GGy, ...,G,, be Lie groups and G := G X ... x G, endowed with
the direct product group structure

(915---,9n) (915 - 9n) = (115, Ingy)
and the product manifold structure. Show that G is a Lie group with
L(G) 2 L(Gy) x ... x L(Gp).

Exercise 6.1.3. Let V and W be Banach spaces and 5: V x V — W be a bilinear
map. Show that G := W x V is a Lie group with respect to

(w,v)(w',v") == (w+w + Bv,v"),v+ ).

For (w,v) € L(G) = T{0,0)(G), find a formula for the corresponding left invariant
vector field (w, v);, considered as a smooth function G — W x V.
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Exercise 6.1.4. (Automatic smoothness of the inversion) Let G be a manifold, en-
dowed with a group structure for which the multiplication map m¢ is smooth. Show
that:

(1) Tigny(ma) = Ty(pr) + Tr(Ng) for Ag(z) = gz and pp(v) = xh.
(2) Ta,1)(me)(v,w) =v+w.

(3) The inverse map ng: G — G,g — g~ is smooth if it is smooth in a neighborhood

of 1. Hint: Consider the smooth map
F:GxG— GxGuad(z,y) — (zy,y)
and apply the Inverse Function Theorem in (1,1) (cf. Exercise 5.1.3).
(4) The inverse map 7¢ is smooth.
Conclude that G is a Lie group.

Exercise 6.1.5. Let A4 be a unital Banach algebra. Show that, identifying vector
fields on the open subset A* with smooth A-valued functions, a vector field X €
V(AX) =2 C*®(A%, A) is left invariant if and only if there exists an element = € A with
X(g) = gx for g € A*.

Exercise 6.1.6. Let G be a Lie group and X a vector field on G. Endowing T'G with
its natural Lie group structure, show that X is left invariant if and only if

X(gh)=¢g.X(h) for g,heq.

Exercise 6.1.7. Let G = E be a Banach space. Show that a vector fields X € V(E) =
C*(E, E) is left invariant if and only if it corresponds to a constant function.

Exercise 6.1.8. Consider the three-dimensional Heisenberg group

1 =z
G= 0 1 € GL3(R) : z,y,z € R
0 0

N

Determine the space of (left) invariant vector fields in the coordinates (z,y, z).

Exercise 6.1.9. Let fi, fo: G — H be two group homomorphisms. Show that the
pointwise product

fife: G— H, g+ fi(g)f2(g)

is a homomorphism if and only if f1(G) commutes with fo(G).

Exercise 6.1.10. Let M be a manifold and V a finite-dimensional vector space with
a basis (b1,...,by). Let f: M — GL(V) be a map. Show that the following are
equivalent:

(1) f is smooth.
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(2) For each v € V, the map f,: M — V,m + f(m)v is smooth.
(3) For each 4, the map f: M — V,m +— f(m)b; is smooth.

Exercise 6.1.11. Let G be a Lie group. Show that any map ¢: G — G commuting
with all left multiplications Ay, g € G, is a right multiplication.

Exercise 6.1.12. Let V be a Banach space and p;(v) := tv for t € R*. Show that:
(1) A vector field X € V(V) is linear if and only if (u¢).X = X holds for all t € R*.

(2) A diffeomorphism ¢ € Diff(V) is linear if and only if it commutes with all the
maps i, t € R*.

6.2 The Exponential Function of a Lie Group

In the preceding section we have introduced the Lie functor which assigns to a Lie
group G its Lie algebra L(G) and to a morphism ¢ of Lie groups its tangent morphism
L(¢) of Lie algebras. In this section, we introduce a key tool of Lie theory which will
allow us to also go in the opposite direction: the exponential function

exps: L(G) — G.

It is a natural generalization of the exponential map exp: A — A of a unital Banach
algebra A. We conclude this section with a discussion of the naturality of the expo-
nential function (Proposition 6.2.9) and the Lie group versions of the Trotter Product
Formula and the Commutator Formula.

Basic Properties of the Exponential Function
Proposition 6.2.1. Fach left invariant vector field X on G is complete.

Proof. Let g € G and v: I — G be the unique maximal integral curve of X € V(G)'
with 4(0) = g (cf. Theorem 5.3.4).

For each h € G we have (A\,).X = X, which implies that n := A, o~ also is an
integral curve of X (Exercise 5.3.1). Put h = y(s)g~! for some s > 0. Then

1(0) = (An ©7)(0) = hy(0) = hg = ~(s),

and the uniqueness of integral curves implies that v (t+s) = n(¢) for all ¢ in the interval
IN (I — s) which is nonempty because it contains 0. In view of the maximality of T,
it now follows that I — s C I, and hence that I — ns C I for each n € N, so that
the interval I is unbounded from below. Applying the same argument to some s < 0,
we see that I is also unbounded from above. Hence I = R, which means that X is
complete. O

Definition 6.2.2. We now define the exponential function

expe: L(G) = G, expg(x) :=v,(1) = &% (1,1),
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where v, : R — G is the unique maximal integral curve of the left invariant vector field
xy, satisfying v,(0) = 1. This means that v, is the unique solution of the initial value
problem

v(0) =1, ~'(t) =zi(y(t) =~(t).x for teR
Example 6.2.3. (a) Let G := (E, +) be the additive group of the Banach space E.

The left invariant vector fields on E are given by

xy(w) : w+tr = x,

= dtle=o

so that they are simply the constant vector fields. Hence (cf. Lemma 5.2.5)

[z1,11](0) = dyi(21(0)) — dz1(:(0)) = dyi () — dzi(y) = 0.

Therefore L(E) is an abelian Lie algebra.
For each z € E, the flow of x; is given by ®%!(¢,v) = v + tx, so that

expp(z) = ®%(1,0) =z, ie., expyp=Iidg.

(b) Now let G := A* be the unit group of a unital Banach algebra .A. The left
invariant vector field A; corresponding to an element A € A is given by

Ai(g) = Ta(Ag)A = gA

because A4(h) = gh extends to a linear endomorphism of A. The unique solution
va: R — A* of the initial value problem

70) =1, +'(t)=AM®)=70A
is the curve

— 1
ya(t) = et = Z HtkAk.
k=0

It follows that expg(A) = v4(1) = e is the exponential function of A.
The Lie algebra L(G) of G is determined from

(A, B] = [Ai, Bi](1) = dBi(1) Ay (1) — dA(1) Bi(1)
= dBl(]_)A — dAl(]_)B = AB — BA.

Therefore the Lie bracket on L(G) = T1(G) = A is given by the commutator bracket,
i.e., L(AX) = .AL.

We now return to general Lie groups.

Lemma 6.2.4. Let G be a Lie group.

(a) For each x € L(QG), the curve v4: R — G,7v,(t) = expg(tx) is a smooth
homomorphism of Lie groups with v.(0) = x.

(b) The flow of the left invariant vector field x; is given by

®(t,9) = 97:(t) = gexpg(tr).
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(¢) If v: R — G is a smooth homomorphism of Lie groups and x := ~'(0), then
¥ =Yz. In particular, the map

Hom(R,G) — L(G), v+~ +'(0)

is a bijection, where Hom(R, G) stands for the set of smooth homomorphisms of Lie
groups R — G.

Proof. (a), (b) Since 7, is an integral curve of the smooth vector field z;, it is a smooth
curve. Hence the smoothness of the multiplication in G implies that ®(t, g) := ¢y (t)
defines a smooth map R x G — G. In view of the left invariance of x;, we have for
each g € G and ®9I(t) := ®(¢, g) the relation

(@9)'(t) = T(Ag) 72 (t) = T(Ag) (72 (1)) = 21(972(t)) = 2 (29 (2)).

Therefore ®9 is an integral curve of x; with ®9(0) = g, and this proves that ® is the
unique maximal flow of the complete vector field x;.
In particular, we obtain for ¢,s € R:

Vot +8) = Bt +5,1) = (L, D(s,1)) = B(s5, 1)1 (t) = Ya(s)7(8).  (6.7)

Hence 7, is a group homomorphism (R, +) — G.
(c) If v: (R,4) — G is a smooth group homomorphism, then

®(t, g) = g7(t)

defines a flow on G whose infinitesimal generator is the vector field given by

X(9) ®(t, g) = T(Ag)¥'(0).

= dt| =0

We conclude that X = x; for z = 7/(0), so that X is a left invariant vector field. Since
7 is its unique integral curve through 0, it follows that v = v,. In view of (a), this
proves (c). O

Proposition 6.2.5. For a Lie group G, the exponential function
exps: L(G) — G

s smooth and satisfies
To(expg) = 1dp(q) -

In particular, expg 1s a local diffeomorphism in 0 in the sense that it maps some
0-neighborhood in L(G) diffeomorphically onto some open 1-neighborhood in G.

Proof. The map ¥: L(G) — V(G),x — x; satisfies the assumptions of Proposi-
tion 5.3.11 because the map

L(G)xG—=T(G), (x,9)— x(9)=gx
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is smooth (Lemma 6.1.1). In the terminology of Proposition 5.3.11, it now follows that
the map
2:RxL(G)xG— G, (tz,9)+ g7(t) = gexpg(t)

is smooth. Therefore expg(z) = ®(1,z,1) is also smooth.
Finally, we observe that

To(expg)(z) = expg(tr) = 7, (0) = =,

dt|t=0

so that Tp(expg) = idy(g), so that the remaining assertions follow from the Inverse
Function Theorem (Exercise 5.1.3). O

Lemma 6.2.6. Ifo: G x M — M, (g,m) — g.m is a smooth action and z € L(G),
then the flow of the vector field 6(x) is given by ®*(t,m) = expg(—tz).m. In particu-
lar,

& (x)(m)

= 2l im0 expg(—tx).m.

Proof. In the proof of Proposition 6.1.10, we have seen that

Ty(e™)zi(9) = o(x)(¢™(9))

1

holds for the map ¢™(g) = g~ '.m. In view of Proposition 6.2.5, this leads to

il iz expa(—tx).m = T1(p™)To(expg)r = T1(™)x = 6(z)(m),
and hence proves the lemma. O

Corollary 6.2.7. If x,y € L(G) commute, i.c., [x,y] =0, then

expg(r +y) = expg () expg(y)-

Proof. If x and y commute, then the corresponding left invariant vector fields commute,
and Corollary 5.3.13 implies that their flows commute. We conclude that, for all
t,s € R, we have

expg (tr) expg(sy) = expg(sy) expg (tr). (6.8)
Therefore
v(t) == expg(tz) expg(ty)

is a smooth group homomorphism. In view of

7'(0) = Ta 1y (ma) (z,y) =z +y

(Lemma 6.1.1), Lemma 6.2.4(c) leads to y(t) = exps(t(z+vy)), and for ¢ = 1 we obtain
the lemma. O

Lemma 6.2.8. The subgroup (expa(L(G))) of G generated by exps(L(G)) coincides
with the identity component Gy of G, i.e., the connected component containing 1.
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Proof. Since exp is a local diffeomorphism in 0 (Proposition 6.2.5), exp(L(G)) is a
neighborhood of 1. We conclude that the subgroup H := (exp~(L(G))) generated by
the exponential image is a 1-neighborhood, hence contains Gy (cf. Lemma 1.2.2(iv)).
On the other hand, exp is continuous, so that it maps the connected space L(G) into
the identity component Gy of GG, which leads to H C G, and hence to equality. O

Naturality of the Exponential Function

In this subsection we study how the exponential function is related to the Lie functor.

Proposition 6.2.9. Let p: G1 — Gy be a morphism of Lie groups and L(p): L(G1) —
L(Gs) its differential in 1. Then

expg, © L) = poexpg,, (6.9)

i.e., the following diagram commutes

G, v Gs
Jesne v,
L(G1) L) L(Gs).

Proof. For x € L(G1), we consider the smooth homomorphism
Y. € Hom(R, G1), 7.(t) = expg, (tx).
According to Lemma 6.2.4, we have
¢ 0 7x(t) = expg, (ty)

for y = (¢o7:)'(0) = L(¢)x, because woy, : R — G4 is a smooth group homomorphism.
For t = 1 we obtain in particular expg,(L(¢)z) = @(expg, ()), which we had to
show. O

Corollary 6.2.10. Let G; and Gy be Lie groups and p: G1 — G be a group homo-
morphism. Then the following are equivalent:

(a) @ is smooth in an identity neighborhood of Gy.
(b) ¢ is smooth.

(¢) There exists a continuous linear map : L(G1) — L(G2) satisfying
eXpg, O = @ 0 expg, - (6.10)

Proof. (a) = (b): Let U be an open 1-neighborhood of G; such that ¢|y is smooth.
Since each left translation ), is a diffeomorphism, Ay (U) = gU is an open neighborhood
of g, and we have

olgr) = e(g)p(z), e, @olg= A,y 0.
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Hence the smoothness of ¢ on U implies the smoothness of ¢ on gU, and therefore
that ¢ is smooth.

(b) = (c): If ¢ is smooth, then 1 := L(y) satisfies (6.10).

(¢) = (a): If ¢ is a continuous linear map satisfying (6.10), then the fact that the
exponential functions expg, and expg, are local diffeomorphisms, (Proposition 6.2.5)
the smoothness of the linear map v implies (a). O

Corollary 6.2.11. If ¢1,¢2: G1 — Go are morphisms of Lie groups with L(p1) =
L(p2), then 1 and po coincide on the identity component of G.

Proof. In view of Proposition 6.2.9, we have for x € L(G1):

p1(expg, (7)) = expg, (L(p1)z) = expg, (L(p2)r) = pa(expg, (7)),

so that ¢1 and ¢z coincide on the image of expg,, hence on the subgroup generated
by this set. Now the assertion follows from Lemma 6.2.8. O

Proposition 6.2.12. For a morphism ¢: Gy — G4 of Lie groups, the following as-
sertions hold:

(1) kerL(p) = {z € L(G1): expg, (Rz) C ker ¢}.

(2) ¢ is an open map if and only if L(p) is surjective.

(3) If L(p) and ¢ are bijective, then ¢ is an isomorphism of Lie groups.
Proof. (1) The condition z € ker L(y) is equivalent to

{1} = expg, (RL(p)z) = p(expg, (Rz)).

(2) Suppose first that ¢ is an open map. Since expg,, i = 1,2, are local diffeomor-
phisms,
expg, o L(p) = p oexpg, (6.11)

implies that there exists some 0-neighborhood in L(G;) on which L(y) is an open map,
hence that L(yp) is surjective.

If, conversely, L(¢p) is surjective, the Open Mapping Theorem for linear operators
between Banach spaces ([Ru73]) implies that L(y) is open. Now relation (6.11) implies
that there exists an open 1-neighborhood U; in G such that |y, is an open map.
We claim that this implies that ¢ is an open map. In fact, suppose that O C G is
open and g € O. Then there exists an open 1-neighborhood Us of G; with gUs C O
and Us C Uy. Then

©(0) 2 p(gUa2) = ¢(9)¢(U2),

and since p(Us) is open in Ga, we see that ¢(O) is a neighborhood of ¢(g), hence that
©(0) is open because g € O was arbitrary.

(3) From the relation expg, o L(¢) = ¢ o expg, and the bijectivity of ¢ we derive
that the group homomorphism ¢! satisfies

plo €XPag, = XPgq, OL(QO)_l,

1

so that Corollary 6.2.10 implies that ¢~ is also smooth. O
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The Adjoint Representation

The Lie functor associates linear automorphisms of the Lie algebra with conjugations
on the Lie group. The resulting representation of the Lie group is called the adjoint
representation. Its interplay with the exponential function will be important in the
entire theory.

Definition 6.2.13. (a) We know that, for each Banach space V, the group GL(V)
carries a natural Lie group structure (Example 4.1.12). For a Lie group G, a smooth
homomorphism 7: G — GL(V) is a called a representation of G on V (cf. Defini-
tion 3.1.13).

Any representation defines a smooth action of G on V via

a(g,v) :==m(g)(v).

In this sense, representations are the same as linear actions, i.e., actions on vector
spaces for which the maps o, are linear.

As a consequence of Proposition 6.1.4, we obtain

Proposition 6.2.14. If 7: G — GL(V) is a representation of G, then
L(n): L(G) — gl(V) is a representation of its Lie algebra L(G).

The representation L(7) obtained in Proposition 6.2.14 from the group representa-
tion 7 is called the derived representation. This is motivated by the fact that for each
x € L(G) we have

_ d tL(m)z __ d
L(m)(z) = Tili=0 = il m(expg tx).

Let G be a Lie group and L(QG) its Lie algebra. For g € G, we recall the conjugation
automorphism ¢, € Aut(G), ¢,(z) = grg~', and define

Ad(g) := L(cy) € Aut(L(G)).

Then
Ad(g192) = L(cg,g,) = L(cg,) o L(cy,) = Ad(g1) Ad(g2)

shows that Ad: G — Aut(L(G)) is a group homomorphism. It is called the adjoint
representation. To see that it is smooth, we observe that, for each « € L(G), we have

Ad(g)z = Ti(cg)x = Ti(Ag 0 pg—1)x = Ty-1(Ag)T1(pg-1)x = 04 - - 0g—1

in the Lie group T(G) (Lemma 6.1.1). Since the multiplication in T'(G) is smooth,
the representation Ad of G on L(G) is smooth (cf. Exercise 6.1.10), and

L(Ad): L(G) — gl(L(Q))

is a representation of L(G) on L(G). The following lemma gives a formula for this
representation.
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Lemma 6.2.15. L(Ad) = ad, i.e., L(Ad)(z)(y) = [z,y].

Proof. Let z,y € L(G) and z;,y; € V(G) be the corresponding left invariant vector
fields. Corollary 6.1.6 implies for g € G the relation

(Cg)*yl = (L(Cg)y)l = (Ad(g)y)l.
On the other hand, the left invariance of y; leads to
(cg)eyn = (g 0 Xg)utit = (pg )« (Ng)wti = (g H)ewi-

Next we observe that ®;' = peg, () is the flow of the vector field a;
(Lemma 6.2.4), so that Theorem 5.3.12 implies that

d - d d
[z, 9] = Loyy = Fileo (P ey = P (Coxpg (ta) )+ Y1 = Tl 1o (Ad(expg(tx))y),-
Evaluating in 1, we get
d
[#,0) = o)1) = 5| Ad(expg(t2))y = L(Ad)(@)() =

Combining Proposition 6.2.9 with Lemma 6.2.15, we obtain the important formula
Adoexpg = expauyr(ay) © ad,

i.e.

Ad(expg(z)) = e for z € L(G). (6.12)

Lemma 6.2.16. For a Lie group G, the kernel of the adjoint representation Ad: G —
Aut(L(G)), is given by the centralizer

Za(Go) :=={g € G: (Vx € Go) gz = zg},
of the identity component Gy. If, in addition, G is connected, then
ker Ad = Z(G).
Proof. Since Gy is connected, the automorphism c¢4|g, of Gy is trivial if and only if
L(cy) = Ad(g) is trivial (Corollary 6.2.11). This implies the lemma. O

One-parameter groups of Lie groups

With the same proof as for A*, we obtain:
Lemma 6.2.17. Let G be a Lie group, € > 0 and 7y: [0,€] — G be a continuous curve

with v(0) = 1. If ¥/(0) ewists, then

tim ()" = exp(y'(0)).

n—o0
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Proposition 6.2.18. If G is a Lie group and x,y € L(G), then we have the Trotter
Product Formula

. x Y\ *
leIEO (eXpG 7 &XPg E) =expa(z+y)

and the Commutator Formula

i ( T Y T ) K? ([, 9])
1m ex — X —eX ——€X — = eX Z, .
0 Pa 2 Pa L Pa L Pa 2 Pa Yy
P’I"OOf. TO obtain the pI‘OdIlCt formula, we consider the smooth curve

7(t) := expg(ta) expg (ty)
with v(0) = 1 and

7(0) = Tia 1) (me) (2, y) = 2 + .
The product formula now follows from Lemma 6.2.17.
For the commutator formula, we consider the smooth curve
B(t) == expg(tx) expg (ty) expg(—tx) expg(—ty) = expg(t Ad(expg(ta)y) expa(—ty)
= expg(te' **y) expg (—ty)
with 6(0) = 1.

Let U C L(G) be an open 0-neighborhood on which exp; := expg |v is a diffeo-
morphism onto an open subset of G (Proposition 6.2.5) and define

axb:=expy' (expyaexpyb) for  expyaexpy b € expg(U).
For sufficiently small ¢, we then have 8(t) = exps(a(t)) with
aft) = te! 2%y 5« —ty
Using T{1,1)(ma)(a,b) = a + b twice, we obtain with the preceding paragraph
F0)=(x+y) +(-v—y) =0,

resp., a/(0) = 0. We then put y(t) := B(vt) = expg(a(v/t)). In the proof of
Lemma 2.2.4, we have seen that 7/(0) = %a”(0) exists. Therefore Lemma 6.2.17

2
implies that

6(%)k2 = v(%)kz — expg(7/(0)) = expg (%0/'(0)),

so that it remains to show that o’(0) = 2[z, y].
The smooth function
F(t,s) = se' 1%y« —sy
satisfies F'(t,0) = F(0,s) = 0 and
OF

E(tvo) =eldry —y,
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so that P2F
£5-(0,0) = [z,9].

We now derive from a(t) = F(t,t)

o (t) = 881;“ (t,t) + aa—F(t t),

and thus 92 P2 P2
1
o' (t) = ETel —(t, t)+2ata (t,t) + 82(t t).

Since F'(t,0) = F(0, s) = 0 implies %(0,0) = as{; (0,0) = 0, we finally obtain

L O°F
1
’(0) =255,

(0,0) = 2[z, y]. O

Corollary 6.2.19. If G is an abelian Lie group, then

expg(z +y) = expg(z) expe(y)  for x,y € L(G)

and
expg: (L(G),+) — G

s a covering morphism of Lie groups. In particular,
Go 2 L(G)/ ker expg .

Proof. The first assertion follows from the Trotter Product Formula. It implies that
exp; is a morphism of Lie groups from the Banach space L(G) to G. It factors through
a bijective morphism of Lie groups L(G)/ ker exp; — Go, which is an isomorphism of
Lie groups by Proposition 6.2.12(3). O

Remark 6.2.20. For finite dimensional abelian Lie groups, the preceding corollary is
the key to their classification. Then L(G) = R™ for some n and ker exp; is a discrete
subgroup, hence isomorphic to Z*, which leads to Gy = T* x R"~* (cf. Example 4.3.6).

Theorem 6.2.21. (One-parameter Group Theorem) Let G be a Lie group. For each
z € L(G), the map v,: (R, +) — G,t — expg(tx) is a smooth group homomorphism.
Conversely, every continuous one-parameter group v: R — G is of this form.

Proof. The first assertion is an immediate consequence of Lemma 6.2.4(c). It therefore
remains to show that each continuous one-parameter group v of G is a v, for some
xz € L(G). Let U = —U be a convex 0-neighborhood in L(G) for which expg |y is a
diffeomorphism onto an open subset of G and put Uy := %U . Since 7 is continuous in 0,
there exists an ¢ > 0 such that y([—¢,€]) C exps(U1). Then a(t) := (expg |v) 1 (y(t))
defines a continuous curve a: [—e,e] — Uy with exp(a(t)) = y(t) for || < e.

For any such ¢ we then have

expe (2a(4)) = expg(a(d))? = v(£)? = 7(t) = expg(al(t)),
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so that the injectivity of exps on U yields
)=1ta(t) for |t|<e.
Inductively we thus obtain

o) = gralt) for |t <ekeN. (6.13)

In particular, we obtain

€
a(t)e U, for |t| < ok

For n € Z with |n| < 2% and |¢| < & we now have |nt| < ¢, na(t) € Uy € Uy, and
expg (na(t)) = ()" = v(nt) = expg(a(nt)).

Therefore the injectivity of exp, on U; yields
€
a(nt) =na(t) for n<28 |t < R (6.14)

Combining (6.13) and (6.14), leads to

a(zrt) = gra(t)  for || <e ke N,|n| <28

Since the set of all numbers ;L—,f, n€Z, keN, |n| <2% is dense in the interval [, ],
the continuity of « implies that
a(t) = -ale) for |t <e.
€

In particular, « is smooth and of the form «a(t) = tx for x = e *a(e). Hence 7(t) =

expg(tz) for [t| < e, but then y(nt) = expg(ntx) for n € N leads to y(t) = expq(tx
for each t € R. O

Theorem 6.2.22. (Automatic Smoothness Theorem) FEach continuous homomor-
phism ¢: G — H of Lie groups is smooth.

Proof. From Theorem 6.2.21 we know that, for every Lie group G, the map
L(G) —» Hom (R, G), x4+ 7v;, 7:(t):=expqs(tz)

is a bijection, where Hom.(R, G) denotes the set of all continuous one-parameter groups
of G. For z € L(G), we consider the continuous homomorphism ¢o~, € Hom.(R, G3).
Since this one-parameter group is smooth (Theorem 6.2.21), it is of the form

@ 0.(t) = expg, (ty)

for y = (p 07,)'(0) € L(G2). We define a map L(p): L(G;) — L(G2) by L(p)z :=
(¢ 0v2)'(0). For t =1 we then obtain

expg, o L(p) = poexpg, : L(G1) — Ga. (6.15)
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Next we show that L(y) is a linear map. Our definition immediately shows that
L(p)Ax = AL(p)z for each € L(G;). Further, the Product Formula (Proposi-
tion 6.2.18) yields for z,y € L(G):

expg, (L()(@ +9)) = ¢(expe, (2 + ) = lim o expg, (1) expg, (%y))k
= lim (expg, (3 L(o)2) expa, (FL(e)) = exp, (Lip)e + Li)y).

This proves that L(p)(z + y) = L(p)z + L(¢)y, so that L(y) is indeed a linear map.
Since expg, is a local diffeomorphism in 0, (6.15) and the continuity of ¢ implies
that L(p) is continuous on some 0-neighborhood, and since it is a linear map, it is
continuous (cf. Exercise 1.1.3), hence in particular smooth. Since expg, is a local
diffeomorphism in 0, (6.15) now implies that ¢ is smooth in an identity neighborhood
of G1, hence smooth by Corollary 6.2.10. O

Corollary 6.2.23. A topological group G carries at most one Lie group structure.

Proof. If G1 and G2 are two Lie groups which are isomorphic as topological groups,
then the Automatic Smoothness Theorem applies to each topological isomorphism
¢p: G1 — G5 and shows that ¢ is smooth. It likewise applies to ¢!, so that ¢ is an
isomorphism of Lie groups. O

The Baker—Campbell-Dynkin—Hausdorff Formula

In this subsection we show that the formula

expa(T * y) = expg T expg ¥,

where x x y, for sufficiently small elements z,y € g = L(G), is given by the Hausdorff
series (cf. Proposition 2.3.6), also holds for the exponential function of a general Lie
group G with Lie algebra g.

Definition 6.2.24. For a smooth function f: M — G of a smooth manifold M with
values in the Lie group G, we define its (left) logarithmic derivative as the function

S5(f): TM — g, 0(f)(v):= f(m) L. Tn(flv for wve& Tp(M).

This map is a convenient way to describe the derivative of f in terms of a less
complex structure than the tangent map Tf: TM — TG.

Lemma 6.2.25. For two smooth maps f,h: M — G, the logarithmic derivative of the
pointwise products fh and fh~! is given by the

(1) Product Rule: 5(fh) = §(h) + Ad(h=1)8(f), and the

(2) Quotient Rule: §(fh=1) = Ad(R)(5(f) — 5(h)).
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Proof. Writing fg = ma o (f,g), we obtain from
Tapy(ma)(v,w) =v-b+a-w
for a,b € G and v,w € L(G) C TG (Lemma 6.1.1), the relation
T(fh) =T(mg) o (T(f),T(h) =T(f)-h+[f-T(h): T(M) — T(G),
where f - T(h), resp., T(f) - h refers to the pointwise product in the group T(G),

containing G as the zero section (Lemma 6.1.1). This immediately leads to the Product
Rule

5(fh) = (FR)™ - (T(f) - h+ f - T(h) = h=* - (5(f) - h) + 6(h) = Ad(h) " 8(f) + 8(h).
For h = f~!, we then obtain
0=05(ff7")=Ad()o(f) + (),
hence §(f~1) = — Ad(f)5(f). This in turn leads to
S(fh) = Ad(h)S(f) +8(h™") = Ad(R)5(f) — Ad(R)3(h),
which is the Quotient Rule. O

Remark 6.2.26. For any ¢ € G and a smooth function f: M — G, the function
g - f = Ag o f has the same logarithmic derivative as f because

8(g- ) =4(f) +Ad(f)~"d(g) = o(f)

is a consequence of the Product Rule and the fact that §(g) = 0 for the constant map
with value g.

Proposition 6.2.27. The logarithmic derivative of expg is given by

d(expg)(x) = ®(adx) € L(g), where @(z): . 3
k=1

- 1—e % & (_Z)k—l
N !

Proof. Fix t,s € R. Then the smooth functions f, f;, fs: L(G) — G, given by

f(@) = expg((t+5)z),  fi(r) :=expg(tz) and  fi(z) := expg(sz),

satisfy f = fifs pointwise on L(G). The Product Rule (Lemma 6.2.25) therefore
implies that
6(f) = §(fs) + Ad(fs)_l(s(ft)

For the smooth curve ¢: R — L(G), 9 (t) := d(expe )iz (ty), we now obtain

U(t+s) = 3(f)a(y) =0(fs)aly) + Ad(fo) 7 0(f)a(y)
¥(s) + Ad(expg(—sz))i(t).
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We have ¢(0) = 0 and
'(0) = lim 6(expe)ix (y) = d(expg)o(y) = v,
so that taking derivatives with respect to ¢ in 0, leads with (6.12) to

w’(s) = Ad(eXpG(—Saj))y —e ad(sm)y.

Now the assertion follows by integration from

5(expe)a(y) = ¥(1) = / ' (s) ds

and fol emsMdrdg = S % = ®(adz), which we saw already in the proof of

Proposition 2.3.2. O

Let U C g be a convex 0-neighborhood for which expg |y is a diffeomorphism
onto an open subset of G and V' C U a smaller convex open 0-neighborhood with
expg Vexpg V Cexpg U. Put logy := (expg |v) ™! and define

z*y = logy(expgrexpgy) for z,yeV.

This defines a smooth map V x V. — U. Fix z,y € V. Then the smooth curve
F(t) := x xty € U satisfies expgy F'(t) = expg(z) expe(ty), so that the logarithmic
derivative of this curve is

y = 6(expg)ry F'(t) = ®(ad F(t))F'(t).

We now choose U so small that the power series ¥U(z) = from Lemma 2.3.4

satisfies

zlog z
z—1

U(eM*)d(adz) =id, for 2€U
(Lemma 2.3.4). For z = F(t), we then arrive with Proposition 6.2.27 at
F'(t) = W(er Py,

Now the same arguments as in Propositions 2.3.5 and 2.3.6 imply that

1
T*y:F(l):$+y+§[Qj,y]+~~

is given by the convergent Hausdorff series:

Proposition 6.2.28. If G is a Lie group, then there exists a convex 0-neighborhood
V' C g such that for x,y € V' the Hausdorff series

kY =T+
Z (—1)F (adz)Pr(ady)? ... (ad z)P*(ad y)?* (ad z)™
o (k+1)(qg1+...+q+1) pilq! .. prlgg!m! v
pri+a;>0

converges and satisfies

expa(x * y) = expa(x) expa(y).
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Exercises for Section 6.2

Exercise 6.2.1. Let G be a connected Lie group and z € g = L(G). Show that the
corresponding left invariant vector field x; € V(G) is biinvariant, i.e., also invariant
under all right multiplications, if and only if z € 3(g) := {2z € g: adz = 0}.

Exercise 6.2.2. A vector field X on a Lie group G is called right invariant if for each
g € G, the vector field (pg).X = T(py) 0 X o p;! coincides with X. We write V(G)"
for the set of right invariant vector fields on G. Show that:

(1) The evaluation map evy: V(G)" — T1(G) is a linear isomorphism.
(2) If X is right invariant, then there exists a unique x € T1(G) such that X(g) =
zr(g) :=T1(pg)x = x - 04 (w.r.t. the multiplication in T(G)).

(3) If X is right invariant, then X := (ng). X 1= T(ng) o X o ng' is left invariant and
vice versa.

(4) Show that (ng)«x, = —x; and [z,, yr] = —[z,y], for z,y € T1(G).
(5) Show that each right invariant vector field is complete and determine its flow.

Exercise 6.2.3. No one-parameter group 7 : R — SUy(C) is injective, in particular,
the image of y(R) is a circle group.

Exercise 6.2.4. (i) Let A be a diagonalizable endomorphism of the finite dimen-
sional complex vector space V and let h(z) := Y~ a,2" be a complex power
series converging on C. We define h(A) := > 7 ;a, A" Then

ker h(A) = @ ker(A — z1).
z€h~1(0)NSpec(A)
(ii) Let A be an endomorphism of the real vector space V for which the complex

linear extension Ac: Vg — V¢ is diagonalizable. Then Spec(A) := Spec(Ac)
decomposes into the subsets

Sre :=Spec(A)NR  and  Sj, := Spec(A) \ S;

Let h be as above and assume, in addition, that h(z) = h(z). Then h(A)V CV

and
ker h(A)
= @ —21) ED ker (A% — 2zA + (2° + y?)).
z€h—1(0) I+iy€h*1(0)ﬁS;m,y>O

Exercise 6.2.5. Let A € End(V), where V is a finite dimensional real vector space

and
S (et
B ;;) (k+ 1)

D(z) :=

Show that ®(A) is invertible if and only if
Spec(A) N 2miZ C {0}.
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Exercise 6.2.6. (Divisible groups) An abelian group D is called divisible if for each
d € D and n € N there exists an a € D with a” = d. Show that:

(1)* If G is an abelian group, H a subgroup and f: H — D a homomorphism into an
abelian divisible group D, then there exists an extension of f to a homomorphism
f:G— D.

(2) If G is an abelian group and D a divisible subgroup, then G = D x H for some
subgroup H of G.

Exercise 6.2.7. (Non-connected abelian Lie groups) Let A be an abelian Lie group.
Show that:

(1) If dim A < oo, then the identity component of Ag is isomorphic to R* x T™ for
some k,m € Ng.

(2) Ao is divisible (cf. Corollary 6.2.19).
(3) A= Ay x mo(A), where mo(A) := A/A, (Exercise 6.2.6).

(4) There exists a discrete abelian group D with A = Ay x D.



Chapter 7

Subgroups of Lie Groups

We have seen in Corollary 6.2.23 that a topological group carries at most one Lie
group structure. Therefore we call a subgroup H of a Lie group G a Lie subgroup if it
carries a Lie group structure compatible with the subspace topology. In this chapter
we take a closer look at this concept. In particular, we show that Lie subgroups are
always closed and that, for finite dimensional Lie groups, the converse is also true.
This makes it easy to find Lie group structures on all closed matrix groups.

7.1 Lie Subgroups

Definition 7.1.1. Let H be a subgroup of a Lie group G. It is a topological group
with respect to the subspace topology. We call H a Lie subgroup if it carries a Lie
group structure compatible with this topology. According to Corollary 6.2.23, this Lie
group structure is unique if it exists.

Remark 7.1.2. If H C G is a Lie subgroup and ig: H — G the inclusion map,
then iy is a continuous homomorphism of Lie groups, hence smooth by the Automatic
Smoothness Theorem and therefore a morphism of Lie groups.

Definition 7.1.3. Let G be a Lie group and H < G be a ubgroup. We define the set
L°(H) := {z € L(G): exps(Rx) C H}
and observe that RL®(H) C L°(H) follows immediately from the definition.

Proposition 7.1.4. If H < G is a closed subgroup of the Lie group G, then L°(H) is
a closed real subalgebra of L(G).

Proof. With the Product and Commutator Formula for general Lie groups (Proposi-
tion 6.2.18), the arguments are the same as for linear groups (Proposition 3.1.4). O

Lemma 7.1.5. Every Lie subgroup H of a Lie group G is closed.

107
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Proof. Let i : H — G be the embedding map, which is a morphism of Lie groups. In
view of

igoexpy = expaoL(iy) (7.1)

and the fact that expy and expe are local homeomorphisms, the bijective continu-
ous linear map L(ig): L(H) — L(ig)L(H) also is a local homeomorphism, hence a
homeomorphism by (cf. Exercise 4.1.2). In particular, im(L(ig)) is a complete sub-
space of L(G), hence closed. That it coincides with L°(H) follows immediately from
the correspondence of one-parameter subgroups of H with elements of L°(H), resp.,
elements of L(H) (Lemma 6.2.4). We may therefore identify the Lie algebra L(H) of
the Lie group H with the subset L°(H) of L(G). In this sense we then have

expy = expg |L(m)-

Let Vi C L(G) be a 0-neighborhood for which expg |v,, is a diffeomorphism onto
an open subset of G and Vi C L(H) N Vi be a 0-neighborhood for which expy |v,
is a diffeomorphism onto an open subset of H. Since expg |y, is a homeomorphism,
there exists an open 0-neighborhood W C Vi C L(G) with

expa(W)NH =expy (Vi) = expa (V).

Now expe(W NL(H)) € H and Vg € WNL(H) lead to WNL(H) = Vyg. In
particular Vi is closed in W because L(H) is closed in L(G), and therefore expg (Vi) =
HnNexpg (W) is closed in exps (W). We conclude that H is locally closed, and therefore
closed (Lemma 1.2.2(ii)). O

Theorem 7.1.6. (Integral Subgroup Theorem; general version) Let G be a Lie group
and ) C L(G) be a closed Lie subalgebra. Then the subgroup H := (exph) of G
generated by exp(h) carries a Lie group structure for which there exists an open 0-
neighborhood V- C b on which the Dynkin series converges,

exp:h— H, z—expx
18 smooth and maps V diffeomorphically onto an open subset of H and satisfies

exp(z * y) = exp(z) exp(y) for wz,yeV.

Proof. Let U = —U C L(G) be an open convex 0-neighborhood such that the Dynkin
series x x y converges for z,y € U, defines a smooth map U x U — L(G), and satisfies

expg (T * y) = expg () expg (y).

(Proposition 6.2.28). We may further assume that exps |y is a diffeomorphism onto
an open subset of G. Now the remaining arguments are the same as in the linear case
(Theorem 4.2.4). O

The following proposition is a generalization of the Linear Lie Group Theorem to
general Lie groups.
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Proposition 7.1.7. For a closed subgroup H of a Lie group G, the following are
equivalent:

(i) H is a Lie subgroup.

(ii) There exists an open 0-neighborhood W C L°(H) for which expe |w is a homeo-
morphism onto an open 1-neighborhood in H .

(iii) There exists an open 0-neighborhood V. C L(G) with expg'(H) NV C L°(H).

Proof. (i) = (ii): Take U := Vj in the proof of Lemma 7.1.5.

(ii) = (iii): Let Vo C L(G) be an open 0-neighborhood for which expq |y, is
a diffeomorphism onto an open subset of G. Then (ii) still holds for the smaller
0O-neighborhood Wy := W NV, in L*(H). Since expg (W) is open in H, resp.,
HnNexpea(Vo), and expg |v, is a homeomorphism, there exists an open 0-neighborhood
V1 C Vp with expe (V1) N H = expg(Wp). Then the injectivity of exp |y, implies

expg (H) NV = (expg |v) ™ (H) = Wo € L°(H).

(iii) = (i): Shrinking V', we may w.l.o.g. assume that exp |v is a diffeomorphism
onto an open subset of G. For W := V NL°(H) we then obtain exp, (V)N H =
expa (W), so that ¢ := expq |w is a homeomorphism onto an open 1-neighborhood
in H. Then exp(L°(H)) C H is a connected 1-neighborhood, so that (exp L°(H)) is
an open connected subgroup of H, hence coincides with the identity component Hj
of H (cf. Lemmas 1.2.2(iv) and 1.2.10). We endow H, with the Lie group structure
from Theorem 7.1.6, and the remaining arguments are the same as in the proof of the
Linear Lie Group Theorem 4.2.6. O

Proposition 7.1.8. If ¢: G; — G2 is a morphism of Lie groups and Hy C G is a
Lie subgroup, then Hy := ¢~ '(H,) is a Lie subgroup with Lie algebra

L°(H1) = L(y) "' (L°(H2)).
In particular, ker ¢ is a Lie subgroup of G1 with Lie algebra ker L(yp).

Proof. Let Vo C L(G3) be an open 0-neighborhood with expéi (Hy) N Vo C L°(Hy)
(Proposition 7.1.7) and note that Vi := L(¢)~!(V3) is an open 0-neighborhood in
L(Gy).

For z € Vi with expg, € Hi, we then have expg, (L(p)z) = ¢(expg, ) €
©(Hy) C Ha, so that L(p)z € Vo implies L(p)z € L°(Ha), hence z € L(p) ~}(L°(Hz)) =
L°(H,) (Exercise!). We conclude that

expg, (H1) NVi C L°(Hy),

so that Proposition 7.1.7 implies that H; is a Lie subgroup of Gj.
Since {1} is a Lie subgroup of G2, we see in particular that ker ¢ is a Lie subgroup
of Gl. O

Applying the preceding proposition to the adjoint representation Ad: G — Aut(g)
of a connected Lie group G, we obtain in particular for Z(G) = ker Ad:

Corollary 7.1.9. For every connected Lie group G, the center Z(QG) is a Lie subgroup.



110 CHAPTER 7. SUBGROUPS OF LIE GROUPS

7.2 The Closed Subgroup Theorem

We now address more detailed information on closed subgroups of finite dimensional
Lie groups. We start with three key lemmas providing the main information for the
proof of the Closed Subgroup Theorem.

Lemma 7.2.1. Let W C L(G) be an open 0-neighborhood for which expq|w is a
diffeomorphism. Further, let H C G be a closed subgroup and (yi)ren be a sequence
in W such that y, — 0 and gi, = expg yr € H\ {1} for all k € N. Fiz a norm || -|| on

L(G). Then every cluster point of the sequence {Hz—zu ke N} is contained in L°(H).

Proof. Let x be such a cluster point. Replacing the original sequence by a subsequence,
we may assume that we have in L(G):

Yk
T ‘= — X.

B Hka

Note that this implies ||| = 1. Let t € R and put py := H"/tkH. Then tx), = pryx, so

that yi — 0 leads to

expg(ta) = Jim expg(tzy) = lm expg (PrYk)

and
expe (pryr) = expe (ye) P expg (P — [Pk yi),
where [pg] = max{{ € Z: ¢ < p;} is the Gauf function. We then have

l(px — [P&])yell < llykll — 0

and
expg(tr) = klim (expa yk)[pk] = khm glgpk] € H,
because H is closed. This implies x € L°(H). .

Lemma 7.2.2. Let H C G be a closed subgroup and E C L(G) be a finite dimensional
vector subspace complementing L(H). Then there exists a 0-neighborhood Ug C E with

H N expe(Up) = {1}.

Proof. We argue by contradiction. If a neighborhood Ug with the required properties
does not exist, then for each compact convex 0-neighborhood Vg C E, we have for
each k € N:

(expe %VE) NH #{1}.

For each k € N we therefore find y, € Vg with 1 # g5 := expg(¥) € H. Now the
compactness of Vi implies that the sequence (yx.)ren is bounded, so that & — 0, which
implies g — 1. Now let z € E be a cluster point of the sequence % which lies in
the compact subset Sg := {z € E: ||z|| = 1} of the finite dimensional normed space E.
According to Lemma 7.2.1, we have x € L°(H) N E = {0} because g, € HNW for k
sufficiently large. We arrive at a contradiction to ||z|| = 1. This proves the lemma. O
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Lemma 7.2.3. Suppose that dim G < oo and that E,F C L(G) are subspaces with
E & F = L(G). Then the map

O:ExF— G, (z,y) expa(z)expa(y),

restricts to a diffeomorphism of a neighborhood of (0,0) to an open 1-neighborhood
in G.

Proof. The Chain Rule implies that
T(0,0)(®)(7,y) = T(1,1)(ma) o (To(expg)z, To(expe)y)
= T(l,l)(mG)(xa y) =x+ Y,

Since the addition map E x F' — L(G) = T1(G) is bijective, the Inverse Function
Theorem implies that ® restricts to a diffeomorphism of an open neighborhood of
(0,0) in E x F onto an open neighborhood of 1 in G. O

Theorem 7.2.4. (Closed Subgroup Theorem) Fuvery closed subgroup of a finite di-
mensional Lie group G is a Lie subgroup.

Proof. Let H C G be a closed subgroup and E C L(G) be a vector space complement
of the subspace L°(H) of L(G). We define

¢: EXL(H)— G, (x,y)— expgTexpgy.

According to Lemma 7.2.3, there exist open 0-neighborhoods Uy C E and Uy C L°(H)
such that

Dy :=P|y,xvy: Ur X Ug — expe(Ug) expe (Un)

is a diffeomorphism onto an open 1-neighborhood in G. In view of Lemma 7.2.2, we
may even choose Ug so small that exp.(Ug) N H = {1}.
Since exps(Un) C H, the condition

g =expgrexpgy € H N (expg(Ur) expe(Un))
implies expg ¥ = g(expgs y) ™t € H Nexpg Ug = {1}. Therefore
H D expe(Un) = HN (expe(Ur) expa(Un))

is an open 1-neighborhood in H. In view of Proposition 7.1.7, this completes the
proof. O

Example 7.2.5. We take a closer look at closed subgroups of the Lie group (V,+),
where V is a finite-dimensional vector space. From Example 6.2.3 we know that
expy =idy. Let H CV be a closed subgroup. Then

L‘H)y={ze€eV:ReCH}CH

is the largest vector subspace contained in H. Let E C V be a vector space complement
for L°(H). Then V 2 L°(H) x E, and we derive from L°(H) C H that

H 2 L(H) x (ENH).
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Lemma 7.2.2 implies the existence of some 0-neighborhood Ug C E with UgNH =
{0}, hence that H N E is discrete because 0 is an isolated point of H N E. Now
Exercise 1.2.7 implies the existence of linearly independent elements fi,..., fr € E
with

ENH=Zfi+...+7Zf.

We conclude that
H=L¢(H)x2ZF=R*x7ZF for d=dimL*(H).
Note that L°(H) coincides with the identity component Hy of H.

Example 7.2.6. How bad closed subgroups can be is illustrated by the following ex-
ample due to K. H. Hofmann: We consider the real Hilbert space G := L?([0, 1], R) as a
Banach-Lie group. Then the subgroup H := L*([0, 1], Z) of all those functions which
almost everywhere take values in Z is a closed subgroup. Since the one-parameter
subgroups of G are of the form Rf, f € G, we have L°(H) = {0}. On the other
hand, the group H is arcwise connected and even contractible because the map
F:[0,1] x H— H given by

P paie { 1) Broses:

is continuous with F(1, f) = f and F(0, f) = 0. We conclude that the closed subgroup
H of G is NOT a Lie subgroup.

This pathology can be avoided by the assumption that the subgroup is connected
by C! arcs.

Example 7.2.7. (Closed Subgroups of T) Let H C T C (C*,-) be a closed proper
(=different from T) subgroup. Since dimT = 1, it follows that L°(H) = {0}, so that
the Identity Neighborhood Theorem implies that H is discrete, hence finite because T
is compact.

If ¢: R — T is the covering projection, ¢~ 1(H) is a closed proper subgroup of R,
hence cyclic, which implies that H = q(¢~'(H)) is also cyclic. Therefore H is one of
the groups

Cpn={z€T:2"=1}

of n-th roots of unity.

Example 7.2.8. (Subgroups of T?) (a) Let H C T? be a closed proper subgroup.
Then L¢(H) # L(T?) implies dim H < dim T? = 2. Further, H is compact, so that
the group mo(H) of connected components of H is finite.

If dim H = 0, then H is finite, and for n := |H| it is contained in a subgroup of the
form C,, x C},, where C,, C T is the subgroup of n-th roots of unity (cf. Example 7.2.7).

If dim H = 1, then Hj is a compact connected 1-dimensional Lie group, hence
isomorphic to T (cf. Examples 4.3.6). Therefore Hy = exppz (Rx) for some x € L°(H)
with exppz (z) = (€2™®1 e?™%2) = (1, 1), which is equivalent to z € Z2. We conclude
that the Lie algebras of the closed subgroups are of the form L°(H) = Rz for some
r €72
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(b) For each 6 € R\ Q the image of the 1-parameter group
v RHPHQ, t— (6i9t7eit)

is not closed because v is injective. Hence the closure of v(R) is a closed subgroup
of dimension at least 2, which shows that v(R) is dense in T2. The subgroup ~(R) is
called a dense wind.

Exercises for Section 7.2

Exercise 7.2.1. Show that a linear subspace £ C R? = L(T9) is the Lie algebra
L°(H) of a closed subgroup H C T? if and only if it is rational, i.e., spanned by
ENQY, resp., ENZ2.

Exercise 7.2.2. (Torus complements) Show that, for every subgroup H = T* of
G := T? there exists another subgroup C' = T¢* with G = H x C. Hint: Put
[ := kerexpg = Z4. Verify that I'y := T N L°(H) = Z* and argue that there is a
subgroup Z? % 2T CT with I 2Ty @ I'c. Then consider C := exp(spanl'c).

Exercise 7.2.3. (Closed subgroups of T¢) Show that every closed subgroup H C T4
is isomorphic to a product T¥ x F for a finite subgroup F.

Exercise 7.2.4. Let € R” = L(T™). Show that the one-parameter group exp(Rx)
is dense in T if and only if z; # 0 and the real numbers (1,25/21,...,z,/x1) are
linearly independent over Q. Hint: Use Exercise 7.2.1.
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Chapter 8

Integration of Lie Algebra
Homomorphisms

To round off the picture of Lie groups and their Lie algebras presented in this lecture,
we still have to provide the link between Lie algebras and covering groups. The main
point is that, in general, one cannot integrate morphisms of Lie algebras L(G) — L(H)
to morphisms of connected Lie groups G — H if G is not simply connected.

8.1 The Monodromy Principle and its Applications

Proposition 8.1.1. (Monodromy Principle) Let G be a simply connected Lie group
and H a group. LetV be an open symmetric connected identity neighborhood in G and
f:V — H a function with

fley) = f(@)f(y)  for wyxyeV.

Then there exists a unique group homomorphism extending f. If, in addition, H is a
Lie group and f is smooth, then its extension is also smooth.

Proof. We consider the group G x H and the subgroup S C G x H generated by
the subset U := {(z, f(z)): « € V}. We endow U with the topology for which
x — (z, f(x)),V — U is a homeomorphism. Then U is connected because V is
connected. Note that f(1)? = f(12) = f(1) implies f(1) = 1, which further leads to
1= f(zz™l) = f(z)f(z71), so that f(z~!) = f(z)~!. Hence U = U1

To obtain a group topology on S, we now apply Lemma 1.4.5, and observe that S
is generated by U, and that (T1/2) directly follow from the corresponding properties
of V and (z, f(z))(y, f(y)) = (zy, f(zy)) for x,y,xy € V. This leads to a group
topology on .S, for which S is a connected topological group. Indeed, its connectedness
follows from S = (J, .y U™ and the connectedness of all sets U™ (Exercise 1.2.1). The
projection pg: G x H — G induces a covering homomorphism ¢: S — G because its
restriction to the open 1-neighborhood U is a homeomorphism (Exercise C.2.2(c)),
and the connectedness of S and the simple connectedness of G imply that ¢ is a
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homeomorphism (Corollary C.2.8). Now F := pgoq~': G — H provides the required
extension of f. In fact, for € U we have ¢~ (x) = (z, f(x)), and therefore F(z) =

().
If, in addition, H is Lie and f is smooth, then the smoothness of the extension
follows directly from Corollary 6.2.10. O

Theorem 8.1.2. (Integrability Theorem for Lie Algebra Homomorphisms) Let G
be a connected simply connected Lie group, H a Lie group and ¢¥: L(G) — L(H) a
continuous Lie algebra morphism. Then there exists a unique morphism ¢: G — H
with L(p) = 4.

Proof. Let U C L(G) be an open connected symmetric 0-neighborhood on which the
BCDH-product is defined and satisfies exp(x * y) = expg(2) expg(y) and

expy (P(z) x¥(y)) = expy (P(@)) expy (P(y))  for  z,yeU

(Proposition 6.2.28). Assume further that V' is an open 0-neighborhood with UxU C V
for which exp; |y is a homeomorphism onto an open subset of G (cf. Proposition 6.2.5)
(this can always achieved by shrinking U if necessary).

The continuity of i and the fact that 1 is a Lie algebra homomorphism imply
that for z,y € U the element ¢ (x * y) coincides with the convergent Hausdorff series
¥(x) * Y (y) (cf. Proposition 6.2.28). We define

frexpg(U) = H,  flexpg(x)) := expy (v(2)).

For xz,y € U with exps zexpey € exp(U) we then find some z € U with expgs z =
expga T expg Y = expa(x * y), so that the injectivity of expgy on V' 2 U % U leads to
xxy =z € U. We now obtain

f(expg(z) expg(y)) = f(expg(z * y)) = expy (P (w * y))
= expy(P(x) *P(y)) = expy (P(z)) expy (Y(y)) = f(expe()) f(expe(y))-

Then f: exp(U) — H satisfies the assumptions of Proposition 8.1.1, and we see
that f extends uniquely to a group homomorphism ¢: G — H. Since exp; is a local
diffeomorphism, f is smooth in a 1-neighborhood, and therefore ¢ is smooth. We
finally observe that ¢ is uniquely determined by L(¢) = ¢ because G is connected
(Corollary 6.2.11). O

The following corollary can be viewed as an integrability condition for .

Corollary 8.1.3. If G is a connected Lie group and H is a Lie group, then, for a
Lie algebra morphism v: L(G) — L(H), there exists a morphism ¢: G — H with
L(p) = ¢ if and only if m1(G) = ker g C ker ¢, where qa: G — G is the universal
covering map and @: G — H is the unique morphism with L(¢) = ¢ o L(gg).

Proof. If ¢ exists, then

(poqa)oexpg = poexpgoL(qa) = expy oY o Liqg)
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and the uniqueness of ¢ imply that ¢ = ¢ o g¢ and hence that ker g5 C ker ¢.
If, conversely, ker gz C ker ¢, then ¢(ga(g)) := @(g) defines a continuous morphism
G = G/kerqg — H with p o g6 = ¢ (Exercise 1.1.9) and

poexpgoL(qga) = poqaoexpg = @oexps = expy oY o L(qa)- O

The following corollary is a partial converse to Corollary 6.1.6, which asserts that
isomorphic Lie groups have isomorphic Lie algebras.

Corollary 8.1.4. If G and H are simply connected Lie groups with isomorphic Lie
algebras, then G and H are isomorphic.

Proof. Let a: L(G) — L(H) be an isomorphism and use Theorem 8.1.2 to find a
morphism ¢: G — H of Lie groups with L(p) = a. We likewise find a morphism of
Lie groups ¢: H — G with L(¢)) = ™!, and then the relations

L(poy) =idyy and Ly o) =idyg

imply that ¢ o ¢ = idg and ¢ o ¢ = idg (Corollary 6.2.11). Therefore ¢ is an
isomorphism of Lie groups. U

Corollary 8.1.5. If G is a simply connected Lie group with Lie algebra g, then the
map
L: Aut(G) — Aut(g)

18 an isomorphism of groups.

Proof. First, we recall from Corollary 6.1.6 that for each automorphism ¢ € Aut(G)
the endomorphism L(p) of g also is an automorphism. That L is injective follows from
the connectedness of G (Corollary 6.2.11) and that L is surjective from the Integrability
Theorem 8.1.2. O

8.2 Classification of Lie Groups with given Lie Al-
gebra

Let G and H be linear Lie groups. If ¢: G — H is an isomorphism, then the functorial-
ity of L directly implies that L(y): L(G) — L(H) is an isomorphism (Corollary 6.1.6).
In this subsection we ask to which extent a Lie group G is determined by its Lie algebra

L(G).

Proposition 8.2.1. A surjective morphism p: G — H of Lie groups is a covering if
and only if L(v): L(G) — L(H) is a linear isomorphism.

Proof. In view of Exercise 4.3.10, ¢ is a covering if and only if ¢ is open with discrete
kernel.

In Proposition 6.2.12 we have seen that ¢ is open if and only if L(ip) is surjective.
Since ker ¢ is a Lie subgroup by Proposition 7.1.8, it is discrete if and only if L(ker ) =
ker L(p) = {0}, which means that L(y) is injective. Combining these observations,
we see that L(p) is bijective if and only if ¢ is open with discrete kernel, i.e., a
covering. O
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Proposition 8.2.2. For a covering q: G1 — G2 of connected Lie groups, the following
equalities hold

0(Z(G1)) = Z(G2)  and  Z(G1) = q~(Z(G2)).

Proof. Since q is a covering, L(q): L(G1) — L(G2) is an isomorphism of Lie algebras,
and the adjoint representations satisfy

Adg,(q(g1)) o L(q) = L(q) o Adg, (91)-

Hence
Z(Gy) =ker Adg, = ¢ ' ker Adg, = ¢ (Z(Gy)).

Now the claim follows from the surjectivity of q. O

Theorem 8.2.3. Two connected Lie groups G and H have isomorphic Lie algebras if
and only if their universal covering groups G and H are isomorphic.

Proof. If G and H are isomorphic, then we clearly have
L(G) 2 L(G) 2 L(H) 2 L(H)

(Proposition 8.2.1 and Corollary 6.1.6).
Conversely, Corollary 8.1.4 shows that any isomorphism ¢: L(G) — L(H) leads

to an isomorphism G — H. O
Combining the preceding theorem with Theorem 4.3.5, we obtain:

Corollary 8.2.4. Let G be a connected Lie group and qg: G — G be the universal
covering morphism_of connected Lie groups. Then, for each discrete central subgroup
I' C G, the group G/F is a connected Lie group with L(G/F) >~ L(G) and, conversely,

each Lie group with the same Lie algebra as G is isomorphic to some quotient G/T.

Example 8.2.5. We now describe a pair of nonisomorphic Lie groups with isomor-
phism Lie algebras and isomorphic fundamental groups.
Let B
G = SUQ((C) X SUQ((C)

whose center is Cy x Cs,
G = G/(Cy x {1}) =2 SO3(R) x SU,(C)

and _

H:=G/{(1,1),(—-1,-1)} =2 SO4(R),
where the latter isomorphy can be obtained by considered SO4(R) as a group acting
on the skew field H of quaternions. Then 7 (G) = m(H) = Cy (Theorem 4.3.5), but
there is no automorphism of G mapping 7 (@) to my (H).

Indeed, one can show that the two direct factors are the only nontrivial connected
normal subgroups of G, so that each automorphism of G either preserves both or
exchanges them. Since 71 (H) is not contained in any of them, it cannot be mapped
to m1(G) by an automorphism of G.
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Examples 8.2.6. Here are some examples of pairs of linear Lie groups with isomorphic
Lie algebras: B
(1) G = SO3(R) and G = SU5(C) (Example 4.3.8).
(2) G = SO2,1(R)g and H = SLy(R): In this case we actually have a covering
morphism ¢: H — G coming from the adjoint representation
Ad: SLy(R) — GL(L(H)) = GL3(R).

On L(H) = sl(R) we consider the symmetric bilinear form given by 3(x,y) := 1 tr(zy)

and the basis
(1 0 {0 1 (0 1
e .= 0 —1)° €g = 1 0)° ez = 1 0/

Then the matrix B of § with respect to this basis is

1 0 0
B:=10 1 0
0 0 -1

One easily verifies that
Im Ad € O(L(H), 8) = 021 (R),

and since ad: L(H) — o021(R) is injective between spaces of the same dimension 3
(Exercise), it is bijective. Therefore im Ad = (exp 02,1(R)) = SO2,1(R)¢ and Proposi-
tion 8.2.1 imply that

Ad: SLQ(R) — SOQJ(R)O
is a covering morphism. Its kernel is given by Z(SLa(R)) = {£1} (Lemma 6.2.16).

One can show that both groups are homeomorphic to T x R?, and topologically
the map Ad is like (2, ,y) — (22,z,y), a two-fold covering.

Example 8.2.7. Let G = SLy(R) and H = SOy (R)o and recall that G = H follows
from sl (R) = s02 1 (R) (cf. Example 8.2.6).

We further have qq(Z(G)) C Z(G) = {+1} and m(G) = kerqe C Z(G) (cf.
Proposition 8.2.2). Likewise qH(Z(é)) C Z(H) = {1} implies

Z(G) = 1 (H) = m(02(R) x 01(R)) = Z,

~

where the latter is a consequence of the polar decomposition. This implies that Z(G) =
Z, where

m(G) =227 and m(H)2Z=Z(G).
Therefore G and H are not isomorphic, but they have isomorphic Lie algebras and
isomorphic fundamental groups.
Exercises for Section 8.2
Exercise 8.2.1. Let G be a connected linear Lie group. Show that
L(Z(G)) = 3(L(G)) :={z € L(G): (Vy € L(G)) [z,y] = 0}
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Appendix A

Basic Topological Concepts

In this appendix we collect some basic notions concerning topological spaces.

A.1 Topological Spaces

Definition A.1.1. Let X be a set. We write P(X) for the power set of X, i.e., the
set of all subsets of X. A subset 7 C P(X), whose elements are called open sets, is
called a topology on X if the following axioms are satisfied:

(T1) 0, X are open sets.
(T2) Finite intersections of open sets are open.

(T3) Arbitrary unions of open sets are open.
If 7 is a topology on X, then the pair (X, 7) is called a topological space.!  To
simplify notation we often write X instead of (X,7) for a topological space whose
underlying set is X.

Example A.1.2. (a) If (X,d) is a metric space, then we call a subset O C X open if
for each x € O there exists an ¢ > 0 with

B.(z):={ye X:d(z,y) <e} CO.

Then the system 74 of open subsets of X is a topology and the triangle inequality
immediately implies that the balls B.(xz) are open. We call it the topology defined (or
induced) by the metric d on X.

(b) 7= {X,0} is a topology on X, called the chaotic topology.

(¢c) 7 =P(X) is a topology on X, called the discrete topology. In this case (X, T)
is called a discrete space.

I Metric spaces were first studied by Maurice Fréchet in 1906 and topological spaces were introduced
later in 1914 by Felix Hausdorff (1868-1942). It is interesting to observe that the more abstract notion
of a topological spaces was conceived later.
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Definition A.1.3. Let (X, 7) be a topological space.

(a) A subset C' C X is called closed if its complement X \ C' is open.

(b) For x € X we call a subset U C X a neighborhood of x if there exists an
open subset O C X with x € O C U. We write U(x), or LUx(x), for the set of all
neighborhoods of .

Lemma A.1.4. If (X,7) is a topological space, then the set of all closed subsets of X
has the following properties:

(C1) 0,X are closed.
(C2) Finite unions of closed sets are closed.
(C3) Arbitrary intersections of closed sets are closed.

Proof. This follows immediately from (O1)-(O3) by taking complements and using de
Morgan’s Rules: (J;c; O:)¢ = ;7 OF and (;c; O0:)¢ = U;er O5- O

Definition A.1.5. Let (X, 7) be a topological space and £ C X a subset.

(a) E:= N{F C X: E C F,F closed} is called the closure of E. This is the
smallest closed subset of X containing F.

(b) E° := U{U C X: U C E,U open} is called the interior of E. This is the
largest open subset contained in E.

(c) OF := E \ E° is called the boundary of E.

Lemma A.1.6. Let (X,7) be a topological space, E C X and x € X. Then the
following assertions hold:

(1) z€e E° < (U € U(x)) U C E & F € i(x).

(2)zeEe (YU eUn) UNE £0.

(3) 2€dEs (VU eMa)) UNE#0 andU € E.

Definition A.1.7. A topological space (X, 7) is called a Hausdorff space or separated
if for each pair (z,y) of different points in X there exist disjoint neighborhoods of x

and y.

Remark A.1.8. (a) Metric spaces are Hausdorff spaces because for x # y and 2r <
d(z,y) the open balls B,(x) and B, (y) are disjoint.
(b) Let X be a Hausdorff space and = € X. Then

{a} =()¥x ().

Moreover, the one point set {z} is closed because its complement {2}° = U, ., Ba(z.y)(¥)
is open.
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A.2 Continuous maps

After introducing the concept of a topological space as a pair (X, 7) of a set X with a
distinguished collection of subsets called open, we now explain what the corresponding
structure preserving maps are. They are called continuous maps, resp., functions.

Definition A.2.1. Let (X,7x) and (Y, 7y) be topological spaces.

(a) Amap f: X — Y is called continuous if for each open subset O C Y the inverse
image f~1(0) is an open subset of X. Then f is also called a morphism of topological
space.

We write C'(X,Y) for the set of continuous maps f: X — Y.

(b) A continuous map f: X — Y is called a homeomorphism or topological isomor-
phism if there exists a continuous map ¢g: ¥ — X with

fog=idy and gof=idx.

(¢) Amap f: X — Y is said to be open if for each open subset O C X, the image
f(O) is an open subset of Y. We similarly define closed maps f: X — Y as those
mapping closed subsets of X to closed subsets of Y.

Proposition A.2.2. If f: X - Y and g : Y — Z are continuous maps, then their
composition go f : X — Z is continuous.

Proof. For any open subset O C Z, the set (go f)~1(O) = f~(g71(0)) is open in X
because g~1(O) is open in Y. O

Lemma A.2.3. (a) If f: X — Z is a continuous map and Y C X a subset, then
fly:Y — Z is continuous with respect to the subspace topology on'Y .

(b)) If f: X — Z is a map and Y C Z is a subset containing f(X), then f is
continuous if and only if the corestriction f1Y: X — Y is continuous with respect to
the subspace topology on Y .

Proof. (a) If O C Z is open, then (f|y)~1(0) = f~1}(O)NY is open in the subspace
topology. Therefore f|y is continuous.
(b) For a subset O C Z, we have

FHO) = fHonY) = (fM)"HonY).
This implies that f is continuous if and only if the corestriction f!¥ is continuous. [

Presently, we only have a global concept of continuity. To define also what it means
that a function is continuous in a point, we use the concept of a neighborhood.

Definition A.2.4. Let X and Y be topological spaces and x € X. A function
f: X — Y is said to be continuous in x if for each neighborhood V of f(x) there
exists a neighborhood U of x with f(U) C V. Note that this condition is equivalent
to f~1(V) being a neighborhood of x.
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Remark A.2.5. If (X,dx) and (Y,dy) are metric spaces, then a map
f+ X — Y is continuous in x € X if and only if

(Ve > 035> 0) f(Bs(x)) C Be(f(w)).

This follows easily from the observation that V' C Y is a neighborhood of f(z) if and
only if it contains some ball B.(f(x)) and U C X is a neighborhood of z if and only
if it contains some ball Bs(z).

Lemma A.2.6. Let f: X — Y and g: Y — Z be maps between topological spaces.
If f is continuous in x and g is continuous in f(x), then the composition g o [ is
continuous in x.

Proof. Let V be a neighborhood of ¢g(f(z)) in Z. Then the continuity of g in f(x)
implies the existence of a neighborhood V' of f(z) with g(V') C V. Further, the
continuity of f in z implies the existence of a neighborhood U of x in X with f(U) C V|
and then (go f)(U) C g(V') C V. Therefore g o f is continuous in x. O

Proposition A.2.7. For a map f: X — Y between topological spaces, the following
are equivalent:

(1

) [ is continuous.

(2) f is continuous in each x € X.
)
)

(3) Inwverse images of closed subsets of Y under f are closed.

(4) For each subset M C X, we have f(M) C f(M).

Proof. (1) = (2): Let V C Y be a neighborhood of f(z). Then the continuity of f
implies that U := f~1(V") is an open subset of X containing x, hence a neighborhood
of z with f(U) C V.

(2) = (1): Let O C Y be open and x € f~1(0). Since f is continuous in x, f~1(0)
is a neighborhood of x, and since z is arbitrary, the set f~!(O) is open.

(1) & (3): If A C Y is closed, then f~1(A) = f~1(A°)¢ implies that all these
subsets of X are closed if and only if all sets f~(A¢) are open, which is equivalent to
the continuity of f.

(3) = (4): The inverse image f~1( f(M)) is a closed subset of X containing M,
hence also M.

(4) = (3): If ACY is closed and M := f~1(A), then f(M) C f(M) C A implies
that M C M, i.e., M is closed. O

Proposition A.2.8. For a continuous map f: X — Y, the following are equivalent:

1) f is a homeomorphism.

(1)
(2) f is bijective and f~1:Y — X is continuous.
(3) f is bijective and open.
(4) f is bijective and closed.
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Proof. (1) & (2): Let g: Y — X be continuous with fog = idy and go f = idx.
Then f is bijective, and f~! = g is continuous.

If, conversely, f is bijective and f~' is continuous, then we see with g := f~! that
f is a homeomorphism.

(2) & (3): For O C X we have f(O) = (f~1)7*(O). That this set if open for each
open subset O C X is equivalent to f being open and to f~! being continuous.

(2) & (4): For A C X we have f(A) = (f~1)71(A). That this set if closed for
each closed subset A C X is equivalent to f being closed and to f~! being continuous
(Proposition A.2.7). O

A.3 Creating new topologies
Definition A.3.1. For a subset A C P(X) the set

7= (A)op == ﬂ{a: A C 0,0 topology }

is a topology on X; the coarsest topology on X for which all sets in A are open.
Therefore 7 is called the topology generated by A and A is called a subbasis of the
topology 7. The set A is called as basis of the topology 7 if every set in 7 is a union of
sets in A.

Definition A.3.2. (a) Let ~ be an equivalence relation on the topological space
(X,7),Y := X/ ~={[z]: = € X} the set of equivalence classes, and ¢: X — Y,z > 2]
the quotient map. Then

o:={UCY:q ' (U)er}

is a topology on Y called the quotient topology.

The quotient topology has the property that a map f: Y — Z into a topological
space Z is continuous if and only if the map f oq: X — Z is continuous (Exercise).
In particular, g: X — Y is continuous.

(b) Let (X1,71),...,(Xn,7s) be topological spaces and X := X; x ... x X, the
Cartesian product set. Then the system of all subsets U C X of the form

U=U; x...x Uy, UjETj,

is a basis for a topology on X called the product topology.
The product topology has the property that a map

is continuous if and only if all maps f;: Z — X; are continuous. In particular, the
projections p;: X — X, are continuous maps.
(c) If (X, 7) is a topological space and Y C X a subset, then

v ={UNY:U €T}

is a topology on Y called the subspace topology.

The subspace topology has the property that a map f: Z — Y is continuous if and
only if the corresponding map fx: Z — X,z — f(z) is continuous. In particular, the
inclusion map vy : Y — X is continuous.
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A.4 Compactness

Definition A.4.1. A topological space (X, 7) is said to be compact if it is separated
and each open cover, i.e., each collection (Uj);es of open subsets of X with UjGJ U; =
X, contains a finite subcover. This means that there exist ji,...,j, € J with

X:Ule...Uan.

Lemma A.4.2. (Compactness of subspaces) (a) If (X,7) is a separated space and
Y C X, then Y is compact with respect to the subspace topology if and only if each
open cover of Y by open subsets of X contains a finite subcover.

(b) If X is separated and'Y C X is compact, then'Y is closed in X. If, conversely,
X is compact and' Y C X closed, then Y is compact.

Proof. (b) Suppose first that Y is a compact subspace of the separated space X. Let
(Ui)ier be an open covering of Y and pick open subsets O; C X with O; NY = U,.
Then the open subset Y€, together with the O;, i € I, form an open covering in X.
Hence there exists a finite subcovering, and this implies the existence of a finite subset
FCIwithY C;cp U

Now suppose that Y is a closed subspace of the compact space X. Let x € Y*.
For each y € Y we then have y # x, and since X is separated, there exists an open
subset U, of X and an open subset V. of X with y € Uy, x € V,, and U, NV, = 0.
Then we obtain an open covering (U, NY)yey of Y. Let Uy, NY,...,U,, NY be a
finite subcovering and V' := ();_; V,,. Then V intersects |J;_, Uy, 2 Y trivially, and
therefore « ¢ Y. This proves that Y is closed. O

Proposition A.4.3. (a) If X is compact, Y separated and f: X — Y continuous,
then f(X) is a compact subset of Y.

(b) If f: X — R is continuous and X compact, then f is bounded and takes a
minimal and a mazimal value.

Proof. (a) Let (U;);er be a covering of f(X) by open subsets of Y. Then (f~!(U;))ier
is an open covering of X, so that there exists a finite subset F© C [ with X C
UiEF fﬁl(Uz) Then
fcJrutwy e Yo
i€l i€F

Since f(X) is separated, it follows that f(X) is compact.
(b) follows from (a). O

Proposition A.4.4. If f: X — Y is bijective, Y separated and X compact, then f is
a homeomorphism.

Proof. Let A C X be a closed subset. Then A is compact by Lemma A.4.2. Therefore
f(A) CY is compact, hence closed by Lemma A.4.2. Since f is continuous, A C X is
closed if and only if f(A) CY is closed, so that f is a homeomorphism. O
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Corollary A.4.5. Let f: X — Y be a surjective continuous map, X compact and'Y
separated. We define an equivalence relation ~ on X by x ~ y if f(x) = f(y) and
endow the space X/ ~ with the quotient topology. Then the map

[ X/ ~=Y, [z]— f(z)
18 a homeomorphism.

Proof. Let q: X — X/ ~ denote the quotient map. For [x1] # [z2] we have f(z1) #
f(z2). Let U; € Y(f(z;)) be disjoint open neighborhoods. Then f~*(U;), j = 1,2,
are disjoint open subsets of X. Moreover, the set V; := ¢(f~1(U;)) C X/ ~ satisfy
g *(V;) = f~1(U;). Therefore the sets V; are disjoint open neighborhoods of the [;].
Hence X/ ~ is separated. Now Proposition A.4.3(a) implies that X/ ~ is compact,
and Proposition A.4.4 applies to f. O

Lemma A.4.6. Let X and Y be topological spaces, Kx C X and Ky CY compact,
and O; C X XY, jeJ, open sets with Kx x Ky C|J..;O;. Then there exist open
subsets Ux C X, Uy CVY and ji,...,5n € J with

jeJ

KXXKygUXXUYnglu...UOjn.

Proof. For each pair (z,y) € Kx x Ky there exists a j(z,y) € J with (z,y) € Oj(4.4),
so that the definition of the product topology implies the existence of open neighbor-

hoods Uy 4 of x and V, , of y with Uy, x V., € Oj(,,)- Fix z € Kx. Then the sets
(Vay)yeky , form an open cover of Ky, hence have a finite subcover Vg 4., ..., V..
Let

U, := ﬁ Ugy, and V,:= LnJ Vi y;-
j=1 J=1

Then U, and V, are open with
U,xV,CU and Ky CV,.
Now the sets (U, )zeky form an open cover of Kx, and we find z1,...,2, € Kx with
Kx CUy U...UU,,.
Now we set
U=Uy, U...UU,,, 2Kx and V:=V, Nn...NV, DKy

and obtain Kx x Ky C U x V', where the set U x V is contained in finitely many sets
of the form U, x V,, which in turn is contained in the union of the sets Uy o, X V; ., C
Oj(z,y,)- We conclude that U x V' is contained in a union of finitely many of the
sets O;. O

Corollary A.4.7. Let X andY be topological spaces, Kx C X and Ky CY compact,
and O C X XY open with Kx x Ky C O. Then there exist open subsets Ux C X and
Uy Q Y with

KXxKygUXnygO.
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Proposition A.4.8. If X1,...,X, are compact spaces, then their product
X1 x...x X,

18 compact.

Proof. Tt suffices to prove the assertion for n = 2 and then apply induction. We apply
Lemma A.4.6 with X = Kx = X3, Y = Ky =Y and an open covering O;, j € J, of
X xY. Then Lemma A.4.6 implies the existence of a finite subcovering. O

A.5 Connectedness and arc connectedness

Definition A.5.1. Let X be a topological space. An arc in X is a continuous map
~: la,b] — X, where [a,b] C R is a compact interval. We also say that v is an arc from
7(a) to y(b).

For p,q € X we define x ~, y if there exists an arc from p to g. We claim that ~,
defines an equivalence relation. The constant arc connects x to x, so that = ~, x for
each z € X. If ¢ ~, y and 7: [a,b] — X connects z to y, then

¥:[0,1] = X, t— ~y(b+t(a—10))

connects y to z, and we get y ~, x. For the transitivity, assume that v: [a,b] — X
connects z to y and that n: [¢,d] — X connects y to z. Then

€02 > X, €(t) = {'y(ath(b a)) for t € [0, 1]
n(c+ (t —1)(d—c¢)) fort € [1,2]
is an arc connecting x to z. Therefore x ~, z.
The equivalence classes of ~, are denoted Cy(z) and called arc components of the
topological space X. The space X is said to be arcwise connected if any two points of
X can be connected by an arc.

Definition A.5.2. Let X be a topological space. We say that X is connected if ) and
X are the only subsets of X which are closed and open. This is equivalent to saying
that if A, B C X are two disjoint open subsets with X = A U B, then one of them is
empty.

Lemma A.5.3. (a) Each interval in R is connected.

(b) If X is arcwise connected, then X is connected.

(c) If f: X =Y is continuous and X is connected, resp., arcwise connected, then
the same holds for f(X).

Proof. (a) Let I C R be an interval and suppose that it is not connected. Then there
exist two disjoint proper open subsets A, B C [ with I = AUB. Let a € A and b € B.
Then the compact interval C' := [a,b] is contained in I and C'N A is an open subset
of C not containing b. Therefore s := sup(ANC) < b. Since ANC = C'\ B is closed
in C', we have s € A. On the other hand AN C is open in C, so that it contains a
neighborhood of s, contradicting the definition of s.
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(b) Let A,B C X be two disjoint open subsets with X = AU B. If both are
non-empty, we pick a € A and b € B. Let 7: [0,1] — X be an arc from a to b. Then
[0,1] = v~ 1(A)Uy~(B) is a decomposition into two proper open disjoint subsets. This
contradicts the connectedness of [0, 1].

(¢) Suppose first that X is connected. If f(X) is not connected, then there exist
two open subsets A, B C Y such that f(X) = (f(X) N A)U(f(X) N B), where both
are proper subsets. Then X = f~!(A) U f~1(B) is a decomposition into two disjoint
proper open subsets, contradicting the connectedness of X.

If X is arcwise connected and ~: [0,1] — X is an arc from z to y, then

fov:[0,1] =Y
is an arc from f(z) — f(y). Therefore f(X) is arcwise connected. O

Lemma A.5.4. Let X be a topological space.

(i) If (Aj)jes are connected subspaces of X with
Ujes Aj of X is connected.

jes Aj # 0, then the subset A =

(ii) For each connected subspace A C X its closure A is also connected.

Proof. (i) Since the subspace topologies on A; inherited from X and A are the same,
we may w.l.o.g. assume that A = X. Suppose that X = U;UU,, where U; and U, are
open subsets. Pick a € (;c; A; and let k € {1,2} with a € Uy. Then for each j € J
we have a disjoint decomposition

A; = (A;NUNUA; NUs)

into two open subsets of A;. Since A; is connected and a € A; N Uy, it follows that
Aj; = A; N Uy, and therefore A; C Uy. Thus X = UjeJ A;=Uy

(ii) As above, we may w.l.o.g. assume that X = A. Suppose that U; and U, are
open subsets of X with X = U;UU,. Then we obtain the disjoint decomposition

A= (A N Ul)U(Aﬂ UQ),

and since A is connected, there exists a k € {1, ZLWith A C Uy. Since the complement
of Uy is open, the set Uy is closed, so that X = A C Uk. O

Definition A.5.5. Let X be a topological space. Then each one element subset
{z} C X is connected. Therefore

C(x) = U{A C X:z € A, A connected}

is a connected subset by Lemma A.5.4(i), and by Lemma A.5.4(ii) it is closed. It is
called the connected component of x. It is the largest connected subset of X containing
z. It follows directly from Lemma A.5.4 that the connected components are pairwise
disjoint closed subsets of X.

The space X is connected if and only if C(z) = X for each x € X. Tt is called
totally disconnected if C(x) = {«} for each z € X.
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We say that X is locally connected if each x € X has a connected neighborhood.
This implies in particular that, for each x € X, the connected component C(x) is a
neighborhood of z. Hence the connected components of X are open subsets.

Examples A.5.6. (a) The set [0,1] U [2, 3] is locally connected but not connected.
(b) For two elements z,y in the euclidean plane R? we write [z,y] for the line
segment {Az + (1 — A)y: 0 < XA < 1} between = and y. Then the set

X :=1(0,0), (0, )] U | J[(£,0). (0,1)]

neN

is arcwise connected but not locally connected (in the points (0,2),0 < z < 1).
(¢) The set

X = ({0} x [-L1)u{(z,sinl: 0 <2 <1} CR?

is connected but not arcwise connected.

Exercises for Appendix A

Exercise A.5.1. (a) For every system A of subsets of a set X with (JA = X the

system A of all finite intersections of sets in A is a basis for the topology generated
by A.
(b) A system A of subsets of X is the basis of a topology if and only if

(B1l) A= X and
(B2) for each x € AN B, A, B € A, there exists a C € A withxz € C C AN B.

Exercise A.5.2. (a) If f: X — Z is a continuous map and ¥ C X a subset endowed
with the subspace topology, then the restriction f|y: Y — Z is continuous.
(b) Let X1, ..., X, be topological spaces and A; C X, subsets. Show that

Al x ... x A, =A; x...x A,
holds in X := X; x ... x X, with respect to the product topology and likewise
(A x...x A =A% % ... x AV,
(c¢) Let X and Y be topological spaces. Then for each € X the map
Jor Y = X XY,y (2,y)
is continuous and the corestriction
jhrdel y Sy« {x}
is a homeomorphism.

Exercise A.5.3. (a) If (X;,d;), i = 1,...,n, are metric spaces, then the product
topology on X = X3 x ... x X,, is induced by the following metrics:
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(1) d(z,y) =220, di(zi, y2)-
(2) d(l’, y) = max(dl(xla yl)v s 7dn(‘rnv yn))

(b) A sequence (z(™),,ey in X converges to x = (z1,...,x,) if and only if all

(m) )
component sequences (xj )men converge to ;.

Exercise A.5.4. Let X and Y be topological spaces and X x Y their topological
product. Then the connected components and the arc components in X x Y are given
by

C(z,y) =C(z) x Cy) and Cu(z,y) = Cu(x) x Caly)

for (z,y) € X xY. In particular, the product space X x Y is connected, resp., arcwise
connected if and only if X and Y are connected, resp., arcwise connected.

Exercise A.5.5. In R? we consider the set

X = ([0,1] x {1}) U ({% ne N} x [0.1]) U ({0} x 0.1)).

Show that X is arcwise connected but not locally arcwise connected.
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Appendix B

Analytic functions

In this appendix we recall the concept of differentiability, formulated in the context of
Banach spaces. In particular, we discuss the concept of an analytic function, which pro-
vides a very direct tool to verify the smoothness of functions given by non-commutative
power series, such as the exponential function of a Banach algebra.

B.1 Differentiable functions

We briefly recall the concept of a differentiable function between open subsets of Ba-
nach spaces. For two normed spaces we write £(X,Y") for the vector space of contin-
uous linear mas A: X — Y endowed with the operator norm

[A]l := sup{[|Az[|: z € X, [l] < 1}.

Definition B.1.1. Let X and Y be Banach spaces and U C X an open subset. We
say that a map f: U — X is differentiable in x € U if there exists a continuous linear
map df(z) € L(X,Y) with

@+ h) = fl2) —df @B _
flbli% 2l = 0. (B.1)

This implies in particular, for each v € X, the relation

af (2)(v) = lim LEF ) = (@)

t—0 t

which shows that we can interprete the value df(z)(v) as the derivative of f in x in the
direction of v, and moreover, that df(x) is uniquely determined as a continuous linear
map satisfying (2.1): Whenever there exists a continuous linear map A € L(X,Y)

with L Alh
e h) — f@) = A
h—0 7]

then f is differentiable in = and df(z) = A.

:0,

133
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We call f differentiable if f is differentiable in every point € U. Then we obtain
amap df: U — L(X,Y), and we call f a Cl-map if df is a continuous map. By
iteration, we define C*-maps for k € N as C'-maps for which df is C*~'. We call a
map smooth or a C*-map if it is C* for every k € N.

Remark B.1.2. (a) If f: U — Y is differentiable in « € U, then (B.1) implies that
there exists a § > 0 with Bs(z) C U and

1f(z+h) = f(z) = df(@) (R < [|A]|
for ||h|| < 6. This implies that

I1f (@ +h) = f@)l < laf@)IR]+ (|2,

and therefore f is continuous in x. Hence differentiable functions are continuous.

(b) If f: X — Y is a continuous linear map, then f is differentiable with df(z) = f
for each € X. We therefore observe that the differential of a linear map is constant.
If f is constant, then its differential obviously vanishes. In the next subsection we
shall study bilinear maps, which have the property that their differential, viewed as a
map df: U — L(X,Y) is linear.

Theorem B.1.3. (Chain Rule) Let X,Y,Z be Banach spaces, U C X and V C Z
open and f:V — Z, g: U — V maps such that g is differentiable in x and f is
differentiable in g(x). Then f o g is differentiable in x with

d(f o g)(x) = df(g(x)) o dg(x).

Proof. For y := g(x) we write
g(x +h) = g(x) = dg(x)h +r4(h) and  f(y+h) = f(y) = df(y)h+rs(h)

WithWAOand%eOforhao. For x + h € U we then obtain

flg(z +h)) = f(g9(x)) = fly +dg(@)h +rg(h)) — f(y)
= df(y)dg(z)h +af(y)re(h) + rs(dg(x)h +r4(h)).

Since df(y) is a continuous linear map, we obtain

14 (y)rq(R)]l |H7"g(h)|\ 0

7 < [laf(y)l 2

for h — 0. To see that L L
s (dga)htry ()]
h—0 1Al

~0, (B.2)

let ¢ > 0. Then there exists a § > 0 such that ||r;(2)| < €l|z]] for ||z|| < 4. Since
limy, 0 dg(z)h+rg(h) = 0, there exists an n > 0 such that the norm of this expression
is < ¢ for ||h|| <n. For ||h|| < n we then have

lrs(ag(@)h +rg()I _ _lldg(@)h+ 1o (R)| g (A
2] - il Il

This implies (B.2). O

<ellag(z)ll +e
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B.2 Multilinear maps
Definition B.2.1. Let Xi,..., X, and Y be normed spaces. A function
B: X1 x-xX,—=Y

is called multilinear or n-linear if for each j and fixed elements x; € X; for i # j the
map
X; =Y, o B(x1,..., 01,2, Zj41,...,Tp)

is linear.
We define the norm of a multilinear map by

Hﬁ” = Sup{”ﬂ(xlv""mn)“: ||$]|| <lj= 17"'7n} € [0,00].

Lemma B.2.2. For a multilinear map B: X1 x --- x X,, — Y the following are
equivalent:

(i) B is continuous.
(ii) B is continuous in (0,...,0).

(iii) I8 < oo.

If these conditions are satisfied, then we have

181wl <ABI- Nl -+ llwnll for x5 € X5, j=1,...,n.

Proof. (i) = (ii) is trivial.
(ii) = (iii): The continuity of 5 in (0,...,0) implies in particular that there exists
a neighborhood U of (0, ...,0) in the product space X; x ... x X,, such that

1821 )|l <1
for (z1,...,2z,) € U. On the other hand there exists a § > 0 with
Vi) llzill <6 = (21,...,2,) € U.
This implies that ||| < 6.
(iii) = (i): In view of

B(z1, w2, ... wn) — B, 25, ... 2h)

:(5(361,962, ey xy) — BT, T2,y 735”))
+ (ﬁ(xa,xg,...,xn) — ﬁ(m&,xé,,xn))
4+ ...+ (ﬂ(x’l,xé, e Ty Tn) — B, X, ,xib_l,x;))

=03(x1 — 2,22, .. ., 2p) + B2, 12 — XYy .. ) + -+ B Ty, T — )

n
Zﬁ(m'l,...,mgfl,:vj —m;,xjﬂ,...,xn),

Jj=1
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we have

n
16(z) = B < 181 Nlaall- - lzj—i s — 25l - Nl -
j=1

This implies the continuity of 3. O
One easily verifies that || - || defines a norm on the space £(Xi,...,Xp;Y) of
continuous multilinear maps from X; x...x X, toY. If X; = ... = X,, = X, then we

write L(X;Y) := L(X,..., X;Y) for the space of continuous n-linear maps X" — Y.
For n = 0 we put £°(X;Y) := Y and note that £1(X;Y) = £(X,Y) is the space of
continuous linear maps, endowed with the operator norm.

We conclude this subsection with a discussion of the differentiability properties of
multilinear maps. The following lemma gives the formula for the derivative, which is
an important tool to calculate derivatives of complicated matrix-valued or operator-
valued maps.

Lemma B.2.3. Fach continuous multilinear map B: X1 X -+ x X, =Y 1is differen-
tiable with

dﬂ($1,...,$n)(h1,...7hn) = ﬁ(hl,xg,...,.’bn) + ... +5((E1,.’E2,...7hn). (B3)

Proof. Fix x = (x1,...,2,) and define A :=d3(z1,...,z,) by (B.3). On the product
space X = Xy X ... x X,, we consider the norm ||z|| := max; ||z;|. Then A: X —-Y
is a continuous linear map with

LA < BN l2ll -~ lnll + -+ Nt ]l - llzn—all) < nllBll2]" .

Moreover, the additive expansion of 3(z + h) yields for j = 2,...,n summands v;h’
where each v; is j-linear with

Il < (?)nﬁnnxw-ﬂl

Therefore

I3+ 1) = 3la) = A <3 ( j>||ﬂllllx”‘]llhll%

which implies that
LB+ h) — B() — AW

—0. O
[a]—0 [|A]]

Example B.2.4. (a) If 3: X; x X5 — Y is a continuous bilinear map, then we have

dB(w1, z2)(hi, he) = B(h1, x2) + B(21, ha).

In particular, we observe that for X := X; x X5 the map

dB: X — L(X,Y)
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is a continuous linear map.

Now let #: X x X — Y be a continuous bilinear map and consider the correspond-
ing quadratic map ¢: X — Y,q(z) := B(z,z). Then we write ¢ = o A, where
A: X — X x X is the diagonal embedding. Since A is linear, its differential is simply
given by

dA(z)(h) = A(h) = (h, h).

Therefore the chain rule leads to
dq(x)(h) = dB(A(x))dA(z)(h) = dB(x, z)(h, h) = B(h,z) + B(z, h).
If, in addition, 8 is symmetric, then this formula simplifies to
dq(x)(h) = 26(z, h).

(b) If 8: X™ — Y is a continuous multilinear map and ¢(z) := S(z,...,x), then
similar arguments as in (a) lead to

dg(z)(h) =dB(x,...,z)(h,...,h) = B(h,z,...,z) + -+ B(z,...,x,h).
We call 8 symmetric if for every permutation o € S,, we have
B(Zo1)s s Tom)) = B(@1,. .., 20), Z1,...,2, € X,

If B is symmetric, then we immediately get the simpler formula

dg(z)(h) = nf(x,...,x,h).

(c) If (A, || - |) is a Banach algebra, then we consider the power maps

pn: A— A, ppla) =a".

Since the n-fold multiplication map
Bn: A" = A, (a1,...,an) — a1+ ap

is multilinear and continuous with ||3,|] < 1, we can use (b) to calculate the derivative
of p,, as

dp,(a)(h) = B(h,a,...,a) +---+ B(a,...,a,h) = ha™ ' + aha™ 2 +--- +a" " 1h.
If, in addition, the multiplication is commutative, then we obtain the simpler formula
dpn(a)(h) = na""'h

which more reassembles the formula one learns in calculus courses for the derivative
of the power functions on the algebras A =R, C.
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B.3 Analytic functions

Definition B.3.1. Let X and Y be Banach spaces and U C X an open subset. For
cn € L%X;Y) and z € X we define ¢, z" := ¢, (2,...,2). Amap f: U — Y is called
analytic if for each point zg € X there exist ¢, € L*(X;Y) such that for some r > 0
we have

(A1) 377 |len|lr™ < oo, and
(A2) f(zo+h) = fzo) + > ooy coh™ for ||| <7 and zg +h € U.

Remark B.3.2. (a) For X =K € {R,C} and Y a K-Banach space each multilinear
map ¢,: X" — Y satisfies

en(21, o y2n) =21 2n - (1, .. 1),

so that c,(z,...,2) = 2"cp(1,...,1) and |lcy|| = |en(1,...,1)|. Therefore analytic
functions are those which can be represented locally by power series of the type
Sy 2"a, with a, €Y.

(b) For X = K™ an n-linear map ¢,,: X™ — Y is a sum of terms of the type

n?

Zlyeeeylmp 217]‘1 . ijnajl’m’j

where a;,, ;. €Y and ji,...,j, € {1,...,m} denote the components of z; € K™.
We therefore find expressions which are familiar from the Taylor expansion in several
variables.

Lemma B.3.3. Analytic functions f: U — Y are differentiable in each point of U.

Proof. Let f: U — Y be analytic and 2o € U. For ||h| < r as (A2) above, we then
obtain

£ (o +h) = f(xo)ll < D llealll2 )™ = 1121 llenta Al
n=1 n=0

and therefore the continuity of f in zy3. Moreover, we have

£ (o + ) = (o) = cx (M < D llenlllBI™ = 1217 D lleatalllRl™,
n=2 n=0

so that
ot h) — fle) —a®
h—0 ([l
This implies the differentiability of f in x¢ with df(z) = ¢1. O

Now the natural question is whether the derivatives of analytic functions are again
analytic, and furthermore, how we can see whether a concretely given function is
analytic or not. Obviously it would not be reasonable to verify the condition in Defi-
nition B.3.1 in every point of U. The following proposition is the crucial observation.
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Proposition B.3.4. Let X and Y be Banach spaces and ¢, € L*(X;Y), n € N,

with Y, |len|lr™ < co. Then

oo

f:B:(0) =Y, f(x):= chl’”

n=0
defines an analytic function.
Proof. By expanding multilinearly, we get for n = 3:
cs(x + y)3 =c3(z,z,x) + (03(y,x,x) + cs(z,y,x) + 03(x,x,y))

+ (es(y, y, ) + es(y, 2, y) + es(w, v, 9)) + es(y,9,9),

and more generally
en(@+y)" = dno(@) + dn1 (2)y + dnp(@)y® + ..+ dun(2)y"
with d,, j(x) € £7(X;Y) and
sl < leallel™ (7).

Suppose that ||z|| <7 and s < r — ||z|. Then we have

n

S Jal J(j)s3:<||x||+s> <,

Jj=0

and therefore

_i(n\
S lleall2]” (]) <3 el < oo,
n

Jj<n
We conclude in particular that for ||z|| < r the series
cj = Z dy ()
n>j
converges in £7(X;Y) with

n o
1650 < 3 sl < 3 (7 ) el

n>j nz;

so that

. n e
NCICEDS ( j) lealllall™ =57 < oo.
7

n>j

This implies that for ||y|| < s the series

h(y) =Y ciy"
=0
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converges. On the other hand, absolute convergence of the series under consideration
implies that we may rearrange the summation to obtain

flatn) =Y el =22 diy’ =2 (2 )y =2 v’ =hy

n j<n j n>j

(Exercise 2.1.1) Therefore f can be represented on Bg(x) by a power series as in (A2),
and therefore f is analytic. O

Remark B.3.5. The proof of Proposition B.3.4 further shows that for each « € B,.(0)

we have
df (@)(y) = cf(y) =Y dna(2)(y)
=1

Viewing d, 1 as an element in £ (X; £(X,Y)), we have

[dn1ll < lenlln,

> lldnallr™ < oo
n

This implies that the derivative df: U — L£(X,Y") of an analytic function on U is also
analytic and that its local power series expansion can be obtained from the expansion
of f by taking the derivative c. of each summand c,,.

and therefore

This discussion leads immediately to the following corollary:
Corollary B.3.6. Analytic functions are smooth.
Combining Proposition B.3.4 with Corollary B.3.6, we obtain:

Theorem B.3.7. Let X and Y be Banach spaces and ¢, € L"(X;Y), n € Ny, with
Yoo llenllr™ < oo. Then

f:B.(0) =Y, f(z ch ch(gc,...,x
n=0

defines a smooth function whose derivative is given by

x) = Z de, ()
n=0

The following theorem is a central result on analytic functions. It is false for smooth
functions, and in this sense it describes a property which is characteristic for analytic
functions.

Theorem B.3.8. (Identity Theorem for Analytic Functions) Let X and Y be Banach
spaces, U C X open and connected, and f,g: U — Y analytic functions. If f = g
holds on an open subset V. C U, then f = g holds on U.
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Proof. Replacing f by f — g, we may assume that ¢ = 0. We consider the open set
V = f71(0)°. Then our assumption implies that V # 0.

We claim that V is closed. So let o € V, and suppose that By, (zo) C U and that
for ||h|| < 2r we have the power series expansion f(zo+h) = Y .o, c,h". As in the
proof of Proposition B.3.4, we then obtain for for ||z — x|l and ||h|| < r the expansion

flx+h)= ic h,

Jj=0

where the functions
¢j: Br(zo) = LI(X;Y), xw cj

are analytic, hence in particular continuous, with c}”” = ¢;j.
For |t| < 1 we have

(o)
vth) =Y ci(h
7=0

In view of x € V, this real analytic function vanishes in a neighborhood of 0. Hence
all its derivatives vanish, and we obtain

1d"f(z +th)

c?(h,...,h):j! s

(0) =0.
Since x( is the limit of a sequence z,, € V, we obtain

o (h,... . h) =0,

and therefore
f(zo+h) = Zcmhﬂ =0

for ||h|] < r. This means that zg € V, and hence that V is closed.
Therefore V' is a non-empty open closed subset of U, hence coincides with U because
U is connected, and this means that f =0 on U. O

For the applications of analytic functions it is important that the composition of
two analytic functions is again analytic.

Theorem B.3.9. Let X,Y,Z be Banach spaces, U C X and V C Z open and
g:V—2Z, f:U—V analytic maps. Then the map go f: U — Z is analytic.

Proof. Let x € U, y := f(x) € V and r > 0 such that

fl+h)= chh" and  g(y+h) = Zdh”

for [|h|| < r with >~ |c,|lr™ < oo and }°, ||dn]|r"™ < oco.
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First we consider the compositions d,,,o(f—f(z)): U — Z. Since d,, is a continuous
m-linear function, d,, (.7, ¢,h™) is defined for ||h|| < 7. Moreover, it can be written

n=1
as a series
[eS)

i b,

A (D enh™) =
n=1 J

where d)} = d,, o ¢; and the other terms are obtained by collecting all terms of the
same degree in h. We thus obtain d/, € £7(X; Z) with

Il < Nl D leg - lle, Il
Jit+..A+Iim=J
For s > 0 this further leads to

o
Dol <Dl D Negill- e, I8t

<ldwll D2 lells™ - lleg,,lls™

Jite.tim>m
° A m
< Nl (3 lleslls?)
j=1

Summing also over m, we eventually get
SO lls” < 3 Ml (D lleslls?) " < oo
m j=m m Jj=1
for Z;’;l llcjlls? < 7, which is the case if s > 0 is small enough. Therefore
flglx+h)) = Zenh" with e, := Z dy,  and Z llenlls™ < 0.
n m<n n

This proves that f o g is an analytic function. O

Exercises for Appendix B

Exercise B.3.1. If X;,..., X,, are finite-dimensional normed spaces, then each mul-
tilinear map 3: X7 X ... x X,, — Y is continuous. Hint: Choose a basis in each space
X; and expand (3 accordingly.



Appendix C

Covering Theory

In this appendix we provide the main results on coverings of topological spaces needed
in particular to calculate fundamental groups and to prove the existence of simply
connected covering spaces.

C.1 The Fundamental Group

To define the notion of a simply connected space, we first have to define its fundamental
group. The elements of this group are homotopy classes of loops. The present section
develops this concept and provides some of its basic properties.

Definition C.1.1. Let X be a topological space, I := [0,1], and xg,z; € X. We write
P(X,2z):={y€C(,X): v(0) = 2o}
and
P(X,zg,x1) :={y € P(X,x0): v(1) = x1}.

We call two paths ag, a1 € P(X,xg,x1) homotopic, written oy ~ «q, if there exists a
continuous map

H:IxI—->X with H():O[m H1:Oé1
(for Hy(s) := H(t,s)) and
(VtelI) H(t,0) =z, H(t1)=u1.

It is easy to show that ~ is an equivalence relation (Exercise C.1.2), called homotopy.
The homotopy class of « is denoted by [«].
We write Q(X,z) := P(X,x,20), for the set of loops based at zy. For
a € P(X,xg,71) and 8 € P(X,x1,22) we define a product a * 8 in P(X,zg,x2)
by
a2t for0<t <3
(axB)(t) = {g(zt —1) fori<t<l

143
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Lemma C.1.2. If ¢: [0,1] — [0,1] is a continuous map with ©(0) =0 and ¢(1) =1,
then for each a € P(X,x0,21) we have a ~ a0 .

Proof. Use H(t,s) := a(ts+ (1 —t)p(s)). O
Proposition C.1.3. The following assertions hold:

(1) a1 ~ ag and By ~ By itmplies aq * (1 ~ ag * B2, so that we obtain a well-defined
product
[a] # [B] == [ox 3]

of homotopy classes.

(2) If x also denotes the constant map I — {x} C X, then

[xo] % [a] = [a] = [a] * [x1]  for « € P(X,xg,21).

(3) (Associativity) [ = 8] * [y] = o] x [B x 7] for « € P(X,x,21),
B € P(X,x1,x2) and v € P(X, x2,x3).

(4) (Inverse) For a € P(X,x0,21) and a(t) := a(1 —t) we have
o]  [a] = [2o].

(5) (Functoriality) For any continuous map ¢: X — Y and a € P(X,x0,21),0 €
P(X,x1,x2), we have

(poa)*(pofB)=po(axp),
and o ~ 3 implies p o a ~ o 3.

Proof. (1) If H® is a homotopy from a1 to a and H” a homotopy from 31 to 32, then
we put

(cf. Exercise C.1.1).
(2) For the first assertion we use Lemma C.1.2 and

- ] (1) = 0 for0<t<4i
Tora=aocp AT @0 =39 1 forl<t<i.

For the second, we have
<t<i
axxry =aop for @(t)::{% for(l)zizf
5 <t<1

(3) We have (ax3)*v = (ax* (B%7)) o for

2t for0<t<1?
o(t) == i+t forigtgé
% for%gtgl
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(4)

a(2s) for s < 1+t
— 1— 1
H(t,s):=1< a(l—1) for It <s< 1t
— 1
a(2s—1) for s > 1t
(5) is trivial. O

Definition C.1.4. From the preceding definition, we derive in particular that the set
m (X, zo) = QX,x0)/ ~
of homotopy classes of loops in zg carries a natural group structure, given by
[a][B] := [ax 5]

(Exercise). This group is called the fundamental group of X with respect to xg.
A pathwise connected space X is called simply connected if w1 (X, z¢) vanishes for
some 2o € X (which implies that is trivial for each z¢ € X; Exercise C.1.4).

Lemma C.1.5. (Functoriality of the fundamental group) If f: X — Y is a continuous
map with f(xo) = yo, then

T (f,w0): m(X,20) = m(Yym0),  [v] e [f o]
s a group homomorphism. Moreover, we have
m(idx, z0) = idn, (x,20) and  mi(f 0 g,20) = m1(f, g(x0)) o m1(g, x0).
Proof. This follows directly from Proposition C.1.3(5). O

Remark C.1.6. The map
o m (X, z0) x (P(X,20)/ ~ ) — P(X,20)/ ~, ([a],[8]) = [a* 5] = [o] 3]

defines an action of the group 71 (X, zo) on the set P(X,xz()/ ~ of homotopy classes
of paths starting in ¢ (Proposition C.1.3).

Remark C.1.7. (a) Suppose that the topological space X is contractible, i.e., there
exists a continuous map H: I xX — X and 2o € X with H(0,2) = z and H(1,z) = x¢
for z € X. Then m (X, x0) = {[zo]} is trivial (Exercise).
(b) m (X x Y, (%o, 90)) = 71 (X, z0) x m1(Y,y0) (Exercise).
(c) m1(R™,0) = {0} because R™ is contractible.

More generally, if the open subset (2 C FE of the Banach space E is starlike with
respect to g, then H (¢, x) := x +t(x — xo) yields a contraction to zp, and we conclude
that 71 (€2, zo) is trivial.

The following lemma implies in particular, that fundamental groups of topological
groups are always abelian.
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Lemma C.1.8. Let G be a topological group and consider the identity element 1 as
a base point. Then the path space P(G,1) also carries a natural group structure given
by the pointwise product (a - B)(t) := a(t)B(t) and we have

(1) a~d, B~ impliesa- B ~a' -G, so that we obtain a well-defined product

of homotopy classes, defining a group structure on P(G,1)/ ~.
(2) a~ B« a B! ~1, the constant map.
(3) (Commutativity) [o] - [8] = [8] - [a] for a, B € G, 1).
(4) (Consistency) [o] - [B] = [a]  [8] for € Q(G,1), € P(G,1).

Proof. (1) follows by composing homotopies with the multiplication map mg.
(2) follows from (1) by multiplication with 371
(3)
[a][8] = [a*1][1 % B] = [(a*1)(1* B)] = [(1 % B)(ax1)] = [1 % B][ax 1] = [F][a].

(4) [][B] = [(ax 1)(1 % B)] = [ax f] = [o] * [5]. H

As a consequence of (4), we can calculate the product of homotopy classes as a
pointwise product of representatives and obtain:

Proposition C.1.9. (Hilton’s Lemma) For each topological group G, the fundamental
group m1(G) := 71 (G, 1) is abelian.

Proof. We only have to combine (3) and (4) in Lemma C.1.8 for loops a, 5 € Q(G,1).

O
Exercises for Section C.1
Exercise C.1.1. If f: X — Y is a map between topological spaces and
X=X;U...UuX,
holds with closed subsets X1, ..., X,, then f is continuous if and only if all restrictions

flx, are continuous.

Exercise C.1.2. Show that the homotopy relation on P(X,zg,x1) is an equivalence
relation. Hint: Exercise C.1.1 helps to glue homotopies.

Exercise C.1.3. Show that, for n > 1, the sphere S™ is simply connected. For the
proof, proceed along the following steps:
(a) Let v : [0,1] — S™ be continuous. Then there exists an m € N such that
() = 3(#)]l < & for ¢ — /] < L.
(b) Define @ : [0,1] — R"*! as the piecewise affine curve with a(£) = y(£) for
—

k=0,...,m. Then «(t) := m&(t) defines a continuous curve « : [0, 1] g
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(¢) a ~ ~. Hint: Consider H(t,s) := %

(d) « is not surjective. The image of « is the central projection of a polygonal arc
on the sphere.

(e) If B € Q(S™,yp) is not surjective, then S ~ yq (it is homotopic to a constant
map). Hint: Let p € S\ im . Using stereographic projection, where p corresponds
to the point at infinity, show that S™\ {p} is homeomorphic to R™, hence contractible.

(f) m1(S™, o) = {[yo]} for n > 2 and yo € S™.

Exercise C.1.4. Let X be a topological space, zg,z1 € X and a € P(X,z9,21) a
path from zg to xy. Show that the map

C:m(X,21) = m(X,z0), [y [axy*a

is an isomorphism of groups. In this sense the fundamental group does not depend on
the base point if X is arcwise connected.

Exercise C.1.5. Let 0: GXx X — X be a continuous action of the topological group G
on the topological space X and xg € X. Then the orbit map c*°: G — X, g — o(g, zo)
defines a group homomorphism

m1(07°): 1 (GQ) — 71 (X, ).

Show that the image of this homomorphism is central, i.e., lies in the center of
m1(X, xo). Hint: Mimic the argument in the proof of Lemma C.1.8.

C.2 Coverings

In this section we discuss the concept of a covering map. One of its main applications is
that it provides a means to calculate fundamental groups in terms of suitable coverings.

Definition C.2.1. Let X and Y be topological spaces. A continuous map ¢q: X — Y
is called a covering if each y € Y has an open neighborhood U such that ¢~ (U)
is a non-empty disjoint union of open subsets (V;);cs, such that for each ¢ € I the
restriction q|y, : V; — U is a homeomorphism. We call any such U an elementary open
subset of X.

Note that this condition implies in particular that ¢ is surjective and that the fibers
of ¢ are discrete subsets of X.

Examples C.2.2.
(a) The exponential function exp: C — C*, z — €* is a covering map.

)
(b) The map q: R — T,z — €'® is a covering.
) k
)

(¢) The power maps pi: C* — C*, z — 2" are coverings.

(d) If g: G — H is a surjective continuous open homomorphism of topological groups
with discrete kernel, then ¢ is a covering (Exercise C.2.2). All the examples (a)-
(c) are of this type.
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Lemma C.2.3. (Lebesgue number) ! Let (X,d) be a compact metric space and

(Ui)ier an open cover. Then there exists a positive number X\ > 0, called a Lebesgue
number of the covering, such that any subset S C X with diameter < \ is contained
i some Uj.

Proof. Let us assume that such a number A does not exist. Then there exists for
each n € N a subset S,, of diameter < % which is not contained in some U;. Pick
a point s, € S,. Then the sequence (s,) has a subsequence converging to some
s € X. Then s is contained in some U;, and since U; is open, there exists an € > 0
with U.(s) € U;. If n € N is such that 2 < £ and d(s,,s) < §, we arrive at the
contradiction S,, C Uy /2(sn) € Ue(s) C Us. O

Remark C.2.4. (1) If (U;);er is an open cover of the unit interval [0, 1], then there ex-
ists an n > 0 such that all subsets of the form [ EHL]
k=0,...,n—1, are contained in some Uj;.
(2) If (U;)ies is an open cover of the unit square [0, 1]2, then there exists an n > 0
such that all subsets of the form
[ﬁ7ﬂ}x[i7‘i}7 k7j:O7"'7n_17
n n n n

are contained in some Uj;.

Theorem C.2.5. (The Path Lifting Property) Let ¢: X — Y be a covering map and
~v:[0,1] = Y a path. Let zg € X be such that q(xo) = v(0). Then there exists a unique
path 7: [0,1] — X such that

goi=v and F(0)= .

Proof. Cover Y by elementary open set U;,i € I. By Remark C.2.4, applied to the
open covering of I by the sets v~ 1(U;), there exists an n € N such that all sets
7([%, %]), k =0,...,n — 1, are contained in some U;. We now use induction to
construct 5. Let Vo C ¢~ 1(Up) be an open subset containing zg for which g|y, is a
homeomorphism onto Uy and define 5 on [O, %] by

F(t) = (qlvy) "t o (D).

Assume that we have already constructed a continuous lift 4 of 7 on the interval [O, ﬂ
)

and that & < n. Then we pick an elementary open subset U; containing ([, =5
and an open subset Vj, C X containing 7(£) for which g|v, is a homeomorphism onto

U;. We then define 7 for t € [k @] by

F(t) = (qlv,) " o(t).

We thus obtain the required lift ¥ of v on [0, nL_H]

If ¥: [0,1] — X is any continuous lift of v with F(0) = zo, then F([0,1]) is a
connected subset of ¢~1(Uy) containing xg, hence contained in Vp, showing that 5
coincides with 4 on [0, %] Applying the same argument at each step of the induction,

we obtain 7 = 7, so that the lift ¥ is unique. O

'Lebesgue, Henri (1875-1941)
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Theorem C.2.6. (The Covering Homotopy Theorem) Let I := [0,1] and
g: X — Y be a covering map and H: I> — Y be a homotopy with fized endpoints
of the paths v := Hgy and n := Hy. For any lift ¥ of v there exists a unique lift
G:I? - X of H with Gy = 7. Then 7 := Gy is the unique lift of n starting in the
same point as vy and G is a homotopy from  to 1. In particular, lifts of homotopic
curves in 'Y starting in the same point are homotopic in X.

Proof. Using the Path Lifting Property (Theorem C.2.5), we find for each ¢t € I a
unique continuous lift I — X, s — G(s,t), starting in ¥(¢) with ¢(G(s,t)) = H(s,1).
It remains to show that the map G: I? — X obtained in this way is continuous.

So let s € I. Using Remark C.2.4, we find a natural number n such that for
each connected neighborhood Wy of s of diameter < % and each ¢ = 0,...,n, the set
H(W, x [£ 5H]) is contained in some elementary subset Uy of Y. Assuming that
G is continuous in Wy x {%}, G maps this set into a connected subset of ¢~1(Uy),
hence into some open subset Vj, for which ¢|y, is a homeomorphism onto Ug. But
then the lift G on Wy x [%, kil] must be contained in Vi, so that it is of the form
(qlv;,) "t o H, hence continuous. This means that G is continuous on W; x [%, %]
Now an inductive argument shows that G is continuous on Wy x I and hence on the
whole square I2.

Since the fibers of ¢ are discrete and the curves s — H(s,0) and s — H(s,1) are
constant, the curves G(s,0) and G(s,1) are also constant. Therefore 7] is the unique
lift of n starting in (0) = G(0,0) = G(1,0) and G is a homotopy with fixed endpoints
from 7 to 7. O

Corollary C.2.7. If q: X — Y is a covering with q(xo) = yo, then the corresponding
group homomorphism

7Tl(qaxo): 7T1(X7 1‘0) - W1<Yay0)7 [fY] = [qo’}/]
18 injective.
Proof. If v, n are loops in xg with [goy] = [gon], then the Covering Homotopy Theorem

C.2.6 implies that v and 1 are homotopic. Therefore [y] = [n] shows that m(q, zo) is
injective. O

Corollary C.2.8. IfY is simply connected and X is arcwise connected, then each
covering map q: X — Y is a homeomorphism.

Proof. Since ¢ is an open continuous map, it remains to show that ¢ is injective. So
pick 29 € X and yo € Y with g(zo) = yo. If 2 € X also satisfies g(x) = yo, then there
exists a path a € P(X, zg, ) from 2 to x. Now goa is a loop in Y, hence contractible
because Y is simply connected. Now the Covering Homotopy Theorem implies that
the unique lift o of ¢ o « starting in z( is a loop, and therefore that x¢g = x. This
proves that ¢ is injective. O

The following theorem provides a more powerful tool, from which the preceding
corollary easily follows. We recall that a topological space X is called locally arcwise
connected if each neighborhood U of a point z € X contains some arcwise connected
neighborhood V of z (cf. Exercise A.5.5).



150 APPENDIX C. COVERING THEORY

Theorem C.2.9. (The Lifting Theorem) Assume that g: X — Y is a covering map
with q(xo) = yo, that W is arcwise connected and locally arcwise connected, and that
f: W =Y is a given map with f(wo) = yo. Then a continuous map g: W — X with

glwg) =x¢9 and qog=1f (C.1)
exists if and only if

m1(f, wo) (w1 (W, wo)) € m1(q, o)(m1(X, x0)), i.e. im(mi(f, wo)) € im(mi(q, zo)).
(C.2)
If g exists, which is always the case if W is simply connected, then it is uniquely de-
termined by (C.1). Condition (C.2) is in particular satisfied if W is simply connected.

Proof. If g exists, then f = ¢ o g implies that the image of the homomorphism
m1(f, wo) = m1(q, zo) o w1 (g, wp) is contained in the image of (g, xo).

Let us, conversely, assume that this condition is satisfied. To define g, let w € W
and o, : I — W be a path from wy to w. Then foa,: I — Y is a path which has
a continuous lift §,,: I — X starting in xg. We claim that 3,,(1) does not depend on
the choice of the path ay,. Indeed, if o/, is another path from wq to w, then a, * o/, is
a loop in wp, so that (foay)*(foal,) is aloop in yo. In view of (C.2), the homotopy
class of this loop is contained in the image of 71 (g, zg), so that it has a lift n: I — X
which is a loop in zg. Since the reverse of the second half 77‘[%,1] of nis alift of fod!,,
starting in x, it is 3.,, or, more precisely

t

%(ﬂzn(lfﬁ for 0<t<1.

‘We thus obtain 1
G =n(3) = Bu1):

We now put g(w) := B,(1), and it remains to see that g is continuous. This is
where we shall use the assumption that W is locally arcwise connected. Let w € W
and put y := f(w). Further, let U CY be an elementary neighborhood of y and V' be
an arcwise connected neighborhood of w in W such that f(V) C U. Fix a path ay,
from wg to w as before. For any point w’ € W we choose a path v, from w to w’ in
V', so that o, * 7, is a path from wy to w’. Let U C X be an open subset of X for
which ¢|7 is a homeomorphism onto U and g(w) € U. Then the uniqueness of lifts
implies that

571)/ = ﬁw * ((q|fj)_1 © (f © Vw/))‘
We conclude that B
g(w') = (qlg) " (F(u') € T,
hence that g|y is continuous.

We finally show that g is unique. In fact, if h: W — X is another lift of f satisfying
h(wg) = xo, then the set S := {w € W: g(w) = h(w)} is non-empty and closed. We
claim that it is also open. In fact, let w; € S and U be a connected open elementary
neighborhood of f(w;) and V' an arcwise connected neighborhood of wy with f(V) C
U. If U C ¢ *(U) is the open subset on which ¢ is a homeomorphism containing



C.2. COVERINGS 151

g(w1) = h(wi), then the arcwise connectedness of V' implies that g(V),h(V) C U,
and hence that V' C S. Therefore S is open, closed and non-empty, so that the
connectedness of W yields S = W, i.e., g = h. O

Corollary C.2.10. (Uniqueness of Simply Connected Coverings) Suppose that Y is
locally arcwise connected. If q1: X1 — Y and qo: Xo — Y are two simply connected
arcwise connected coverings, then there exists a homeomorphism ¢: X7 — Xo with

Q209 =4q1.

Proof. Since Y is locally arcwise connected, both covering spaces X; and X5 also have
this property. Pick points 21 € X7, z2 € X5 with y := ¢1(z1) = ¢2(x2). According to
the Lifting Theorem C.2.9, there exists a unique lift

p: X1 — Xo of ¢ with p(z1) = x2. We likewise obtain a unique lift
Y: Xo — Xj of go with ¢¥(x2) = 1. Then pot: X; — X is a lift of idy fixing
x1, so that the uniqueness of lifts implies that ¢ o ¢ = idx,. The same argument
yields ¢ o ¢ =idx,, so that ¢ is a homeomorphism with the required properties. [

Definition C.2.11. A topological space X is called semilocally simply connected if
each point ¢ € X has a neighborhood U such that each loop a € Q(U, z) is homotopic
to [zo] in X, i.e., the natural homomorphism

T‘—(ZU) 7T1(U7 fL'()) - 7T1(X7 "EO), [’Y] = [ZU ° P)I]
induced by the inclusion map iy: U — X is trivial.

Example C.2.12. Every manifold M is locally arcwise connected and semilocally
simply connected. In fact, every neighborhood U of a point m € M contains an open
neighborhood V' homeomorphic to an open ball B in a Banach space E. Since B is
convex, it is arcwise connected and simply connected.

Theorem C.2.13. LetY be arcwise connected and locally arcwise connected. Then'Y
has a simply connected covering space if and only if Y is semilocally simply connected.

Proof. If ¢: X — Y is a simply connected covering space and U C Y is a pathwise
connected elementary open subset. Then each loop « in U lifts to a loop 7 in X, and
since 7 is homotopic to a constant map in X, the same holds for the loop ¥ = go7 in
Y.
Conversely, let us assume that Y is semilocally simply connected. We choose a
base point yg € Y and let N
Y :=P(Y,y0)/ ~

be the set of homotopy classes of paths starting in yy3. We shall topologize Y in such
a way that the map
Y =Y, [—(1)

defines a simply connected covering of Y.
Let B denote the set of all arcwise connected open subsets U C Y for which each
loop in U is contractible in Y and note that our assumptions on Y imply that B is



152 APPENDIX C. COVERING THEORY

a basis for the topology of Y, i.e., each open subset is a union of elements of B. If
~v € P(Y,yo) satisfies y(1) € U € B, let

U = {ln] € ¢ 1(U): (38 € C(L,U)) n ~ v B}.

We shall now verify several properties of these definitions, culminating in the proof of
the theorem.
(1) [0} € Upy) = Uy = Upy-

To prove this, let [(] € Up,). Then ¢ ~ 73 for some path §in U. Further n ~ vx 3’
for some path " in U. Now ( ~ v 3"+ 3, and ' x § is a path in U, so that [(] € U}y
This proves Uy, € Up,. We also have v ~ 7 * 3, so that [y] € Upyy> and the first part
implies that Uy C Upy-

(2) ¢ maps Up,) injectively onto U.

That q(U},)) = U is clear since U and Y are arcwise connected. To show that that
it is one-to-ome, let [n], [1'] € Uy, which we know from (1) is the same as Up,;). Suppose
n(1) =n'(1). Since [n] € Uy, we have ' ~ 1% a for some loop a in U. But then « is
contractible in Y, so that n’ ~ n, i.e., ['] = [n].

(3) U,V e B, ")/(1) € U CV, implies U[’Y] - V[,y]

This is trivial.

(4) The sets U}, for U € B and [y] € Y form a basis of a topology on Y.

Suppose [y] € Uy N V). Let W C U NV be in B with y(1) € W. Then
[ € Wiy € Uiy 0 Vi) = Upy) O V-

(5) ¢ is open and continuous.
We have already seen in (2) that ¢(Up,)) = U, and these sets form a basis of the

topology on Y, resp., Y. Therefore g is an open map. We also have for U € B the

relation
q_l(U) = U U[’y]a
v(1)eU

which is open. Hence ¢ is continuous.

(6) gl is a homeomorphism.

This is because it is bijective, continuous and open.

At this point we have shown that ¢: Y — Y is a covering map. It remains to see
that Y is arcwise connected and simply connected.
(7) Let H: I x I — Y be a continuous map with H(t,0) = yo. Then
hi(s) :== H(t,s) defines a path in Y starting in yo. Let h(t) := [h € Y. Then h
is a path in Y covering the path ¢ — hy(1) = H(t,1) in Y. We claim that & is con-
tinuous. Let ¢ty € I. We shall prove continuity at tg. Let U € B be a neighborhood
of hty(1). Then there exists an interval Iy C I which is a neighborhood of ty with
ht(1) € U for t € Iy. Then a(s) := H(tg + s(t — tp),1) is a continuous curve in U
with a(0) = hyy (1) and a(1) = he(1), so that hy, * o is curve with the same endpoint
as hy. Applying Exercise C.2.1 to the restriction of H to the interval between ¢y and
t, we see that hy ~ hy, * , so that h(t) = [h] € Up, ) for t € Iy. Since q|U[htO] is a

homeomorphism, A is continuous in tg.
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(8) Y is arcwise connected.
For [v] € Y put hy(s) := v(st). By (7), this yields a path 3(¢) = [h] in Y from
Yo := [yo] (the class of the constant path) to the point [7].

(9) Y is simply connected.

Let & € Q(Y, %) be aloop in Y and a := go @ its image in Y. Let hy(s) := a(st).
Then we have the path (t) = [hy] in Y from (7). This path covers a since hy(1) = a(t).
Further, h(0) = Jo is the constant path. Also, by definition, h(1) = [o]. From the
uniqueness of lifts we derive that h = & is closed, so that [a] = [yo]. Therefore the
homomorphism _

m1(q,50): T1(Y, %0) — 1 (Y, 50)

vanishes. Since it is also injective (Corollary C.2.7), m (Y, o) is trivial, i.e., V is
simply connected. O

Definition C.2.14. Let ¢: X — Y be a covering. A homeomorphism
p: X — X is called a deck transformation of the covering if ¢ o ¢ = q. This means
that ¢ permutes the elements in the fibers of g. We write Deck(X, ¢) for the group of
deck transformations.

Example C.2.15. For the covering map exp: C — C*, the deck transformations
have the form
w(z) = z+2min, n€Z.

Remark C.2.16. Suppose that X is connected and p,1: X — X are deck trans-
formations with ¢(z¢) = ¥(xg) for some xg € X. Then go v = ¢ = go v and the
uniqueness assertion of the Lifting Theorem C.2.9 imply that ¢ = 1. This means that
deck transformations are determined by the image of xg, resp., the map

evy,: Deck(X,q) — X, ¢ +— ¢(z0)

is injective. If, in addition, X is simply connected, the Lifting Theorem C.2.9 further
implies that im(ev,,) = ¢~ 1(q(z0)).

Proposition C.2.17. Let q: Y >Y bea simply connected covering of the connected
locally arcwise connected space Y. Pick yo € Y and put yo := q(go). For each [v] €
m1(Y,90) we write ¢, € Deck()N/,q) for the unique lift of idx mapping yo to the
endpoint ¥(1) of the lift ¥ of vy starting in yo. Then the map

@: m(Y,y0) — Deck(Y,q), ®([7]) = ¢

18 an isomorphism of groups.

Proof. For v,n € Q(Y,yo), the composition ,jop, is a deck transformation mapping
Yo to the endpoint of ¢, o7 which coincides with the endpoint of the lift of n starting
in 4(1). Hence it also is the endpoint of the lift of the loop ~ * 7. This leads to
Ply] © Ply] = Ply=n]» S0 that @ is a group homomorphism.

To see that @ is injective, we note that idy implies that ¥(1) = 7o, so that
7 is a loop, and hence that [y] = [yo].

v =
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For the surjectivity, let ¢ be a deck transformation and y := ¢(go). If « is a path
from 9o to y, then v := g o« is a loop in yo with o =7, so that ¢,)(30) = v, and the
uniqueness of lifts (Theorem C.2.9) implies that ¢ = @[, O

Example C.2.18. With Example C.2.15 and the simple connectedness of C we derive
that

m1(C*,1) =2 Deck(C, exp) = Z.
Exercises for Section C.2

Exercise C.2.1. Let F: I? — X be a continuous map with F(0,s) = z¢ for s € [
and define

V(t) = F(t,0), n(t):=F(t1), at)=F1,t), tel.

Show that v * a ~ 7. Hint: Consider the map

(2t, s) for0<t<is<1-2t,
G:I* = TI? G(t,s):={ (1,2t —1) for 1 <t<1,5s<2t—1,
2
(t+ 155, 5) else

and show that it is continuous. Take a look at the boundary values of F o G.

Exercise C.2.2. Let q: G — H be an morphism of topological groups with discrete
kernel I'. Show that:

(1) If V C G is an open 1-neighborhood with (V=1V)NT = {1} and ¢ is open, then
qlv:V — ¢q(V) is a homeomorphism.

(2) If g is open and surjective, then q is a covering,.
(3) If ¢ is open and H is connected, then ¢ is surjective, hence a covering.

Exercise C.2.3. A map f: X — Y between topological spaces is called a local home-
omorphism if each point 2 € X has an open neighborhood U such that f|y: U — f(U)
is a homeomorphism onto an open subset of Y.

(1) Show that each covering map is a local homeomorphism.

(2) Find a surjective local homeomorphism which is not a covering. Can you also find
an example where X is connected?

Exercise C.2.4. In the euclidean plane R?, we write
Cr(m):={x € R2: |z —mlls =1}
for the circle of radius r and center m. Consider the union
1
X = U Cl/n(ﬁ,()).
neN

Show that X is arcwise connected but not semilocally simply connected. Hint: Con-
sider the point (0,0) € X.
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Exercise C.2.5. Let T C C be the unit circle. Show that:

(i) For every continuous map f: T — T, there exists a continuous map f: R — R
with f(e) = e#® for t € R.

(ii) Show that for every map S as in (i),

Bt +2m) — B6(t)

eZ
2T

deg(f) :=
is constant. It is called the winding number or mapping degree of f. Verify that
this number does not depend on the choice of § for a given function f.

(iii) Two maps fi, fo: T — T are homotopic if and only if deg(f;) = deg(f2). Hint:
Use the Covering Homotopy Theorem to see that this condition is necessary. To
see that it is sufficient, proceed with the ansatz 85 := (1 — s)8y + sf1 and show
that this defines a homotopy by fs(e®) = ¢+,

(iv) Show that the same arguments are equally valid for maps f: C* — C*.
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