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Chapter 1

Introduction

1.1 Mathematical auxiliary, definitions and relations

1.1.1 Vectors and matrices

air - Qin
Ae K™ where K=RorC & A=]lal =

Am1 - Qmn

e Product of matrices (K™*" x K"*? — K"™*?): C' = AB, where ¢;; = Y _,_, aiby;,
2217 7m7.j: 17 , D-

e Transpose (R™*" — R™™): C = AT where ¢;; = aj; € R.
e Conjugate transpose (C™" — C™™): C' = A* or C = A# where ¢;; = a;; € C.
e Differentiation (R™" — R™"): Let C(t) = (c;;(t)). Then C(t) = [¢;(t)].

o If A/ B € K™ satisfy AB = I, then B is the inverse of A and is denoted by
A7t If A1 exists, then A is said to be nonsingular; otherwise, A is singular. A is
nonsingular if and only if det(A) # 0.

o f Ac K™ 2 € K" and y = Ax, then y; =37 | aj;z;, i=1,--- ,m.
e Quter product of z € K™ and y € K"

T1Yr 0 X1Yn

Tm¥1 0 TmYn

e Inner product of x and y € K™
(w,y) =2y =) zy =y zeR
i=1

(2,y) ="y = Zfzyz =yreC
i=1
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Sherman-Morrison Formula:
Let A € R™™ be nonsingular, u, v € R”. If vT A~y # —1, then

(A+uw) =4 (14+0"A )P A " AL (1.1.1)

Sherman-Morrison-Woodburg Formula:
Let A € R™™, be nonsingular U, V € R™*_If (I + VT A~'U) is invertible, then

(A + UvT)—l — A—l . A—IU(I + ‘/'qu—l(])—1‘/"1“14—17

Proof of (1.1.1):

(A4+uw) AT — A" A7/ (1 + 0t A7)
1

-7 TAfl 1 TAfl o TAfl_ TAfl TAfl
+1+UTA_IU[UU (1+w u) — uv uw uw ]
1
=1+ m[u(vTA_lu)vTA_l —wl AT AT = 1
|
Example 1.1.1
3 -1 111 0
0O 1 2 2 2 0
A=|0 -1 41 1|=B+|-1|[01000].
0O 0 030 0
0O 0 00 3 0

1.1.2 Rank and orthogonality
Let A € R™*". Then

R(A) ={y € R" | y = Ax for some x € R" } C R™ is the range space of A.
N(A)={z € R" | Az =0 } C R" is the null space of A.

rank(A) = dim [R(A)] = The number of maximal linearly independent columns of

A.

rank(A) = rank(AT).

dim(N(A)) + rank(A) = n.

If m = n, then A is nonsingular <> A’(A) = {0} < rank(A) = n.

Let {z1, -+ ,z,} CR™ Then {z1,---,z,} is said to be orthogonal if z] z; = 0, for
i # j and orthonormal if 7' z; = §;;, where §;; = 0if i # j and §;; = 1 if i = j.

St ={yeRm|ylz =0, for z € S} = orthogonal complement of S.
R = R(AT) @ N'(A), R™ = R(A) & N(AT).
R(AT) L N(A), R(A)* = N(AT).



1.1 Mathematical auxiliary, definitions and relations 5

A e R™ AeCrn
Symmetric: A” = A Hermitian: A* = A(AY = A)
skew-symmetric: AT = —A skew-Hermitian: A* = —A

positive definite: 7 Az > 0,2 # 0
non-negative definite: 7 Az > 0

indefinite: (27 Az)(yT Ay) < 0 for some z,y
orthogonal: ATA =1,

normal: ATA = AAT

positive: a;; > 0

non-negative: a;; > 0.

positive definite: z*Az > 0,z #£ 0
non-negative definite: z*Ax > 0
indefinite: (z*Az)(y*Ay) < 0 for some z,y
unitary: A*A =1,

normal: A*A = AA*

Table 1.1: Some definitions for matrices.

1.1.3 Special matrices

Let A € K**". Then the matrix A is

o diagonalif a;; = 0, for i # j. Denote D = diag(dy,--- ,d,) € D, the set of diagonal

matrices;

tridiagonal if a;; =0, i — j| > 1;

o upper Hessenberg if a;; = 0,1 > j + 1.

upper bi-diagonal if a;; = 0,7 > j or j > i+ 1;

(strictly) upper triangular if a;; = 0,4 > j (i > j);

(Note: the lower case is the same as above.)

Sparse matrix: n'*" where r < 1 (usually between 0.2 ~ 0.5). If n = 1000, r = 0.9, then

n't" = 501187.

Example 1.1.2 If S is skew-symmetric, then I — S is nonsingular and (I —S)™(I +S)

is orthogonal (Cayley transformation of S).

1.1.4 Eigenvalues and Eigenvectors

Definition 1.1.1 Let A € C™**",

Then A € C is called an eigenvalue of A, if there exists

x#0, x € C" with Ax = Az and x is called an eigenvector corresponding to .

Notations:

0(A) := Spectrum of A = The set of eigenvalues of A.

p(A) := Radius of A = max{|\|: A€ d(A)}.

e \co(A)

& det(A—\) =0.

e p(A) =det(A — A) = The characteristic polynomial of A.
o p(\) =[T_,(A = X\)m*) where \; # A; (for i # j) and >, m(\;) = n.
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e m(\;) = The algebraic multiplicity of \;.

e n(\;) =n —rank(A — \;/) = The geometric multiplicity of A;.

Definition 1.1.2 If there is some i such that n(\;) < m(\;), then A is called degenerated.

The following statements are equivalent:
(1) There are n linearly independent eigenvectors;
(2) A is diagonalizable, i.e., there is a nonsingular matrix 7" such that T-'AT € D,;
(3) For each A € 0(A), it holds that m(\) = n(\).

If A is degenerated, then eigenvectors and principal vectors derive the Jordan form of A.
(See Gantmacher: Matrix Theory I, II)

Theorem 1.1.1 (Schur) (1) Let A € C*". There is a unitary matriz U such that
U*AU (= UYAU) is upper triangular.

(2) Let A € R™". There is an orthogonal matriz Q such that QTAQ(= Q 1AQ)
18 quast-upper triangular, i.e., an upper triangular matriz possibly with nonzero
subdiagonal elements in non-consecutive positions.

(3) A is normal if and only if there is a unitary U such that U*AU = D diagonal.

(4) A is Hermitian if and only if A is normal and o(A) C R.

(5) A is symmetric if and only if there is an orthogonal U such that UT AU = D diagonal
and o(A) C R.

1.2 Norms and eigenvalues

Let X be a vector space over K =R or C.

Definition 1.2.1 (Vector norms) Let N be a real-valued function defined on X (N :
X — R,). Then N is a (vector) norm, if

N1: N(az) =|a|N(z), a € K, forz e X;
N2: N(z+y) < N(z)+ N(y), forz,y € X;
N3: N(z)=0 if and only if x = 0.

The usual notation is ||z|| = N(x).
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Example 1.2.1 Let X = C", p > 1. Then ||z|l, = (31, |2:|P)V? is a p-norm. Espe-
crally,

n
lzlh =) lasl - ( 1-norm),
i=1

[z]]2 = (Z |l2;|)Y?  (2-norm = Euclidean-norm),
i=1

|z]| o = max |z;| (co-norm = maximum norm).
1<i<n

Lemma 1.2.1 N(z) is a continuous function in the components 1, -+ ,x, of x.

Proof:

IN(z) = N(y)| < N(z-y)< ZI%‘ =4I N(e))

< o =ylo Y Niey).
j=1

Theorem 1.2.1 (Equivalence of norms) Let N and M be two norms on C*. Then
there are constants ci,co > 0 such that

c1M(x) < N(z) < eoM(x), for all x € C".

Proof:  Without loss of generality (W.L.O.G.) we can assume that M (z) = ||z|/- and N
is arbitrary. We claim that

crfzllo < N(z) < cafl2]co,

equivalently,
g < N(z)<e,VzeS={zeC"|z]| = 1}.

From Lemma 1.2.1, N is continuous on S (closed and bounded). By maximum and
minimum principle, there are ¢q,cy > 0 and 21, 29 € S such that

1 =N(z1) < N(z) < N(z) = co.
If ¢; =0, then N(z;) =0, and thus, z; = 0. This contradicts that z; € S. [ |
Remark 1.2.1 Theorem 1.2.1 does not hold in infinite dimensional space.

Definition 1.2.2 (Matrix-norms) Let A € C™*". A real-valued function ||-|| : C™*" —
R, satisfying

N1z |eAll = laf[[A]l;
N2 [[A+ Bl <Al +B]l ;
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N3: ||A|| = 0 if and only if A =0;

N | ABI < (| ANlIB]
N5: || Az|l, < ||A||llx]|o (matriz and vector norms are compatible for some || - ||,,)

is called a matriz norm. If || - || satisfies N1 to N4, then it is called a multiplicative or
algebra norm.

Example 1.2.2 (Frobenius norm) Let [[Allr = 32}, , |a; ;|22

|AB|r = <Z\Zambkj|2>%
< Z{Z\alﬂ }{Z be;1?})?  (Cauchy-Schwartz Ineq.)
= ZZ!W %ZZ!%! :
= ||AHF||BHF- (1.2.1)

This implies that N4 holds. Furthermore, by Cauchy-Schwartz inequality we have

rls = (o
= (Z(ZI%F)(ZI%IQ))

i J

= [Allellzl2. (1.2.2)

This implies that N5 holds. Also, N1, N2 and N3 hold obviously. (Here, ||I||r = v/n). ®

Example 1.2.3 (Operator norm) Given a vector norm || - ||. An associated (induced)
matrix norm s defined by

[Az]] [ Az]]
Al = sup ax . (1.2.3)
[zl o ]
Then N5 holds immediately. On the other hand,
[(AB)z| = [|A(Bx)[| < [|A]l|| Bz|
< [IA[l[BI[f«] (1.2.4)
for all x # 0. This implies that
IAB]| < || All[| B]|- (1.2.5)

It holds N4. (Here ||I|| =1). u
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In the following, we represent and verify three useful matrix norms:

42 _ 0 S
Ally = su = max ;5 1.2.6
|| Hl wi%) Hle 1<j<n - | J’ ( )
| Az -
4 =0 T = 2 2 el (12.7)
x#£0 [eS) ==
| Azl -
|All2 = T p(A*A) (1.2.8)

Proof of (1.2.6):
Azl = D 1Y agal <0 gl
i i
= Z|%‘Z’azj\-
j i

Let Cl = Zl|azk| = Inax; Zz |CLij|. Then ||A(L’H1 S 01”1’”1, thus ”AHI S Cl. On the
other hand, ||ex|l; = 1 and ||Aeg|l: = > i |aw| = Ci. u
Proof of (1.2.7):

[Az]|loe = m?ﬂzaijlﬂ
j
max Y _ [ay;a;]
T
m?XZIainleoo
i
D laglllz]loo

j
= Coollz||o-

This implies that ||Al|s < Co. If A = 0, there is nothing to prove. Assume that A # 0
and the k-th row of A is nonzero. Define z = [z;] € C" by

akj . )
zj = { |ak;| it ap; # 0,

IN

IN

1 if ay = 0.
Then ||z||co = 1 and agjz; = |ag;|, for j =1,...,n. It follows that
[Alloo > [[Az]le0 = mgﬂzazjzﬂ > > agz| = lag| = Cue.
J J J=1
Thus, [[Alle > maxi<i<n Y5 [@ij| = Coo. u
Proof of (1.2.8): Let \y > Ay > -+ > X, > 0 be the eigenvalues of A*A. There
are mutually orthonormal vectors v;, j = 1,...,n such that (A*A)v; = \ju;. Let z =

>, ;. Since [|Az||3 = (Az, Az) = (z, A*Az),

| Azl = (Z aj”j:Z%%”j) = Nl * < Mlll3.
J j j
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Therefore, || Al|3 < A\;. Equality follows by choosing z = v; and ||Avy]|3 = (vi, \jv1) = Ay

So, we have || Alls = \/p(A*A). u
Example 1.2.4 (Dual norm) Let % +% =1 Then ||-|; = llg (p=00,q=1). (It
concludes from the application of the Holder inequality that |y*x| < ||z|,l|yll4-)
Theorem 1.2.2 Let A € C**". Then for any operator norm || - ||, it holds
p(A4) < [ Al
Moreover, for any € > 0, there exists an operator norm || - || such that
|- 1le < p(A) +e.

Proof: Let |\ = p(A) = p and x be the associated eigenvector with ||z|| = 1. Then,
p(A) = A = [|Az]| = [[Az] < [[A[[[]] = [IA]-

On the other hand, there is a unitary matrix U such that A = U*RU, where R is
upper triangular. Let D; = diag(t,t2,...,t"). Compute

[ )\1 t_l’f’lg t_27”13 cee t_n+17’1n T
)\2 t717’23 o tin+2’l“2n
D.RD; ' = A3
tilrn—l,n
i An

For t > 0 sufficiently large, the sum of all absolute values of the off-diagonal elements of
D,RD; " is less than e. So, it holds || D,RD; ||y < p(A) + ¢ for sufficiently large t(¢) > 0.
Define || - || for any B by

|B|l. = |D:UBU*D |,
(UD; ) 'B(UD; ) |1

This implies that
IAlle = [I1DeRD;H| < p(A) +e.

|

Remark 1.2.2
|UAV[r = |lAllr (by IIUAIIFZ\/IIUa1II%+---+||UanII§), (1.2.9)
[UAV s = [|All2 (by p(A*A) = p(AA")), (1.2.10)

where U and V' are unitary.

Theorem 1.2.3 (Singular Value Decomposition (SVD)) Let A € C™*™. Then there
exist unitary matrices U = [u1, -+ ,Upy] € C™™ and V = [vy, -+ - ,v,] € C™™ such that

U*AV = diag(oy,--- ,0,) =2,

where p = min{m,n} and oy > 09 > --- > 0, > 0. (Here, 0; denotes the i-th largest
singular value of A).
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Proof. There are x € C", y € C™ with |z]l2 = ||yl = 1 such that Az = oy, where
7 = Al (1All2 = suppyms [ Az]z). Let V = [2,i] € €7, and U = [y, Uy] € €<
be unitary. Then

A

U*AV:{U w }

0 B
(%)

Since

2
> (02 + w*w)z,

2
w

|AL|3 > o* +w'w  from ——222 > 5% 4 wrw.

Il

But 02 = ||A]|3 = ||A1]|3, it implies w = 0. Hence, the theorem holds by induction. M

it follows that

2

Remark 1.2.3 ||A|2 = /p(A*A) = 01 = The mazimal singular value of A.
Let A =UXV*. Then we have

[ABC|[p = |UXV*BC|lp = |EV*BC||r
< al|BCllr = [[All2|| BC]|p,

This implies
IABC|[r < [|A[l2|| Bl £ [|C]2- (1.2.11)

In addition, by (1.2.2) and (1.2.11), we get

IAll2 < 1 Allr < Vnl|All2. (1.2.12)
Theorem 1.2.4 Let A € C"*". The following statements are equivalent:
(1) lim A™ =0;
(2) lim A"z =0 for all x;
(3) p(A) < 1.

Proof: (1) = (2): Trivial. (2) = (3): Let A € 0(A), i.e., Az = Az, x # 0. This implies
A"y = \"x — 0, as A™ — 0. Thus |A\| < 1, i.e.,, p(4) < 1. (3) = (1): There is a norm
| - || with ||A]| < 1 (by Theorem 1.2.2). Therefore, ||A™] < [|A||™" — 0, i.e., A" — 0. ®
Theorem 1.2.5 It holds that

p(4) = lim |45

where || || is an operator norm.
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Proof: Since

p(A)* = p(A") < A*] = p(A) < A5V,
for k¥ = 1,2,.... If ¢ > 0, then A = [p(A) 4 ] ' A has spectral radius < 1 and by
Theorem 1.2.4 we have ||A*| — 0 as k — oo. There is an N = N(e, A) such that
|A¥|| < 1 for all k > N. Thus, ||A*|| < [p(A) + €]*, for all k > N or ||A*||V/k < p(A) + ¢

for all k > N. Since p(A) < ||A*||*/*, and k, € are arbitrary, limy_... ||A*||"/* exists and
equals p(A). u

Theorem 1.2.6 Let A € C™", and p(A) < 1. Then (I — A)~! exists and
(I—A)'=T+A+A+.-..

Proof:  Since p(A) < 1, the eigenvalues of (I — A) are nonzero. Therefore, by Theorem
2.5, (I — A)~! exists and

I—A)[I+A+A+ -+ A™)=1— A" —0.

|
Corollary 1.2.1 If ||A|| < 1, then (I — A)™! exists and
L
1—[]A]
Proof: Since p(A) < ||A]| < 1 (by Theorem 1.2.2),
I =D=M AN <Y A=A
=0 i=0
|

Theorem 1.2.7 (Without proof) For A € K"*" the following statements are equivalent:
(1) There is a multiplicative norm p with p(A*) <1,k =1,2,....

(2) For each multiplicative norm p the power p(A¥) are uniformly bounded, i.e., there
exists a M(p) < oo such that p(A¥) < M(p), k =0,1,2,....

(3) p(A) <1 and all eigenvalue X with |[\| = 1 are not degenerated. (i.e., m(\) =n(X).)

(See Householder’s book: The theory of matriz, pp.45-47.)
In the following we prove some important inequalities of vector norms and matrix
norms.
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(a) It holds that

| < Dl

g

Proof: Claim ||z]|, < ||z|l,, (p < ¢): It holds

<nplaP/Pa () < q). (1.2.13)

= [l

||$||q: ||$||p Cp,q”pr?
[E3 Hp

llll, Hp

q q

where

vaq = max H H(J7 €= (ela e 7€n>T-

llellp=1

We now show that C,, < 1. From p < ¢, we have

leld = lel* <Y lelP =1 (by [e] < 1).
=1 =1

Hence, C,, < 1, thus ||z|, < ||zl,-

To prove the second inequality: Let o = ¢/p > 1. Then the Jensen inequality holds
for the convex function ¢(z):

w(/ﬁfdu) S/Q(swf)du, p(€2) = 1.

If we take ¢(x) = 2, then we have

[isieas= [y ([ |f|pdx)q/p

with [©2] = 1. Consider the discrete measure Y | + =1 and f(i) = |z;|. It follows

that )
n n q/p
1 1
Slart > (Slard)
i=1 n i=1 n
Hence, we have
_1 _1
n-ailjzllg = nor ]l

Thus,
n PPz > ||

(b) It holds that

1< A2l (1.2.14)
[l
Proof: Let ¢ — oo and lim ||z||, = ||2]|o:
q—00

1 i é
[€]loe = lae] = (Jz|*) < (Zmlq) = [|zllg-

i=1
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On the other hand, we have

1
n a
1 1
lzlly = <§ Ixilq) < (nflz][&)s < noflzfo
i=1

which implies that lim, ., |||, = ||2]|co-

(c) Tt holds that

ma osl, < 4], < n max oyl (12.15)
where A = [a1,- - ,a,] € R™™.

Proof: The first inequality holds obviously. To show the second inequality, for
llyll, = 1 we have

1Ayl < > lyslllaslly, < Y lysl maxflay|l,
j=1 j=1 !
= Myl max g, < 0O~ max oy, (by (1213))
(d) It holds that
max |a;;| < | All, < nP7PmYP max |a, (1.2.16)
1,7 2y

where A € R™*".
Proof: By (1.2.14) and (1.2.15) immediately.

(e) It holds that
m Al < [|A], < nPTVP|A]L (1.2.17)

Proof: By (1.2.15) and (1.2.13) immediately.
(f) By Hoélder inequality, we have (see Appendix later!)
"z < [lzllpllyllg,
Wherel—lj+%:10r
mas{la*y]  lglly = 13 = 2] (12.18)

Then it holds that
1AL, = 14", (1.2.19)

Proof: By (1.2.18) we have

max ||Az|l, = max max |(Az)"y|
llz[lp=1 lzllp=1llyllq=1
— max max [27(ATy)| = max [[ATyll, = A7),

lyllg=1 [lz[lp=1 lylla=1
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(g) It holds that

1 1
n7[[Allee < Al < mP Al (1.2.20)
Proof: By (1.2.17) and (1.2.19), we get

1 1 _1
mel| Al = mr | AT|ly = m' 7| ATy

m @ VAT, > [|AT]|, = | Al,.

1 1
141l < /Al Alle, - (4 2= 1)- (1.2.21)

Proof: By (1.2.19) we have

(h) It holds that

||A||p||A||q = ||AT||q||A||q > ||ATA||q > ||ATA||2'

The last inequality holds by the following statement: Let S be a symmetric matrix.
Then ||S]l2 < ||5]], for any matrix operator norm || ||. Since [A| < [|S]],

15[l = v/p(5*S) = /p(S?) = max [A] = |Amax|.
€ (S)

This implies, ||S]l2 < ||S]|-
(i) For A € R™" and ¢ > p > 1, it holds that

n®= 0P Al < || Al < m@PP A, (1.2.22)

Proof: By (1.2.13), we get

1All, = max [[Az], < max m@P/P Az,
Ily=1 Izl <1

— m(q_p)/pq||A||q.

Appendix: To show Hoélder inequality and (1.2.18)

Taking ¢(x) = €* in Jensen’s inequality we have
exp {/ fdu} < / el dp.
Q Q
Let Q = finite set = {p1,...,pn}, u({pi}) = =, f(p;) = x;. Then
1 1, . -
exp —(z1+ -4 x,) p < — (7 4+ ™).
n n
Taking y; = e, we have

1
(- y) " < (4 ).
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Taking u({p;}) = ¢ >0, >.7, ¢ = 1 we have

yit eyl < quyn 4 -+ Guyn. (1.2.23)

T

Let Q; = -Iz/Hpra ﬂz = yz/Hy”qa where x = [1‘1,"' ,.Tn] y Yy = [yla"' 7yn]T> a =

[ar, - o7 and B =[Gy, -, Ba]T. By (1.2.23) we have
1 1
@;f; < —aj + = f;.
p q

Since [|a|, =1, [|5]l; = 1, it holds

& 1 1

Z%‘@'S -+-=1L

i=1 P g
Thus,

2yl <l /Iyl

To show max{|e"yl; ], = 1} = [lyll,. Taking 2, = y?"*/lyl|¢/" we have

D i lyal P

= 1.
Iyl

i} =

Note (¢ — 1)p = q¢. Then

n

i=1

>yl llyllg
== lylle-

ly||&/? ly]|4/”

The following two properties are useful in the following sections.

(i) There exists 2 with ||2]|, = 1 such that ||y||, = 27y. Let z = 2/||y|l,- Then we have
2Ty =1and |z], = m

(ii) From the duality, we have |ly|| = (||lyll+) = maxjy).=1 |y u| = y*2 and [|Z]|. = 1.
Let z = 2/||y||. Then we have 2Ty =1 and ||z|, = =

llyll”

1.3 The Sensitivity of Linear System Ax =0

1.3.1 Backward error and Forward error

Let x = F(a). We define backward and forward errors in Figure 1.1. In Figure 1.1,
T+ Az = F(a + Aa) is called a mixed forward-backward error, where |Az| < ez,
|Aal < nlal.

Definition 1.3.1 (i) An algorithm is backward stable, if for all a, it produces a computed
T with a small backward error, i.e., & = F(a + Aa) with Aa small.

(ii) An algorithm is numerical stable, if it is stable in the mized forward-backward error
sense, i.e., T + Ax = F(a + Aa) with both Aa and Az small.



1.3 The Sensitivity of Linear System Ax =b 17

Input Output
a x=F(a)
® >
backward error forward error
a+Aa @ ;. %=F(a+Aa)

A

Figure 1.1: Relationship between backward and forward errors.

(iii) If a method which produces answers with forward errors of similar magnitude to
those produced by a backward stable method, is called a forward stable.

Remark 1.3.1 (i) Backward stable = forward stable, not vice versa!

(ii) Forward error < condition number x backward error

Consider

F"(a + 0Aa)

T —x=F(a+ Aa)— F(a) = F'(a)Aa + 5

(Aa)?, 0 € (0,1).

Then we have

() o

The quantity C(a) = ‘agé‘)’)
then the condition number is defined in a similar way using norms and it measures the
maximum relative change, which is attained for some, but not all Aa.

is called the condition number of F. If x or F' is a vector,

Apriori error estimate !
Pposteriori error estimate !

1.3.2 An SVD Analysis
Let A=>" oiuv;/ = USVT be a singular value decomposition (SVD) of A. Then

r=A"b=UV") =)

i=1

UZ'Tb

g;

V; .

If cos(6) =| u,Tb| /|| b2 and

(A - cupv, )y = b+ e(un b)uy,, o, >e>0.
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Then we have

9
Iy = [l2= (=) | z |2 cos(6).

Let E = diag{0,---,0,e}. Then it holds
(2= E)WTy=U"b+ c(u, b)e,.
Therefore,
y—2 = V(S —-E) U+ (u,"b) (0, — &) tv, — VETUTD
= V(E-E) " =2 U b+ e(u, b) (0, — ) on
= VIE'EE - E)y YU b+ e(u,"b) (0, — ) oy,

= Vdiag (0, -0, ﬁ) UTb + e(u,"b)(0n — ) oy,
= ﬁvn(unTb) + e(u,Tb) (0, — €)My,

= unTbvn(m +e(o, —e)™)

= %unTbvn.

From the inequality [|z|2 < ||b||2||A™||2 we have

ly—allz  1un"d1 2G5 _ ua"b] ¢

On \O—E&

el — 162 ol on

Theorem 1.3.1 A is nonsingular and || A™'E ||=r < 1. Then A+ E is nonsingular
and || (A+ E)~ = ATH|[| B[ AP /(A=)

Proof:: Since A is nonsingular, A+F = A(I—F), where F = —A7'E. Since || F' ||=r < 1,
it follows that I — F" is nonsingular (by Corollary 1.2.1) and || (I — F)™' ||< t&=. Then

—1
(A+E)Y'=I-F)"A =] (A+E) < w
and
(A+E) ' —A''=-A"'E(A+ E)™.
It follows that
—1 (|12
A+ E A < A7 g E ) A+ m) < AT

Lemma 1.3.1 Let

Ar = b,
(A+ AA)y = b+ Ab,

where || AA ||< 6 || A || and || Ab [|<]||b]]. If 6x(A) =1 < 1, then A+AA is nonsingular
and 1 < 52 where k(A) = || Al|]| A7)

=l — 1=’
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Proof: Since | ATTAA ||< §||A7Y|JA]] = r < 1, it follows that A + AA is nonsingular.
From the equality (I + A™'AA)y = z + A~ Ab follows that

Iyl < [H(T+ATAA) | (=l + o A7l lIb]])
1
< — S|IATH [
< (el + oA )
1 16l
= (Nl + 7 J=r)-
L—r 1Al
From |[|b]| =|| Az ||< ||Al|||z]| follows the lemma. u

1.3.3 Normwise Forward Error Bound

Theorem 1.3.2 If the assumption of Lemma 1.5.1 holds, then ”ﬁ;ﬁ’” < %H(A).

Proof:: Since y —x = A7'Ab — A71AAy, we have
Iy —a (<ol AT [Io] + ol A~ ANyl
So by Lemma 1.3.1 it holds

ly—=z| ] [yl
—— < k(A + 0k(A)
]l ( )||A||||l’|| ( )||$H
L+r 20
< = .
< dk(A)(1+ 1—7’) 1_T/f(A)

1.3.4 Componentwise Forward Error Bound

Theorem 1.3.3 Let Az = b and (A+ AA)y = b+ Ab, where | AA |< § | A | and
| AD|< 0| b If dkeo(A) = r < 1, then (A+ AA) is nonsingular and % < 2
AV | Allleo- Here ||| A1 || A ||l 28 called a Skeel condition number.

Proof:: Since || AA ||oo< ]| Ao and || Ab ||o< 0]|b]|00, the assumptions of Lemma 1.3.1
are satisfied in oo-norm. So, A + AA is nonsingular and % < %
Since y — x = A7'Ab — A"'A Ay, we have

[ATH[Ab |+ [ AT AA ]y |
OlAT b +o [AT Ay |
SlATH ATz +]y]).

ly —a |

IA A IA

By taking co-norm, we have

_ 1+
ly—2le < oA Al (lfloe + 7

20 _
= AT A e

[l0)
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1.3.5 Derivation of Condition Number of Ax =b

Let

(A+eF)x(e) =b+cef with z(0) =x.
Then we have #(0) = A~ (f — Fx) and z(¢) = z + €(0) + o(?). Therefore,

L ceparid L e iy + o),

Define condition number x(A) := ||AJ|||A7!||. Then we have
< K(A)(pa+ p) +o(€?),

where p, = ¢||[F'[|/[|Al| and py, = ]| f]|/[[0]]-

1.3.6 Normwise Backward Error

Theorem 1.3.4 Lety be the computed solution of Ax =b. Then the normwise backward
error bound

n(y) = min {[(A+AA)y =0+ Ab, [[AA| <e|All, [ Ab]| < ellb]|}

s given by
7]

nvY)=—7mm 1 >
W) = T+ Tl

where r = b — Ay is the residual.

(1.3.24)

Proof: The right hand side of (1.3.24) is a upper bound of 7(y). This upper bound is
attained for the perturbation (by construction!)

AMylr=" bl

AAAmin TR Y TR TR TATn e’
[Al [yl =+ [[ol] A [y[l + [lo]

where z is the dual vector of y, i.e. 27y =1 and ||z||, = H_zl/H
Check:
A Aminll = n(y) [ All,

18— JAI=T] (i) b
AN =T~ \TAT T+ T

or

That is, to prove
7=l

Al

|rz

Since

2"l = max [|(r2")ull = 7| max ix |2l = [Irll|z]. = H?"II

we have done. Similarly, ||Abmin|| = n(y)||b|| u
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1.3.7 Componentwise Backward Error

Theorem 1.3.5 The componentwise backward error bound
w(y) == min {e[(A+ AA)y = b+ Ab, |AA| <e|A|, |Ab] <elb]}

s given by

(1.3.25)

w(y) = max Il

i (Aly[+0)’
where r =b — Ay. (note: £/0=01if £ =0; /0 =00 if £ #0.)

Proof: The right hand side of (1.3.25) is a upper bound for w(y). This bound is at-
tained for the perturbations AA = Dy ADy and Ab = —D4b, where Dy = diag(r;/(Aly| +
b);) and Dy = diag(sign(y;)). u

Remark 1.3.2 Theorems 1.53.4 and 1.3.5 are posterior error estimation approach.

1.3.8 Determinants and Nearness to Singularity

1 -1 ~1 11 n—?
Bn — 1 ’ Bgl _
1 -1 1
0 1 0 1

Then det(B,) = 1, koo(By,) = n2", o30(Bsg) ~ 1075.

1071 0
D, = .
0 107!

Then det(D,,) = 10™", k,(D,) = 1 and 0,(D,) = 107"
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Chapter 2

Numerical methods for solving
linear systems

Let A € C™" be a nonsingular matrix. We want to solve the linear system Ax = b by
(a) Direct methods (finite steps); Iterative methods (convergence). (See Chapter 4)

2.1 Elementary matrices

Ty Tiln
Let X =K" and z,y € X. Then y*x € K, zy* = : : . The eigenvalues

of zy* are {0,---,0,y*z}, since rank(zy*) = 1 by (zy*)z = (y*z)zx and (zy*)x = (y*x)z.

Definition 2.1.1 A matrixz of the form
I —azy® (aeK z,yeK") (2.1.1)
1s called an elementary matriz.

The eigenvalues of (I — azy*) are {1,1,---,1,1 — ay*x}. Compute

(I —axy*)(I — Pxy") =1 — (a+ B — afy z)zy". (2.1.2)
If ay*x — 1 # 0 and letg = ﬁ, then o + 8 — afy*xr = 0. We have
*)—1 * 1 1 *
(I —axy®™)™ = (I — PBay ),a—l—B:yx. (2.1.3)

Example 2.1.1 Let x € K", and z*x = 1. Let H ={z: z*x =0} and
Q=1-2" (Q=QQ'=Q)

Then @ reflects each vector with respect to the hyperplane H. Let y = ax +w, w € H.
Then, we have

Qu=aQr+ Quw = —azr +w — 2(z"w)xr = —ax + w.
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Example 2.1.2 Lety = e; = thei-th column of unit matriz andx =1; = [0, ,0,lit14,- -
l.i]T. Then,

-1 -

T 1
It Let = (21.4)
liv1;

L ln,i 1 J

Since el'l; = 0, we have

(I+Lel)y ™t = (I —lLel). (2.1.5)
From the equality

(I + llef)(] + lgeg) =1 + lle{ + lgeg + ll(e{lg)eg =1 + llef + l262T
follows that

(I+ley) (I +lef) (I +lpaeyy) = I+hef +loey +- + ey,

1
=0 . (2.1.6)
lnl ln,nfl 1

Theorem 2.1.1 A lower triangular with “1” on the diagonal can be written as the prod-
uct of n — 1 elementary matrices of the form (2.1.4).

Remark 2.1.1 (I+hLel +...+ 1,1l )V =0—1,1el ) ... (I —l1el) which can not
be simplified as in (2.1.6).

2.2 LR-factorization

Definition 2.2.1 Given A € C™*", a lower triangular matrixz L and an upper triangu-
lar matriz R. If A = LR, then the product LR is called a LR-factorization (or LR-
decomposition) of A.

Basic problem:
Given b # 0, b € K". Find a vector I; = [0, 31, ...,l,1]" and ¢ € K such that

(I —1el)b = cey.
Solution:
b1 = C,
bi—lﬂbl:O, 1227,71

by =0, it has no solution (since b # 0),
b17é0, thenc:bl, lﬂ:bi/bl,iZQ,...,n.
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Construction of LR-factorization:

Let A= A0 = [a§0) | ... a%o)]. Apply basic problem to ago): If ag? # 0, then there
exists Ly = I — LeT such that (I — l1e7)al” = a\Ve;. Thus

0) (0) (0)

a/ll a/%12) . .. a/%{l/)
0 a a

AW = L, A0 = [L,a0 | ... | L] = 2 ol (2.2.1)
0 af}j ab)

The ¢-th step:

A(l) — LlA(Z_l) = LiLi—l . LlA(O)

0 0
al (1) a%
O (5% 2n
0 :
_ P (2.2.2)
. 0 az(‘:zl,i-&-l "' GE:ZM
00 Dy o al)

If agffl) # 0, fori=1,...,n — 1, then the method is executable and we have that
A=Y =, . L AD =R (2.2.3)
is an upper triangular matrix. Thus, A = LR. Explicit representation of L:

Li = I—liGT L;1:]+lze?

L = L' L =T+ hLel). . . (I+1,4¢ )
= I+hel +.. . +1,.1el |, (by (2.1.6)).

Theorem 2.2.1 Let A be nonsingular. Then A has an LR-factorization (A=LR) if and
only if k; := det(A;) # 0, where A; is the leading principal matriz of A, i.e.,

fori=1,...,n—1.
Proof: (Necessity “=" ): Since A = LR, we have

a1 ... Qi i r11 14

Q;1 ... Qg lil c. l” T
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From det(A) # 0 follows that det(L) # 0 and det(R) # 0. Thus, I;; # 0 and r;; # 0, for
j=1,...,n. Hence k; = ly1...lr11 ... 75 # 0.

(Sufficiency “«<”): From (2.2.2) we have

A = (L7t LTHAD,

(2

Consider the (i + 1)-th leading principle determinant. From (2.2.3) we have

ail ... Qg4
| Qi1 - Qiglitl
r 11,0 (0 7
1 0 ay; Gy - - *
. (1)
lo1 . Qg
(i—1) (i—1)
Ay C(L?),i+1
3
| liyig o0 0 iy 1|0 Qif1iv1

Thus, k; =1 - ag?a%) . .aglﬂ-ﬂ # 0 which implies al(-i)lyiﬂ # 0. Therefore, the LR-
factorization of A exists. |

Theorem 2.2.2 If a nonsingular matrix A has an LR-factorization with A = LR and
li1 =+ =l,, = 1, then the factorization is unique.

Proof: Let A= LRy = LyRy. Then L2_1L1 = RgRl_l = 1. [

Corollary 2.2.1 If a nonsingular matrix A has an LR-factorization with A = LDR,
where D is diagonal, L and RT are unit lower triangular (with one on the diagonal) if
and only if k; # 0.

Theorem 2.2.3 Let A be a nonsingular matrix. Then there exists a permutation P, such
that PA has an LR-factorization.

(Proof): By construction! Consider (2.2.2): There is a permutation P;, which inter-

changes the i-th row with a row of index large than ¢, such that 0 # agfl)(e P A,
This procedure is executable, for i =1,...,n — 1. So we have

Ly 1Py 1...LiP...[,PLA® =R, (2.2.4)
Let P be a permutation which affects only elements i + 1,--- ,n. It holds
P(I—LeH )Pt =1 —(Pl)el =1 -1l =L;, (Pt =¢T)
where L; is lower triangular. Hence we have
PL; = L;P. (2.2.5)
Now write all P, in (2.2.4) to the right as
Lyalns...[1Py...PAY = R,
Then we have PA = LR with L™ = Ln_lfzn_g .o-Lyand P = P, P. [
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2.3 Gaussian elimination

2.3.1 Practical implementation

Given a linear system

Az =b (2.3.1)
with A nonsingular. We first assume that A has an LR-factorization. i.e., A = LR. Thus

LRz =b.

We then (i) solve Ly = b; (ii) solve Rz = y. These imply that LRx = Ly = b. From
(2.2.4), we have
Ly 1...LoLy(A]b) = (R | L').

Algorithm 2.3.1 (without permutation)
Fork=1,...,n—1,
if agr = 0 then stop (*);
elsew; :==ay; (j=k+1,...,n);
fori=k+1,... n,
N = Qik/ Ak, Qik = 1);
forj=k+1,... n,
aij = Qi — Nwj, bj := bj — nby.
For x: (back substitution!)

xn:bn/ann;
fori=n—1n-2,...,1,

zi = (b — D5y Qi) /i
Cost of computation (one multiplication + one addition = one flop):
(i) LR-factorization: n?®/3 —n/3 flops;
(ii) Computation of y: n(n — 1)/2 flops;
(iii) Computation of z: n(n + 1)/2 flops.

For A~': 4/3n ~ n?/3 + kn? (k = n linear systems).

Pivoting: (a) Partial pivoting; (b) Complete pivoting.
From (2.2.2), we have

r(0) 0) 7

all PR ... ... PR aln
0 :
k—2 k—2
O O
k—1 k—1
0 a ) o ap !
. 0 ... 0 agz_l) s aly



28 Chapter 2. Numerical methods for solving linear systems

For (a):
Find a p € {k,...,n} such that
|apk| = maxy<i<n [aix| (1 =p) (2.3.2)
swap agj, by and ay;, b, respectively, (j =1,...,n).

Replacing (%) in Algorithm 2.3.1 by (2.3.2), we have a new factorization of A with
partial pivoting, i.e., PA = LR (by Theorem 2.2.1) and |l;;] <1 fori,j =1,...,n. For
solving linear system Az = b, we use

PAz = Pb= L(Rz) = PTb=b.
It needs extra n(n — 1)/2 comparisons.
For (b):
Find p,q € {k,...,n} such that
|apq| < kg}%{n |aij|, (e :=p,cx = q)
swap axj, by and a,j, b, respectively, (j = k,...,n),
swap a; and a;,(i =1,...,n).

(2.3.3)

Replacing (*) in Algorithm 2.3.1 by (2.3.3), we also have a new factorization of A with
complete pivoting, i.e., PAIl = LR (by Theorem 2.2.1) and |[;;| <1, fori,j =1,...,n.
For solving linear system Ax = b, we use
PAI(II"z) = Pb= LR = b= x = I1%.

It needs n®/3 comparisons.
107% 1

1 1
Then k(A) = ||Allso|| A7 |00 = 4. A is well-conditioned.
e Without pivoting:

Example 2.3.1 Let A = be in three decimal-digit floating point arithmetic.

L = _ fl(1/110_4) (1) } . fl(1/107%) = 10*,
h= 100_4 1 —1104 1) } - i = 10 1) = 107
= [0 ][ ) [ 1]
Here a9y entirely “lost” from computation. It is numerically unstable. Let Ax = [ ; }

, ; solves y; = 1 and yp = fI(2—10*-1) = —10*, Rt =y

solves Ty = fI((—=10%)/(—=10%)) =1, #; = fI((1 — 1)/10~*) = 0. We have an erroneous
solution with cond(L), cond(R) = 108.
e Partial pivoting:

Thenx%{l}.ButLy:

L= {fl(lol—‘l/l) (1)] - [ 101—4 H !

= (8o <[3 1]

L and R are both well-conditioned.
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2.3.2 LDR- and LL'-factorizations
Let A= LDR as in Corollary 2.2.1.

Algorithm 2.3.2 (Crout’s factorization or compact method)
Fork=1,...,n,
forp=1,2,... . k—1,
Tp 1= dplpk,
Wp = Qppdyp,
dk = Qgk — Zlg;i akprp,
if di, =0, then stop; else
fori=k+1,... n,
ai = (am — 03 aipry) /di,

i = (s — Z';;i Wppi) /.-

Cost: n?/3 flops.

e With partial pivoting: see Wilkinson EVP pp.225-.

e Advantage: One can use double precision for inner product.

Theorem 2.3.1 If A is nonsingular, real and symmetric, then A has a unique LDL" -
factorization, where D is diagonal and L is a unit lower triangular matriz (with one on
the diagonal).

Proof: A= LDR= AT = RTDL". 1t implies L = R”. |

Theorem 2.3.2 If A is symmetric and positive definite, then there exists a lower trian-
qular G € R™™ with positive diagonal elements such that A = GG7T.

Proof: A is symmetric positive definite < 27 Az > 0, for all nonzero vector z € R™*"
< k; >0, fori=1,--- n, < all eigenvalues of A are positive.

From Corollary 2.2.1 and Theorem 2.3.1 we have A = LDL*. From L 'AL~T =D
follows that dj, = (el L) A(L Te;,) > 0. Thus, G = Ldiag{di/z, e ,d}/Q} is real, and
then A = GGT. [ |

Algorithm 2.3.3 (Cholesky factorization) Let A be symmetric positive definite. To
find a lower triangular matriz G such that A = GGT.
Fork=1,2,...,n,
e = (agx — Yoy az,) V%
fori=k+1,... n,

ai = (@i — Z];;i Qipip) -
Cost: n?/6 flops.

Remark 2.3.1 For solving symmetric, indefinite systems: See Golub/ Van Loan Matrix
Computation pp. 159-168. PAPT = LDL™, D is 1 x 1 or 2 x 2 block-diagonal matriz,
P is a permutation and L is lower triangular with one on the diagonal.
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2.3.3 Error estimation for linear systems

Consider the linear system
Az = b, (2.3.4)

and the perturbed linear system
(A4 §A)(x + dx) = b+ b, (2.3.5)
where A and b are errors of measure or round-off in factorization.

Definition 2.3.1 Let| || be an operator norm and A be nonsingular. Then k = k(A) =
IA|NIA7Y| is a condition number of A corresponding to | ||.

Theorem 2.3.3 (Forward error bound) Let x be the solution of the (2.3.4) and x+0x
be the solution of the perturbed linear system (2.3.5). If ||0A||||A™Y| < 1, then

el e (1AL 1)
< + . 2.3.6
el = 1= w0 \ Al "o (230

Proof: From (2.3.5) we have

(A+ 6A)0z + Az + 6 Az = b+ 6b.

Thus,
dx = —(A+6A) ' [(0A)x — &b). (2.3.7)
Here, Corollary 2.7 implies that (A + §A)~! exists. Now,
1
I(A+8A)7H =1+ A7 0A) AT < |A7Y| :
L —[lA=][joAl
On the other hand, b = Az implies ||b]| < ||A||||z||. So,
L_ 4]
LS =8 (2.3.8)
[l = [1ol]

From (2.3.7) follows that ||6z| < %(Hémmx“ + ||6b])). By using (2.3.8), the

inequality (2.3.6) is proved. |

Remark 2.3.2 If x(A) is large, then A (for the linear system Ax = b) is called ill-
conditioned, else well-conditioned.

2.3.4 Error analysis for Gaussian algorithm

A computer in characterized by four integers: (a) the machine base 3; (b) the precision
t; (c) the underflow limit L; (d) the overflow limit U. Define the set of floating point
numbers.

F={f=+0didy---dy x3°|0<d; <B,dy #0,L <e<U}U{0}. (2.3.9)
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Let G ={z € R|m < |z|] < M} U {0}, where m = L=t and M = pY(1 — 37%) are the
minimal and maximal numbers of F'\ {0} in absolute value, respectively. We define an
operator fl: G — F by

fl(xz) = the nearest ¢ € F to z by rounding arithmetic.
One can show that fl satisfies
fl(z) =x(1+¢), || <eps, (2.3.10)
where eps = $3'7". (If § = 2, then eps = 27"). It follows that
fllaob) = (aob)(1+¢)

or

flilaob) = (acb)/(1+¢),

where |e| < eps and o =+, —, X, /.

Algorithm 2.3.4 Given x,y € R". The following algorithm computes 'y and stores
the result in s.
s=0,
fork=1,...,n,
S =S+ TrYk.

Theorem 2.3.4 Ifn2~* <0.01, then
fl(z TRYk) = Zxkyk[l +1.01(n+2 — k)0x27"], |6k <1
k=1 k=1
Proof: Let s, = fl(>_%_, xxy) be the partial sum in Algorithm 2.3.4. Then
s1=r1y1(1+61)
with |0;] < eps and for p =2,... n,
sp = flsp-1+ fU(xpyp)] = [8p-1 + 2pyp(1 + 6p)](1 +&p)
with [6,], |e,| < eps. Therefore
FUa"y) = s = wpye(l + 1),
k=1
where (1 + ;) = (14 0¢) [[[_(1 +¢;), and &1 = 0. Thus,
FIO wrr) =Y wyu[l + 1.0L(n + 2 — k)6,27"]. (2.3.11)
k=1 k=1

The result follows immediately from the following useful Lemma. |
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Lemma 2.3.5 If (1+ «) = [[,_,(1 + o), where |ay| < 27" and n27" < 0.01, then

L]+ o) =1+ 1.01627" with 6] < 1.
k=1

Proof: From assumption it is easily seen that
1—2) < J[A+an) < @+279" (2.3.12)
k=1

Expanding the Taylor expression of (1 —z)" as —1 < z < 1, we get

n(n —1)
2

(1—z)"=1—nz+ (1—02)"22*>1—nx.

Hence
(1— 2_t)” >1—n27" (2.3.13)

Now, we estimate the upper bound of (1 + 27%)™:

T B e W
== _— —_— _— l’ x —_— cee ),
¢ EEDTIRNEY 2 3" 4l
If 0 <2 <0.01, then
1
l+zx<e*<1+ax+ 0.01:6569” <1+1.01z (2.3.14)

(Here, we use the fact e”"! < 2 to the last inequality.) Let x = 27*. Then the left
inequality of (2.3.14) implies
(14279 <e? ™ (2.3.15)

Let z = 2 'n. Then the second inequality of (2.3.14) implies
€2 <14+ 1.01n27" (2.3.16)
From (2.3.15) and (2.3.16) we have
(1+279" <1+ 1.01n27"

|

Let the exact LR-factorization of A be L and R (A = LR) and let L, R be the

L R-factorization of A by using Gaussian Algorithm (without pivoting). There are two
possibilities:

(i) Forward error analysis: Estimate |L — L| and |R — R)|.

(ii) Backward error analysis: Let LR be the exact LR-factorization of a perturbed
matrix A = A+ F. Then F will be estimated, i.e., |F| <7.
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2.3.5 Apriori error estimate for backward error bound of LR-
factorization

From (2.2.2) we have

AFHD = 1, AK)
for k = 1,2,....,n — 1 (A). = A). Denote the entries of A®) by ag-ﬂ) and let l;; =
fl(agl,z)/a,(clz)), i > k+ 1. From (2.2.2) we know that

0; fori>k+1,5j=k
aft = fi(aly — flllwal))); fori>k+1, j>k+1 (2.3.17)
alt ; otherwise.

ij
From (2.3.10) we have l;; = (a (k) (k) 2 (1 + 6i) with [05,] <27, Then

o) —lpal) + a6y =0, fori>k+1. (2.3.18)

Let ag,’z)@k = 55’,?. From (2.3.10) we also have

o™ = fia <’~“>—fl< @-ka,i’?)) (2.3.19)
= (@ — (lwal (1 +6,)) /(1 +6,,)

ij
with |05, |5;j| < 27%. Then

G+ _ o) _ o

k+1)
¥ 1] 5

kak] 5@9 +a fori,j > k+1. (2.3.20)

Let 555) —llkak 51] + a (k1) (5 which is the computational error of a in A®tD From

(2.3.17), (2.3.18) and (2. 3 20) We obtain

agg_zag;ug for i >k+1,j=k
az(fﬂ) = CLEJ — ik flk] + 5@(} ; fori>k+1,j>k+1 (2.3.21)
5 '+ 52?, otherwise,
where
k)éw, fori > k+1,7=kF,
ey = —lika,g’j)éij —altVe; fori> k41,5 > k+1 (2.3.22)
0; otherwise.

Let E®) be the error matrix with entries 555). Then (2.3.21) can be written as

ARHD) — g _ pp AR 4 k) (2.3.23)
where
— 0 A
0
M, = (2.3.24)
lk1k
| ln,k 0 J
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For k=1,2...,n — 1, we add the n — 1 equations in (2.3.23) together and get

M AY  + MA@ o4 M, AP 4 A0
= AW L p® ... g1

From (2.3.17) we know that the k-th row of A% is equal to the k-th row of A®+D ... A
respectively and from (2.3.24) we also have

MA® = M, A™ = M, R.

Thus, .
<M1—|—M2+"‘+Mn71+[)R:A(1)—l—E(l)+"'+E("*1).
Then
LR=A+E, (2.3.25)
where
1
- l 1 O
L=1" . and E = EO ... 4 g1, (2.3.26)
L O S |

Now we assume that the partial pivotings in Gaussian Elimination are already ar-
ranged such that pivot element a,(jc) has the maximal absolute value. So, we have || < 1.
Let

k
p = max|a,|/[| Al (2.3.27)
Then
k
] < pll Al (2.3.28)

From (2.3.22) and (2.3.28) follows that

27t fori>k+1,5 =k,
)] < pllAlo§ 275 fori>k+1,j > k+1, (2.3.29)
0;  otherwise.

Therefore,
0/0 0 --- 0
i L0122
IEW] < pll A2 | L] - (2.3.30)
01 2 2
From (2.3.26) we get
(00 0 - 0 0 |
122 2 2
134 -~ 4 4
Bl <pllAllec-27"| . .. . . (2.3.31)
1 3 5 2n—4 2n—4
135 2n—3 2n—2 |

Hence we have the following theorem.
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Theorem 2.3.6 The LR-factorization L and R of A using Gaussian Elimination with
partial pivoting satisfies

LR=A+E,
where
1]l < n?pllAlloc27 (2.3.32)
Proof:
1Elloo < pll A2 (D (25 — 1) = 1) < n°p[| Afls27".
j=1

|
Now we shall solve the linear system Ar = b by using the factorization L and R, ie.,
Ly =0band Rx =y.
e For Ly = b: From Algorithm 2.3.1 we have

h = fl(bl/lll)a

—lnyr —ligyo — - = liic1yi-1 + b
yi = fl( e s ) (2.3.33)

for i =2,3,...,n. From (2.3.10) we have

(y1 = b1/l (1 + 011), with [61,] <277

yp = it b (2.3.34)
|- Aottt ), ) <27
Applying Theorem 2.3.4 we get
fU=lays —lioya — - — Liicayic1) = =l (L +6)yr — -+ — Lo (14 6iim1)yia,
where
|04 < (i—1)1.01-27% fori=2,3,--- ,n,
0] < (i+1—4)1.01-27" for { 2122?;) 7;_ L (2.3.35)

So, (2.3.34) can be written as

L (1 +611)y1 = by, /
Lin(L+6i)yr + -+l (L4 05-1)yim1 + La(1 4 05) (14 053)ys = bs,  (2.3.36)
fort=2,3,---,n.

or

(L +6L)y = b. (2.3.37)
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From (2.3.35) (2.3.36) and (2.3.37) follow that

[ |l
|l1 2[l22|
6L| < 1.01- 27 2l 2l 2l
- 3|41 3|142] 2|l43]
L (n=D|la] (n=Dllna| (n=2)[ls| -+ 2[ln-1] 2[lnnl ]
This implies,
1 1
I6L]|0c < @ .01 - 2 max iy < Y 010
17]

(2.3.38)

(2.3.39)

Theorem 2.3.7 For lower triangular linear system Ly = b, if y is the exact solution of

(L4 0L)y = b, then 0L satisfies (2.5.38) and (2.3.39).

Applying Theorem 2.3.7 to the linear system Ly = b and Rz = y, respectively, the

solution z satisfies

(L+6L)(R+6R)z =0

N (LR + (6L)R + L(8R) + (0L)(6R))z = b.

Since LR = A + F, substituting this equation into (2.3.40) we get
[A+ E+ (6L)R + L(OR) + (6L)(6R)]z = b.
The entries of L and R satisfy
1] < 1, and [7y] < pl Alloo-

Therefore, we get
P
[L]loe <,

HRHOO < Tlp”AHoo,

I6L s < 10127,

| I0R]o < M2H21.01p27.
In practical implementation we usually have n?27t << 1. So it holds
16 L{|so 10 Rljoe < n*pl|All 27",

Let

SA=E+ (6L)R+ L(OR) + (6L)(0R).
Then, (2.3.32) and (2.3.42) we get

16Aee < NI Blloe + I6Llloo | Rlloo + | Lloo 10 R lo0 + [10L] oo [I6 Rl oo
< 1.01(n* + 3n?)p|| A e27"

(2.3.40)

(2.3.41)

(2.3.42)

(2.3.43)

(2.3.44)
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Theorem 2.3.8 For a linear system Ax = b the solution x computed by Gaussian Elim-
ination with partial pivoting is the exact solution of the equation (A + 6A)x = b and 0A
satisfies (2.3.43) and (2.5.44).

Remark 2.3.3 The quantity p defined by (2.3.27) is called a growth factor. The growth
factor measures how large the numbers become during the process of elimination. In
practice, p is usually of order 10 for partial pivot selection. But it can be as large as
p=2""1 when

1 0o --- 0 1

-1 1 0 0 1

A= -1 1
: : . 0 1

-1 -1 --- -1 1 1

-1 -1 - o =1 1]

Better estimates hold for special types of matrices. For example in the case of upper
Hessenberg matrices, that is, matrices of the form

X - X
A - X
0 X X

the bound p < (n—1) can be shown. (Hessenberg matrices arise in eigenvalus problems.)
For tridiagonal matrices

oy o 0
Yoo -
A —
: Bn
| 0 Tn On |

it can even be shown that p < 2 holds for partial pivot selection. Hence, Gaussian
elimination is quite numerically stable in this case.
For complete pivot selection, Wilkinson (1965) has shown that

lal;| < f(k) Hzl,?x|az‘j|

with the function

N

F(k) == k2[2'33 45 ... kT3,
This function grows relatively slowly with &:

k |10 20 50 100
f(k) |19 67 530 3300
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Even this estimate is too pessimistic in practice. Up until now, no matrix has been found
which fails to satisfy

a1 < (b Dmaxfag| k=12..n-1,
2V

when complete pivot selection is used. This indicates that Gaussian elimination with
complete pivot selection is usually a stable process. Despite this, partial pivot selection
is preferred in practice, for the most part, because:

(i) Complete pivot selection is more costly than partial pivot selection. (To compute
A® | the maximum from among (n — i + 1)? elements must be determined instead
of n — i+ 1 elements as in partial pivot selection.)

(ii) Special structures in a matrix, i.e. the band structure of a tridiagonal matrix, are
destroyed in complete pivot selection.

2.3.6 Improving and Estimating Accuracy

e Iterarive Improvement:

Suppose that the linear system Ax = b has been solved via the L R-factorization
PA = LR. Now we want to improve the accuracy of the computed solution x. We
compute

r = b— Ax,
Ly = Pr, Rz=uy, (2.3.45)
Tnew = I+ 2.

Then in exact arithmatic we have
AZpew = Alx +2) = (b—1)+ Az =b.

Unfortunately, » = fI(b — Ax) renders an ., that is no more accurate than x. It is
necessary to compute the residual b — Az with extended precision floating arithmetic.

Algorithm 2.3.5
Compute PA= LR  (t-digit)
Repeat: v :=b— Az (2t-digit)
Solve Ly = Pr fory  (t-digit)
Solve Rz =y for z  (t-digit)
Update x = v+ z  (t-digit)

This is referred to as an iterative improvement. From (2.3.45) we have
r, = bl — Q11 — A2 — *** — AinTy. (2346)

Now, r; can be roughly estimated by 27" max; |a;;| |z;]. That is

Irll ~ 27 | Allf|]I (2.3.47)
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Let e=2— A~'b= A~ (Az — b) = —A~'r. Then we have

lell < [IA=*[[[l7]]- (2.3.48)
From (2.3.47) follows that
lell & |A7H] - 27| A[l[l]| = 2~ *cond(A)]|z].

Let
cond(A) =27, 0 < p <t, (pis integer). (2.3.49)

Then we have
el /||| = 277, (2.3.50)

From (2.3.50) we know that x has ¢ = t — p correct significant digits. Since r is computed
by double precision, so we can assume that it has at least t correct significant digits.
Therefore for solving Az = r according to (2.3.50) the solution z (comparing with —e =
A~1r) has ¢-digits accuracy so that T,., = = + 2z has usually 2¢-digits accuracy. From
above discussion, the accuracy of ,., is improved about ¢-digits after one iteration.
Hence we stop the iteration, when the number of the iterates k (say!) satifies kq > t.
From above we have

21/ llzll & flell /ol ~ 272 = 212, (2.3.51)

From (2.3.49) and (2.3.51) we have
cond(4) = 21 - (JI}/|1=])-

By (2.3.51) we get

q= logQ(M) and k = t

[l]
2] log, (14
In the following we shall give a further discussion of convergence of the iterative improve-
ment. From Theorem 2.3.8 we know that z in Algorithm 5.5 is computed by (A+0A4)z = r.
That is

A(l+ F)z =, (2.3.52)
where F' = A7 A.

Theorem 2.3.9 Let the sequence of vectors {x,} be the sequence of improved solutions
in Algorithm 5.5 for solving Ax = b and x* = A~'b be the exact solution. Assume that
Fy in (2.5.52) satisfies ||Fy|| < o < 1/2 for all k. Then {zy} converges to z*, i.e.,

limy oo || — 2*|| = 0.
Proof:  From (2.3.52) and ry = b — Axj, we have

A(I + Fy)z = b — Axy,. (2.3.53)
Since A is nonsingular, multiplying both sides of (2.3.53) by A™! we get
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From xp1 = xy + 2, we have (I + Fy)(zpy1 — xp) = 25 — xy, le.,
(I + Fy)xpp1 = Frog + 2.
Subtracting both sides of (2.3.54) from (I + Fy)z* we get
(I + Fi)(zps1 — 27) = Fi(zy, — 27).
Applying Corollary 1.2.1 we have
Tpp1 — 0° = (I + F) " Fr(zy, — 2%).

Hence,

Let 7 =0/(1 — o). Then
low — 2| < 787l — 27).

But 0 < 1/2 follows 7 < 1. This implies convergence of Algorithm 2.3.5.

Corollary 2.3.1 If
1.01(n* +3n?)p2 || Al [|ATY < 1/2,

then Algorithm 2.3.5 converges.

Proof:  From (2.3.52) and (2.3.44) follows that

| F%|l < 1.01(n?® 4 3n?)p2 'cond(A) < 1/2.

2.4 Special Linear Systems

2.4.1 Toeplitz Systems

Definition 2.4.1 (i) 7' € R"*" is called a Toeplitz matriz if there exists r_p 1, - -

such that a;; = rj_; for alli, j. e.g.,

To ™ rg T3
-1 To o T
T = . (n=4).

ro T-1 To T
r3 T—2 T-1 To

(2.3.54)
|
|

» 70, y T'n—1

(ii) B € R™" is called a Persymmetric matriz if it is symmetric about northest-southwest

diagonal, i.e., bjj = by_j11n—iy1 for all i, j. That is,

B = EB"E, where E = [e,, - -e1].
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Given scalars rq, -+ ,7,_1 such that the matrices
1 T Tk—1
T = r1 1 n
Phoq e e 1
are all positive definite, for k = 1,...,n. Three algorithms will be described:

(a) Durbin’s Algorithm for the Yule-Walker problem
Ty =—(r,...,m)".

(b) Levinson’s Algorithm for the general right hand side T,,x = b.
(c) Trench’s Algorithm for computing B = T, L.

e To (a): Let Ej = [e,(f), . ,egk)]. Suppose the k-th order Yule-Walker system

Ty = —(ry,...,r)0 = —r"

has been solved. Consider the (k 4 1)-st order system

T, Epr z | —r
rTE, 1 a | | —rea
can be solved in O(k) flops. Observe that
z=T, Y (—r — aBEyr) =y — T, 'Eyr (2.4.55)

and
o= —Tpy1 = =1 Epz. (2.4.56)

Since T, ! is persymmetric, T, ' Ey = BT} " and z = y+aFEyy. Substituting into (2.4.56)
we get
a=—rpp — 1" By + aBy) = —(rea + 17 Ery) /(L +11y).

Here (1 + r7y) is positive, because Ty, is positive definite and

I Byl'[ To Ewl[I Ew] [T, 0
0 1 rTE, 1 0 1 | | 0 1++Ty "
Algorithm 2.4.1 (Durbin Algorithm, 1960) Let Tiy®™ = —r® = —(r;, ... )7,
Fork=1,... n,
yM = —ry,
fork=1....n—1,
B = 14 70Ty,
ap = —(rpp +rOTEy®) /6,

y(k+1) _ zk)
. ’
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This algorithm requires %nQ flops to generate y = y™,
Further reduction:

By = 14 rWTyH

k—1 k—1
= 1+[r(’f*1>T7r(k)} y( )+041<:—1Ek—1?/( )

Ap—1
C DT o (DT )
= B+ a1 (—Brran1) =(1—ai )P 1.

e To (b):
Thr =b= (b, -+ ,bp)", for 1 <k <n. (2.4.57)

[TTT'“EIC bt ] {:] { bkbﬂ ] , (2.4.58)

where 7 = (11, ,r)T. Since v = T, '(b — pEyr) = x + pEyy, it follows that

Want to solve

p o= by =1 Ew=bp —r T Eyx — 'y
= (bpyr — T Epx) /(1 +rTy).

We can effect the transition form (2.4.57) to (2.4.58) in O(k) flops. We can solve the
system T,z = b by solving

Tkl’(k) = b(k) = (bl, . ,bk>T

and
Toy® = —r® = —(ry, . )T

It needs 2n? flops. See Algorithm Levinson (1947) in Matrix Computations, pp.128-129

for details.
-1 _ A EBr]! _| B v
n 7,,TE 1 I/T y )

e To (c):
where A=T, |,E=FE, yand r = (ry,...,r,_1)". From the equation
A Er| |v] |0
rTE 1 | |y | |1

Av = _VET - _’YE(T'h R ,T’nfl)T and v = 1 — T'TEU.

follows that

If y is the solution of (n — 1)-st Yule-Walker system Ay = —r, then
v=1/147r"y) and v = vEy.

Thus the last row and column of 77! are readily obtained. Since AB + Erv’ =1, ;, we

have

I/I/T

B = A_l — (A_IET)VT = A_l —f— T
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Since A = T,,_; is nonsingular and Toeplitz, its inverse is persymmetric. Thus

ViVv; ViV

by = (A7) + = (A jni +
Vpn—iVn—j i viv;

g v

== bn—j,n—i -

= bnfj,nfi - ;(Vﬂ/j - anianj)-

It needs LZLnQ flops. See Algorithm Trench (1964) in Matrix Computations, pp.132 for
details.

2.4.2 Banded Systems

Definition 2.4.2 Let A be a n x n matriz. A is called a (p,q)-banded matriz, if a;; =0
whenever i —j >p or j —1i > q. A has the form

[ < ... X O
A= X X T?
Re x x| T
»

where p and q are the lower and upper band widthes, respectively.

Example 2.4.1 (1,1): tridiagonal matriz; (1,n—1): upper Hessenberg matriz; (n—1,1):
lower Hessenberg matriz.

Theorem 2.4.1 Let A be a (p,q)-banded matriz. Suppose A has a LR-factorization
(A= LR). Then L = (p,0) and R = (0, q)-banded matriz, respectively. u

Algorithm 2.4.2 See Algorithm 4.3.1 in Matriz Computations, pp.150.

Theorem 2.4.2 Let A be a (p,q)-banded nonsingular matriz. If Gaussian Elimination
with partial pivoting is used to compute Gaussian transformations L; = I — ljef, for

7=1,..., n—1, and permutations Py, ..., P,_1 such that
L, 1P,_1---LiPLA=R
is upper triangular, then R is a (0,p + q)-banded matriz and l;; = 0 whenever i < j or

i > j+p. (Since the j-th column of L is a permutation of the Gaussian vector l;, it
follows that L has at most p + 1 nonzero elements per column.)
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2.4.3 Symmetric Indefinite Systems

Consider the linear system Ax = b, where A € R"*" is symmetric but indefinite. There
are a method using n®/6 flops due to Aasen (1971) that computes the factorization
PAPT = LTL", where L = [l;;] is unit lower triangular, P is a permutation chosen such
that | [;; |[< 1, and T is tridiagonal.

Rather than the above factorization PAPT = LTLT we have the calculation of

PAPT = LDL",

where D is block diagonal with 1 by 1 and 2 by 2 blocks on diagonal, L = [[;;] is unit
lower triangular, and P is a permutation chosen such that | [;; |< 1.

Bunch and Parlett (1971) has proposed a pivot strategy to do this, n®/6 flops are
required. Unfortunately the overall process requires n®/12 ~ n®/6 comparisons. A bet-
ter method described by Bunch and Kaufmann (1977) requires n®/6 flops and O(n?)
comparisons.

A detailed discussion of this subsection see p.159-168 in Matrix Computations.



Chapter 3

Orthogonalization and least squares
methods

3.1 QR-factorization (QR-decomposition)

3.1.1 Householder transformation

Definition 3.1.1 A complex m x n-matriz R = [r;;] is called an upper (lower) triangular
matriz, if ri; =0 fori > j (i <j).

Example 3.1.1

/,"11 ... Tln /’"‘11 .. ... ... rln
(1)m=n : R= ., (2)m<n : R=
0 Tnn 0 Tmm Tmn
r11 T1in
(3)m>n : R= :
0 Tnn
0

Definition 3.1.2 Given A € C™*" Q € C™™ unitary and R € C™ "™ upper triangular
as in Examples such that A = QR. Then the product is called a QQR-factorization of A.

Basic problem:
Given b # 0,0 € C". Find a vector w € C" with w*w = 1 and ¢ € C such that

(I — 2ww*)b = cey. (3.1.1)
Solution (Householder transformation):

(1) b = 0: w arbitrary (in general w = 0) and ¢ = 0.

(2) b+ 0:
— b))y, i by £ 0
_ |b1||| 2 1 ’ 1.2
c { 1bll2, if by = 0, (3.1.2)
wZﬁ(bl—sz,--wbn)T::#u (3.1.3)
with2k = \/2[[bll2 (0]l + [b.]) -
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Theorem 3.1.1 Any complex m X n matriz A can be factorized by the product A = QR,
where () is m X m-unitary. R is m X n upper triangular.

Proof: Let A® = A = [aﬁo)\a§°>| e |a;0)]. Find Q1 = (I — 2w w7) such that Qlago) = cey.
Then

el % ||
0
A(l) — QIA(O) — [Qlagﬂ)’ Qlag))’ . 7Q1a£10)] — : a(l) a(l) . (314)
S R S
0
1|0
Find @, = such that (I — Qwa;)ag) = cge1. Then
01— wows
C -
0 Cy
AP =Q,AMW =10 0
S aéQ) oo a?

We continue this process. Then after I = min(m,n) steps A is an upper triangular
matrix satisfying

A — p— Qi1 Q1 A.
Then A = QR, where Q = Q7 --- Q] _;. [ |

Remark 3.1.1 We usually call the method in Theorem 3.1.1 as Householder method.
(Algorithm ?7?).

Theorem 3.1.2 Let A be a nonsingular n X n matriz. Then the QR- factorization is
essentially unique. That is, if A = Q1R1 = Q2 Rs, then there is a unitary diagonal matrix
D = diag(d;) with |d;| =1 such that Q1 = Q2D and DRy = Rs.

Proof: Let A = QR, = Q3R,. Then Q3Q, = RyR;' = D must be a diagonal unitary
matrix. |

Remark 3.1.2 The QR-factorization is unique, if it is required that the diagonal ele-
ments of R are positive.

Corollary 3.1.1 A is an arbitrary m X n-matriz. The following factorizations exist:
(i) A = LQ, where QQ is n X n unitary and L is m X n lower triangular.
(i1)) A = QL, where Q is m X m unitary and L is m X n lower triangular.

(111)) A = RQ, where Q is n X n unitary and R is m x n upper triangular.
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Proof: (i) A* has a @) R-factorization. Then

A"=QR=A=RQ" = (i).

O 1
(ii) Let P, = . Then by Theorem 3.1.1 we have P,,AP, = QR. This implies
1 O

A= (P.QP,)(Pn,RP,) = QL = (ii).
(iii) A* has a @ L-factorization (from (ii)), i.e., A* = QL. This implies
A=L'Q" = (iii).

Cost of Householder method
Consider that the multiplications in (3.1.4) can be computed in the form

Uq
I1—-2 NA = ([ — NA= (I —vuhH)A
(I=2own)d = = e e A = v

= A—vujA:=A—vw".
So the first step for a m x n-matrix A requires;
c1: m multiplications, 1 root;
4k?: 1 multiplication;
v: m divisions (= multiplications);
w: mn multiplications;
AWM = A —vw*: m(n — 1) multiplications.

Similarly, for the j-th step m and n are replaced by m—j+1 and n—j+1, respectively.
Let [ = min(m,n). Then the number of multiplications is

-1

dRm—j+1)n—j+1)+(m—j+2) (3.1.5)

j=1
20 —1
=1(l — 1)[T —(m+n)—5/2]+ (I —1)(2mn + 3m + 2n + 4)
(= mn® —1/3n%, if m > n).
Especially, for m = n, it needs

n—1
> 2(n—j+1)*+m—j+2 =2/3n+3/2n" + 11/6n — 4 (3.1.6)

j=1
flops and (I +n — 2) roots. To compute Q = Q7 --- Q;_,, it requires
2[m*n — mn? 4+ n* /3] multiplications (m > n). (3.1.7)
Remark 3.1.3 Let A = QR be a QR-factorization A. Then we have
A*A=R'Q*QR = R*R.

If A has full column rank and we require that the diagonal elements of R are positive,
then we obtain the Cholesky factorization of A*A.
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3.1.2 Gram-Schmidt method

Remark 3.1.4 Theorem 3.1.1 (or Algorithm ??) can be used to solved orthonormal basis
(OB) problem.

(OB) : Given linearly independent vectors ay,--- ,a, € R™. Find an orthonormal
basis for span{ay,--- ,a,}.

If A=Jay, - ,a,] = QR with Q = [¢1,- - , ¢, and R = [r;;], then

k
ay = qui- (3.1.8)
=1

By assumption rank(A) = n and (3.1.8) it implies rg; # 0. So, we have

T'kk

k—1
1
g = —(ax — Y _ ricgs). (3.1.9)
=1

The vector g, can be thought as a unit vector in the direction of 2z, = a, — Zf;ll SikGi-
To ensure that 2, L qi, -+ ,qx_1 we choose s, = ¢l ay, for i =1, ---, k — 1. This leads
to the Classical Gram-Schmidt (CGS) Algorithm for solving (OB) problem.

Algorithm 3.1.1 (Classical Gram-Schmidt (CGS) Algorithm) Given A € R™*"
with rank(A) = n. We compute A = QR, where @) € R™ ™ has orthonormal columns and
R € R™",
Fori=1,--- n,
qi = Q45
Forj=1,---,1—1
Tji = quai;
q4; = qi — 7545,
end for
rii = |||z,
G = Gi/Tii,
end for

Disadvantage : The CGS method has very poor numerical properties, if some columns
of A are nearly linearly independent.

Advantage : The method requires mn? multiplications (m > n).
Remark 3.1.5 Modified Gram-Schmidt (MGS):
Write A = Y7 girl. Define A® by

k—1 n
0, AP} = A= gl => aqr] (3.1.10)
=1 i=k

It follows that if A% = [z, B], 2 € R™, B € R™ "% then 1y, = |22 and qx = z/7 by
(3.1.9). Compute
[Pkt Ten] = G5 B.

Next step: A = B — qu[rppet, -+ Ten)-
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Algorithm 3.1.2 (MGS) Given A € R™" with rank(A) = n. We compute A = QR,
where () € R™™ has orthonormal columns and R € R™™ is upper triangular.
Fori=1,---.,n,
i = Q45
Forj=1,---,1—1
Tji = q;‘rqz‘;
qi = 4i — 73595,
end for
Ty = ||q,-||2,
G = Gi/Tii,
end for

The MGS requires mn? multiplications.

Remark 3.1.6 MGS computes the QR factorization at the kth step, the kth column of
Q and the kth row of R are computed. CGS at the kth step, the kth column of Q) and the
kth column of R are computed.

Advantage for OB problem (m > n): (i) Householder method requires mn? — n?/3 flops
to get factorization. A = QR and mn? —n3/3 flops to get the first n columns of Q. But
MGS requires only mn? flops. Thus for the problem of finding an orthonormal basis of
range(A), MGS is about twice as efficient as Householder orthogonalization. (ii) MGS is
numerically stable.

3.1.3 Givens method
Basic problem: Given (a,b)” € R?, find ¢, s € R with ¢* + s* = 1 such that

BN

where ¢ = cosa and s = sina.

Solution:
{C:l,s:o,k‘:a;iszo’ (3111)
= T = =2 — Va2 L b2 i 1.
C_\/a2+b2’8_\/a2+b27k_ a‘i‘b,lfb?é()
Let ] _
1
cosa --- sina
G(i7j7a):
—sina ---  cosa

1
Then G(i, j, ) is called a Givens rotation in the (i, j)-coordinate plane. In the matrix
A= G(i,j,a)A, the rows with index # i, j are the same as in A and

ag, = cos(a)ay +sin(a)ay, for k=1,...,n,

ajr = —sin(a)ay, + cos(a)ajy, for k=1,...,n.
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Algorithm 3.1.3 (Givens orthogonalization) Given A € R™ ™. The folllowing Al-
gorithm overwrites A with QT A = R, where Q is orthonormal and R is upper triangular.
Forq=2,---,m,

forp=1,2,--- min{q—1,n},

Find ¢ = cosa and s =sina as in (3.1.11) such that
c s app | | *
—-s ¢ ag | | 0|

This algorithm requires 2n?(m — n/3) flops.
Fast Givens method (See Matrix Computations, pp.205-209):

A modification of Givens method bases on the fast Givens rotations and requires
about n%(m — n/3) flops.

A:=G(p,q,a)A.

3.2 Overdetermined linear Systems - Least Squares
Methods

Given A € R™*™ b € R™ and m > n. Consider the least squares(LS) problem:

min ||Azx — bl|s. (3.2.1)

Tz€R™

Let X be the set of minimizers defined by X = {z € R" | | Az — b||z = min!}. It is easy
to see the following properties:

o 7€ X < AT(b— Ax) =0. (3.2.2)
e X is convex. (3.2.3)
e X has a unique element x;g having minimal 2-norm. (3.2.4)
o X ={z15} <= rank(A)=n. (3.2.5)

For z € R", we refer to r = b — Az as its residual. AT (b — Ax) = 0 is refered to as
the normal equation. The minimum sum is defined by p?¢ = ||Azrs — b||3. If we let

o(z) = 3||Az — b||3, then Vp(z) = AT(Az — b).

Theorem 3.2.1 Let A = Zazu vl with v =rank(A), U = [uy,...,uy] and V =

[wns- -+ 0] be the SVD of A € R™™ (m > n). Ifb€R™, then

ILs = é(u?b/ai)vi (3.2.6)
and

pis = O (ulb)? (327)
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Proof: For any x € R"™ we have

Az = blI3 = [UTAV(VT) = UTb]5 = ) (e —u0)* + Y (ufb)%,
i=1 i=r+1
where a = VTz. Clearly, if = solves the LS-problem, then a; = (ufb/0;), fori=1,...,r
If we set apyy =+ =, =0, then z = xpg. [

Remark 3.2.1 If we define A* by AT = VX+UT, where =+ = diag(o; ', ..,0.1,0,..,0)

€ R™™ then and prs = ||(I—AA")b||2. AT isrefered to as the pseudo-inverse
of A. A" is defined to be the unique matrix X € R™ ™ that satisfies Moore-Penrose
conditions :

()AXA=A, (iii) (AX)T = AX,

(i) XAX = X, (iv) (XA)T = XA. (3.2.8)

Existence of X is easy to check by taking X = A". Now, we show the uniqueness of X.
Suppose X and Y satisfying the conditions (i)—(iv). Then

X = XAX =X(AYA)X = X(AYA)Y (AY A)X
= (XA)(YAY(AY)(AX) = (XA (YA)TY (AY)" (AX)"
= (AXATYTYyyT(AX AT = ATYTyyT AT
Y(AYA)Y =YAY =Y.

If rank(A) = n (m > n), then AT = (ATA)7LAT. If rank(A) = m (m < n), then
AT = AT(AAT)"L If m = n = rank(A), then AT = A~L.

e For the case rank(A)=n:

Algorithm 3.2.1 (Normal equations) Given A € R™*" (m > n) with rank(A) = n
and b € R™. This Algorithm computes the solution to the LS-problem: min{||Azx —
bHQ; WS Rn}

Compute d := ATb, and form C = AT A by computing the Cholesky factorization C =
RTR (see Remark 6.1). Solve RTy = d and Raps =y.

Algorithm 3.2.2 (Householder and Givens orthogonalizations) Given A € R™*"
(m > n) with rank(A) = n and b € R™. This Algorithm computes the solutins to the
LS-problem: min{||Az — bl|s; x € R"}.

Compute QR-factorization QTA = [ ]?)1 } by using Householder and Givens methods

respectively. (Here Ry is upper triangular). Then

|Az — b3 = |Q" Az — Q"b|l; = || Ry — cl3 + [|d]f3,

where QTb = [ cci } . Thus, 11,5 = R, "¢, (since rank(A) =rank(R,) = n) and p3¢ = ||d||3.
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Algorithm 3.2.3 (Modified Gram-Schmidt) Given A € R™*" (m > n) with rank(A) =
n and b € R™. The solution of min ||Ax — b||2 is given by:

Compute A = Q1 Ry, where Q; € R™" with QTQ, = I, and Ry € R™™ upper tri-
angular. Then the normal equation (AT A)x = ATb is transformed to the linear system

Rz =Qfb= 215=R;"QTb.

e For the case rank(A) < n:
Problem:

(i) How to find a solution to the LS-problem?
(ii) How to find the unique solution having minimal 2-norm?

(iii) How to compute x g reliably with infinite conditioned A ?

Definition 3.2.1 Let A be a m x n matriz with rank(A) = r (r < m,n). The factoriza-
tion A = BC with B € R™*" and C € R™" is called a full rank factorization, provided
that B has full column rank and C' has full row rank.

Theorem 3.2.2 If A = BC is a full rank factorization, then

At =cCtBt =cT(cot)y " Y(BTB)'B”. (3.2.9)

Proof:  From assumption follows that

BB = (B'"B)'B'B =1,
cct = ooty =1,.

We calculate (3.2.8) with

A(C*B*)A = BOC*B*BC = BC = A,
(C*B*)A(C*B*) = C*B*BCC*B* = C*B*,
A(C*B") = BCC*B" = BBT symmetric,
(C*BT)A=C"B*BC =C"C symmetric.

These imply that X = C*B™ satisfies (3.2.8). It follows AT = C*B™. u

Unfortunately, if rank(A) < n, then the QR-factorization does not necessarily produce
a full rank factorization of A. For example

1
1
1

OO =

1
A =lay,a2,a3) = [q1,92,q3) | O
0

Fortunately,we have the following two methods to produce a full rank factorization of A.
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3.2.1 Rank Deficiency I : QR with column pivoting

Algorithm ?? can be modified in a simple way so as to produce a full rank factorization
of A.

ATl = QR, R = { ROH RO” ] i : (3.2.10)

where 7 = rank(A) < n (m > n), @ is orthogonal, Ry; is nonsingular upper triangular
and IT is a permuatation. Once (3.2.10) is computed, then the LS-problem can be readily
solved by

[Az = bl = [(Q"Am)(n"2) — Q"bl3 = [ Ry — (c — Ru22) 13 + [ldIf3.

C

where 11Tz = [ Z } " and QT = { p } ir . Thus if [|[Az — bl|; = min!, then we

In-r

must have

g { Ryl (¢ — Ri22) ] '

z

If z is set to be zero, then we obtain the basic solution
Rile

IB = T |: 0 .

The basic solution is not the solution with minimal 2-norm, unless the submatrix R;s is
zero. Since

(3.2.11)

B —T Ry R z
1P _Infr 2‘

We now solve the LS-problem (3.2.11) by using Algorithms 3.2.1 to 3.2.3.

|2Ls][2 = min
z€ERnP

Algorithm 3.2.4 Given A € R™ ", with rank(A) = r < n. The following algorithm
computes the factorization AIl = QR defined by (3.2.10). The element a;; is overwritten
by ri; (i < 7). The permutation 11 = [e,, ..., e.,] is determined according to choosing the
mazimum of column norm in the current step.

cj ::jm(j =1,2,...,n),

;= 2@% (j=1,...,n),

Forkz;l,...,n,

Detemine p with (k <p <n) so that r, = max 7.
S)sn

If r, = 0 then stop; else
Interchange ¢, and c,, vy, and rp, and a;, and a;p, fori=1,...,m.
Determine a Householder (), such that

Qg *
. : 0
Qn | = .
Amk 0

A = diag(Ix_1, Qk)A; ri =T — aij(j =k+1,...,n).
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This algorithm requires 2mnr — r?(m + n) + 2r®/3 flops.
Algorithm 3.2.4 produces the full rank factorization (3.2.10) of A. We have the fol-
lowing important relations:

{ ral = |roel = 2 fre], 75 =0, j=r+1,...,n, (3.2.12)

|Tii|2|rik|7 7::1,...,7“, k:Z+1,,n

Here, r = rank(A) < n, and R = (r;;). In the following we show another application of
the full rank factorization for solving the LS-problem.

Algorithm 3.2.5 (Compute 21,5 = ATb directly)

(i) Compute (3.2.10): Al = QR = (QW | Q®¥) < ]?)1 ) ir_ = All = QWR,.
(i) (AT)* = Rf QW' = RFQM".
(iii) Compute Ry :

Either: Rf = RT(RyRT)™! (since Ry has full row rank)
= (AIl)* = RT(R,RT)~1QW".

Or: Find Q using Householder transformation (Algorithm ??) such that QRT =
[ g ] , where T € R™" 45 upper triangular.
Let QT == (QW,Q®) = RT = QWT + Q@0 = QWT.

R = TTQW" = R = (QWT)H(T7)* = QU(TT),
= (AT = QU(TT)1 QM.

(i) Since min | Az — bl|z = min ||AII(ITTz) — bl|s = (IITz), ¢ = (AII)*h
= |ops = IT(AIT)*b],

Remark 3.2.2 Unfortunately, QR with column pivoting is not entirely reliable as a
method for detecting near rank deficiency. For example:

1 —¢ —c -+ —c
- 1 I = - —c 2, .2
T,(c) = diag(1,s,--- ,s") ) . c“+s=1,¢,8>0.
0 1

If n = 100, ¢ = 0.2, then 0,,=0.3679¢ —8. But this matrix is unaltered by Algorithm 3.2.4.
However,the “degree of unreliability” is somewhat like that for Gaussian elimination with
partial pivoting, a method that works very well in practice.
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3.2.2 Rank Deficiency II : The Singular Value Decomposition

Algorithm 3.2.6 (Householder Bidiagonalization) Given A € R™*" (m > n). The
following algorithm overwrite A with UL AV = B, where B is upper bidiagonal and Ug

and Vg are orthogonal.
Fork=1,--- n,

Determine a Householder matriz Uy, of order n — k + 1 such that

Qkk *

~ 0

Uk - . ;
Amk 0

A = diag(Ix—1, Up)A,

If k < 2, then determine a Householder matriz V), of order n — k + 1 such that

[ak,k—i-la e 7akn]vk = (*707'” a0)7

A = Adiag(I},, V}).
This algorithm requires 2mn? — 2/3n® flops.

Algorithm 3.2.7 (R-Bidiagonalization) when m > n we can use the following faster
method of bidiagonalization.

1) Compute an orthogonal Q1 € R™™ such that QT A = 1 . where Ry € R™™ s
! 0

upper triangular.

(2) Applying Algorithm 3.2.6 to Ry, we get QY R\Vy = By, where Qy, Vg € R™"
orthogonal and By € R™™ upper bidiagonal.

B,

(3) Define Up = Q1diag(Qa, I,n_p). Then ULAVp = { 0

} = B bidiagonal.

This algorithm require mn? + n3. It involves fewer compuations comparing with

Algorithm 7.6 (2mn? — 2/3n3) whenever m > 5/3n.

Once the bidiagonalization of A has been achieved,the next step in the Golub-Reinsch
SVD algorithm is to zero out the super diagonal elements in B. Unfortunately, we must
defer our discussion of this iteration until Chapter 5 since it requires an understanding of
the symmetric QR algorithm for eigenvalues. That is, it computes orthogonal matrices
Us, and Vs such that

UL BV, = % = diag(oy, -+, 0,).

By defining U = UgUs, and V = V3Vs, we see that UT AV = ¥ is the SVD of A.



56 Chapter 3. Orthogonalization and least squares methods

Algorithms Flop Counts
Algorithm 3.2.1 Normal equations mn?/2 +n?/6
Algorithm 3.2.2 Householder orthogonalization mn? —n3/3
rank(A)=n  Algorithm 3.2.3 Modified Gram-Schmidt mn?
Algorithm 3.1.3  Givens orthogonalization 2mn? — 2/3n?
Algorithm 3.2.6  Householder Bidiagonalization 2mn? — 2/3n?
Algorithm 3.2.7 R-Bidiagonalization mn? + n?
LINPACK Golub-Reinsch SVD 2mn? + 4n?
rank(A) <n  Algorithm 3.2.5 QR-with column pivoting 2mnr — mr? +1/3r3
Alg. 3.2.7+SVD Chan SVD mn? +11/2n3

Table 3.1: Solving the LS problem (m > n)

Remark 3.2.3 If the LINPACK SVD Algorithm is applied with eps=10"17 to

1 —¢ —c -+ —c

1 —c -+ —c
T100(0.2) = diag(1, s, - - - ,s”_l) ) ] ,

then 6,, = 0.367805646308792467 x 10~%.

Remark 3.2.4 As we mentioned before, when solving the LS problem via the SVD, only
Y and V' have to be computed (see (3.2.6)). Table 3.1 compares the efficiency of this
approach with the other algorithms that we have presented.

3.2.3 The Sensitivity of the Least Squares Problem

Corollary 3.2.1 (of Theorem 1.2.3) Let U = [uy, -+ ,up|, V = [v1, - ,v,] and
U*AV = ¥ = diag(oy,--- ,0,,0,---,0). If k < r = rank(A) and Ay = iaiuw?,
Then -

i |A— Blla = [|A — Axll2 = k1.

Proof: Since UT A,V = diag(oy,- - ,0%,0,---,0), it follows rank(A4;) = k and that
1A = Apllz = [UT(A = AV 2 = [|diag(0, -, 0, 0kp1, -+, 0p)[l2 = Ok

Suppose B € R™*"™ and rank(B) = k, i.e., there are orthogonal vectors z1, - - - , x,_j such
that N'(B) = span{xy,--- ,x,_1}. This implies

spcm{xl, oo ,xn,k} ﬂ Span{Uh co ;Uk+1} 7"é {0}
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k+1
Let z be a unit vector in the intersection set. Then Bz = 0 and Az = Y o;(v}2)u,.

i=1
Thus,

k+1
1A= Bl3 > (A= B)zl3 = | A2ll3 = Y o7 (v]2)* 2 0.

=1

3.2.4 Condition number of a Rectangular Matrix

Let A € R™™, rank(A) = n, ka(A) = Omax(A)/Omin(A).
(i) The method of normal equation:

min ||Az — b||, & AT Az = ATb.

rER?
(a) C = ATA, d= ATb.
(b) Compute the Cholesky factorization C' = GGT.

(c) Solve Gy = d and GTz 5 = y. Then

Ions = Dislle o epgrey(AT 4) = epsia(a)®
LS

& — 2 A(@ m) :
AN RN AR

where (A+ F)z =b+ f and Az = b.
(ii) LS solution via QR factorization
1Az — blI3 = |Q" Az — Qb5 = | Ruz — cll3 + |5,

as = Ri'e, prs = ||d| 2.

Numerically, trouble can be expected wherever ky(A) = ko(R) &~ 1/eps. But this is in
contrast to normal equation, Cholesky factorization becomes problematical once rko(A)
is in the neighborhood of 1/, /eps.

Remark 3.2.5

1Al (ATA) AT, = ka(A),
IAIRI(ATA) 2 = ra(A)%

Theorem 3.2.3 Let A € R™" (m >n), b # 0. Suppose that x, r, &, T satisfy

|Az — b|| = min!, r =b— Az, prs = |7,
(A +0A)Z — (b+ 6b)||> = min!,
7= (b+db) — (A+ 0A)zZ.
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If

10A]l2 [16b]l2,  on(A)
£ = max { : }
|All2 " [1]l2 o1(A)
and PLS
sinfl = —— #£1,
16]]2
fher # ol 2na(A)
T — I||2 K2 2 2
tan ko (A @)
ol = Veosg M w2(4)°) +O()
and ~
|7 — 7]l

] < (14 2k5(A)) min(1,m — n) + O(?).
2
Proof: Let E = ¢§A/e and f = 0b/e. Since ||0A|]2 < 0,(A), by previous Corollary follows
that rank(A +cE) = n for ¢t € [0, ¢].

t == A+tE = A+ 0A. If rank(A 4+ 0A) = k < n, then ||A — (A + JA)|2 =
|16A]l2 > ||A — Agll2 = o141 > d,. Contradiction! So rﬁ%n)_kHA — Bl = ||A — Agll2

k

= |A =" owu] |2 = opqa]-
i=1

Hence we have,

(A+tEY (A+tE)x(t) = (A+tE) (b + tf). (3.2.13)

Since x(t) is continuously differentiable for all ¢t € [0, ], x = (0) and = A(¢), it follows
that
T =x+ei(0) + O(?)

and

12 =2l _ _2(0)ll2
] ]

Differentiating (3.2.13) and setting ¢ = 0 then we have

+ O(?).

ETAz + ATEx + ATA2(0) = AT f + E™0.

Thus,
(0) = (ATA)TAT(f — Ex) + (ATA)'E™r.

From || f|la < ||b]]2 and ||E||2 < ||A||2 follows

1@ — all N T
12 =2l cpap,narayraryy 12 o)
B Ul AL T
PLS 2 T Av—1 2
+ —=||A A A + O(e%).

Since AT(Axps —b) =0, Arps L Azps — b and then
16— Az||3 + [|Az|]3 = [|b]3

and
JA[3]z]5 > 11bll3 — pis-
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Thus,

,8in 6

cos

< eps{ma(A)( g+ 1) + o AP T22) 4 O,
sinf __ PLS

Furthermore, by 27 = ——LL5— we have
cos VIblI3=r1s

T—x
1 o 2 ~ eps(ka(A) + K2(A)QPLS)- (0 small )
2

Remark 3.2.6 Normal equation: eps rq(A)2.

QR-approach: eps(xa(4) + prswa(A)?).
(i) If prs is small and ko(A) is large, then QR is better than the normal equation.

(ii) The normal equation approach involves about half of the arithmetic when m > n
and does not requires as much storage.

(iii) The QR approach is applicable to a wider class of matrices because the Cholesky
to AT A break down “before” the back substitution process on QTA = R.

3.2.5 Iterative Improvement

r
i

I, A b :
AT o } = [0 ], |b — Az||y = min!

r+Axr =0, ATr=0= ATAx = ATb. Thus,
f) b I A1l r® I A pk) f)
oo | = Lo) =L S ] [ [ e 9] [2 )= [0 ]

This implies, )
pt) ]
2EHD | T (R

IfA=QR=Q [ ]"31 } , then [ AT } = 1 implies that
In O R1 [ h fl
0 Im—n 0 f2 == f2 5
RlT 0 ‘ 0 | 2 g

where QT f = [ 2 } QTp = { i } Thus, RTh = g = h = R;*g. Then

2= RyV(fi— h), P—@[]’;;]
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Chapter 4

Iterative Methods for Solving Large
Linear Systems

4.1 General procedures for the construction of iter-
ative methods

Given a linear system of nonsingular A
Ax =0D. (4.1.1)

Let

A=F -G (4.1.2)

with F nonsingular. Then (4.1.1) is equivalent to Fz = Gz + b; or letting T = F~'G
and f = F~'b we have

x=Tx+ f. (4.1.3)

Set

g® ) = 7g® 4 f (4.1.4)

where z(*) is given. Then the solution  of (4.1.1) is determined by iteration.

Example 4.1.1 We consider the standard decomposition of A

A=D-L-R, (4.1.5)
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n

where A = [a;]},-,

D = diag(an, a9, - 7ann)7

-0 07
CL271 0

L = asi azz - ;

| Qp,1 Gp2 " Qpp—1 0 h

[ 0 12 A1z - ai,n ]

0 agz -+ agy
—R =
Ap—1n
i 0 0 i

For a;; # 0,i =1,--- ,n, D is nonsingular. If we choose F' =D and G = L+ R in
(8.2), we then obtain the Total-step method (Jacobi method):

2D = DL + R)z™® + Db (4.1.6)
or in formula
1
l.g'kJrl) = _(_ Zaﬂwgk) + b]')’ j = 17 N, k= 07 17 . (417)
Cij .
i#]

Example 4.1.2 If D — L is nonsingular in (4.1.5), then the choices of ' = D — L and
G = R asin (4.1.2) are possible and yields the so-called Single-step method ( Gauss-Seidel
method):

2 = (D — L)™' Ra™ + (D — L)™' (4.1.8)
or in formula
1
A = (=3 al Y =Y aal +b), =1 m k=120 (419)
27 Z<] ’L>]

- Total-Step method=TSM=Jacobi method.

- Single-Step method=SSM=Gauss-Seidel method.

We now consider (4.1.1)-(4.1.4) once again:

Theorem 4.1.1 Let 1 & o(T) and x be the unique solution of (4.1.3). The sequence
20D = T2®) 4 f converges to = for arbitrary initial vector % if and only if p(T) < 1

Proof: We define the error
e®) = 2™ _ g (4.1.10)

Then
e®) =) g = Tk — f Ty 4 f=Tek"D
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or
e®) = Tke©),

Theorem 1.2.4 shows that ¢*) — 0 if and only if p(T) < 1. n
We now consider the following point of views on the Examples 4.1.1 and 4.1.2:

(i) flops counts per iteration step.
(ii) Convergence speed.

Let | || be a vector norm, and ||T'|| be the corresponding operator norm. Then
let™]} 1T
= < ||[T™||. 4.1.11
EINE T

Here ||Tm||% is a measure for the average diminution of error ™) per iteration step. We
call

R(T) = ~(|[T™|[%) =~ In(|T"]) (41.12)

the average of convergence rate for m iterations.
1
The larger is R,,(T), so the better is convergence rate. Let o = (||e™] /e ).
From (4.1.11) and (4.1.12) we get

o < T < e R ™),

or
O,l/Rm(T) <

1
e

That is, after 1/R,,(T) steps in average the error is reduced by a factor of 1/e. Since
R,.(T) is not easy to determine, we now consider m — oo. Since

. m L
Tim [T [ = p(T),
it follows

Roo(T) = lim Ry (T) = —Inp(T). (4.1.13)

m—00

R is called the asymptotic convergence rate. It holds always R,,(T") < Roo(T).
Example 4.1.3 Consider the Dirichlet boundary-value problem (Model problem):
—Au = —Uyy —uyy, = f(z,y), 0<z,y<l1, (4.1.14)

ulw,y) =0 (2,y) € 09,
for the unit square Q := {x,y|0 < z,y < 1} C R? with boundary 9.

To solve (4.1.14) by means of a difference methods, one replaces the differential oper-
ator by a difference operator. Let

Qh = {(xwyZ)’Z?j = 17 7N+1}>
69}1 = {(I’wo)v($Z71)7(07yj)7(17y])|27j - Oa]-7"' 7N+ ]-}7
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where z; = ih, y; = jh, 1,7 =0,1,--- N +1, h:= 5=, N > 1, an integer.

The differential operator —u,, — wu,, can be replaced for all (x;,v;) € €, by the
difference operator:

b o zh; = o2 (4.1.15)
up to an error 7; ;. Therefore for sufficiently small ~ one can thus expect that the solution
2, fori,j =1,--- | N of the linear system

2 ..
42’2'7]‘ — Zi—l,j — Zi+1,j — Zi,j—l — Zi,j—i—l = h f@j,l,j = 1, e ,N, (4116)

20,4 = ZN+15 = Zip = ZiN+1 = 0,0, = 0,1,--- N + 1,
obtained from (4.1.15) by omitting the error 7; ;, agrees approximately with the w; ;. Let
_ T
Zz= (211,221, " AN, 21,2, s EN2, " s ZLNs T ZN,N] (4.1.17a)

and
b= h2[f1,17"' 7fN,17f1,27"' 7fN,27“' 7f1,N7'” 7fN,N]T- (4117b)

Then (4.1.16) is equivalent to a linear system Az = b with the N? x N? matrix.

[ 4 -1 -1 i
—1
—1
1 4 —1
—1 4 -1
—1
—1
a4 —1 ~1 4
1
—1
1 4 —1
1
S
~1 1 4
[ A1 Ao
= | A A2 (4.1.18)
’ ' An_in
| Avn-1  Ann

Let A= D — L — R. The matrix J = D™'(L + R) belongs to the Jacobi method (TSM).

The N? eigenvalues and eigenvectors of .J can be determined explicitly. We can verify at
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once, by substitution, that N2 vectors z*), k1 =1,.-- , N with components
kmi lmy
zl-(fcj’l) = sin Nj—ll sin szl’ 1<4,5 <N,
satisty
JZ®D = \kD (kD (4.1.19)
with . " l
ARD = = T T 1<kI1<N.
2(COSN—|—1 +COSN+1), <kl<
J thus has eigenvalues AED 1 < k,I < N. Then we have
s w2h?
J)=M1= =1- O(n* 4.1.20
p(J) = Mg = cos 1y 5 T O ( )
and 272 272
h h
Ro(J) = —In(1- =22 romty) = 58 L omb). (4.1.21)

These show that

(i) TSM converges; Nevertheless,

(ii) Diminution of h will not only enlarge the flop counts per step, but also the conver-

gence speed will drastically make smaller.

sectionSome Remarks on nonnegative matrices

4.1.1 Some theorems and definitions

p(T): A measure of quality for convergence.

Definition 4.1.1 A real m x n-matriz A = (a;,) is called nonnegative (positive), denoted

byA>0(A>0), ifay>0(>0),i=1-,m k=1 n.

Remark 4.1.1 Let K, = {z|z; > 0,i=1,--- ,n} CR"™. It holds
AeR™" A>0s AK, C K,,.

Especially, form=n, A>0s AK C K, K = K 1is a cone.

Let N ={1,2,--- ,n}.

Definition 4.1.2 An m X n-matriz A is called reducible, if there is a subset I C N, I #+
¢, I # N such thati €I, j ¢ 1 = a;; =0. A is not reducible < A is irreducible.

Remark 4.1.2 G(A) is the directed graph associated with the matriz A. If A is an
n x n-matriz, then G(A) consists of n vertices Py,--- , P, and there is an (oriented) arc

P, — P; in G(A) precisely if a;; # 0.
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It is easily shown that A is irreducible if and only if the graph G(A) is connected in
the sense that for each pair of vertices (P, P;) in G(A) there is an oriented path from P,
to P;. ie., if i # j, there is a sequence of indices ¢ = iy, iq, - - -, i5s = j such that (a;, 4,

CGi_y,) 70
Lemma 4.1.1 If A > 0 is an irreducible n x n matriz, then (I + A)"~1 > 0.

Proof: Tt is sufficient to prove for any x > 0, (I+A)" 'z > 0. Let 2441 = (I + A)zy be a
sequence of nonnegative vectors, for 0 < k < n —2 with o = z. We now verify that x;,,
has fewer zero components than does xy, for every 0 < k < n —2. Since xyy; = v + Axy,
it is clear that z;.; has no more zero components than x.

If 441 and x; has exactly the same number of zero components, then for a suitable
permutation P we have

«

kaﬂzlo}, ka:{g}, a>0, >0, a,0€R™ 1 <m<n.

@ _ &} + A A B
0 0 Ay Ay 0|’
This implies A28 = 0. But Ay; > 0 and 8 > 0, it follows Ay = 0. It contradicts that

A is irreducible. Thus xy.; has fewer components and x; has at most (n — k — 1) zero
component. Hence

Then

Ty = (I + A" 'a

is a positive vector. [
(See also Miroslav Fiedler: “Special Matrices and their applications in Numerical Math-
ematics " for the following theorems.)

Lemma 4.1.2 If A, B are squared matrices and |A| < B, then p(A) < p(B). In partic-
ular, p(A) < p(A]).

Proof: Suppose |A| < B, but p(A) > p(B). Let s satisfy p(A) > s > p(B), P = (3)A
and @ = (1)B. Then p(P) = s 'p(A) > 1, p(Q) = s 'p(B) < 1. This means that

klim QF = 0. But |P*| < |P|* < Q" this implies EII(]) P* =0, 1i.e., p(P) < 1. Contradiction!
|

Lemma 4.1.3 Let A >0, z > 0. If £ is a real number satisfies Az > £z, then p(A) > &.

Proof: ~ Assume & > 0. Clearly, z # 0. Since Az > £z, there is an € > 0 such that
Az > (£ +¢)z. It means that B = (€ + ) ' A satisfies Bz > 2. Thus,

Bfz>BFly>...>2 fork>0 (integer).

Hence B* does not converge to the null matrix. This implies, p(B) > 1 and p(A) >
E+e> €& [ |
Theorem 4.1.4 (Perron-Frobenius Theorem) Let A > 0 be irreducible. Then p(A)
is a simple positive eigenvalue of A and there is a positive eigenvector belonging to p(A).
No nonnegative eigenvector belongs to any other eigenvalue of A.
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Remark 4.1.3 p(A) is called a Perron root of A. The eigenvector corresponding to p(A)
15 called a Perron vector.

Lemma 4.1.1 (Perron Lemma) If A > 0, then p(A) is a positive eigenvalue of A and
there is only one linearly independent eigenvector corresponding to the eigenvalue p(A).
Moreover, this eigenvector may be chosen to be positive.

Proof: The lemma holds for n = 1. Let n > 1 and A > 0. There exists an eigenvalue A
of A such that p(A) = |\|. Let
Au = du, u #0. (4.1.1)

Since |av + fw| < a|v| + Blw|, if v,w € C, o, § € Ry, then

“=" holds & exits complex unit n such that nv > 0 and nw > 0.

n n
Generalization: Since | > ouv;| < > alvi], for vy, ..., v, € C and ay, ..., a, € Ry.
i=1 i=1
Then
“=" holds < 4 complex unit n such that nv; >0, ¢ =1,--- n.

Use this result to show u in (4.1.1) has the property that there is a complex unit 7
such that
nu; >0, fori=1,--- n. (4.1.2)

To prove this, assume (4.1.2) does not hold. Then we have

n n
Mlul = 1 anjus| < axglu,|
P =1

in k-th equation of (4.1.1). By the above statement, this is true for k =1,--- ,n. Thus,
Alu] > [A[|ul.

From Lemma 4.1.3 follows that |A| < p(A), which contradicts that |A| = p(A).
Therefore, the inequality (4.1.2) implies v = nu, v # 0 nonnegative and from (4.1.1)
follows
Av = Av. (4.1.3)

If v, # 0 and thus vy > 0, then the k-th equation in (4.1.3) gives A > 0. Hence A = p(A)
and using (4.1.3) again follows v > 0.

In particular, we have proved the implication: if A is an eigenvalue such that |A| = p(A)
and if u is an associated eigenvector then |u| > 0.

Suppose that there are two linearly independent eigenvectors v = (v;) and w = (w;),
belonging to A\. As v # 0, there is an integer k£ such that vy # 0. The vector z =
w — (wkvk_l)v is also an eigenvector of A belonging to A. Since z # 0, but 2, = 0, this
contradicts the proved results in above which states that |z| > 0. |

Corollary 4.1.1 Let A > 0. Then |\| < p(A) for every eigenvalue A # p(A).
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Proof: |A| < p(A) for all eigenvalues A of A. Suppose || = p(A) and Az = Az, x # 0.
By Perron Lemma there is an w = e~z > 0 for some § € R such that Aw = \w. But
then A = p(A). Contradictions! u
Proof of Theorem 4.1.4: Since A > 0 irreducible, (I + A)"~! is positive by Lemma 4.1.1.
Also,

(I + ATy = (T + AP )
is positive. By Perron Lemma there is an y > 0 such that
y' (I + A" = p((I+A)" Nyt (4.1.4)
Let A be the eigenvalue of A satisfying |A\| = p(A) and Az = Az, x # 0. Further,
p*(A)lz] < p(A)Alz| = Ap(A)lz| < A%|a,

and in general
P (A)|x| < AF|z|, for k=1,2,--- . (4.1.5)

Hence
(14 p(A)" | < (T4 A"zl (4.1.6)

Multiplying y* from left it implies
(1+ p(A)" My lal) < y" (1 + A)" .

From (4.1.4) follows that
R.H.S = p((I+A)" Yy |z|.

Since yT|z| > 0, it implies
(14 p(A)" " < p((I+A)" ). (4.1.7)

The eigenvalues of (I + A)"~! are of the form (1 + «)"~!, where « is an eigenvalue of
A. Hence there is an eigenvalue p of A such that

L+ | = p((T + Ay, (4.18)
On the other hand, we have |u| < p(A). Substituting into (4.1.7), we get
(L+p(A)" " < |1+ p)"

and further
L+p(A) < T4 pl < 1+4[pl <14 p(A).

Since the left-hand and right-hand sides coincide, we have equality everywhere. Thus
w >0 and hence p = p(A).
Equality is valid in all the inequalities that we have added, i.e., in (4.1.5). For k =1,
it follows
Alz] = p(A)lz| or Alz| = plz|.

In view of (4.1.6) and (4.1.8) follows

(I + A" Ha| = 1+ pu" | = p((T + A)"H)al.
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Using Perron’s Lemma, we get |z| > 0.

From this we know that there is only one linearly independent eigenvector belonging
to eigenvalue p by the same argument as that used in the last paragraph of the proof
of Perron’s Lemma. Moreover, p(A) > 0 as A is distinct from the null matrix (n > 1)!.
Consequently, we want to claim: p(A) is a simple eigenvalue of A if and only if

(i) there is a unique linearly independent eigenvector of A to A, say u and also only one
linearly independent eigenvector of A7 belonging to ), say v.

(ii) vTu # 0.

Indeed, only one linearly independent eigenvector of A, say u, belongs to p(A). More-
over u > 0. Similarly, AT > 0 irreducible. The respective eigenvector v of AT (to p(A))
can be chosen positive as well v > 0. Therefore v7u > 0 and by Schur Lemma follows
that p(A) is simple.

Finally, we show that no nonnegative eigenvector belongs to any other eigenvalue.
Suppose Az = £z, 2 > 0 and & # p(A). We have shown that AT has a positive eigenvec-
tor, say w > 0. Then,

ATw = p(A)w.
But,
wr Az = wléz = €(w'2),
ie.,
WAz = p(A) (W),
which is a contradiction in view of p(A) — £ # 0 and w’z > 0. n

Theorem 4.1.5 Let A > 0,z > 0. Define the quotients:

_(Ax) 1 ¢ .
qi(x) = P Zalkxk, fori=1, M. (4.1.9)
k=1
Then
[in ¢i(z) < p(4) < max ¢(2). (4.1.10)

If A is irreducible, then it holds additionally, either

G =G =" ¢ (thenx = pz, ¢ =p(A)) (4.1.11)
or
Join g;(z) < p(A) < max g;(z). (4.1.12)

Proof: We first assume that A is irreducible. Then A” is irreducible. From Theorem
4.1.4 there exists y > 0 such that ATy = p(AT)y = py. Since Az = Qz with Q =
diag(qu, -+ ,qn), it follows

> awiri =y Qu =y " Ax = pyTx = p )y

i=1 i=1
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or
n

Z(Qi — p)yix; = 0.

=1

Now there is either ¢; — p = 0, for all ¢ = 1,--- | n, that is (4.1.11) holds or there is a
¢; # p. Since y;z; > 0, so (4.1.12) holds. (4.1.10) follows from the consideration of the
limiting case. u

Theorem 4.1.6 The statements in Theorem 4.1.5 can be formulated as: Let A > 0,z >
0. (4.1.10) corresponds:

Az <pzr = p<up,

(4.1.13)
Ar>ve = v <p.
Let A >0, irreducible, x > 0. (4.1.12) corresponds :
Ar < px, Ax#pxr = p<u,
{ Ax > vz, Av#ve = v <p. (4.1.14)

Theorem 4.1.7 (Perron and Frobenius 1907-1912, see Varga pp.30) Let A > 0 irre-
ducible. Then

(1) p=p(A) is a simple eigenvalue;
(ii) There is a positive eigenvector z associated to p, i.e., Az = pz,z > 0;

(iii) If Ax = X\, © > 0, then A = p, v = az, a > 0. i.e, if x is any nonnegative
eigenvector of A, then x is a multiplicity of z;

(iv) A<B,A# B = p(A) < p(B).

Note that (i), (ii) and (iii) follows by Theorem 4.1.4 immediately. The proof of (iv)
follows from Lemma 4.1.12 in Appendiz. [

Theorem 4.1.8 (See Varga pp.46) If A >0, then
(1) p=p(A) is an eigenvalue.

(ii) Thereis a z >0, z # 0 with Az = pz.

(iii) A < B = p(A) < p(B).

Note that If A > 0 reducible, then A is a limit point of irreducible nonnegative matrices.
Hence some parts of Theorem 4.1.7 are preserved.
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Appendix

Let A = [a;j] > 0 be irreducible and = > 0 be any vector. Let

n
D i
=1

ry, = min = > 0.
$i>0 ,’L‘,L'
Then,
ry =sup{p > 0| Az > pz}. (4.1.15)
Consider
r= sup {r.}. (4.1.16)
x>0,27#0
Since 7, and 7,, have the same value for all & > 0, we only consider ||z|| = 1 and = > 0.

Let P={x |2 >0, |z =1} and Q = {y | (I + A)" 'z, x € P}. From Lemma 4.1.1
follows ) consists only of positive vector. Multiplying Az > 7,z by (I + A)""!, we get
Ay > rpy (by (9.15)). Thus ry, > r,.

The quantity 7 of (4.1.16) can be defined equivalently as

r = sup{ry,}. (4.1.17)
yeq

Note that r,:; @ — R taking its maximum. As P is compact, so is ), and as 7, is a
continuous function on (), there exists a positive z for which

Az >rz (4.1.18)

and no vector w > 0 exists for which Aw > rw.
All non-negative nonzero z satifying (4.1.18) is called an extremal vector of the matrix

A.

Lemma 4.1.9 Let A > 0 be irreducible. The quantity r of (4.1.16) is positive. Moreover,
each extremal vector z is a positive eigenvector of A with corresponding eigenvalue r. i.e.,
Az =rz, 2> 0.

Proof: If £ is positive and & = 1, then since A is irreducible, no row of A can vanish.
Thus no component of A{ can vanish. Thus 7 > 0. Proving that » > 0. Let z be an
extremal vector which

Az—rz=mn, n>0.

If n # 0, then some component of 7 is positive. Multiplying both sides by (I + A)"~! we
get
Aw —rw >0, w=(I+A)""2>0.

Therefore, 1, > r which contradicts (4.1.17). Thus Az = rz. Since w > 0 and w =
(1+ )"z, it follows z > 0. n
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Lemma 4.1.10 Let A = [a;;] > 0 be irreducible and B = [b;;] be a complex matriz with
|B| < A. If § is any eigenvalue of B, then

Bl <, (4.1.19)

where T is the positive constant of (4.1.16). Moreover, equality in (4.1.19) holds, i.e.,
B =re", if and only if, |B| = A, and B has the form

B =¢¥DAD™!, (4.1.20)

where D is diagonal whose diagonal entries have modulus unity.

Proof: If By =By, y #0, then Sy, = > b;jy;, 1 <1i <n. Thus,
j=1

1Bllyl < Byl < Alyl.

This implies, |3] < rj, < 7. Hence, (4.1.19) is proved.
If || = r, then |y| is an extremal vector of A. From Lemma 4.1.9 follows that |y| is
a positive eigenvector of A corresponding to the eigenvalue r. Thus,

rlyl = [Blly| = Alyl- (4.1.21)
Since |y| > 0, from (4.1.21) and |B| < A follows
|B| = A. (4.1.22)
For vector y, (Jy| > 0), we set
D:diag{L... y_}
|1 |
Then
y = Dly| (4.1.23)
Setting 3 = re¥, then By = B3y can be written as
Cly| = rlyl (4.1.24)
where '
C=e"“D'BD. (4.1.25)
From (4.1.21) and (4.1.24) follows that
Clyl = [Blly| = Alyl. (4.1.26)

From the definition of C' in (4.1.25) follows that |C| = | B|. Combining with (4.1.22) we
have

ICl=|Bl=A (4.1.27)
Thus, from (4.1.26) we conclude that C|y| = |C||y|, and as |y| > 0, follows C' = |C|, and
thus C' = A from (4.1.27). Combing this result with (4.1.25) gives
B =¢eYDAD™ !

Conversely, it is obvious that B has the form in (4.1.20), then |B| = A. So, B has an
eigenvalue ( with || = r. u
Setting B = A in Lemma 4.1.10, we have
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Corollary 4.1.11 If A > 0 is wrreducible, then the positive eigenvalue v of Lemma 4.1.9
equals the spectral radius p(A) of A.

Lemma 4.1.12 If A > 0 is wrreducible and B is any principal squared submatriz of A,
then p(B) < p(A).

Proof: There is a permutation P such that

| A O r | An A
o[ 0] wtparr o [ A A

Clearly, 0 < C' < PAPT and p(C) = p(B) = p(A11). But as C = |C| # PAPT follows
that p(B) < p(A). u

4.1.2 The theorems of Stein-Rosenberg
Remark 4.1.4 Let D be nonsingular in the standard decomposition (4.1.5)

A=D—-L—-R.
Consider A= D 'A=D—L—R, where D=1, L =D 'L and R = D 'R. Then we

have

DY L+R)=D'L+D'R=DYL+R)

and o .
(D — L)*lR = (I - DflL)*lD”R = (D — L)*lR.

When we investigate TSM and SSM, we can without loss of generality suppose that
D = I. Therefore in the following paragraph we assume that

A=1—-L—R. (4.1.28)
The iteration matrices of TSM and SSM become
J=L+R, (4.1.29)

H=(I-L)'R, (4.1.30)

respectively. If L > 0 and R >0, then Jand H = (I — L) 'R=(I+L+---+ L" YR
are nonnegative. Here, we have L™ = 0.

Theorem 4.1.13 Let A=1—-L—R, L >0, R>0,n>2. Then precisely one of the
following relationships holds:

(i) 0=p(H)=p(J),

(i) 0 <p(H) <p(J) <1,
(iii) p(H) =p(J) =1,
(iv) p(H) > p(J) > 1.
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Proof:  We will only give the proof of the case when A is irreducible. Hence the case
(i) does not occur. If A is reducible, then we can transform the reducible matrices into
irreducible matrices by using the normalform method. The method is very skillful and
behind our discussion, so we assume that A is irreducible.
(a) claim: p(H) > 0.

Let z > 0 be given. Then b = (I — L)™*Rz > 0. Certainly Rz # 0, thus b =
Rz+ LRz+---+L" 'Rz # 0. Hence I = {i | b; = 0} # {1,2,--- ,n} = N. Because
Rz =0b—Lb, for 1 € I we have

0=10b= Zrikzk-i-zlikbk

k>i k<i

and
ra=0,1€l, k>i, k&l
lg=0,1€el, k<i, k&1,

and a;, = 0 for all i € I, k & I. Since A is irreducible, it follows that I = (). For b > 0
and from Theorem 4.1.5 follows that 0 < lr£11<n {ﬂ} < p(H).

(b) Let z > 0 be the eigenvector of H corresponding to pg = p(H) (by Theorem 4.1.8).
Let py = p(J). Since (I — L)™' Rz = pyx, thus

1 1
—Rrx=x— Lz or v =(L+ —R)z.
PH PH

Since A is irreducible, we can conclude that L + ’%HR is also irreducible. According to
Theorem 4.1.7 (iii) we have

1
1=p(L+ —R) (4.1.31)
PH
and x > 0. Now we define the real value function
1
o(t) = p(L + ;R), t > 0. (4.1.32)

From Theorem 4.1.7 (iv) we can conclude that ¢(t) is strictly (monotonic) decreasing in
t. On the other hand, t¢(t) = p(tL + R), t > 0 is strictly (monotone) increasing in t.

(case 1) py < 1: Since p; = ¢(1), it implies that

pr=6(1) = p(L + B) > plouL + R) = prp(L + m{%) — par. (by (4.1.31))

(case2) py =1: p(L+ R)=p;=1.
(case 3) pg > 1: p;=¢(1) > ¢(py) =1 and
1 = 0(1) = L+ R) < plonl+ B) = puplL+ ~=F) = pu.

Theorem 4.1.14 If the off-diagonal elements in A (A = I — L— R) are nonpositive, then
SSM is convergent if and only if TSM s convergent. Furthermore, SSM is asymptotically
faster.

Proof:  The result follows immediately from theorem 4.1.13 and (4.1.13). |
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4.1.3 Sufficient conditions for convergence of TSM and SSM

Definition 4.1.3 A real matriz B is called an M-matriz if b;; < 0,4 # j and B~ exists
with B~ > 0.

In the following theorems we give some important equivalent conditions of the M —
matrix.

Theorem 4.1.15 Let B be a real matriz with b;; < 0 for i # j. Then the following
statements are equivalent.

(i) B is an M —matriz.
(ii) There ezists a vector v > 0 so that Bv > 0.
(iii) B has a decomposition B = sI — C with C' > 0 and p(C) < s.

(iv) For each decomposition B = D — C with D = diag (d;) and C > 0, it holds: d; > 0,
i=1,2,---,n, and p(D1C) < 1.

(v) There is a decomposition B = D — C, with D = diag(d;) and C > 0 it holds:
di>0,i=1,2,---,n and p(D7'C) < 1.
Further, if B is irreducible, then (6) is equivalent to (1)-(5).

(vi) There exists a vector v > 0 so that Bv > 0, # 0.
Proof:

(i) = (ii) : Let e = (1,---,1)". Since B~! > 0 is nonsingular it follows v = B~'e > 0
and Bv = B(B~'e) = e > 0.

(ii) = (iii) : Let s > max(b;). It follows B = sI — C with C' > 0. There exists a
v > 0 with Bv = sv — Cv (via (ii)), also sv > Cv. From the statement (4.1.13) in
Theorem 4.1.6 follows p(C') < s.

(iii) = (i) : B=sl —C =s(I — 1C). For p(:C) < 1 and from Theorem 1.2.6 follows

that there exists a series expansion (I —1C)~' = 3~ (1C)*. Since the terms in sum
v=0

are nonnegative, we get B~ = %(I — %C)_l > 0.

(ii) = (iv) : From Bv = Dv — Cv > 0 follows Dv > Cv > 0 and d; > 0, for i =
1,2,---,n. Hence D' > 0 and v > D 'Cv > 0. From (4.1.13) follows that
p(D71C) < 1.

(iv) = (v) : Trivial.

(v) = (i) : Since p(D7'C) < 1, it follows from Theorem 1.2.6 that (I — D~'C)~!

exists and equals to > (D~!C)*. Since the terms in sum are nonnegative, we have
k=0
(I — D7*C) 1 is nonnegative and B~! = (I — D~'C)~'D~! > 0.

(ii) = (vi) : Trivial
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(vi) = (v) : Consider the decomposition B = D—C', with d; = b;;. Let {I = | d; < 0}.
From divi—zk# cirvr > 0 follows ¢ = 0 for ¢ € I, and k # 4. Since Bv > 0,# 0 =
I #{1,--- ,n}. But B is irreducible = I = () and d; > 0. Hence for Dv >,# Cv
also v >,# D™'Cv and (4.1.14) show that p(D~'C) < 1. n

Remark 4.1.5 Theorem 4.1.15 can also be described as follows: If a;; < 0, i # j, then
TSM and SSM converge if and only if A is an M-matriz.

Proof: By (i) < (iv) and (i) < (v) of the previous theorem and Theorem 4.1.14. [

Lemma 4.1.16 Let A be an arbitrary complex matriz and define |A| = [|a;;|]. If|A| < C,
then p(A) < p(C). Especially p(A) < p(|Al).

Proof: There is a x # 0 with Az = Az and |A| = p(A). Hence

n n n
p(A)ai] = 1) anar] <Y lawllan] <Y calanl.
k=1 k=1 k=1

Thus,
p(A)lz| < Clz].

If |z| > 0, then from (4.1.13) we have p(A) < p(C). Otherwise, let I = {i | z; # 0} and
C'1 be the matrix, which consists of the 7th row and 7th column of C' with ¢ € I. Then
we have p(A)|x;| < Crlzy|. Here |x;| consists of ith component of |z| with i € I. Then
from |z7| > 0 and (4.1.13) follows p(A) < p(Cr). We now fill C; with zero up to an n x n
matrix C;. Then C; < C. Thus, p(C;) = p(C;) < p(C) (by Theorem 4.1.8(iii)). n

Theorem 4.1.17 Let A be an arbitrary complex matriz. It satisfies
either (Strong Row Sum Criterion):

Y lagl < lagl, i=1,---,n. (4.1.33)
J#

or (Weak Row Sum Criterion):

E lay| < aul, i=1,---n,
JF
< Naigiy|, at least one 1o, (4.1.34)

for A irreducible. Then TSM and SSM both are convergent.

Proof: Let A= D —L— R. From (4.1.33) and (4.1.34) D must be nonsingular and then
as in Remark 4.1.4 we can w.l.o.g. assume that D = I. Now let B = I — |L| — |R|. Then
(4.1.33) can be written as Be > 0. From Theorem 4.1.15(ii) and (i) follows that B is an
M-matrix.

(4.1.34) can be written as Be > 0, Be # 0. Since A is irreducible, also B, from
Theorem 4.1.15 (vi) and (i) follows that B is an M-matrix.
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Especially, from theorem 4.1.15(i), (iv) and Theorem 4.1.13 follows that

p(IL| + |R]) < 1 and p((I — |L|)"'|R]) < 1.
Now Lemma 4.1.16 shows that
p(L+ R) < p(|L] + |R[) < 1.

So TSM is convergent. Similarly,

p(I-L)'R) = p(R+LR+---+L"'R)
< p(IR[+|L||R[+ -+ |L["7"R])
= p((I - [L])7HR]) < 1.

So SSM is convergent. [ ]

4.2 Relaxation Methods (Successive Over-Relaxation
(SOR) Method )

Consider the standard decomposition (4.1.5)
A=D-L-R
for solving the linear system (4.1.1) Az = b. The single-step method (SSM)
(D — L)z = Rz + b

can be written in the form

) = 2O L (D LY 4 DR 4 D7y — 2O} = 2O 4O, (4.2.1)
Consider a general form of (4.2.1)

) = 2O 4 (4.2.2)

with constant w. Also (4.2.2) can be written as

Dz = DO 4 wLe Y + GR2W + wb — wD2®.

Then
2 = (D —wL) (1 = w)D + wR)z"Y + w(D — wL)™'b. (4.2.3)
We now assume that D = [ as above. Then (4.2.3) becomes
2 = (I —wL) (1 =) +wR)zY +w(l —wL)™'b (4.2.4)
with the iteration matrix
L,:= (I —wL) (1 -w)I +wR). (4.2.5)
These methods is called for
w < 1: under relaxation,
w=1: single-step method,
w>1: over relaxation. (In general: relaxation methods.)

We now try to choose an w such that p(L,) is possibly small. But this is only under
some special assumptions possible. we first list a few qualitative results about p(L,,).
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Theorem 4.2.1 Let A = D — L — L* be hermitian and positive definite. Then the
relazation method is convergent for 0 < w < 2.

Proof: ~ We claim that each eigenvalue of L, has absolute value smaller than 1 (i.e.,
p(L,) <1). Let A € o(L,). Then there is an z # 0 with

MD —wl)x = ((1 —w)D +wL")z. (4.2.6)
It holds obviously

2A(D —wl) = MN(2—-w)D+w(D —2L))
= M2-w)D+wA+w(L*—L))

and

2[(l —w)D+wl'] = (2—w)D+w(—D +2L")
= 2-w)D—-wA+w(L*—1L).

Hence multiplying (4.2.6) by z* we get

AM(2 —w)z*Dx + wa*Ax + wx™(L* — L)x)
=(2—-w)r"Dr —wr*Ax + wx*(L* — L)x

orby d=2a2*Dx >0, a:=x2*Ax > 0 and 2*(L* — L)z :=is, s € R we get
M2 —w)d 4 wa+iws) = (2 —w)d — wa + iws.
Dividing above equation by w and setting p = (2 — w)/w, we get
Mupd+a+is} = pd — a +is.

For 0 < w < 2 we have u > 0 and pud+1is is in the right half plane. Therefore the distance

from a to pud + is is smaller than that from —a. So we have [\| = %| <L |

Theorem 4.2.2 Let A be Hermitian and nonsingular with positive diagonal. If SSM
converges, then A is positive definite.

Proof: Let A= D — L — L*. For any matrix C' it holds:

A—(I—ACHA(I —CA) = A— A+ ACA+ AC*A— AC*ACA
= ACHCT'4+C = A)CA

For special case that C'= (D — L)™' we have
C*'+C'-A=D-L"+D-L-D+L+L*=D

and
I-CA=D-L)yY YD-L-A)=D-L)'L*=H

Hence we obtain

A—H*AH =AD—-L)*D(D—- L) 'A=:B
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Thus H*AH = A — B. D is positive definite, obviously so is B (since (D — L)™'A is
nonsingular). Because p(H) < 1, for any gy € C™ the sequence {e,,}5°_, defined by
em = H™eq converges to zero. Therefore the sequence {ef, Ae,,,}5°_, also converges to
zero. Furthermore, we have

Emar1Aemir = €, H*AHey, = €}, Aeyy, — €, Beyy, < €, Acpy, (4.2.7)

because B > 0 is positive definite. If A is not positive definite, then there isa gy € C™\{0}
with e5Aep < 0. This is a contradiction that {e}, Ae,,} — 0 and (4.2.7). u

4.2.1 Determination of the Optimal Parameter w for 2-consistly
Ordered Matrices

For an important class of matrices the more qualitative assertions of Theorems 4.2.1 and
4.2.2 can be considerably sharpened. This is the class of consistly ordered matrices. The
optimal parameter w, with

p(wa) = HBHp(Lw)
can be determined. We consider A =1 — L — R.

Definition 4.2.1 A is called 2-consistly ordered, if the eigenvalues of oL + o 'R are
independent of a.

0 R
L 0

Sy [0 @ RY [1 01[0 R][I 0
ol ta R_{aL 0 | loal||L 0|0 o]

This shows that aL + a 'R is similar to L+ R, so the eigenvalues are independent to c.
A is 2-consistently ordered. |

Example 4.2.1 A= — { } +1,

Let A=1—-L—-R,J =L+ R. Let sgi), sgi), ... denote the lengths of all closed
oriented path (oriented cycles)

Pi— Py — Py, = -+ = Po =P

in G(J) which leads from P, to P;,. Denoting by [; the greatest common divisor: [; =
(

g.cd.(s ", sgi), ).

Definition 4.2.2 The Graph G(J) is called 2-cyclic if Iy =ls = -+ =1, = 2 and weakly
2-cyclic if all l; are even.

Definition 4.2.3 The matriz A has property A if there exists a permutation P such that

PAPT = { j@l ]\51 } with Dy and Dy diagonal.
2 Dy
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Theorem 4.2.3 For every nxn matriz A with property A and a;; # 0,1 =1,--- ,n, there
exists a permutation P such that A = D(I — L — R) of the permuted matriz A := PAPT
s 2-consistly ordered.

Proof: There is a permutation P such that

Dy My ] = D(I — L —R)

T _
PAP _{Mz Dy

with

[ Dy 0 L 0 0 [0 Di'my
D—[o DQ]’L_ [DglMgo}aHdR_ [o 0 |

For a # 0, we have

_ 0 o 'DT'M, | 0  Di'M ] o
Jla) = - { aDy ' M, 0 =% | piy, o %
= SOK‘](]'>S;17
[noo
where S, := [ 0 al } [ |

Theorem 4.2.4 An irreducible matriz A has property A if and only if G(J) is weakly
2-cyclic. (Without proof!)

Example 4.2.2 Block tridiagonal matrices

Dy A
A= A21 D2
' . An-1n
Ann-1 Dy
If all D; are nonsingular, then
0 oz_lDflAu s 0
-1 .
J(Oé) _ OéDQ' Agl O :
: . Oé_lD&l_lAN_LN
0 ce OéDKIIAN,N_l 0

which obeys the relation J(a) = S,J(1)S; !, with S, = diag{l},als, -+ ,a¥ 1 Iy}. Thus
A is 2-consistly ordered. [ |

The other description: G(L + R) is bipartite.

1 b 0
Example 4.2.3 A = “l is 2-consistly ordered. The eigenvalues
. S bTL—l
0 Cpn—1 1

are the roots of det(A — AI) = 0. The coefficients of above equation appear only those
products b;c;. For oL + a 'R, we substitute b; and ¢; by ébz- and ac;, respectively, then
the products are still b;c;. Therefore eigenvalues are independent of «. [ |
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Examples 4.2.1 and 4.2.2 are 2-cyclic.

Example 4.2.4

1 a b 0 a'ta a '
A=[01 0|, —aL—a'R=|0 0 0
c d 1 ac  ad 0

The coefficients of characteristic polynomial are independent to a, so A is 2-consistly
ordered. But G(L + R) is not bipartite, so not 2-cyclic. u

If A is 2-consistly ordered, then L+ R and —(L+R) (o« = —1) has the same eigenvalues.
The nonzero eigenvalues of L + R appear in pairs. Hence

det(A\] — L — R) = \" H()\Q —p3), n=2r+m (m =0, possible). (4.2.8)
i=1
Theorem 4.2.5 Let A be 2-consistly ordered, a; = 1, w # 0. Then hold:
(1) If A # 0 is an eigenvalue of L, and p satisfies the equation
A +w—1)* = \pPw?, (4.2.9)
then p is an eigenvalue of L+ R (so is —pu).

(ii) If p is an eigenvalue of L + R and X\ satisfies the equation (4.2.9), then X is an
eigenvalue of L.

Remark 4.2.1 Ifw =1, then A = p?, and p((I — L)™*R) = (p(L + R))?.

Proof: We first prove the identity

det(M — sL — rR) = det(\ — +/sr(L + R)). (4.2.10)
Since both sides are polynomials of the form A" 4 --- and

sL+7R= \/_\/>L+\/> Vsr(aL + a"'R),

if sr # 0, then sL + rR and /sr(L + R) have the same eigenvalues. It is obviously also
for the case st = 0. The both polynomials in (4.2.10) have the same roots, so they are
identical. For

det(I —wL)det(A\] — L,) = det(A\({ —wL)— (1 —w)l —wR)
= det(A+w—1)] —wAL —wR) = ®()\)
and det(I — wL) # 0, A is an eigenvalue of L, if and only if &(\) = 0. From (4.2.10)

follows
®(\) = det((A +w — 1)] —wVA(L + R))
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and that is (from (4.2.8))

PN =AN+w-—1" : (AN +w—1)% —w’Aud), (4.2.11)

=1

where y; is an eigenvalue of L + R. Therefore, if p is an eigenvalue of (L + R) and A
satisfies (4.2.9), so is ®(\) = 0, then A is eigenvalue of L. This shows (b).

Now if A # 0 an eigenvalue of L, then one factor in (4.2.11) must be zero. Let p
satisfy (4.2.9). Then

(i) u #0: From (4.2.9) follows A +w — 1 # 0, so

A+w—1)* = X*uZ, foronei (from (4.2.11)),
= M*u?, (from (4.2.9)).

This shows that p = +u;, so p is an eigenvalue of L + R.
(ii) #=0: We have A + w — 1 =0 and
0=®(\) =det((A+w — )T —wVA(L+ R)) = det(—wVA(L + R)),
i.e., L + R is singular, so p = 0 is eigenvalue of L + R. |

Theorem 4.2.6 Let A = [ — L — R be 2-consistly ordered. If L + R has only real
eigenvalues and satisfies p(L + R) < 1, then it holds

p(Ly,) =wpy —1 < p(Ly,), forw # wy, (4.2.12)

where
2

Wy =
’ 1+ +/1-p*L+R)

(solve wy in (4.2.9)).

p(L,)

1

>

Figure 4.1: figure of p(L,,)

One has in general,

w—1, forw, <w <2

L) — 4213
p(Lw) {1—w+%w2u2+wu\/1—w+iw2u2, for 0 < w < wy ( )



4.2 Relaxation Methods (Successive Over-Relaxation (SOR) Method ) 83

Remark: We first prove the following Theorem proposed by Kahan: For arbitrary ma-
trices A it holds

p(L,) > |w—1|, for all w. (4.2.14)

Proof: Since det(I —wL) =1 for all w, the characteristic polynomial ®(\) of L, is

O(N\) = det(M — L,) =det((I —wL)(A — L))
= det(A+w—1)I —wAL —wR).

For [] Mi(Ly) = ®(0) = det((w — 1) — wR) = (w — 1), it follows immediately that
i=1

p(Ly) = max |\i(Ly)| > |w —1].

Proof of Theorem 4.2.6: By assumption the eigenvalues p; of L+ R are real and —p(L+
R) < u; < p(L+ R) < 1. For a fixed w € (0,2) (by (4.2.14) in the Remark it suffices

to consider the interval (0,2)) and for each p; there are two eigenvalues )\El)(w, ;) and
)\52) (w, i) of L,, which are obtained by solving the quadratic equation (4.2.9) in A.

Geometrically, )\El)(w) and )\22) (w) are obtained as abscissae of the points of intersection
of the straight line g, (\) = 2= and the parabola m;(\) := +v/Ap; (see Figure 4.2). The

w

line g,,(A) has the slope 1/w and passes through the point (1,1). If g,(A)Nm;(\) = ¢, then
/\El)(w) and )\1(-2) (w) are conjugate complex with modulus |w — 1| (from (4.2.9)). Evidently

p(L) = max(]A (@), [N (@)]) = max(AD )], AP (w))),

where AV (w), A®(w) being obtained by intersecting g, (\) with m(\) := v/ Ay, with
= p(L+R) = max; |y1;|. By solving (4.2.9) with p = p(L+ R) for A, one verifies (4.2.13)
immediately, and thus also the remaining assertions of the theorem. |

8o(N) g, (N)

Figure 4.2: Geometrical view of A(l)(w) and )\§2) (w).

%
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4.2.2 Practical Determination of Relaxation Parameter w

For w € [1,wy], from (4.2.13) in Theorem 4.2.6 we have

o(Le) = (2 4 2 Vi = A - P (4.2.15)

or
(L) Fw—1

wy/p(Lw)

Here p := p(L + R). If p is simple, then p(L,) is also a simple eigenvalue (See the
proof of Theorem 4.2.6). So one can determine an approximation for p(L,) using power
method (see later for details!): Let {x(*)}2  be the sequence of iterates, which generated
by (4.2.6) with parameter w. Let e®) = 2(*) — 2 be the error vector which satisfies the
relation e®) = Lke(® (Here Az = b). We define d%) := 2 +1) — 28 for k € N. Then we
have

(4.2.16)

pEHD (k) oD (k) — (Lw _ ])e(k) — (Lw _ I)Lﬁe(o)
= LML, —1De® = LFq©.

Hence d*) = LFd©. For sufficiently large k € N we compute

B |x§k+1) . xl(k)|
BT ES

s (4.2.17)
- |

which is a good approximation for p(L,). We also determine the corresponding approx-
imation for p by (4.2.16) and the corresponding optimal parameter @ as (by Theorem
4.2.4):

O =2/(1+[1— (g +w —1)*/(q)]"/?). (4.2.18)

4.2.3 Break-off Criterion for SOR Method
From d%) = (L, — I)e® follows (for p(L,) < 1) that e*) = (L, — I)7*d®) and then

1
B <2 gy

With an estimate ¢ < 1 for p(L,,) one obtains the break-off criterion for a given ¢ € R

1d®]|e < (1—gq)e, (for absolute error),
(k) |loo/lz* ™ ee < (1 —q)e, (for relative error).

The estimate g in (4.2.17) for the spectral radius p(L,) of SOR method is theoretically
justified, if w < wy,. But during the computation we cannot guarantee that the new @ also
satisfies @ < wy. Then an oscillation of ¢, at @ may occur, and 1 — g, can be considerably
larger than 1 — p(L;); the break-off criterion may be satisfied too early. It is better to
take ¢ := max(qy,w — 1) instead of gj.



4.3 Application to Finite Difference Methods: Model Problem

R". Let A D L — R with D nonsmgulm’ Suppose that A I8 2 conszstly ordered all
eigenvalues of J := D™ (L + R) are real and p(J) is a simple eigenvalue of J satisfying
p(J) < 1. [We apply a simple strategy to the following Algorithm, to perform a new
updating after p iterative steps (p = 5).]

Step 1: Choose a bound for machine precision ¢ € R, and a positive integer p, and a
initial vector (¥ € R". Let w:=1, ¢ :=1 and k := 0.

Step 2: (Iterative step):
Compute for i =1,...,n,

(k+1) k (k+1)
€T 1-— w — a; QAT b;
e 1 DL RS SR

j=1 Jj=i+1

If k is not positive integral multiplicity of p, then go to Step 4.

Step 3: (Adaptation of the Estimate of the Optimal Parameter):

Compute

k+1 k
q ‘— Imax ‘ZU( ) $£ )|

1<i<n | (k) 'k_1)| ’
T;

If ¢ > 1, then go to Step 5.

Let ¢ := max(q,w — 1) and w := 2

_(a4w—1)2
1+\/1 7

Step 4: (Break-off criterion): If

max

Z;
1<i<n

(k+1) k:) ’

max
1<i<n

then stop.
Step 5: Let k:=k + 1 and go to step 2.

4.3 Application to Finite Difference Methods: Model
Problem (Example 4.1.3)

We consider the Dirichlet boundary-value problem (Model problem) as in Example
8.3. We shall solve a linear system Az = b of the N? x N? matrix A as in (4.1.18).
To Jacobi method: The iterative matrix is

1
J=L+R=7(-A).

Graph G(J) (N = 3) is connected and weakly 2-cyclic. Thus, A is irreducible and has
property A. It is easily seen that A is 2-consistly ordered (Exercise!).
To Gauss-Seidel method: The iterative matrix is

H=(-L)"R
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From the Remark of Theorem 4.2.5 and (4.1.20) follows that

T
N+1

p(H) = p(J)* = cos®

According to Theorem 4.2.6 the optimal relaxation parameter w, and p(L,,) are given by

2 2
Wy = = ; p (31)
L+ /1 —cos? i 1 4sin 175
and )
Cos NL—H
p(Ly,) = —————. (3.2)
b (14 sin N_+1)2

The number k = k(N) with p(J)¥ = p(L,,) indicates that the k steps of Jacobi method
produce the same reduction as one step of the optimal relaxation method. Clearly,

k=1Inp(Ly,)/Inp(J). (3.3)
Now for small z one has In(1+ z) = z — 2% /2 + O(z%) and for large N we have

T 2 1
o8 (N+ 1) =l oy PO

Thus that
np(J) = 4 O(n)
P =+ TN
Similarly,
Inp(L,,) = 2[lnp(J)—In(1+sin Ni 1)]
72 T 72 1
— 9[- _ —
[ 2(N+1)2 N+1 i 2(N +1)2 +O(N3)]
2m 1
= N1l +O(m) (for large N).
and AN 41
k= k(N) ~ % (3.4)

The optimal relaxation method is more than N times as fast as the Jacobi method. The
quantities

—1n10
R, = —— ~0.467(N + 1)2. 3.5
1
Rp = SRy~ 0.234(N + 1)? (3.6)
In 10
—— ~0.367(N+1 .
Ry, (L) 0.367(N + 1) (3.7)

indicate the number of iterations required in the Jacobi, the Gauss-Seidel method, and
the optimal relaxation method, respectively, in order to reduce the error by a factor of
1/10.
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4.4 Block Iterative Methods

A natural block structure
Ay - Ain
An1 -+ Ann

where A;; are square matrices. In addition, if all A;; are nonsingular, we introduce block
iterative methods relative to the given partition 7 of A, which is analogous to (4.1.5):

A=D,—-L,—R;

with
A 0 0 0
0 Ay O 0
D, = , (4.1a)
0 0 - 0
0 0 0 Any
[ 0 0 0
L. = — Ay ’
: 0
Any Avn-1 0
[0 A Ay
R, = | | (4.1b)
: - AN—l,N
0 -~ 0 0

One obtains the block Jacobi method (block total-step method) for the solution of Ax = b
by choosing in (4.1.4) analogously to (4.1.6) or (4.1.7), F':= D,. One thus obtains

Dz = b+ (L + Ry)a (4.2)
or ' ‘
Ajjx_gz+1) :bJ_ZAka](;)? fOI'jzl,...,N7 i:071727'” . (43)
ki
We must solve system of linear equations of the form Aj;z =y, j = 1,--- | N. By

the methods of Chapter 2, a triangular factorization (or a Cholesky factorization, etc.)
Aj; = L;R; we can reduce A;;z = y to the two triangular systems

Lju =y and Rjz = u.

For the matrix A in Example 8.3 (model problem): Here A;; are positive definite tridi-
agonal N x N matrices.

4 -1 0 0 x 0 - 0
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The rate of convergence of (4.3) is determined by p(J;) of the matrix
Je =L+ R,

with L, := D-'L, and R, := D-'R,.
One can analogously to (4.1.8) define a block Gauss-Seidel method (block single-step
method):
H,:=(~-L.)"'R,

or

Ay (i+1) _ ZA]kxsz) _ ZAJ,M“](;)7 forj=1,--- N, 1=0,1,2,---. (4.4)

k<j k>i
As in Section 10, one can also introduce block relaxation methods through the choice
LT = (I —wL;) (1 —w)I +wR,] (4.5)
and
2D = (I —wL) (1 = w)I +wRy)zW + w(l —wL,)™ b (4.6)

If one defines A as 2-consistly ordered whenever the eigenvalues of the matrices J,(a) =
alL, + a 'R, are independent of o. Optimal relaxation factors are determined as in
Theorem 4.2.6 with the help of p(J;). For the model problem (Example 8.3), relative to
the partition given in (8.18), p(J;) can again be determined explicitly. One finds

COS—
Jp) = L J). 4.7
p(Jx) 2_C08N+1<p(> (4.7)

For the corresponding optimal block relaxation method one has asymptotically for N —
m?

with k& = v/2 (Exercise!). The number of iterations is reduced by a factor v/2 compared
to the ordinary optimal relaxation method.

4.5 The ADI method of Peaceman and Rachford

4.5.1 ADI method (alternating-direction implicit iterative method)
Slightly generalizing the model problem (4.1.14), we consider the Poisson problem
—Ugy — uyy + JU(IE,y) = f(x7y)a fOI' (l’,y) € Qa

(4.5.1)
u(z,y) =0, for (z,y) € 09,

where Q = {(z,y) |0 <z <1, 0 <y < 1} C R? with boundary 9. Here 0 > 0 is a
constant and f : QU 02 — R continous function. Using the same discretization and the
same notation as in Example 8.3, one obtains

4Zij — Zi—l,j — Zi-l-l,j — zi,j—l — Zi,j—H + O'h22ij = h2fij, 1 S i, j S N (452)
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with 20, = 2n4+1; = 2o = zin41 = 0, 0 < 7,5 < N + 1 for the approximate values z;; of
w;j = u(x;,y;). To the decomposition

Azij — Zii1j — Zivlg — Zij—1 — Zije1 + OBz
= (22” — Ri—1,j — Zi+1,j) + (QZU — Zij—-1— Zz',j—l—l) + (O’h2ZZ'j) s (453)

there corresponds a decomposition of the matrix A if the system Az = b, of the form
A=H+V + % (H: Horizontal, V: Vertical). Here H, V', 3 are defined by

wij = 2z — zi-15 — Ziv1, Lw = Hz, (4.5.4a)
wi; = 2z — Zij-1 — Zige, fw="Vz, (4.5.4b)
wy; = oh’z;, if w= Yz (4.5.4c)

Y is a diagonal matrix with nonnegative elements, H and V' are both symmetric and
positive definite, where H = [] and V = [[|. A = H +V + ¥ is now transformed
equivalently into

1 1
(H+§Z+7’I)Z:<T[—V—§E)Z+b

and also

1 1
(V+§E-I—rl)z:(r]—H—§Z)z+b.

Here r is an arbitrary real number. Let H; := H + %Z, Vi=V+ %E, one obtains ADI
method:

(Hy 4 riga D202 = (rgy I = Vi)2 40,
(‘/1 + ,r,i+11)z(i+1) _ (Ti—l—lI . Hl)z(iJrl/Z) +b.

With suitable ordering of the variables z;;, the matrices Hy + r;;1/ and Vi + 7411 are
positive definite tridiagonal matrices (assuming r;,1 > 0), so that the systems (4.5.5) and
(4.5.6) can easily be solved for z0+1/2) and 2(*1) via a Cholesky factorization. Eliminating
20+1/2) in (4.5.5) and (4.5.6) we get

2D = TTi+1Z(i) + Gryy, (D) (4.5.7)

with
T, .= (Vi+rD) (rl — H)(H, + 1) (r] — V), (4.5.8)
gr(b) == (Vi +rI) I+ (rI — Hy)(Hy +rI)~']b. (4.5.9)

For the error f; := 2 — z it follows from (4.5.7) and the relation z = T},,, 2 + g,,,, (b) by
subtraction, that

fi+1 = Tm+1fi7 (4510)
and therefore
fn=1.T. - Tr fo (4.5.11)
In view of (4.5.10) and (4.5.11), r; are to be determined so that the spectral radius
po(T,, .-+, T, ) becomes as small as possible.

For the case r; = r:
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Theorem 4.5.1 Under the assumption that Hy and Vi are positive definite, one has
p(T,) <1, for all r > 0.

Proof: Vi and H; are positive definite. Therefore (V; +r1)~!, and (H; +rI)~! exist, for
r > 0, and hence also 7T, of (4.5.8). The matrix

T, = (Vi+rDT (Vi 4rl)™
= [(rl = H)(H, +rD)7[rI = Vi)(Vi + 1)~

is similar to 7,. Hence p(1,) = p(T.). The matrix H := (rI — Hy)(H, + rI)~" has
the eigenvalues (r — \;)/(r + A;), where \; = \;(H;) are the eigenvalues of H;. Since

r >0, \; > 0 it follows that |(r — X;)/(r + A;)| < 1 and thus p(H) < 1. Since H; also H
are symmetric, we have
[H|[2 = p(H) < 1.

In the same way one has
V]2 < 1.

Let V := (rI — Vi)(Vi 4 rI)~. Thus
p(T) < Tl < 1HI/V ]2 < 1.

The eigenvalues of T, can be exhibited by

HyzBD = 1y 20D (4.5.12a)
Viz®D = 260 (4.5.12b)
T,z = kD kD, (4.5.12c¢)
(k1) . i kmi o Img . .
where z;;"7 1= sin 375 sin N_sz 1<4,7 <N, with
(k1) _ (r — ) (r — pix) 2 g
7 = , ;= 4sin® ———| 4.5.13
(r+ ) + ) M 2(N +1) 45.13)
so that )
_ TR
pU) = IISIE{?J(V T+ [y
One finally finds a result (Exercise!):
cos? (L)
min p(7;) = p(L,, ) = + ,
>0 ATr) = L) (1 + sin (NLH))Q

where w, characterizes the best (ordinary) relaxation method. The best ADI method
assuming constant choice of parameters, has the same rate of convergence for the model
problem as the optimal ordinary relaxation method. Since the individual iteration step
in ADI method is a great deal more expensive than in the relaxation method, the ADI
method would appear to be inferior. This is certainly true if r = ry = ro = - - - is chosen.
For the case r; # r:
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However, if one makes use of the option to choose a separate parameter r; in each
step, the picture changes in favor of the ADI method. Indeed

T oo Ty o) — b kD)

T T1
where '
(kD) H (rj — ) (rj — p)

Hren = LGS ) o+ )

Choosing r; := p;, for j = 1,--- | N, we have M,(ff\,l)rl =0, for 1 <k, < N, so that by
the linear independence of the z®) T, -..T, = 0. With this special choice of the Tj,
the ADI method for the model problem terminates after N steps with the exact solution.
This is a happy coincidence, which is due to the following essential assumptions:

(1) H; and V; have in common a set of eigenvectors which span the whole space.

(2) The eigenvalues of H; and V; are known.

Theorem 4.5.2 For Two Hermitian matrices Hy and Vi € C"*™ there exist n linearly
independent (orthogonal) vectors zy,- -+ , z,, which are common eigenvectors of Hy and

Vi,
lei = 0;%;, ‘/12’7, = T;%;, fOT 1= 1, e, N, (4514)

if and only of H commutes with V1, i.e., H{V; = V1 H;.
Proof:  “=7": From (4.5.14) it follows that
H\Viz; =012z = ViHz, fori=1,2,--- n.

Since the z; form a basis in C", it follows at once that H;V; = V1 H;.
“<": Let HiV}, = V1H;. Let A\; < --- < A, be the eigenvalues of V; with the multiplicities

o(N;), i=1,---,r. According to Theorem 1.1.1 there exists a unitary matrix U with
A1y 0
Ay =U"WVU = .
0 A,

From H1V1~ = V1 H; it follows immediately that lfll = Avﬁl, with lfll = U"HU. We
partition H; analogously to Ay:

Hy -+ Hy
H, = : :
H, --- H,
By multiplying out 3 )
HAyv = AvHy,
one obtains H;; = 0, for i # j, since \; # A;. The H;; are Hermitian of order o();). There
U
exist unitary matrices U; such that U} H;;U; = A; (diagonal). For U = . €

U,
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Cr*" since H;; = 0, for ¢ # j, it follows the relations

Ay
(UUY*H(UU) = U*H,U = Ay = ,

ie., Hl(UU) = (UU)AH,
and
(UU)*Vl(UU) =U*AvU = Ay
ie., Vl(UU) = (UU)AV,

so that z; := (UU)e; can be taken as n common orthogonal eigenvectors of H; and V;. B

We now assume in the following discussion that H; and V; are two positive definite
commuting n X n matrices with (4.5.14) and that two numbers «, [ are given such that
O<a<o,n<p fori=1,---,n. Then

(r—oi)(r —7)

Thz; = zi, forr>0,i=1,2,--- ,n.
(?" + O'i)<7" + Ti)
gives the problem:
p<Trma e 7TT1) = max (T] O_i)(rj Tl)
1<i<n (rj+ o) (r; + 1)
ri— x|
< max J (4.5.15)
afz<p Tj +x
For a given m, it is natural to choose r; > 0,7 =1,--- ,m, so that the function
T’j — X
,o o, Tp) = ma ) 4.5.16
(1 Tm) agaéﬁj:l it ( )

becomes as small as possible. For each m it can be shown that there are uniquely

determined number 7; with a < 7; < 3,7 =1,--- ,m, such that
dp(c, B) = @(T1, ..., Tm) = ri>g’1111§r1i§mg0(r1, ey ). (4.5.17)
The optimal parameter 7,---,7, can even be given explicitly, for each m, in term

of elliptic functions [see Young (1971) pp.518-525]. In the special case m = 2F, the
relevant results will now be presented without proof [see Young (1971), Varga (1962)].
Let 'r’gm),i =1,2---,m, denote the optimal ADI parameters for m = 2*. The rgm) and
dy(a, B) can be computed recursively by means of Gauss’s arithmetic-geometric mean
algorithm. It can be shown that

a+ 0

d2n<0576) :dn(\/()é—ﬁ, 9

). (4.5.18)
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The optimal parameter of the minimax problem (4.5.17), T§2n)

and rgn) , being related by

o _ e 4/

. = 5 ,1=1,2,--- n. (4.5.19)
Define o := a, By := . Then
a; + 8
Q1 =y Oéjﬁjv ﬁj+1 = %7 J=0,1,--- k-1 (4520)

Thus

dyr (a0, o) = dor-r(an, 1) = -
= di(ou, Br) = —\/\/%; \/\/Z::. (Exercise!) (4.5.21)

The solution of d;(ax, Bx) can be found with r§1’ = v/ B,. The optimal ADI parameter

rgm), i=1,---,m = 2% can be computed as follows:
(i) 51" = Vb
(ii) For j = 0,1,--- ,k — 1, determine sgjﬂ),i =1,2,---,27% as the 2/*! solutions of

the 2/ quadratic equations in z,

) 1 I A .
= S+ WotmiBeigy G g 9 (4.5.22)
x

(iii) Put rgm) = sgk), i=1,2,...,m=2%

The sl(-j),i =1,2,---,27 are just the optimal ADI parameters for the interval [, B_;].
Let us use these formulas to study the model problem (8.14)(8.16), with m = 2* fixed,
and the asymptotic behavior of dyx (v, 3) as N — oco. For a and 3 we take the best
possible bounds

N 9 ™

s
a sin SINF1)’ B sin 2N +1) cos 2N+ 1)

[
d ~1l—4mn)—m— 4.5.24
as N — oo, m := 2"

Proof of (4.5.24): By induction on k. Let ¢, := \/a/Bk. One obtains from ((4.5.20)
and (4.5.21) that

(4.5.23)

We then have

1-— Cp
d = 4.5.25
2k (Oé, B) 1 + Cr ( )
and 5
Go= (4.5.26)

1+ci
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In order to prove (4.5.24), it suffices to show that

™
~2% ) ———— N . 4.5.27

It follows then from (4.5.25) that for N — oo, dyr(a, 3) ~ 1 — 2¢;,. But (4.5.27) is true
for k£ = 0, by using

B T ™
=N T T AN 1)

Thus, if (4.5.27) is valid for some k& > 0, then it is also valid for k + 1, because from

(4.5.26) we have at once ¢y ~ /2¢;, as N — oo. ]

In practice, the parameter r; are often repeated cyclically, i.e., one chooses a fixed m

(m = 2%), then determines approximately the optimal ADI parameter r(m belonging to

this m, and finally takes for the ADI method the parameters

T jm+i 3:7"§m) fort=1,2,---,m, j=0,1,---.

If m individual steps of the ADI method are considered a “big iteration step”, then the

quantity
—1n10

Inp(Trp,...,T.)

indicates how many big iteration steps are required to reduce the error by a factor of
1/10, i.e.,

In 10
R™ = _—m
ADI Inp(T,,, ..., T))
indicates how many ordinary ADI steps, on the average, are required for the same purpose.

In case of the model problem one obtains for the optimal choice of parameter and m = 2,
by virtue of (4.5.15) and (4.5.24),

T
T, ... T.) <dpla,B)?~1—8p/— N ,
T
np(Ty ... Tp) < —8p/—0 N ,
np(Tr, ) AN+ T
so that
SJAN 1
R;”g,ggln(m) NVHD N (4.5.28)

Comparing to (3.5)-(3.7) shows that for m > 1 the ADI method converges considerably
faster than the optimal ordinary relaxation method. This convergence behavior estab-
lishes the practical significance of the ADI method.

4.5.2 The algorithm of Buneman for the solution of the dis-
cretized Poisson Equation

Consider the possion problem

“Ugy — Uyy +ou= f(a:,y), for (x7y) S Q?
{ u(a, ) =0, for (z,y) € 00, 4529)
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where Q = {(z,y) |0 <z <a,0<y<b} CR? ¢ >0isaconstant and f: QUIN — R
is a continuous function.

Discretizing (4.5.29): for the approximate z; of u(z;,y;), z; = idz, y; = joy, dx =
a/(p+1), dy =b/(q+1). We obtain the equation:

“Ri1y + 2% Ziy | TRy + 2%, 7 Zign

da? N +oz; = fij = f(zi,y;), (4.5.30)

fori=1,2,---,p,7=1,2,--- ¢q. Together with the boundary values

20 = 2pt1,; =0, for 7 =0,1,...,¢+1,
2i0 = Zigr1 =0, fori=0,1,...,p+ 1.
Let z = [2{,23, - ,2]]", 2z = [21j, 225, -+ , 2;]". Then (4.5.30) can be written in the
forms
Mz=b (4.5.31)
with
I by
b
M- | 1A b= 2, (4.5.32)
T :
I A by

where I = I,,, A is a p x p Hermitian tridiagonal matrix, and M consists of ¢ block rows
and columns.

We describe here only Buneman algorithm (1969). For related method see also Hock-
ney (1969) and Swarztranber (1977). Now, (4.5.32) can be written as:

Azl + 20 = bl,
Zj—1 + AZj + Zij+1 = bj, ] = 2, 3, .4 — ]., (4533)
Zg—1 + Azg = by,

from the three consecutive equations

Zj—2 —f-AZj_l ‘f‘Zj = U5-1,
zi Azt = by,
Zj +Azj1 +zjpe = b
One can for all even j = 2,4, ... eliminate 2z, and z;;; by subtracting A times the

second equation from the sum of the others:
Zj—2 + (2] — AQ)Z]' + Zj42 = bj_l — Ab] + bj-‘rl'
For ¢ odd, we obtain the reduced system

21 — A I 0 22 by + b3 — Aby
I 21 — A% -, 24 bs + bs — Aby

0 I 21 — A? Zg—1 bg—2 + by — Aby—y

(4.5.34)
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A solution {29, 24, ....., 24—1} of (4.5.34) is known, then {21, 23, ...} can be determined by
(from(4.5.33)):

A 0 Z1 bl — 22
A Z by — 29 — 2
=TT (4.5.35)
0 A 2q by — 241

Thus, (4.5.34) has the same structure as (4.5.32):

MW, — p0)

with
AD 0
Mo | 1 AW . AD =91 — A%
N
0 I AW
Zﬁ; ) bg; bl + bg — Abg
L _ | ® _ 2.4 = by _ bz + b5~ — Aby |
Z(%) Zq-1 bfﬁ) bg—2 + bg — Abg—1

so that the reduction procedure just described can be applied to M) again. In general,
for ¢ = qo = 2¥** — 1, we obtain a sequence of A" and b according to:

( Set A© = A b0 =b, j=1,2,.....,q0, ¢ =q=2"—1.
Forr=0,1,2,...,k—1:

(4.5.36)
(1) A+ =21 — (A2,

r+1 r r ) .(r . —r _
L @b =y ol — ADBY) =12, 28— 1 (= g,
For each stage r+ 1, r=0,1, ...,k — 1, one has a linear system

M(rJrl)z(TJrl) — b(TJrl)

or
A(r-‘rl) I 0 Z§7‘+1) bgr—l—l)
I AC+D oL ZérJrl) bngrl)
. . I : :
0 I AC+D Z(T‘H) b(T‘H)
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Its solution 2"tV furnishes the subvectors with even indices of z2(") of the system M ) 2(") =
b") in stage r,

Zér) Z§r+1)
Zz(lr) B ZgH_l)
Zig:)—l Zé:rll)

while the subvector with odd indices of 2(") can be obtained by solving

A 27 o) — 2L
A('r) Z:(;") _ b:(;“) . Zér) . ZY)
AL by — 247,

From A, (" produced by (4.5.36), the solution z := z(*) of (4.5.32) is thus obtained by
the following procedure (13.37) (say!):

Algorithm 4.5.1 (0) Initialization: Determine z*) = z§’“) by solving A® (%) = p(k) =
bk,

(1) Forr=k—-1,k—2,...,0,

(a) Put ) =2 j=1,2.. g =257 1,
(b) Forj=1,3,5,...,q., compute z](-r) by solving

r

A(T)Z](T) = bgr) S (zér) =z )+1 :=0).

(
j_l ]+1 qr

(2) Put z:= 20,

Remark 4.5.1 (/.5.86) and Algorithm 4.5.1 are still unsatisfactory, as it has serious
numerical drawbacks. We have the following disadvantages:

(1) ACHY =21 — (A")2 4n (1) of (4.5.36) is very ewpensive, the tridiagonal matriz

A = A as r increases, very quickly turns into a dense matriz. So that, the
computation of (AT)2 and the solution of (1b) of Algorithm 4.5.1 become very
exrpensive.

(2) The magnitude of A" grows exponentially: For
-4 1 0

1A% 1> 4, A7) Il AT7D P> 47",

0 1 —4
Both drawbacks can be avoided by a suitable reformulation of the algorithm. The explicit

computation of A" is avoided if one exploits the fact that A" can be represented as a
product of tridiagonal matrices.
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Theorem 4.5.3 One has for all r > 0,
or
A = — H[—(A + 20036’§T> 1],

J=1

where 0\ == (2j — 1)w /2%, for j =1,2,...,2".

Proof: By (1) of (4.5.36), one has A® = A, AT*+) = 2] — (A()2 50 that there exists a
polynomial P,(t) of degree 2" such that

A" = P.(A). (4.5.37)
Evidently, P, satisfy

so that P. has the form

P(t)=—(—t)* 4---. (4.5.38)
By induction, using the substitution t = —2cos 6, we get
P.(—=2cosf) = —2cos(270). (4.5.39)

The formula is trivial for » = 0. If it is valid for some r > 0, then it is also valid for r + 1,
since

Prii(—2cosf) = 2— (P.(—2cosf))?
2 — 4cos*(270)

= —2cos(2-270).
In view of (4.5.39), P,.(t) has the 2" distinct real zeros

2j — 1
2r+1

t; = —2cos( ), j=1,2,...,2"

and therefore by (4.5.38), the product representation

2T
Po(t) == []= - ).
j=1
From this, by virtue of (4.5.37), the assertion of Theorem follows immediately. [ |

In practice, to reduce the systems A™wu = b in (1b) of Algorithm 4.5.1 with A",
recursively to the solution of 2" systems with tridiagonal matrices

(r) ._ (r) . r
A =—A—2cos0;" -1, j=1,2,...,2",
as follows:
Agr)ul =b = U

Ag)UQ = U1 = Us (4 5 40)

T
Aéy-)uzr = Ugr_1 = Uyr = U := —Usor.
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Remark 4.5.2 (i) [t is easily verified, the tridiagonal matrices Agr) are positive definite.
One can use Cholesky decomposition for the systems.

(ii) The numerical instability which occurs in (4.5.36)(2) because of the exponential
growth of A" can be avoided.

Buneman (1969) suggested that by introducing in place of the by) other vectors
pg.r), q](.T),j =1,2,...,q,, which are related to bgr):

b.gr) = A(T)pgr) + q('r)7 .] = 17 27 Tt qr’ (4'5'41)

which can be computed as follows:

.

Set p(o) =0, q(o) =b; = b(-o),j =1,2,...,q,.
Forr=0,1,...k—1:
for j =1,2,...,¢.41 : Compute (4.5.42)

r+1 r r r r
(1) Y = pl) — (A8 + P8 + ),

r+1 r r r+1
(2) qj(' o= qéj)fl + qgj)Jrl - 2p( .

\

The computation of pJTH) (4.5.42)(1) is as in (4.5.40). The solution u of A"y =
péj) 1+ pg?ﬂ - qu)

p§T+ ) from u by means of

with the factorization of A" in Theorem 4.5.3 and then computing

Let us prove by induction on r that pgr), qj(-r) in (4.5.42) satisfy the relation (4.5.41). For
r = 0 (4.5.41) is trivial. Assume that (4.5.41) holds true for some r > 0. Because of
(4.5.36)(2) and AU+D =27 — (A™)2 we then have

b§r+1) - b(J+1+b2J 1 A(T)b(r)

= A(’”)pg’;lrl + q2]+1 + ADp ng 1t %; = ADAY ng) + qgj)]

= AR+ 5 — a8+ AP gl + 6, — 2pl)

= AU+ (A2 - A(f*lnpzjmpé?l a1} + a5+ iy - 264

. T T‘+1
= Al +1){P2j (AD)” [Pzgﬂ 23 1 6123 T+ Q2g 1 qu)Jrl - 2p§~ )

. A(r+1)p§r+1) + q§r+1).

By (4.5.41) we can express bg»r) in Algorithm 4.5.1 in terms of p§-r), q]@ and obtain, for
example, from (1b) of Algorithm 4.5.1 for z]m the system

) 4 g _ (T) (r)

A(T)ZJ(‘T) = ADp q; —1 7 Zjf1

J
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which can be solved by determining u of

Ay = qj('r) — Z](-i)1 - Zg(':-)h

and put zj(.r) =u+ py). Replacing the by) in (4.5.36) and Algorithm 4.5.1 systematically

by pg-r) and q](-r) one obtains:

Algorithm 4.5.2 (Algorithm of Buneman) Consider the system (4.5.82), with q =
2k+1 —1.

(0) Initialization: Put pgp) =0, qj(-o) =b;,7=12,...,9 :=q.

(1) Forr=0,1,...,k—1,
Forj=1,2,.... qq:=2F"—1:
(r) (r)

Compute u of A"y = Paj—1 + Doj1 — qg) by the factorization of

Theorem 4.5.3 and put p(Hl) = pg}) —u, q§” = qé) o

2p§r+1) ‘

T
j—1 T doj1 —

(2) Determine u of the systems Ay = qgk), and put z*) = z§k) = pgk) + u.

3) Forr=k—1,k—2,..,0,

(a) Put zég) = z](rH) Jorj=1,2,...,¢11.
(b) For j =1,3,5,...,q, determine the solution u of A"y = q(»T) — zj(»r_)l — Z](Ql

J
") . ()

and put z; " :==p;° +u.

J

(4) Put z := 2,

Remark 4.5.3 This method is very efficient: For the model problem (4.1.14) (a =1 =
b,p=q=N =21 — 1), with its N? unknowns, on requires about 3kN? ~ 3N?log, N
multiplications and about the same number of additions.

4.5.3 Comparison with Iterative Methods

Consider the special model problem

. . _ 2 . .
{ uum Uy, = 2 sinmasinmy, for (z,y) € Q, (4.5.43)

(z,y) =0, for (z,y) € 09, ’

where Q = {(z,y)|0 < x,y < 1}, which has the exact solution u(z,y) = sin 7wz sinry.
Using the discretization we have

Az=0b, A asin (4.1.18),
{ 2 e (4.1.18) (4.5.44)
with @ = [11,do1, ..., 0N1, .-, UiN, - - -, Unn]T and 4y = u(xi,y;) = sinirhsinjrh,

h=1/(N+1).
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Method k N r® i
Jacobi 5 35x107% 60

10 1.2x103 235

Gauss-Seidel 5 3.0x107% 33

10 1.1 x1073 127

25 5.6 x 1073 600
Relaxation 5 1.6x107% 13
10 0.9x 1073 28

25 0.6 x 1073 77

50 1.0 x 1072 180

ADI 2 5 0.7x 1073 9
10 4.4 x 1073 12

25 2.0x 1072 16

4 5 1.2x 1073 9

10 0.8 x 1073 13

25 1.6 x10°° 14

50 3.6 x 1074 14

Table 4.1: Comparison results for Jacobi, Gauss-Seidel, SOR and ADI methods

Remark 4.5.4 The vector b in (4.5.44) is an eigenvector of J = (41 — A)/4, also an
eigenvector of A. We have Jb = pb with yu = cosmh. The exact solution of (4.5.44) can
be found

h2m?

= 1. 454
© 2(1—Cos7rh)u (4:5.45)

As a measure for the error we took the residual, weighted by 1/h?:
A(r 1 %
T()::ﬁ | Az® —b o .

We start with 2@ := 0 (#(® = 272 = 20). We show the table computed by Jacobi,
Gauss-Seidel, SOR and ADI methods respectively:

Since the Algorithm of Buneman in §13.2 is a noniterative method which yields the
exact solution of (4.5.44) in a finite number of steps at the expense of about 3N?log, N
multiplications. From (4.5.45), by Taylor expansion in powers of h, we have

R m2h2 “ h27T2A
LU= < 2(1fc]<)1s7rh) —1 )u = 12 U+O<h4)7

so that the error ||z — 4||o, in as much as |||l < 1, satisfies ||z — 4o < hj’j + O(hY).

In order to compute z with an error of the order h2, the needed number of iterations and
operations for the Jacobi, Gauss-Seidel and SOR methods are shown in Table 4.2.

For a given N, Rf:z))] is minimized for m =~ In[4(N +1) /7], in which case ¥/4(N + 1)/ =
e. The ADI method with optimal choice of m and optimal choice of parameter thus
requires

REIB[ logyo(N + 1)* =~ 3.60(log;, N )
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Method No. of iterations No. of operations

Jacobi 0.467(N + 1)%log,o(N + 1)? ~ N?log,, N 5N*log,, N
Gauss-Seidel  0.234(N + 1)%log,o(N + 1) = 0.5N%log,, N 2.5N*log;, N
Optimal SOR  0.36(N + 1)log,o(N + 1)* ~ 0.72N log;, N 3.6N3log,, N

Table 4.2: Number of iterations and operations for Jacobi, Gauss-Seidel and SOR meth-
ods

iterations to approximate the solution z of (4.5.44) with error h%. The ADI requires about
8 N? multiplications per iteration, so that the total number of operations is about

28.8N?(log,y N)?.

The Buneman method, according to §13.2 requires only 3N?log, N ~ 10N?log,, N
multiplications for the computation of the exact solution of (4.5.44). This clearly shows
the superiority of Buneman method.

4.6 Derivation and Properties of the Conjugate Gra-
dient Method

Let A € R™" be a symmetric positive definite (s.p.d.) matrix. Here n is very large and
A is sparse. Consider the linear system

Ax = b.

4.6.1 A Variational Problem, Steepest Descent Method (Gra-
dient Method).

Counsider the functional F': R™ — R with

n

1 1 n
F(I) = 5:[;TA:E — bT;L‘ = 5 Z Qi ;L — szxl (461)
i,k=1 i=1

Then it holds:
Theorem 4.6.1 For a vector x* the following statements are equivalent:
(i) F(x*) < F(x), for all x # x*,

(i) Az* =0b. (4.6.2)
Proof: From assumption there exists zgp = A7'b and F(z) can be rewritten as
1 1
F(Z') = 5(1’ — ZO)TA<I' — Zo) — éngZO. (463)

Since A is positive definite, F'(z) has a minimum at x = 2y and only at = = z, it follows
the assertion. m
Therefore, the solution of the linear system Ax = b is equal to the solution of the

minimization problem

1
F(z) = §xTAx — b"z = min!. (4.6.4)
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Method of the steepest descent
Let x; be an approximate of the exact solution z* and p, be a search direction. We
want to find an a1 such that

F(ﬁk + ak+1pk) < F((L‘k)

Set xj1 := xp + agr1pr- This leads to the following basic problem.
Basic Problem: Given z, p # 0, find «g such that

®(ap) = F(z + app) = min!

Solution: Since

1
F(x+ap) = S(@+ap) Al +ap) —b'(z +ap)
1
= o’p' Ap+a(p’ Az —p'b) + F(a),

it follows that if we take
(b—Az)Tp  rTp

— = 4.6.5
where 1 = b — Ax = —gradF(z) = residual, then = + agp is the minimal solution.
Moreover,

1(r'p)?
F(z+ app) = F(x) — 3 Ay (4.6.6)

Steepest Descent Method with Optimal Choice a;.; (Determine o4 via the
given data xo, pg, p1,---): Let

T

Ty Pk
Tyl = T+ mpk, r,=>0b— Al‘k, (467)
1 (ripe)®
F[L‘k = FJZ]C - = ,kZ:O,l,Q,"'. 4.6.8
(whe) = Floe) = 5t (4.68)
Then, it holds
TPk = 0, (4.6.9)

Since

d
ﬁF(:ck + apr) = gradF (zy, + ap) pr,

as in (4.6.5) a1 = p%zf;k, it follows that gradF'(zy + agxr1pr)’ pr = 0. Thus

(b - Al’kH)Tpk = T{Jrlpk =0,

hence (4.6.9) holds.
Steepest Descent Method (Gradient Method)
Let ® : R — R be a differential function on x. Then it holds

PR _ oy + 0fe)
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o' (x)
12" ()]
with [[p|| = 1 (neglect O(¢)). Hence, it suggests to choose

The right hand side takes minimum at p = — (i.e., the largest descent) for all p

pr = —gradF'(zx) = b — Ay, (4.6.10)

Gradient Method:

( Given x, for k=1,2,---
re—1 = b — Axyp_q, if rp,_1 = 0, then stop; else (4.6.11)
_ TheaTho1 _
| Y = A TR T Tkl + QpTp—1.

Cost in each step: compute Axy_; (Ary_; does not need to compute).
To prove the convergence of Gradient method, we need the Kontorowitsch inequality:

Let)\12/\222/\n>0, OéiZO, ZO&L:]_ Then it holds

=1

(A1 + A\
Zal)\ Z%A < B ,/ 1/Al (4.6.12)

Proof of (4.6.12): Consider the n points P, = (\;, 1/)\;). Let B be the region between
y = 1/z and the straight line through P;, P,. The slope of the straight line P, P, is

A — 1N 1

A, — N\ A1

The point P = ) ;P lies in B. Maximize zy, for all (z,y) € B. The point (£, n) which
i=1
lies on P, P, is a maximum for £n and has the coordinates:

1 1
E=a\,+(1—a)\, andn=a—+ (1 —a)—

An A1
Since
0 = di[(a)\ +(1—a)h)(a Aln+(1—a>;l)]
d An N
_ da[a +(1—a)? +oz(1—04)()\1+)\_n)]
= 204—1—2(04—1)—1-(1—20‘)(;\\“""%)
- (1_20‘)(il+%_2)

it follows aw = 1/2. Hence

1 1 1
§n = Z(>\1 + )\n)<)\_ + )\—) = -
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So (4.6.12) holds. [
Another form: Let A be s.p.d. (symmetric positive definite) and \y > Ay > -+ > X\, > 0
be the eigenvalues of A. Let = be a vector with || z ||3= 272 = 1, then it holds

2T Az - 2TA e < = (Al + M) \ / + 4 / (4.6.13)
4 >\1

Proof of (4.6.13): Let U be an orthogonal matrix satisfying UAUT = A = diag(Ay, -+, \,).
Then we have

2T Az = 2TUTAUz = yT' Ay = ny)\i (y :=Ux).
i=1
Similarly,
TA _ TA —
r=y"Aly = Zyz "

=1

From (4.6.12) follows (4.6.13). n

Theorem 4.6.2 [f xy, xx_1 are two approzimations of the gradient method (4.6.11) for
solving Az =b and Ay > \o > --- > X\, > 0 are the eigenvalues of A, then it holds:

1 A — A 1
F WA < (S22 B () + =BT AT 4.6.14
(Jik)—i-Qb b_ <)\1+/\n) [ (Jik 1)+2[) b], ( 6 a)
1.€.,
AL — A\
|op — 27| < (A1 W g1 — 2", (4.6.14b)

where ||x||a = VaT Ax. Thus the gradient method is convergent.

Proof: By computation,

1
F(zy) + bTA 'h = (xk — )T Az, — 2%)
1 N . ) .
= é(xk,l — 2 4+ o) A(p1 — 2F +ogrp_1)  (since A(zp_y — 2) = —rp_y)
1
= 5[(xk_1 - l‘*)TA(ZL‘k_l —z") — 2akr,{_1rk_1 + air,{_lArk_l]
Lop o, (7”1{—17%71)2
— 2T ALy, o NkelTRl)
2 "1 Tkt r,{_lArk_l
L (7“1{—17%71)2
= = A 1 —
2rk—1 Tk 1[ Tg_lArk—l . 7‘%_114_17“14_1
L+ AM )\,
S irk_lA Tk_l[]_ — m] ( from (4613))
1 AL — A
= [F(x)_ —bT A "2,
[Far) + AT D)

|
If the condition number of A (= A;/\,) is large, then 2 v /\" ~ 1. The gradient method
converges very slowly. Hence this method is not recommendable.
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4.6.2 Conjugate gradient method

It is favorable to choose that the search directions {p;} as mutually A-conjugate, where
A is symmetric positive definite.

Definition 4.6.1 Two vectors p and q are called A-conjugate (A-orthogonal), if p* Aq =
0.

Remark 4.6.1 Let A be symmetric positive definite. Then there exists a unique s.p.d.
B such that B> = A. Denote B = AY2. Then p" Aq = (AY/?p)T(AY2q).

Lemma 4.6.3 Let pg,...,p. # 0 be pairwisely A-conjugate. Then they are linearly in-
dependent.

Proof: From 0 = ) ¢;p; follows that
=0

r T

PzA(Z cjpj) =0 = Z ¢k Ap; = crpi Apr,

7=0 7=0
socy,=0,fork=1,...,7r. [ |

Theorem 4.6.4 Let A be s.p.d. and pg, . ..,pn_1 be nonzero pairwisely A-conjugate vec-
tors. Then

n—1

A—1: p]p?

. (4.6.15)
j=0 pJTApj

Remark 4.6.2 A =1, U = (po,...,pn-1), pipi =1, plp; = 0,4 # j. UUT =1 and
I =UUT. Then

T
Do
I=(po- pna1) | i | =popb + -+ pnoapn s
T
Pn—1
Proof of Theorem 4.6.4: Since p; = A:Ti’;; are orthonormal, for + = 0,1,...,n — 1,
we have
I = popo’ + ...+ Pn-1Pp_y
n—1 n—1
_ Z Al/ZpipiTAl/z — AL/ Z pipzT AL/2
a T Ap, - T Ap, '
i=0 p'L pl i=0 pz pZ
Thus,
n—1 T
A-V27A-Y2 gL — DiD;
— p Api
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Remark 4.6.3 Let Az* = b and xo be an arbitrary vector. Then from x* —xy = A7 (b—
Azxg) and (4.6.15) follows that

(b— A
z* _xo+zp’ Apa:o (4.6.16)

Theorem 4.6.5 Let A be s.p.d. and py,...,p,—1 € R"\{0} be pairwisely A-orthogonal.
Given z¢ and let ro = b — Axg. Fork=0,...,n—1, let

T
Pr Tk
Pi Apx
LTe+r1 — xk+akpk, (4618)
Tk+1 — Tk—OékApk. (4619)

Then the following statements hold:
(i) 1 =b— Axy.  (By induction).
(1) x1 minimizes F(x) (see (4.6.1)) on x = x + apg, o € R.
(iii) v, = A71b = x*.
(iv) xy, minimizes F(x) on the affine subspace xog+ Sy, where Sy, = Span{po, ..., pr_1}-

Proof: (i): By Induction and using (4.6.18) (4.6.19).

(ii): From (4.6.5) and (i).

(iii): It is enough to show that xj (which defined in (4.6.18)) corresponds with the partial
sum in (4.6.16), i.e

(b — Axy)
wk:l'o—FZpV Ap 0 DPv-

Then it follows that x,, = * from (4.6.16). From (4.6.17) and (4.6.18) we have

Ik:x0+zaupu_$0+zpybAAxV Pv.

14

To show that

pl(b— Ax,) = pL (b — Axp). (4.6.20)
k—1
From z — xy = > «a,p, we obtain
v=0
k—1
pZAmk — p;;FAxo = Z ozypgApl, =0.
v=0

So (4.6.20) holds.
(iv): From (4.6.19) and (4.6.17) follows that

PETE = iy — aipf Apg = 0,
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From (4.6.18), (4.6.19) and by the fact that rpis — rpysp1 = QprsAprrs and pg are
orthogonal (for s > 1) follows that

pg?"k:ﬂ = pg?"k:+2 =...= pzrn =0.
Hence we have
plre=0i=0,....k—1, k=1,2,...,n. (ie., i < k). (4.6.21)

We now consider F(z) on zg + Sk:

F(zo + Z@pz = (&0, -5 Exm1).

F(x) is minimal on xo + Sy, if and only if all derivatives 22 vanish at . But

0¢i

9 k-1

5e, = lerad Flao + ;&pi)]Tps, s=0,1,....k—1. (4.6.22)
If © = a4, then gradF(x) = —ry. From (4.6.21) follows that

ggp(mk) =0, fors=0,1,...,k— 1.
Another proof of (iv): For arbitrary d € R" it holds
1 1
F(xo + d) — F(xo) = 5(!170 + d)TA($0 + d) — bT($0 + d) — 513514560 + bTLUO

1

k-1
So for d = > &;p; we have
i=0

k-1 k-1 k-1
Flay+ Y 6p) = Flao)+5(3 &p)"A Z@pj Z@pz — Azy)
i=0 1=0
=
= F(xg) + 5 (2] Ap; — 2p] (b — Axg)&;] = min!.  (4.6.23)

The equation (4.6.23) holds if and only if
] Ap; — 26ipi(b — Azg) =minl i = 0,... k — 1,

if and only if
p; (b—Axo) _ pimi

& = = =&
P! Api pi Api
k-1
from (4.6.20) and (4.6.17). Thus x), = zo+ ) a;p; minimizes F' on xo+ span{po, . .., px—1}-
=0
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Remark 4.6.4 The following conditions are equivalent: (1) pf Ap; = 0, i # j, A-
conjugate, (i) pfrey =0, @ < k, (iii) rir;, i # j.

Proof of (iii):

pirk=0 < (rl+8wpl )i, i<k & rlrm=0 i<k < rTrj:(), i j.

i

Remark 4.6.5 It holds
PO DL PR S=< T, T, e T >=< T, Arg, -+, AFrg >
Since p1 =11 + Bopo = 11 + PBorg, ™1 = 1o — apArg, by induction, we have
ro =11 — pApr =11 — @ A(r1 + Borg) = ro — apArg — agA(re — agAre + Boro).

Algorithm 4.6.1 (Method of conjugate directions) Let A be s.p.d., b and o € R™.
Given py, . ..,pn—1 € R"\{0} pairwisely A-orthogonal.

Tozb—Afo,
Fork=0,...,n—1,

_ _DPkTk —
A = T =T (6]
k= DT aper Thtl k + QkDk,

Thy1 = T — QpApp = b — Azpy,
end for

From Theorem 4.6.5 we get z, = A~1b.

4.6.3 Practical Implementation

In the k-th step a direction p; which is A-orthogonal to pog, ..., pr_1 must be determined.
It allows for A-orthogonalization of 7 against po, ..., pr_1 (see (4.6.21)). Let ry # 0, F(x)
decreases strictly in the direction —r. For ¢ > 0 small, we have F(xy —ery) < F(xy). It
follows that F' takes its minimum at a point (# xx) on xo+ span{po, ..., Pk_1, 7k} S0 it
holds xg41 # zk, i.e., o # 0. This derives that Conjugate Gradient method.

Algorithm 4.6.2 (Conjugate Gradient method (CG-method), (Stiefel-Hestenes, 1952))
Let A be s.p.d., b € R™, choose xqg € R", ro = b — Axg = py.
If ro =0, then N = 0 stop; otherwise for k =0,1,...

p{m
(a) o= pfAJUk:7
(b) Tpy1 = T) + QP
(c) reyr =1k — apApry = b — Azpyq, if 11 =0, let N =k+1, stop. (4.6.24)
(d) By = M
£ pgApk ’
(€) Pes1 = Tkt1 + Bibr.

Theorem 4.6.6 The CG-method holds
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(1) If k steps of CG-method are executable, i.e., r; # 0, fori = 0,...,k, then p; # 0,
i <k and pfAp; =0 fori, j <k, i+#j.

(ii) The CG-method breaks down after N steps for ry =0 and N < n.
(iii) =y = A~'b.

Proof: (i): By induction on k, it is trivial for & = 0. Suppose that (i) is true until k and
i1 # 0. Then py, 1 is well-defined. we want to verify that (a) pg+1 # 0, (b) pi,, Ap; =0,
for j=0,1,... k.

For (a): First, it holds r}_py, = r} pr — cawpf Apr = 0 by (4.6.24)(c). Let py1 = 0. Then
from (4.6.24)(e) we have 1,41 = —Okpr # 0. So, Bk # 0, hence 0 = rgﬂpk = —Bipipr # 0.
This is a contradiction, so pgi1 # 0.

For (b): From (4.6.24)(d) and (e), we have
Py APk = 11 Apy + Bipit Ap = 0.

Let j < k, from (4.6.24)(e) we have

Py Apj = Ty 1 Ap; + Brpy Ap; = 11 Ap;. (4.6.25)
It is enough to show that

Ap; € span{po, ....,pj+1}, J < k. (4.6.26)

Then from the relation p! 7; = 0, < j < k+1, which has been proved in (4.6.21), follows
(CblZim (4.6.26): For r; # 0, it holds that a; # 0. (4.6.24)(c) shows that

1

Apj = —(rj = rj1) € span{ro, ...y}
J

(4.6.24)(e) shows that span{ry, ...., 7j41} = span{po, ...., pj+1} with 7o = po, so is (4.6.26).
(ii): Since {p;}**} # 0 and are mutually A-orthogonal, py, ..., py1 are linearly indepen-
dent. Hence there exists a N < n with ry = 0. This follows zy = A~ 'b. [ |
Advantage:(1) Break-down in finite steps. (2) Less cost in each step: one matrix X
vector.

4.6.4 Convergence of CG-method

Consider the following A-norm with A being s.p.d.
|z||a = (2T Ax)Y/2. (4.6.27)

Let 2* = A~'b. Then from (4.6.3) we have

Flz) — F(*) = %(x _ YT A — 2") = %Hx _ 3, (4.6.28)
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where x;, is the k-th iterate of CG-method. From Theorem 4.6.5 x;, minimizes the func-
tional F' on x¢+ span{py, ...., px_1}. Hence it holds

|2k — 2" ||a < |ly — 2*||a, y € zo + span{po, .., Dr—1}- (4.6.29)

From (4.6.24)(c)(e) it is easily seen that both py and 7, can be written as linear
combination of ry, Arg,..., A¥ lry. If y € 2o + span{py, ..., pr_1}, then

Yy =T+ 119 + o Arg + ... + e AP g = 2g + P (A)rg,
where Py_; is a polynomial of degree < k — 1. But rg = b — Axg = A(x* — x9), thus

y—z" = (r—2")+Pr1(A)A(z" — xON)

= [ = APr_1(A)] (xg — 2") = Pp(A)(zo — x7¥), (4.6.30)

where degree 75k < k and 3
Pr(0) = 1. (4.6.31)

Conversely, if Py, is a polynomial of degree < k and satisfies (4.6.31), then
"+ ﬁk(A)(xo — ") € o + Sk
Hence (4.6.29) means that if P, is a polynomial of degree < k with P,(0) = 1, then
ek — 2[4 < 1Pe(A)(x0 — 27) - (4.6.32)

Lemma 4.6.7 Let A be s.p.d. It holds for every polynominal Q. of degree k that

aXM = p(Qr(A)) = max{|Qr(N)| : X eigenvalue of A}. (4.6.33)
w20 |llla
Proof:
1Qu(A)zllh 2" Qu(A)AQ(A)x

=% ol Aw
A1/2 TQ A Q A A1/2
( m)(Al1/62(@)(145292)( “) (Let z := AY%z)
2TQr(A)?z

= 2T < p(Qr(A)?) = p2(Qr(A)).

2Tz

Equality holds for suitable x, hence the first equality is shown. The second equality holds
by the fact that Qx(\) is an eigenvalue of Qx(A), where A is an eigenvalue of A. u
From (4.6.33) we have that

i — 2™ |4 < p(Pe(A)) o — 27|, (4.6.34)

where degree P, < k and Pj(0) = 1.
Replacement problem for (4.6.34): For 0 < a < b,

minmax{|Pr(\)| : @ < X < b, for all polynomials of degree < k with Pj(0) = 1}(4.6.35)
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(if a = 0, it is clearly minmax{| Px(A) |} = 1). We use Chebychev polynomials of the
first kind for the solution. They are defined by

To(t :1,T1 t) =1,
{ Tk(ﬂ)(t) = Qt;k)(t) ) (4.6.36)

it holds Ty(cos¢) = cos(k¢) by using cos((k + 1)¢) + cos((k — 1)¢) = 2cos ¢ cos k.
Especially,

Ty(cos %) = cos(jm) = (=1)’, for j =0,...,k,

i.e. T takes maximal value “one” at k + 1 positions in [—1,1] with alternating sign. In
addition (Exercise!), we have

Ti(t) = %[(t +VE2 = 1DF + (t = V2 - 1)M. (4.6.37)

Lemma 4.6.8 The solution of the problem (4.6.35) is given by

o1 (15450 fn (120,

i.e., for all Py of degree < k with Py(0) = 1 it holds

jmax |Qr(N)] < jmax Pe(A)]-
Proof:  @Qi(0) = 1. If ¢ runs through the interval [a,b], then (2t —a — b)/(b — a) runs
through the interval [—1,1]. Hence, in [a,b], Qk(t) has k + 1 extreme with alternating
sign and absolute value § = |T},(“£2)~1].

If there are a Py, with max {|Px(\)| : A € [a,b]} <, then @y — Py has the same sign
as i of the extremal values, so Qr — Py changes sign at k + 1 positions. Hence Qp — Px
has k roots, in addition a root zero. This contradicts that degree(Qy — Py) < k. [

b+ a -t
T
=
N

where ¢ = 7= and Kk = b/a.

Lemma 4.6.9 It holds

2 k
<ok (4.6.38)

5= S
] TR T

Proof: Fort = Zf—g = z—ﬂ, we compute

t+\/t2—1:\/z+1:c_1

k—1

and

t—\/t2—1:ﬁ_1:c.

K+ 1

Ql

Hence from (4.6.37) follows

k
2 = 2¢ < QCk.

5=
ck+ck 142k~
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Theorem 4.6.10 CG-method satisfies the following error estimate
llzr — 2*||a < 265 ||z — 2% 4, (4.6.39)

where ¢ = ﬁ:, K= f\‘—:l and \y > -+ > X\, > 0 are the eigenvalues of A.

Proof:  From (4.6.34) we have

< p(Pr(A))[|zo — %[ 4
< max {|Pr(N)] : A\ = A >N} ||lxo — 27| a4,

for all Py of degree < k with P(0) = 1. From Lemma 4.6.8 and Lemma 4.6.9 follows
that

|lzr — %[ a

max {|Qr(A)] : A1 > A > A} |lwo — 2¥||a

QCkHSL’O — || 4.

|zr — 2|4 <
<

Remark 4.6.6 To compare with Gradient method (see (4.6.14b)): Let z§ be the kth
iterate of Gradient method. Then
k

A — A
— | [lzo — 2|

A+ A,

26 — *lla < \

But
)\1—)\n_/1—1 \/E—l

= > =
M+ B+l Vr+1 “
because in general \/k < k. Therefore the CG-method is much better than Gradient
method.

4.7 CG-method as an iterative method, precondi-
tioning
Consider the linear system of a symmetric positive definite matrix A
Ax = 0. (4.7.1)
Let C' be a nonsingular symmetric matrix and consider a new linear system
Az = (4.7.2)
with A = C1AC ' sp.d., b= C'band 7 = Cz.
Applying CG-method to (4.7.2) it yields:
Choose .i‘o, fo =b— A(Z’O = ]50.
If 79 = 0, stop, otherwise for k =0, 1, 2, ...,
(((a) & = pLin/pp C AC™
() Trpr = Ty + upr,
(C) fk—f—l = fk — dkcflAcflﬁk,
if 7,11 = 0 stop; otherwise,
(d) ﬂk = —f,{+10_1~AC_1ﬁk/ﬁkC_1AC’_lﬁk,
L (€)  Pry1 = Trp1 + Bibr

(4.7.3)
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Simplification: Let
C'pu =pr, xp=C'Zy, z,=C'F.

Then o
ry=Cre = C (b= Ay ) = C(C7'b— CTTAC Cay) = b — Az,

Algorithm 4.7.1 (Preconditioned CG-method (PCG))
M = C?, choose xy = C~ %y, rg = b — Axg, solve Mpy = 1.
If ro = 0 stop, otherwise for k=10, 1, 2,....,

( (a) = pfrk/P;;FApky
(b)  Tps1 = xk + Dk,

) Tk:+1=7’k:—041cz4pk, (474)
if rea1 = 0, stop; otherwise M zxy1 = riy1, o
(d) B = —ZkTHAPk/PfAPk,

L (&) D1 = Zrg1 + Brbr

Algorithm 4.7.1 is CG-method with preconditioner M. If M = I, then it is CG-
method.
Additional cost per step: solve one linear system Mz = r for z.
Advantage: cond(M~Y2AM~'/?) < cond(A).
4.7.1 A new point of view of PCG

From (4.6.21) and Theorem 4.6.6 follows that p;Tr, = 0 fori < k, i.e., (r;7+8i_1pi1")r =
ri'ry = 0,4 < k and p;" Ap; = 0, i # j. That is, the CG method requires r;’r; = 0, i # j.
So, the PCG method satisfies p,”C'AC™!p; =0 & ijfj =0, 1+ j and requires

Z;‘Fsz = riTM_lMM_lrj = TiTM_lrj
= (") (C7ry) = 7T =0, i#

Consider the iteration (in two parameters):
Trt1 = Th—1 + Wi+1 (akzk + T — $k,1) (475)

with aj and w1 being two undetermined parameters. Let A = M — N. Then from
Mz, = r, =b— Ax;, follows that

Mz = b—A(xp-1 + wisr (g2 + T — 1))
= MZk_l — Wk+1 [Oék(M - N)Zk + M(Zk_l — Zk)] (476)

For PCG method {aj,wg1} are computed so that
ZPTM’Zq:O7 p#Q? p,g=0,1,---,n—1 (477)

Since M > 0, there is some k < n such that z; = 0. Thus, z; = x, the iteration converges
no more than n steps. We show that (4.7.7) holds by induction. Assume

5 Mzy=0, p#q pq=01,--k (4.7.8)
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holds until k. If we choose
ap — ZkTMZk/ZkT(M — N)Zk,
then
Zk:TMZk:—l—l =0
and if we choose .
2 Nz \ ™~
= (1 - 4.7.9
Wk+1 ( Q Z;;F_lMZk1> ) ( )
then
2zl Mz = 0.
We want to simplify wy1. From (4.7.6) follows that
Mz, = Mz,_9 — wy, (O./k_l(M — N)Zk_l + M(Zk_g — Zk—l)) . (4.7.10)
Multiplying (4.7.10) by z;” and from (4.7.8) we get
ZkTNZk,1 = ZkTMZk/kaékl. (4711)
Since 2} | Nz, = 2,7 Z2;,_1, from (4.7.11) the equation (4.7.9) becomes
T —1
(6543 MZk 1
=(1-— — . 4.7.12
Wit ( ap_128 Mz wk) ( )
From (4.7.6) for j < k — 1 we have
ijMzkH = akwk+1ijNzk. (4.7.13)
But (4.7.6) holds for j < k — 1,
MZ]‘_H = MZj_l — W41 (O[j(M - N)Z] + M(Zj_l — ZJ>> . (4714)
Multiplying (4.7.14) by z© we get
2T Nz; = 0.
Since N = N7 it follows that
2" Mz =0, for j<k—1.
Thus, we proved that z,” Mz, =0,p#q,p, ¢=0,1, -+, n—1. [
Consider (4.7.5) again
Th1 = Tp—1 + Wi (g2 + T — Tp1).
Since Mz, = rp = b— Axy, if we set wr 1 = ap = 1, then
Tht1 = M_l(b — Al’k) + T = Tk + 2. (4715)
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Here zj, is referred to as a correction term. Write A = M — N. Then (4.7.15) becomes

= Nz +0. (4.7.16)
Recall the Iterative Improvement in Subsection 2.3.6:
Solve Ax = b,
T = b— Afk,

Az =1y, — Mz, = 1.
T+l = T + 2.

(i) Jacobi method (wyi1 =ar=1): A=D —(L+ R),
T4l = T —+ D_l(b — AZEk)

(ii) Gauss-Seidel (w1 = oy = 1): A= (D-1L)—-R,

Tl = T + (D — L)il(b — A.l'k)

ie.,
Jj—1 n
xngrl) — b — Z%piﬁffﬂ) _ Z a/jpx;k) + x;k) 1. x§k)
p=1 p=j+1
gD ]
(k+1)
k T
— x§.)+bj—(aﬂ,...,aj7j_1,1,aj7j+1,...,ajn) x% )1 , (D:I)
J
|2

(iii) SOR-method (wry1 = 1,0 =w): Solve wAzx = wb. Write
wA=(D—-wl)—((1 —w)D+wR)=M — N.
Then

Tpy1 = (D—wL)  (wR+ (1 —w)D)xy + (D —wL) 'wh
= (D—wL)*'((D—wL) —wA)z; + (D —wL) *wb
= (I —(D—wL) 'wA)x, + (D —wL) 'wb
= 2+ (D —wL) 'w(b — Axy)
= T, + wM_lrk.
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ie.,

Jj—1 n
xg-kﬂ) = w (bj — ajpxgcﬂ) — Z ajpxl(,k)> + (1 — w)x§~k)

p=1 p=j+1
— k 1 -—
2\
*) (k+1)
= i—1
= a; Fwbj —wl(a, - a55-1, 1 05500, am) |
Ty
k
2P

(iv) Chebychev Semi-iterative method (later!) (w11 = wpi1, =7):
Tht1 = Th1 + W1 (V2 + T — Tp—1) -

We can think of the scalars wyi1, a in (4.7.5) as acceleration parameters that can
be chosen to speed the convergence of the iteration Mxy,y = Nz + b. Hence any
iterative method based on the splitting A = M — N can be accelerated by the
Conjugate Gradient Algorithm so long as M (the preconditioner) is symmetric and
positive definite.

Choices of M (Criterion):
(i) cond(M~Y2AM~/?) is nearly by 1, i.e., M~YV2AM'? ~ I, A~ M.

(ii) The linear system Mz = r must be easily solved. e.g. M = LL" (see Section 16.)

(iii) M is symmetric positive definite.
Explanation: Why we need to use preconditioning for solving the linear system Az = b.
Fixed Point Principle:

r = b—Axr+zx
= (I-—Az+0.

Thus x = Bx + b with B=1 — A.

Fixed Point Iteration:
Tit1 = B.’EZ + b.

Let ¢; = x; — x. Then e;,; = Be; = B'ey. Thus {e;} — 0 if and only if p(B) < 1. Hence
we want to find an M so that M~'A ~ I with A =M — N. Consider

M YAz = M1,
then

Tip1 = (I—M'"A)z;+M '
= (I-MYM-N))x;+M'b, (4.7.17)
= M 'Nz;+ M 'b.
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Here A = M — N is called a splitting iterative scheme and Mz = r should be easily

solvable. The iteration (4.7.17) is called a preconditioned fixed point iteration.
Jacobi: A=D—(L+R).

Gauss-Seidel: A= (D - L) - R.

SOR (Successive Over Relaxation): Az =b, wAzr = wb, (w > 1),

wA = wD—-wL—-wR
= (D—-wL)—[(1—-w)D+wR)
= M- N.
This implies,
i1 = (D—wL) (1 -w)D+wR]z;+ (D —wL) 'wb
M 'Nz;, + M 'wb
(M™'N =1—(D—wL) 'wA).
SSOR (Symmetric Successive Over Relaxation): A is symmetric and A
L— LT Let
M, =D —wL, q MY =D —wL™,
Ny: =(1-w)D+wL?, " | N =(1-w)D+uwL.

Then from the iterations

Myziv12 = Nowi + wb,

Mz = Ngﬂfiﬂ/z + wb,
follows that

Tip1 = (MJTNIMJINY) 2+
Gr; +w (M;TNIMS + M;T) b
= Gz, + M(w)™'b.

But

(1 -w)D+wL)(D—wL) '+ 1

= (WL —D—wD+2D)(D —wL) ™ +1
=1+ (2-w)DD—-wL)y™*+1
=(2—-w)D(D —-wL)™,

Thus )
Mw)™ =w(D-wL") " (2—w)D(D —wL)™",

then

2
S
|
=
S
E)
|
h
<
©
I
=

- D—

(4.7.18)
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For a suitable w the condition number of M (w)™2AM (w)~'/? i.e., cond(M (w)~ 2 AM (w)~1/?),
can be considered smaller than cond(A). Axelsson(1976) showed (without proof): Let

T
D
= riljg( iTAz (S COHd(A))
and T( 17T 1 )
(LD LY — D) 1
1
= > —.
0 = max 2T Az =1
Then -
1+ =2 +wo
cond (M (w) "2 AM (w)™?) < 45’ w0 K(w)
w

* 2 * . .. * _ .
for w* = IYeSyoreyomt k(w*) is minimal and k(w*) = 1/2 4+ 1/(1/2 + §) . Especially

cond (M(w*)_l/ZAM(w*)_l/Q) < % + v/ (1/2 + 6)cond(A) ~ y/cond(A).

Disadvantage : u, 0 in general are unknown.

SSOR + Conjugate Gradient method.
SSOR + Chebychev Semi-iterative Acceleration (later!)

4.8 Incomplete Cholesky Decomposition

Let A be sparse and symmetric positive definite. Consider the Cholesky decomposition
of A= LLT. L is a lower triangular matrix with l;; > 0 (i = 1,...,n). L can be heavily
occupied (fill-in). Consider the following decomposition

A=LL" - N, (4.8.1)

where L is a lower triangular matrix with prescribed reserved pattern £ and N is “small”.

) . (t,i)e E, i=1,..,n
Reserved Pattern: E C {1,...,n} x {1,...,n} with { (i.))E€E = (ji)c€E

For a given reserved pattern F we construct the matrices L and N as in (4.8.1) with

i) A =LL"-N, (4.8.2a)
(ii) L: lower triangular with ;; >0 and [;; # 0 = (i,j) € £,  (4.8.2b)

First step: Consider the Cholesky decomposition of A,

(3 4)- (% DGR (F 77),

where A; = A; — aja’ /a;;. Then
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For the Incomplete Cholesky decomposition the first step will be so modified. Define
bl = (bgl, ....,bn1>T and CcT = (CQl, ....,Cnl)T by

1, (J,1) el 0, ,1) € E,
bjl — { a]l (.] ) le — b]l — ajl —_= { ('] ) (483)

0, otherwise, —aj1, otherwise.
Then
ap; bF 0 cF ~
A=< blll All)—(cl 6 )zBO—CI. (4.8.4)

Compute the Cholesky decomposition on B, we get

Boz( Vau 0)(I 0 )(\/? blT/‘[/“_ll):LlBlLlT (4.8.5)

bl/w /11 1 0 Bl
and
_ biby "
B =A — 1 (4.8.6)
ai
Then
A = LlBlLlT - Cl- (487)
Consequently, compute the Cholesky decomposition on Bj:
By = LyB, LY — ¢y
with
1 0 0 0
* 0 0 = *
Ly = x 1 and Co = | @ =
0 = 1 0 x* 0
Thus,
A= L LB LILT — L,C,LT — Oy (4.8.8)
and so on, hence
A=Ly - L LY - LT -Cp, y —Cpg— = Oy (4.8.9)
with

Lemma 4.8.1 Let A be s.p.d. E be a reserved patten. Then there is at most a decompo-
sition A = LLT — N, which satisfies the conditions:

(4.8.20) : L is lower triangular with l;; > 0, l;; # 0 = (i,j) € FE.
(4.8.20) : N = (nij), ni; = 0, Zf (%]) €L
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Proof: Let A= LLT — N = LLT — N. Then ay; = I?, = I3, = ;1 = 11 (since [y is
positive). Also, ag; = lg1lin — ngp = liili1 — M, SO we have

If (k’, 1) EFl=ny=nu=0=1[; = Zkl = afkl/lﬂ, (4811&)
If (k, 1) € F = lkl = l_kl =0= ng1 = g1 = —ap. (4811b)
Suppose that ly; = lp;, ng; = T, for k=14,--- ,n, 1 <i <m — 1. Then from

m—1
m=1ln +Zl =Dy + D I
k=1

follows that [,,,, = lym. Also from

m—1 m—1
Qrm = lrmlmm + Z lrklmk — Ny = l_rml_mm + l_rkl_mk — Ny
k=1 k=0
and (4.8.11) follows that 1.y, = Ry and Ly, = Loy, (1 > m). [ |

The Incomplete Cholesky decomposition may not exist, if

m—1

S = Uy, — Z(lmk)z <0.
k=1
Example 4.8.1 Let
1 -1 0 2
-1 2 -1 0
A=10o 1 2 -3
2 0 =3 10
1 0 0 0
. -1 -1 0 0 ,
The Cholesky decomposition of A follows L = 0 -1 1 0 Consider the In-
2 2 —-11
complete Cholesky decomposition with patten
x x 0 X
X X x 0
E=E(4) = 0 x X X
x 0 x X

Above procedures (4.8.3)-(4.8.10) can be performed on A until the computation of lyy (see
proof of Lemma 4.8.1),

The Incomplete Cholesky decomposition does not exit for this pattern E. Now take

x x 0 0 1 0 0 0
X X X , -1 1 0 0
FE = 0 x x x = L exists and L = 0 -1 1 0
0 0 x x 0 0 -3 1
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Find the certain classes of matrices, which have no breakdown by Incomplete Cholesky
decomposition. The classes are

M-matrices, H-matrices.

Definition 4.8.1 A € R™" is an M-matriz. If there is a decomposition A = ol — B with
B>0(B>0<«<1b;>0fori,j=1,..,n) and p(B) = max {|\| : A is an eigenvalue of B}
< 0. Equivalence: a;; <0 fori#j and A1 > 0.

Lemma 4.8.2 A is symmetric, a;; < 0, i # j. Then the following statements are
equivalent

(i) A is an M-matriz.

(ii) A is s.p.d.

Proof: (i) = (ii): A =0l — B, p(B) < 0. The eigenvalues of A have the form o — A,
where A is an eigenvalue of B and |\| < 0. Since A is real, so 0 — A > 0 for all eigenvalues
A, it follows that A has only positive eigenvalues. Thus (ii) holds.

(i) = (i): For a;; <0, (i # j), there is a decomposition A = ol — B, B > 0 (for example
o = max(a;;)). Claim p(B) < o. By Perron-Frobenius Theorem 4.1.7, we have that p(B)
is an eigenvalue of B. Thus o — p(B) is an eigenvalue of A, so 0 — p(B) > 0. Then (i)
holds. |

Theorem 4.8.3 Let A be a symmetric M-matriz. Then the Incomplete Cholesky method
described in (4.8.3)-(4.8.10) is executable and yields a decomposition A = LLT — N, which
satisfies (4.8.2).

Proof: 1t is sufficient to show that the matrix B; constructed by (4.8.3)-(4.8.7) is a
symmetric M-matrix.

(i): We first claim: By is an M-matrix. A = By — C; < By, (since only negative elements
are neglected). There is a &k > 0 such that A = kI — A, By = kI — By with 4 > 0,
By > 0, then By < A. By Perron-Frobenius Theorem 4.1.7 follows p(By) < p(A) < k.
This implies that By is an M-matrix.

(ii): Thus By is positive definite, hence By = L' B, (Ll_l)T is also positive definite. B,
has nonpositive off-diagonal element, since B; = A; — % Then By is an M-matrix (by
Lemma 4.8.2) n

Definition 4.8.2 A € R"*". Decomposition A = B — C is called reqular, if B~ > 0,
C >0 (regular splitting).

Theorem 4.8.4 Let A1 > 0 and A = B — C is a reqular decomposition. Then
p(B7'C) < 1. i.e., the iterative method Bxyy1 = Cxy + b for Ax = b is convergent
for all xy.

Proof: Since T = B~'C >0, B7Y(B—-C)= B 'A=1-T, it follows that

(I-T)A™'=DB""
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Then

k k
0<> T'B' =) T'(I-T)A" =(I-TH"A <A™
=0 =0

That is, the monotone sequence Zf:o T:B~! is uniformly bounded. Hence T*B~! — 0
for k — oo, then T* — 0 and p(T) < 1. n

Theorem 4.8.5 If A~' > 0 and A = B, — O, = By — Cs are two reqular decompositions
with 0 < C, < Cs, then it holds p(B, 'C}) < p(By ' Cs).

Proof: Let A=B—C, A=t > 0. Then

p(B7'C) = p((A+C)7'C) = p([A(I + A7'C)) ' C)
p(A'C)

= p(I+A'C)'A0) = e

A — HL/\ monotone for A > 0].

Because 0 < C} < Cy it follows p(A71CY) < p(A~1Cy). Then

p(A~'CY) < p(A71(Cy)

By7'Cy) =
BTG L+ p(A71C1) = 1+ p(A71Cy)

= p(BQ_IOQ)a

since A — 1%\ is monotone for A > 0. [ |

Theorem 4.8.6 If A is a symmetric M-matriz, then the decomposition A = LLT — N
according to Theorem 4.8.3 is a regular decomposition.

Proof:  Because each L;' > 0, it follows (LLT)™' > 0, (from (I —le")™" = (I + le7),
lZO)N:Cl—FC’g—l——l—Cn_landallCzZO |

Definition 4.8.3 A € R™" is called an H-matriz, if the matric H = H(A) which is
defined by

= { i
Y _‘aij|7 Zf 27&]7

18 an M-matrizx.

Theorem 4.8.7 (Manteuffel) For any symmetric H-matriz A and any symmetric re-
served pattern E there exists an uniquely determined Incomplete Cholesky decomposition

of A which satisfies (16.2). [Ezercise !].

History:

(i) CG-method, Hestenes-Stiefel (1952).

(ii) CG-method as iterative method, Reid (1971).

(iii) CG-method with preconditioning, Concus-Golub-Oleary (1976).

(iv) Incomplete Cholesky decomposition, Meijerink-Van der Vorst (1977).

(v) Nonsymmetric matrix, H-matrix, Incomplete Cholesky decomposition, Manteufel
(

Other preconditioning:



124 Chapter 4. Iterative Methods for Solving Large Linear Systems
(i) A blockform A = [A;;] with A;; blocks. Take M = diag[Aq, ..., Akl

(if) Try Incomplete Cholesky decomposition: Breakdown can be avoided by two ways.
If z;, = a; — Ez;lll?k < 0, breakdown, then either set [;; = 1 and go on or set
lix="0, (k=1,..,i—1) until z; > 0 (change reserved pattern E).

(iii) A is an arbitrary nonsingular matrix with all principle determinants # 0. Then
A = LDR exists, where D is diagonal, L and RT are unit lower triangular. Consider
the following generalization of Incomplete Cholesky decomposition.

Theorem 4.8.8 (Generalization) Let A be annxn matriz and E be an arbitrary reserved
pattern with (i,i) € E, i =1,2,...,n. A decomposition of the form A = LDR— N which
satisfies:

(1) L is lower triangular, l;; = 1, l;; # 0, then (i,j) € E,

(ii) R is upper triangular, ri; =1, r;; # 0, then (i,j) € E,

(#i) D is diagonal # 0,

() N = (n;j), nij =0 for (i,7) € E.
is uniquely determined. (The decomposition almost ezists for all matrices).

4.9 Chebychev Semi-Iteration Acceleration Method

Consider the linear system Ax = b. The splitting A = M — N leads to the form
v=Tr+f, T=M"'Nand f=M"b (4.9.1)
The basic iterative method of (4.9.1) is
Tprr = Ty + f. (4.9.2)
How to modify the convergence rate?

Definition 4.9.1 The iterative method (4.9.2) is called symmetrizable, if there is a ma-
triz W with detW # 0 and such that W(I — T)W ™1 is symmetric positive definite.

Example 4.9.1 Let A and M be s.p.d., A=M — N and T = M~'N, then
I—T=1-M'N=M?'M-N)=M"'A
Set W = M2, Thus,
W =TYW ™ =MVPEM7TAM Y2 = M~V2AM Y2 s.p.d.

(i): M = diag(a;;) Jacobi method.

(ii): M ﬁ(D wL)D™YD — wLT) SSOR-method.
(iii): M = LL* Incomplete Cholesky decomposition.
(iv): M =1 = x31 = (I — A)xy + b Richardson method.

Lemma 4.9.1 If (4.9.2) is symmetrizable, then the eigenvalues p; of T are real and
satisfy
wi <1, fori=1,2,...,n. (4.9.3)
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Proof: Since W (I —T)W~!is s.p.d., the eigenvalues 1 — y; of I — T are large than zero.
Thus p; are real and (4.9.3) holds. u

Definition 4.9.2 Let xp,1 = Txr + f be symmetrizable. The iterative method

U = o,
upr1 = o(Tu, + f)+ (1 — a)uy (4.9.4)
= (aT+ (1 —a)u, + af = Tou, + af.

is called an Eztrapolation method of (4.9.2).

Remark 4.9.1 T, = oT + (1 — «)I is a new iterative matriz (Ty = T). T, arises from
the decomposition A= <M — (N + (£ = 1)M).

Theorem 4.9.2 If (4.9.2) is symmetrizable and T has the eigenvalues satisfying p; <

o < --- <y, < 1, then it holds for a* = 27#1#2 > 0 that

Hn — M1 .
= ——— =minp(1,). 4.9.5
T p(Ts) (4.9.5)

Proof: Eigenvalues of T,, are ap; + (1 — ) = 1+ a(u; — 1). Consider the problem

1> p(Ta*)

minmax |1 + a(u; — 1)| = min!
6 (2

= |[I+a(p, — D=1+ alm —1)|,
— l1+a(u,—1)=a(l — u,) — 1 (otherwise p; = py,).

This implies o = a* = ﬁ, then 1+ o™ (p, — 1) = E=E- u
From (4.9.2) and (4.9.4) follows that
k k
Up = Zakixi, and Zaki =1
=0 =0

with suitable ag;. Hence, we have the following idea:

k
Find a sequence {ay;}, k=1,2,...,i=0,1,2,...,k and > ax; = 1 such that
i=0

k
Uy = Zakixi, Uy = To (4.9.6)
i=0

is a good approximation of z* (Az* = b). Hereby the cost of computation of u; should
not be more expensive than xy.

Error: Let
€ = T — SL’*, €L = Tkeo, €y = Ty — xt = Uy — = d(]. (497)
Hence,
k
d, = u,—2a2"= Zaki(xi —z") (4.9.8)
i=0

k k

= Z&kiTieo = (Z akiTi>€0
i=0 ki

== Pk(T)@O = Pk(T)do,
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where i
Pe(A) = api) (4.9.9)
i=0

is a polynomial in A with Py (1) = 1.
Problem: Find Pj such that p(Px(T)) is possible small.

Remark 4.9.2 Let ||z||w = ||Wz||2. Then

Tzl
2 allw
. ||WTW’1W:E||2
= X
20 |W x|
= |[WTW |y = p(T),

ITllw =

because WTW = is symmetric. We take || - ||w-norm on both sides of (4.9.8) and have

ldillw < [PL(T)llwlldollw = [IWPL(T)W 121 doll2 (4.9.10)
= [PeWTW ) alldollw = p(Pe(T)lldollw-

Replacement problem: Let 1 > p, > --- > uy be the eigenvalues of T'. Determine
min [{max |Pr(A)] : p1 < A < pp} : deg(Pr) < k, Pr(1) =1]. (4.9.11)
Solution of (4.9.11): The replacement problem (4.6.35)
max{|Pr(A)| : 0 <a <A < b} =min!, Py(0)=1

has the solution

Qi) = T2 / T2

Substituting t — 1 — A\, A — 1 — ¢, (u1, ) — (1 — iy, 1 — p1q), the problem (4.9.11) can
be transformed to the problem (4.6.35). Hence, the solution of (4.9.11) is given by

R e 2— i — pin
Qx(t) = Tk(—ﬂ1 v )/Tk(—M1 — ). (4.9.12)

k
Write Qx(t) :== > ay;t". Then we have

1=0

k
U = g Qi gy
i=0

which is called the optimal Chebychev semi-iterative method.
Effective Computation of u;: Using recursion of T}, as in (4.6.36), we get

To(t) =1, Ti(t) = t, Tpsr(t) = 2Ti(t) — Toor (2).
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Transforming Ty (t) to the form of Qx(t) as in (4.9.12) we get

Qot) =1, Qu(t) = 2275__51—1__5: —pt+(1-p) (4.9.13a)
and
Qr+1(t) = [pt + (1 = p)lext1Qr(t) + (1 — cpp1) Qu—1 (1), (4.9.13b)
where ) 2T(1/r)
= — k r Y 2 S
p= 2y — Ck+1—m arld?“—m. (4.9.14)

Claim: (4.9.13b)

Qr(t) = Tk+1<2t ;;Ml )/Tk—i-l(%)

1 2t — p — i, 2t — p — i, 2t — p — i,
Tk+1(1/r)[ ( f1 = fhn )Tk( f1 = fhn )_T’H( p1 = fhn )}
O 2Th(1/r) (215 — 1 — un>Tk(2t;f——1;fm> T (F10) Tooa (220)
T (1/7) H1 = Hn Ti(1/r) Ti 1(2#fi#“") Ty (1/7)
= Crnlpt + (1 = p)]Qx(t) — [1 = Crpa]Qp-1(t),

since

2t — 1 — Uy 2t — g — un

P — 2— 1 — pn
and
2T5(1/r) _ 1 (1/7) — 2T%(1/7)
T (1/7) rTs1(1/7)
—rTe_1(1/7) _ —Ty—1(1/7)
T (1/7) Tera(1/r)

1—Ck:+1 = 1-

Recursion for wu,:

div1 = Qri(T)do = (T + (1 = p)I)cpp1Qr(T)do + (1 — chy1)Qr—1(T')do,
v = (T + (1 —=p))cgrz” + (1 = )™ +p(I —T)x" g

Adding above two equations together we get

g1 = [PT+ (1 = p)eprup + (1 — cpp1)up—1 + chpanf
= cpp{Tup + [ —up} + cpprup + (1 — cpr) up-—1-
Then we obtain the optimal Chebychev semi-iterative Algorithm.

Algorithm 4.9.1 (Optimal Chebychev semi-iterative Algorithm)

_ n _ 2 _
Letr = %, P= s O 2
Up = To,
= p(Tuo + f) + (1 = p)uo
Fork=1,2,---, (4.9.15)

U1 = Cpp1 [P(Tug + f) + (1 — p)ug] + (1 — cpy1) wp—1,
Cey1 = (1 —1%/4¢p)7t
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Remark 4.9.3 Here up.1 can be rewritten as the three terms recursive formula with two
parameters as in (4.7.5):

Ukt = Cppr [p (T + ) + (1= plug] + (1 — Cp) g1
= Cp1 [pMT ((M Ayug +b) 4+ (1 — p)uk] + wp—1 — Crrrtp—1
= Cppr [up +pM (b — Aug) — wp_q] + up—
= Chy1 [Uug + p2p — Up1] + up1,

where Mz, = b — Aug,. [ |

Recursion for c¢;: Since

-2 -2
YV B S
thus
1 2 1 1
Tk+1 <—) = —Tk (—) - Tk,1 (—) (fI‘OIIl (4 6 36))
r r r
It follows
1 T () r? | 2T (2) r?
- AR - L =1 gy
Ck41 2Tk (;) 4 TTk (;) 4
Then we have ]
. H1 Hn
c = with r= ———. 4.9.16
T T () e ppy— (4.9.16)
Error estimate: It holds
2 — 1y — pn \ |7 .
oy — 2*|lw < | T (#> o — 2w (4.9.17)
H1 — Hn
Proof: From (4.9.10) and (4.9.12) we have
ldellw = [|Qx(T)dollw < p (Qx(T)) [|dollw
< max {|Qr(N)] 1 1 <A < i} [ dol|w
2 — g — i\ |
< |5 ()]
H1 — Hn
|

We want to estimate the quantity qx := |T(1/r)|~" (see also Lemma 4.6.9). From
(4.6.37) we have

() - r

_(1+\/7}—77~2)k+ (1-@)‘“]

:(1 + V1 —r2)F (1 - m)k}
(r2)k/2

(1 +VI= ) 4 (1 — m)k]
[+ VI= )1 —VI=—m)]"?

_ 1
(Ck/2 +c k/2) Z 2Ck/2 )

NI N~ DN~ DN | —
T



4.9 Chebychev Semi-Iteration Acceleration Method 129

Hor k q4 J j s J j
0.8 51 0.0426 8 14 1 9.06(-4) | 17-18 | 31
0.9 10 | 0.1449 | 9-10 | 18 1.06( 2) 22-23 | 43
095 ] 2010.3159 | 11-12 | 22 5.25( 2) 29-30 | 57
0.99 | 100 | 0.7464 | 14-15 | 29 | 3.86(-1) 47 95

J , Y
Table 4.3: Convergence rate of g, where j : (ﬁﬂ) R qs, gsand J 1l = qu, gs.

T

where ¢ = 1=V1= T < 1. Thus ¢, < 2¢*/2. Rewrite the eigenvalues of I — T as A\; = 1 — ju;,

My, — 1 )\1_)\71 :‘i—l )\1
= = = K
2—py —fy M+, Kk+17 A

Thus, from ¢ = 1#1: (?ﬁ) follows
Ve —1\"
<9 <\/E+ -) (4.9.18)

That is, after k steps of the Chebychev semi-iterative method the residual [|uy — z*[|w is

k
reduced by a factor 2 (ﬁj) from the original residual ||ug — z*||w .

If popin = 1 = 0, then g, = T}, (2 “") 1. Table 4.3 shows the convergence rate of the
quantity g.

All above statements are true, if we replace 1, by o, (1, > ) and pg by g} () < 1),
because A is still in [uy, p1, ] for all eigenvalue A of T'.

Example 4.9.2 Let 1 > p = p(T). If we set i, = p, iy = —p, then p and r defined in
(4.9.14) become p =1 and r = p, respectively. Algorithm 4.9.1 can be simplified by

Uy = To,

uy = Tug + f, (4.9.19)
U1 = Chpr (T + ) + (1 = Cpgr)upp—1,

a1 = (1= (p*/4) ck)f1 with ¢; = 2. u

Also, Algorithm 4.9.1 can be written by the form of (4.9.19), by replacing T by
To- =T, = (pT'+ (1 —p)I) and it leads to

Uk1+1 = Ckyr1 (Tpuk + f) -+ (1 — Ck+1) Up—1- (4920)
Here puy + (1 —p) = % and pu, + (1 —p) = % are eigenvalues of T),.

Remark 4.9.4 (i) In (4.9.15) it holds (r = p)

. 2 .
Cog>C3>0c4 >+, and lim ¢ (Ezxercise!)

oo T 14T
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(i) If T is symmetric, then by (4.9.12) we get

1Qe(T)|l2 = max{|Qx(w)| : s is an eigenvalue of T'}
< max {|Qr(A)]: —p < A < p}

()]

. (p=p(T)).

1 — 1)k/2
- Gl e (4.9.21)
ck/2 + c—k/2 1+ (wb _ 1>k

2

1—y/1—p .
where ¢ = =wp — 1 with wp =
1+4/1—p2

1++/1—p2 "

4.9.1 Connection with SOR Method
Recall

(i) The SOR method solves linear system Ax = b (standard decomposition A = [ —
L — R):

e = (I —wL)™ (1 =) +wR)z + w(I —wL)™'b (4.9.22)
Loz +w(I —wL)™ ', O<w<?2
(ii) A=1— L — R is called 2—consistly ordered, if the eigenvalues of oL + a 'R are

independent of «,

(iii) (Theorem) A =1 — L — R and A is 2—consistly ordered. If A has real eigenvalues
and p(L + R) < 1, then it holds

wp — 1 =p(Ly,) < p(Ly), wF#ws, (4.9.23)

2

where Wy = H\/ﬁ .
Consider (4.9.1) again

cr=Te+f, A=M-N, T=M7'N, f=M"b

Assume that

all eigenvalues of T are real and p(7T') < 1. (4.9.24)
Then the following linear system (of order 2n) is equivalent to (4.9.1).
v=Ty+f
’ 4.9.2
e (19.5)

22*

(4.9.25), then z;* = 2" solves (4.9.1). Because z1* — 25" = —T'(z;* — 29*) and —1 is not
an eigenvalue of T', so z1* = 25*. Let

That is, if 2* solves (4.9.1), then { i* } solves (4.9.25), reversely, if z* = [ “1 } solves
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Then (4.9.25) can be written as

z=Jz+h (4.9.26)
and I — J is 2—consistly ordered. Applying SOR method to (4.9.26) we get

0 0 0T
sevne 80140 7]

and
(I —wl)ziy1 = (1 —w)I + wR)z; + wh. (4.9.27)

Let 2z, = [ i ] Then we have

Yi

Rl i e | R bl
hence

i1 = (1—w)a,+wTy+wf=w{Ty; + f —x;} + x;, (4.9.28a)
Yirr = Wz +(1—w)yi+wf =w{Tzig + f — v} + i, (4.9.28b)
The optimal value wy, for (4.9.27) is given by

1
1++/1-p2(J)

Wy =
Lemma 4.9.3 It holds o(J) = o(T)U{—0c(T)}, where o(T) = spectrum of T'. Especially
o(T) = o))

Proof: Let X\ € o(T). There exists x # 0 with Tx = Az. Then

g ESRE B3 IR Bl g
x x —x —x

9 T 0
Thus we have o(J) D o(T)U{—0c(T)}. On the other hand, from J* = 0 T2
that if X is an eigenvalue of J, then \? = p? for one u € o(T), so A = p or —pu. Thus

} follows

o(J)Co(T)u{—a(T)}.

[ |
We then have
2 1— /1= p%T)
wp = , Lwp) =wp — 1 = . 4.9.29
b 1+ /1= 2(1) p(Lws) b 1+ —1—p2(T) ( )
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4.9.2 Practical Performance

Zo, Yo, L1, Y1, T2, Y2,
T 1t 1 11
Co» Gy G2, C3, Gy G,

CQZ' = Ty, C2i+1 = Yi, i:071a27"'
Then (4.9.28) can be written as

Giy1 = wA TG+ f = Goaf + Gy, i=1,2,-- (4.9.30)
with (o = ¢ and (; = yo = Txo + f. Comparing (4.9.30) with (4.9.19) we get
Ujr1 = Ci+1{TUi + f — ui,l} + U1, 1= 1, 2, R (4931)

Since ¢; converges to wy, the optimal Chebychev acceleration method is referred to as a
variant SOR method.

Error estimate of (4.9.30): Write (4.9.30) as

Cip1 = wp{TC + f = Gt} + G,

CO = o,
G = TG+ [
Let
Then we have
€ = CO - 'I*v
g1 = Te,
epr1 = wpler + (1 —wp)ep_1.

Since * = wp{Tx* + f — 2"} + «*, it follow that
e = 15(T)eo, (4.9.33)
where 7 (x) is a polynomial of degree < k, and

o = 17
r(t) =t (4.9.34)
Tk+1 (t) = wbtrk (t) + (1 - wb)rk_l(t).

Either solve this difference equation or reduce to Chebychev polynomials of 2nd kind.

Sk+1 (t) = 2t8k(t) - Sk_l(t),
S0 (t) = 1,
S1 (t) = 2t
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In fact sg(cos@) = sin((k + 1)0)/sinf. One can estimate ||7(T)|| (see Varga p.146) by:
Let T' be Hermitian. Then

lrk(D)|| = max{|rr(u;)| : i is an eigenvalue of T}
= max{|ry(p)| : =p(T") < p < p(T)}
— (wp— 1) {1 i ,oz(T)}
This implies
klim |re(T) |7 = Ve, — 1 .
From (4.9.21) follows that

Tion [ Qu(T)IY* = v =1

4.10 GCG-type Methods for Nonsymmetric Linear
Systems

Recall: A is s.p.d. Consider the quadratic functional

1
F(z) = §xTAx ) (4.10.1)
Az = b = m}%{n F(z) = F(z2")
TzeR™
Consider

1 1
o(x) = i(b — Ax)TAN b — Ax) = F(x) + ébTA_lb, (4.10.2)
where %bTA_lb is a constant. Then

* *\ : o : 1T -1
A" =b — w(x)_£§%¢<m)_[£ﬁ%F<x)]+2bA b

CG-method:

Given xg, 79 = pg = b — Axg
for k=0,1,...

o = 1} P/ D Apr,

Tk4+1 = Tk + QkPr,

Th1 = Th — QpApy (= b — Axpyy)

Pk+1 = Th1 + Bk

Br = =1l Ape /D Apr(= e /T TE)
end for

Numerator: 7, ((re — riq1) /o) = (=T Tes1) /o
Denominator: pprk = (r,{ + ﬁmﬂ?{_l)((rk — Thy1)/O) = (rfm)/ock-

Remark 4.10.1 CG method does not need to compute any parameters. It only needs

matrix vector and inner product of vectors. Hence it can not destroy the sparse structure
of the matrixz A.
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The vectors r; and py generated by CG-method satisfy:

pzrk (pi,Tk) = 1< k
T ry = (i, )—0 i
Ap] = (pZ7Apj) - 0 17&]

Thi1 = To + Yo up; minimizes F(x) over x = xo+ < po, - , Pk >.

4.10.1 GCG method(Generalized Conjugate Gradient)

GCG method is developed to minimize the residual of the linear equation under some
special functional. In conjugate gradient method we take

1 . Lz, 1
p(2) = 5 (b= Ar)TA™ (b — Ax) = T A7 = firlAo,

where ||z||4-1 = V2T A=z,

Let A be a unsymmetric matrix. Consider the functional
1 T
f(z) = 5(b— Az)" P(b— Az),

where P is s.p.d. Thus f(x) > 0, unless * = A~'0 = f(z*) = 0, so =* minimizes the
functional f(z).
Different choices of P:

(i) P=A"1 (Aissp.d) = CG method (classical)
(i) P =1 = GCR method (Generalized Conjugate residual).

F() = (b~ Ax) (b~ Ax) = JIrl3

Here {r;} forms A-conjugate.

(iii) Consider M ' Ax = M~'b. Take P = MT"M > 0 = GCGLS method (Generalized
Conjugate Gradient Least Square).

(iv) Similar to (iii), take P = (A + AT)/2 (note: P is not positive definite) and M =
(A + AT)/2 we get GCG method (by Concus, Golub and Widlund). In general, P
is not necessary to be taken positive definite, but it must be symmetric (P7 = P).
Therefore, the minimality property does not hold.

Let
(2,9)0 = 2" Py = (2,9)0 = (¥, 2)o.
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Algorithm 4.10.1 (GCG method)

Given g, 1o = po = b — Axg
for k=0,1,---

Qg = (Tk? Apk)O/(Apk7 Apk’)o (4103&)
Tp1 = Tk + QrPk (4.10.3b)
Tha1 =1k — pApp (50— Azypq) (4.10.3c)
ﬁz(k) = _(AT’C-Fl? Apl)o/(Ap’L? Api)m 1= 07 17 Tt >k (4103(1)

k
prr =1+ Y B p; (4.10.3¢)

=0

end for
In GCG method, the choice of {ﬁl(k) k| satisfy:

(re+1, Api)o =0, i <k (4.10.4a)
(rk—Q—lyATi)o = O, 1 S k (4104b)
(Api, Apj)o =0, i#] (4.10.4c)

Theorem 4.10.1 4,1 = z9 + Zf:o oyp; minamizes f(x) = 3(b — Azx)" P(b — Ax) over
r = 2o+ < po,--- ,pr >, where P is s.p.d.

(The proof is the same as that of classical CG method).

If P is indefinite, which is allowed in GCG method, then the minimality property
does not hold. x4 is the critical point of f(z) over x = zo+ < po, -+, pr >.
Question: Can the GCG method break down? i.e., Can oy in GCG method be zero?
Consider the numerator of ay:

(e, Apr) = (rr, Arg)o [by (4.10.3e) and (4.10.4a) |
= rl'PAr,
= 1l AT Pry, [Take transpose]
7{ (PA+2AT P) re.
From (4.10.5), if (PA+ AT P) is positive definite, then oy # 0 unless r, = 0. Hence if the
matrix A satisfies (PA+ AT P) positive definite, then GCG method can not break down.
From GCG method, r; and py can be rewritten by

(4.10.5)

T = Y (A)ro, (4.10.6a)
pr = pr(A)ro, (4.10.6b)

where 1 and ¢y are polynomials of degree < k with 1,(0) = 1 [by (4.10.3¢), (4.10.3¢)].
From (4.10.6a), (4.10.6b) and (4.10.4b) follows that

(Trg1, A7 rg), = 0, i=0,1,--- k. (4.10.7)
From (4.10.6a), (4.10.6b) and (4.10.3d), the numerator of ﬁi(k) can be expressed by

(Argi1, Api)o = T%_HATPA]% = rkTHATPAgoZ»(A)rO. (4.10.8)
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If ATP can be expressed by

ATP = Po,(A), (4.10.9)
where 6 is some polynomial of degree s. Then (4.10.8) can be written by
(ATpy1, Api)o = TIZ+1ATPA<P1'(A)7“O
= 181 PO(A)Ap;i(A)rg (4.10.10)
= (rht1, A0s(A)pi(A)ro)o.
From (4.10.7) we know that if s +4 < k, then (4.10.10) is zero, i.e.,(Arki1, Ap;)o = 0.

Hence ﬂi(k) =0,72=0,1,--- ,k —s. But only in the special case s will be small. For
instance,

(i) In classical CG method, A is s.p.d, P is taking by A~!. Then ATP = AA' =1 =
A7'A = A716,(A), where 0y(z) = x,5s = 1. So, ﬁi(k) =0, for all i +1 < k, it is only
B 0.
(ii) Concus, Golub and Widlund proposed GCG method, it solves M1 Az = M~1b. (A:
unsymmetric), where M = (A+ AT)/2 and P = (A+ AT)/2 (P may be indefinite).
e Check condition (4.10.9):
(M7PAY'P=A"M"'M=A" = M(2I — M 'A) = P(2] — M ' A).
Then
O, (M1A) =21 — M A,
where 0;(z) =2 — 2z, s = 1. Thus ﬁi(k) =0,i=0,1,--- ,k — 1. Therefore we only

use 1,1 and pg to construct pgy.

e Check condition ATP + PA:
(M7 A)"'M + MM A= A" + A indefinite
The method can possibly break down.
(iii) The other case s = 1 is BCG (BiCG) (See next paragraph).

Remark 4.10.2 FEzcept the above three cases, the degree s is usually very large. That
is, we need to save all directions p; (i =0,1,--- k) in order to construct pyy1 satisfying
the conjugate orthogonalization condition (4.10.4¢c). In GCG method, each iteration step
needs to save 2k + 5 vectors (Tpy1, That, Prits LADi Mo, {pi}i,), k + 3 inner products
(Here k is the iteration number). Hence, if k is large, then the space of storage and the
computation cost can become very large and can not be acceptable. So, GCG method, in
general, has some practical difficulty. Such as GCR, GMRES (by SAAD) methods, they
preserve the optimality (p > 0), but it is too expensive (s is very large).

Modification:

(i) Restarted: If GCG method does not converge after m + 1 iterations, then we take
Try1 as xg and restart GCG method. There are at most 2m + 5 saving vectors.

(ii) Truncated: The most expensive step of GCG method is to compute @(k), i =
0,1,---,k so that pyyq satisfies (4.10.4c). We now release the condition (4.10.4c)
to require that py41 and the nearest m direction {p|i}s ., satisfy the conjugate
orthogonalization condition.
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4.10.2 BCG method (A: unsymmetric)

BCG method is similar to the CG method, it does not need to save the search direction.
But the norm of the residual produced by BCG method does not preserve the minimal

property.
b
¢ |-

Solve Az = b by considering ATy = ¢ (phantom). Let

~ A 0 . T ~
()= ()

Consider

=1

~N O
O~

b.
Take P = A TZ (P = PT) with Z = ( ) . This implies

ATZ = 7ZA and ATP = PA.

From (4.10.9) we know that s = 1 for Az = b. Hence it only needs to save one
direction pj as in the classical CG method.

Algorithm 4.10.2 (Apply GCG method to A = b)

Given xg = < ;2 ), ﬁozfozg—flioz < ;2 )
for k=0,1,...

ay, = (7, Apr) o/ (Apr, Apr)o,

Tpy1 = Tp + QpPr,

Frp1 = Tk — APy, Prv1 = Ta1 + Bibi

Br = —(Afyi1, Apr)o/ (Apr, Apr)o.
end for

Algorithm 4.10.3 (Simplification (BCG method))

Given xqg,pg =19 = b — Axg
Choose Ty, pg = To
for k=0,1,...
a = (P, %)/ (Pr, APr),
Th+1 = Tk + OPk,
That =Tk — pApp Py = 7k — AT Py
B = (fk+1,7“k+1)/(fk,7’k)
Pret1 = Tha1 + Ok, Prr1 = Thy1 + Bibr-
end for

L -7
From above we have (Apy, Apr)o = (Ap, ATpy) 0_1 A Azpf = 2(Pr, Apr).
A 0 A Pr
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BCG method satisfies the following relations:

ripi=rfipi=0, i<k (4.10.11a)
prA D = pLApi =0, i<k (4.10.11b)
reti =7t =0, i<k (4.10.11c)

Definition 4.10.1 (4.10.11c) and (4.10.11b) are called biorthogonality and biconjugacy
condition, respectively.

Property 4.10.1 (i) In BCG method, the residual of the linear equation does not satisfy
the minimal property, because P is taken by

g, [0 AT
P=2A4 Z_(A1 0

and P is symmetric, but not positive definite. The minimal value of the functional
f(z) may not exist.

(ii) BCG method can break down, because Z = (ATP + PA)/2 is not positive definite.
From above discussion, ay can be zero. But this case occurs very few.

GCG

GCR, GCR(k) BCG
Orthomin(k) CGS
Orthodir BiCGSTAB
Orthores QMR
GMRES(m) TFQMR
FOM

Axelsson LS

4.11 CGS (Conjugate Gradient Squared), A fast Lanczos-
type solver for nonsymmetric linear systems

4.11.1 The polynomial equivalent method of the CG method
Consider first A is s.p.d. Then the CG method

Ty = b — A$0 = Do
for 1 =0,1,2,---
a; = (14,0:)/ (ps, Aps) = (r3,73) [ (Di, Api)
Tit1 = T; + a;P;
Tig1 = T — a; Ap;
Dit1 = Tiy1 + bip;
bi = —(riy1, Api) [ (Pis Api) = —(Ti1, mig1)/(ri, 74)
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guvatent+
Ty = b— AZE(), P-1 = 1,P—1 =-1
for n=0,1,2,---
Pn = T;{Tm B = P/ Pn—1
Pn =1Tn + Bnpn—l
Op = pz;Apna Qn = pn/an
Tn+1 = Tn — anApn
T+l = Tn + QpPn (Tn =b— Axn)

Remark 4.11.1 1. E, = rl A7'r, = mingcpyix, ||b — Az||a—
2. T,{Tm = pn(snma pgApm = Ondnm
From the structure of the new form of the CG method, we write

'n = Qpn(A)"bv DPn = 77ZJ71("4)TO

where ¢, and 1, are polynomial of degree < n. Define ¢o(7) = 1 and ¢_1(7) = 0. Then

we find
P = Pu(A)ro + Brtn-1(A)ro = Yn(A)ro
with
Un(T) = @ulT) + Bptbn-a(7),
and
Tnt1 = @n(A)ro — an Ay (A)ro = @ny1(A)ro
with

nt1(T) = on(T) — nTUn(7).

(4.11.12a)
(4.11.12b)
(4.11.13a)

(4.11.13b)

The CG method can be re-iterpreted as an algorithm for generating a system of

(orthogonal) polynomials. Define the symmetric bilinear form (-, -) by

(¢ 1) = [p(A)rol ¥ (A)ro.

We have (¢, ¢) > 0. Since A is symmetric, we can write

(. 0) = rg p(A)Y(A)ro.

Furthermore, from the associate law of matrices

(¢0,9) = (¢, 0¢)

for any polynomial ¢, 6 1. Here (-, -) is semidefinite, thus (¢, ¢) = 0 may occur!

The polynomial equivalent method of the CG method :

po=1,01=0, p1=1

for n=0,1,2,---
Pn = (Qpna @n)v Bn = pn/pn—l
wn = p + ﬂnqbnfl
On = (Vn, 00n), an = pufoy,
Pnt1 = Pn — iy,
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where (1) = 7.
The minimization property reads

0~ 'p)
B — (00 0) = min £0_9)
(¢n, 0™ on) i =0

We also have
(SOi,QOj) :O, Z#] from (Tiarj) :Oa 27&]
(¢i,0¢;) =0, i#j from (p;,Ap;) =0, @#j.

Theorem 4.11.1 Let [, | be any symmetric bilinear form satisfying

lox, ¥] = [p,x¥] Ve, ¥, x € PY

Let the sequence of , and 1, be constructed according to PE algorithm, but using [-, -]
instead (+,+). Then as long as the algorithm does not break down by zero division, then

©n and ¥, satisfy
[90717 me] = pnénma W}na ewm] = Undnm

with O(1) = .
Proof: By induction we prove the following statement:

[Vn—1,00k] = 001001k [n, Pk] =0 (4.11.14)

Vn >0, —1<k<n-—1witho_; =0. If n =0, this is true since 1)_;(7) = 0. Suppose
(4.11.14) holds for n < m and let k& < m. Then by PE algorithm, it holds

[y OUk) = [P O0k] + Brnlom—1, 00x]. (4.11.15)

Substitute ¢y = (vr — @rs1)/ in the first term. The second term is zero for k < m—1,
by hypothesis. Thus

[wma 97/%] - [SOWH SOk] _Oé[SOTm SOm_H] =+ 6m0'm716m71,k7 Vk S m — 1.
k

If £ <m—1, then [th,, 0] = 0. For k = m — 1 we have
[d)ma me—l] - _pm/a/m—l + ﬁmo-m—l - 07

which proves first part of (4.11.14) for n =m + 1.
Second Part: Write

[me—i-l; ¢k] = [Qom7¢k] - am[wma 9%], Vk <m.

If £ <m—1, then [p,,41, %] = 0 by hypothesis. Using the algorithm and choosing k = m
we get

[(Pm—&-l, ¢m] - [Soma ©Om + 6m1/}m—1] - O‘m[¢m7 9¢m] = Pm — OOy = 07

which proves the second part of (4.11.14).



it implies

[ns k] = [0, U] = Bulon, Yr_1] =0, Vk <n.

Together with the first part of (4.11.14), we prove the theorem. u
The theorem is valid as long as the algorithm does not break down. For this reason
we shall use orthogonal polynomial for ¢, and 1, whether or not the bilinear forms
involved are inner products.
In the following, we want to generalize the CG Algorithm to the nonsymmetric case.
Consider
Ax =b, A: nonsymmetric.

Given g, rg = b — Axg, let 7o be a suitably chosen vector. Define [+, ] by

[, ¢] = 75 p(A)p(A)ro = (9(AT)7o) ¥ (A)rg
and define p_; =p_; = 0. (If A symmetric : (¢,9) = rlp(A)Y(A)ry). Then we have

rn = @n(A)ro, Fn:gon(AT)fo,
Pn = %(A)T‘o, ﬁn:¢n(AT)f0

with ¢, and 1, according to (4.11.12b) and (4.11.13b). Indeed, these vectors can be
produced by the Bi-Conjugate Gradient algorithm:

Algorithm 4.11.1 (Bi-Conjugate Gradient algorithm)

Given rg = b — Axg, p_1 = p_1 and 7y arbitrary
Forn=0,1,---
Pn = fgrm Bn = pn/pnfl
Pn =7Tn+ ﬁnpn—la ﬁn - 7Zn + 6n]3n—1
On = PLAp,, Qn = pn/on
Toal = Tn — O ADp,  Trna1 = T — 0 ATD,
Tpt1 = Tn + QpPp.

Property 4.11.1 r, =b— Az, rf7; =0, j #k and pf ATp; =0, j # k.

Remark 4.11.2 The Bi-Conjugate Gradient method is equivalent to the Lanczos biorthog-
onalization method.

m—1

7o) = span(po,p1,- -, Pm-1);
Lm = Span(Wm) = Span(f(% ATan ) (AT)m717:0) = Span(ﬁ()aﬁlv te 7ﬁm71)-

K,, = span(V,,) = span(rg, Arg,--+ , A

Remark 4.11.3 In practice 7 is often chosen equal to ro. Then, if A is not too far from
being S.P.D., the bilinear expressions |-, -] and [-,0-] will be positive semi-definite, and the
algorithm will converge in the same way, and by the same argument as does the ordinary
CG algorithm in the SPD-case!
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4.11.2 Squaring the CG algorithm: CGS Algorithm

Assume that Bi-CG is converging well. Then r,, — 0 as n — oo. Because r,, = ¢, (A)ro,
©n(A) behaves like contracting operators.

e Expect: ¢, (AT) behaves like contracting operators (i.e., 7, — 0). But ”quasi-residuals”
7, 1s not exploited, they need to be computed for the p, and o,.

e Disadvantage: Work of Bi-CG is twice the work of CG and in general ATv is not easy
to compute. Especially if A is stored with a general data structure.

e Improvement: Using Polynomial equivalent algorithm to CG.

Since p, = [pn, @n] and o, = [1)y, 09,], [+, ] has the property [px, ] = [p, x¥]. Let
wo = 1. Then

Pn = [9007 903]7 On = [900’ ewZ]

{ Pn+1 = Pn — anewna
wn = ©n + ﬁnwnfl-

e Purpose: (i) Find an algorithm that generates the polynomials ¢? and 1?2 rather than

Y, and ,.

(i) Compute the approximation solution z, with r, = ¢2(A)re as residuals (try to
interpret). Because p, = 7l r, with r, = p2(A)re, 7, and p, need not to be computed.
How to compute 2 and 27

wi = [Son + %%4}2 = (pi + 28,0ntn—1 + 521#721717
90721—1-1 = [Spn - O‘newn]Q = 90721 - 2an9(;0n77bn _l' Oéiezf/fi

Since

Spnlpn == @n[%pn + ﬁnd}n—l] = 90121 + 6n§0nwn—17

we only need to compute ©,¢,_1, 2 and 2. Now define for n > 0 :

Cbn - 50721’ ®n - wn¢n—17 \Iln—l = 77/}721—1'

Algorithm 4.11.2 (CGS)

(1)051. @OE\P,lEO,pflzl.

for n=0,1,---
Pn = [17 q)n]7 ﬁn = pn/pn—l

on=1[1,0V,], «a,=py/on, O)=r,
@n—i-l == Yn - OénH\I/n
q)n-l—l =, — anH(Yn + ®n+1>
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Deﬁne Tn = q)n(A)T()a Gn = @n(A)rmpn = \I[n(A)rm
ro="0b—Axo,q0 =p-1=0,p-1 =1

for n=0,1,---
Po =700, Bn = Pn/Pn
Up =Ty + ﬁn%m
Dn = Up + Bn(Qn + Bnpn—l)
Up = Apn

Op =Te0n, Qp=pn/on
Qn+1 = Up — QpUp

T'n41 = Tn — anA(un + Qn+1>
Tnt+1 = T + an(un + Qn+1)~

Since ro = b — Axg, rpp1 — rn = A(x, — xpy1), we have that r, = b — Ax,. So this
algorithm produces x,, of which the residual satisfy

Ty = gpfl (A)ro.

Remark 4.11.4 FEach step requires twice the amount of work necessary for symmetric
CG. However the contracting effect of p,(A) is used twice each step. The work is not
more than for Bi-CG and working with AT is avoided.

4.12 Bi-CGSTAB: A Fast and Smoothly Converging
Variant of Bi-CG for the Solution of Nonsym-
metric Linear Systems

Algorithm 4.12.1 (Bi-CG method)

Given xg, 1o = b — Ao, (To,70) #0, po =1, Po = po = 0.
Fori=1,2,3,---
Pi = (7:1'—177”1'—1)
Bi = (pi/pi-1)
pi = Ti—1 + Bipi—1
Di = Ti—1 + BiPi—1
v; = Ap;
QG = Pi/(ﬁz‘, Uz‘)
Ti = Tij—1 + QP;
Stop here, if x; is accurate enough.
TP =Tl — U = T — o Ap;
Ty =Ti1— OCiATﬁi
end for

Property 4.12.1 (i) r; L 7,...,7j—1 and 7 L ro,...,rj_1.

(ii) three-term recurrence relations between {r;} and {7;}.
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(iii) It terminates within n steps, but no minimal property.
Since TJBZ"CG = ;(A)rg and ffi’CG = ;(AT)Fy, it implies that
(rj,7) = (93 (A)ro, 9i(AT)7o) = (pi(A)p;(A)ro, 7o) =0, i < j.
Algorithm 4.12.2 (CGS method)

Given xg, 19 = b — Axy, (7“0,7:0)#()7 To =70, po =1, po=qo=0.

Fori=1,2,3,---
Pi = (7:0;7“1‘—1)
B = Pz‘/Pz‘—1

u="ri_1+ B¢
pi = u+ B(gi—1 + Bpi—1)

v = Ap;
a:pi/(f()vv)
g =u— Qv
w=1u-+q;

T, = T+ aw
Stop here, if x; is accurate enough.
r; =1ri_1 — cAw

end for

We have 7795 = ;(A)?r,.
From Bi-CG method we have rlBi_CG = @;(A)ro and p; 11 = V;(A)re. Thus we get

Vi(A)rg = (pi(A) + Biv1ti—1(A)) 1o,

and

@i(A)ro = (pic1(A) — a; A _1(A)) o,
where 1; = ¢; + B and ¢; = @1 — a;0;_1. Since

(%(A)Tm QOJ(AT)fO) = 07 j < 2.7
it holds that .

QOZ'(A)TO J_ fo, ATfo, . (AT)z_lfo

if and only if

(@5 (A)pi(A)ro, 7o, ) =0

for some polynomial ¢; of degree j < 7 for j = 0,1,---,i—1. In Bi-CG method,
we take ¢; = ¢; 7; = @;(AT)7 and exploit it in CGS to get r{'“S = ©*(A)rg. Now
ri = @i(A)p;(A)ro. How to choose @; polynomial of degree i so that ||r;|| satisfies the
minimum. Like polynomial, we can determine the optimal parameters of ¢; so that ||r|
satisfies the minimum. But the optimal parameters for the Chebychev polynomial are in
general not easily obtainable. Now we take

P = 771'(93),

where
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) (1 — o)

1

Here w; are suitable constants to be selected.

Define
rj =n;(A)p;(A)ro
Then
ri = ni(A)pi(A)ro
= (1 —wiA)ni-1(A4) (pi-1(A) — @i A1 (A)) ro
= {(ni—1(A)pi-1(A) — s Ani—1 (A)hi1(A)) } o
—w A {(Ni—1(A)pi—1(A) — aAni—1 (A)i—1(A)) }ro
= rio1 — aAp; — z’A(Ti—1 - Oéz‘Apz‘)
and

pir1 = Ni(A)i(A)ro
= ni(A) (¢i(A) + Bis1i-1(A)) ro
= ni(A)pi(A)ro + Bir1(1 — wiA)ni1(A)i1(A)rg
= ni(A)pi(A)ro + Bivami—1(A)i—1(A)ro
—Bir1wiAni—1(A)Yi—1(A)ro
= 7+ Big1(pi — wilps).

Recover the constants p;, 3;, and «a; in Bi-CG method. We now compute ;: Let
piv1 = (To, mi(A)pi(A)ro) = (Th'(AT)fo, %(A)To) .

From Bi-CG we have o;(A)rg L all vectors p;_1(AT)7y, where p;_; is an arbitrary poly-
nomial of degree i — 1. Consider the highest order term of 7;(A”) (when computing p;,1)
is (—1)'wiwy - - - wi(AT)?. From Bi-CG method, we also have

Pit1 = (SOi(AT)fO, @i(A)ro) -
The highest order term of ¢;(AT) is (—1)%ay - - - a;(AT). Thus

Bi = (ﬁi/ﬁifl) (aifl/wifl) )
because

B = Pi _ (041 ce 04171(AT)i_1f07 901'71(14)7”0)

' Pi—1 (041 e 04172(AT)i_2f07 901'72(14)7”0)
(gi x :g—fjm - wi g (A7), %—1(14)7’0)
(%wl - wig(AT) 27, 901'72(14)700)
= (pi/pi-1) (i1 /wi—1) .

Similarly, we can compute p; and «;. Let

ri=ri1—YAy, x; =x;1+~yy (side product).

Compute w; so that r; = n;(A)p(A)ry is minimized in 2-norm as a function of w;.
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Algorithm 4.12.3 (Bi-CGSTAB method)

Given g, 1o = b — Axg, Ty arbitrary, such that (7o,79) # 0, e.g. 7o = 70,
po=a=ws=1, vg=py=0
Fori=1,2,3,---

Pi = (7:0, 7’1'71)

B = (pi/pi-1)(a/wi1)

Pi = Tie1 + B(Ppi-1 — wim1vi-1)
v; = Ap;

a = p;/(To, v;)
S=T;i—1 — QU;

t = As

wi = (t’ S)/(tat)

T =z +ap;+wis (= xi +ap; +wi(rio — aAp;))

Stop here, if x; is accurate enough.

ri=38—wit [=ri_1 — aAp; — w;A(ri1 — aAp;) = ri1 — Alap; + wi(ri1 — aAp;)]
end for

Preconditioned Bi-CGSTAB-P:
Rewrite Az = b as

A =b with A= K{'AK;",
where v = K, '% and b= K;'b. Then
pi = Ki'pi, 0= Kilvg, 7= Ko,

5= Kflsi, E:> K;lti, T = KQ!Ei,
ro = Kleo

4.13 A Transpose-Free Qusi-minimal Residual Algo-
rithm for Nonsymmetric Linear Systems

Given g, 7o = b — Az and 7y arbitrary such that 747 # 0, e.g. 7o = ro. We know that
w? (b — AzBCC) =0, Vwe K,(7fy, A"), 2P c xy+ K,(ry, A).

The nth iterate, 2% generated by Bi-CG is defined by Petrov-Galerkin method.

T’ECG = @n(A)Toa Pn € Pna SDTL(O) =L
r% = (ealA)’ro,  Ta € 20 + Kanlro, A).

pBICGSTAB - — o (A)pn(A)rg,  n € 2o + Kon(ro, A).
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Choose xy € RN, set po = ug =19 = b — Axg, v = Apy,
Choose 7o such that py = 71ry # 0,
formn=0,1,2,---

Op—1= fgvn—h Un1 = Pn1/0n1,

Gn = Up—1 — Op—_1Un—1,

Tn = Tn_1 + W1 (Un_1 + ¢n),

T = Tno1 — Q1 A(Un_1 + Gn),

If x,, converges, stop;

P =70 Tn, Bn = Pn/pPn-1,

Up = Ty + ﬁnQna
Pn = Un + ﬁn(CIn + ﬁnpnfl)a
v, = Ap,,.
end for
Note that
a,_1 # 0 for all n, (4.13.1)
and
Up—1 = @n—l(A)¢n—1(A)T07 dn = Qpn(A),lvbn—l(A)TOa (4132)

where ¢,,, 1, are generated by

Vn(T) = () + Buthna(7), Yo =1 (4.13.3)

and
©n(T) = Pn-1(T) = an-17Pn-1 (7). (4.13.4)

4.13.1 Quasi-Minimal Residual Approach

Set
| up—r, fm=2n-1, odd
Ym = { G,  if m =2n, even (4.13.5)
and
2 .
_ [ en(A)ro, if m=2n+1, odd

From r¢¢% = 2 (A)rg follows that wa, 1 = r&¢%. Using (4.13.2) and (4.13.4) we get

VYn1(A) = A (Pn-1(A) — wn(4)).

Qn—1

Multiply above equation by ¢, (A), then the vectors in (4.13.5) and (4.13.6) are related
by
1
Ayy, = ——————— (W, — Wint1)- (4.13.7)

Al (m-1)/2]
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By (4.13.1), | (m-1)/2] in (4.13.7) 7é 0. Let

Ym:[ylvy%”' 7ym]a Wm-ﬁ-l:[wla"' 7wm7wm+1]-

Then from (4.13.7) we get

AY,, = W1 B9, (4.13.8)
where
1 0
-1 1
B,(ﬁ) = diag(Oéoaoéo,OéhOéla“' 70%(m—1)/2j)71 (4-13-9)
-1 1
0 -1

is an (m + 1) x m lower bidiagonal matrix.
By (4.13.3), (4.13.4) and (4.13.1) we have that polynomials ¢, and 1, are of full
degree n. With (4.13.2) and (4.13.5) it implies

Ko (ro, A) = span{yr,y2, -+ ,ym} = {Ymz | z € R™}. (4.13.10)

But any possible iterate x,, must lie in xy + K, (19, A). Thus

T = To + Y,z  for some z € R™. (4.13.11)
From (4.13.8) and w; = rg (see wa, 41 = rS9%) follows that the residual satisfies
rm =19— AY,2 = WmH(egmH) — BY2). (4.13.12)
Let
Qi1 = diag(wy, wa, -+, Wie1), wg >0, (4.13.13)
be any scaling matrix, rewrite (4.13.12) as
Pan = Wit Qb (frnr — HE 2), (4.13.14)
where
fopr =wie™™ HO =, B, (4.13.15)

We now define the m-th iterate, x,,, of the transpose-free quasi-minimal residual
method (TFQMR) by
T = Lo + YnZm, (4.13.16)

where z,, is the solution of the least squares problem
T = [ fmsr = Hi 2|2 = min | fongr — HPz]l2 (4.13.17)
By (4.13.9), (4.13.13) and (4.13.15) it implies that H\ has full column rank m. Then
Zm 1s uniquely defined by (4.13.17). In general, we set
wk:HwkHQ, k=1,--- ., m+1.

This implies that all columns of W,,, 11", | are unit vectors.
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Consider
T = 20+ YoiZm, Zm=H ' fm, (4.13.18)
where

H f
(e) — m _ m
Hm—[*‘”*}andfmﬂ—[ . }
By (4.13.9), (4.13.13) and (4.13.15) follows H,,, nonsingular, thus
Zm = [0, g, 1, - - - aa\_(m—l)/QJ]T (4.13.19)

and
W1 = [ fsr = H Zn - (4.13.20)

Comparing (4.13.18) and (4.13.19) with update formula for iterate z¢%% in CGS Algo-
rithm we get
Top = 255, (4.13.21)

n

Lemma 4.13.1 Let w; > 0,m > 1 and

H H(e) *
e — m — ( Hm= 4.13.22
m ( hm+1,m 6% ) ( 0 herl,m ) ( )

be an (m + 1) x m upper Hessenberg matriz of full column rank m. For k =m — 1,m,
let 2, € R* denote the solution of the least-square problem

Tk = H&g [ fre1 — Hige)ZHm fror = wief ™ € RM (4.13.23)

Moreover, assume that H,, in (4.15.22) is nonsingular. Set Z,, := H_'f,.. Then

= (1—¢2) ( 2”6‘1 > + 22 (4.13.24)
Tm = Tm—10mCm., (4.13.25)
where . |
0,, = a1 — HOZ M, ey = —. 4.13.26
Tm_1||f +1 m ”2 \/@ ( )
4.13.3 TFQMR Algorithm
From (4.13.24), (4.13.11) and (4.13.18) are connected by
Ty = (1 — )T 1 + T (4.13.27)
By (4.13.25), (4.13.26) and (4.13.20) follows that
1
0,, = M, e = ————=and Ty = Tm-10mCm. (4.13.28)

Tm—1 m
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Setting
1
Ay = ————— (T — Ty1)- (4.13.29)
Al (m-1)/2]
Rewrite (4.13.27) and get
Ty = Tyn—1 + Doy, (4.13.30)

where 9, = ¢2,0(m-1)/2). By (4.13.18) and (4.13.19) we get
_— . _—_— T
T —x0+YmZm7 Zm = [O{(),Oél,"' 705\_(m—1)/2j] )

and thus

T = Tm—1 + Q(m-1)/2)Ym-

Together with (4.13.29) and (4.13.30) (m replaced by m — 1) we have

0% M
Aoy = Y + 2L (4.13.31)
Q| (m-1)/2]
where 02,_, = & Cib
Remark 4.13.1
1, . 1 .
dm = —<£L'm,1 + aym — xmfl) = Ym + _[xmfl - xmfl]
Q Q

= Um + _(i'm—l — Tm—-2 — nm—ldm—l)
«

1 . 1,
= Um + _(admfl - nmfldmfl> = Ym + —(Oé - 77m71)dm71
(6% (6%

1 N 1 1—c2
= Ym + a( L nm—l)dm—l = UYm + (nm—1(2—1)>dm—1-

m—1

. -
Cr1 a

From (4.13.5) and (4.13.6), ¢, and u, in CGS Algorithm follows
Yon = Yan—1 — Qp—1Un—1, Yant1 = Want1 + Bplon. (4.13.32)
Multiplying the update formula for p, in CGS Algorithm by A we get
Uy = Ayani1 + Bn(Ayon + Bnvn_1), for v, = Ap,. (4.13.33)
By (4.13.7) w,,’s can be generated by
Wing1 = W — O (m—1)/2]| AYm- (4.13.34)

Combining (4.13.28), (4.13.30)-(4.13.34) we get the TFQMR Algorithm in standard
weighting strategy wy = ||wg||2-
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Choose x, € RN,
Set W1 =Y =To = b— A.Io, Vo = Ayl, do = 0, T0 = ||7”0||2, 90 = O, Mo =
Choose 7o such that py = 71ry # 0,
For n=20,1,2,--- do
set 0p_1 = T0 Vp—1, Q-1 = Pn-1/0n-1, Yon = Yon—1 — QUn—1Vp_1,
Form =2n—1,2n do
set Wipg1 = Wiy — Q1 AY,
em - ||wm+1||2/7-m—17 Cm = ]-/\/ 1+ ezm
Tm = Tm—lemcrrw Nm = Cznan—la
dm = Ym + (93nf177m—1/04n71)dm71,
Tm = Tm—1 + nmdmy
If x,, converges, stop;
End for
set pn = T4 Wani1, B = Pn/Pn-1,
Yon+1 = Wan+1 + ﬁn@/cZna
Up = Ay2n+1 + ﬁn(AyZn + ﬂnvnfl)-
End for
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4.14 GMRES: Generalized Minimal Residual Algo-
rithm for solving Nonsymmetric Linear Systems

Algorithm 4.14.1 (GCR)

Input: Given xq, compute pg =19 = b — Axg;
Output: solution of linear system Ax = b.
Iterate + = 0,1,2,---,
compute a; = (i, Api) /(Api, Api),
Ti+1 = T + Q4P;,
Tiy1 = T — i Ap; = b — Ay,

Dit1 = Tip1 + ) 5](-“]9]‘}
j=0

ﬁj(»i) are chosen so that (Apit1, Ap;) =0, for 0 < j <.
End;

It requires that %(AT + A) is symmetric positive definite.

Example 4.14.1 Let
0 1 1
A—{_l 0] and b—[l}.

Take vy = 0. Then we obtain the following results:

e Fori =0 in Algorithm 4.14.1, we have that oy = 0 which implies that x1 = x¢ and

ry =rgo. Thus p; = 0.

o Fori =1 in Algorithm 4.14.1, we see that a division by zero when computing oy

and break down.
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4.14.1 FOM algorithm: Full orthogonalization method

For GMRES method,

(a) CANNOT break down, unless it has already converged.
(b) 1/2 storage required than GCR,
(c) 1/3 fewer arithmetic operations than GCR

Main goal: Find orthogonal basis for K = {rq, Arg, -+, A¥"Iry}, i.e., span(Ky) =<
v1, -, v, >, where v; Lv; for ¢ # j.

Theorem 4.14.1 (Implicit Q theorem) Let AQ; = Q1H; and AQy = Q2H,, where
H,, Hy are Hessenberg and 1, Q2 are unitary with QQ1e; = Qae1 = q1. Then Q1 = Q2
and H; = Hs.

Proof: Let
T hyy hyy e e hi, |
har  haoy :
Alg @ - @l=1ln @ a@l| o . . : . (4.14.1)
' e hn—l n
L 0 0 hn,n—l hnn
Then we have
Aqr = higi + haige. (4.14.2)

Since ¢; L¢go, it implies that
hi =G Aq /g
From (4.14.2), we get that
G2 = ha1q2 = Aqi — huiqu.

That is

@ = @/||@ll:  and  ho = |G|
Similarly, from (4.14.1),

Aqa = hiaq1 + haaga + h3ags,

where

hi2 =q¢iAgx  and  ha = g5 Aqe.
Let

g3 = Aga — hiaqi + haago.
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T 1IICTT

@ =q/|gsll2 and ks = [|G5],

and so on. Therefore, g1, - ,¢,] are uniquely determined by ¢;. Thus, uniqueness holds.
Let K, = [v1, Avy, -+, A" loy] with |jvi|ls = 1 is nonsingular. K, = U,R, and
Unel = 1. Then

0 0 =
1 . DX
AKn = KnCn = [Ul, 14’017 ce ,A"_lvl] o .. .. . (4143)
0
| 0 0 1 = |

Since K, is nonsingular, (4.14.3) implies that
A=K,C,K;' = (U,R,)Cp(R,'U").
That is
AU, = U,(R,C,R; 1),

where (R, C,R;!) is Hessenberg and U,e; = v;. Because < U,, >=< K,, >, find AV, =
V,H, by any method with V,e; = vy, then it holds that V, = U,, i.e., oD = 4! for

i=1,n. m

Algorithm 4.14.2 (Arnoldi algorithm)

Input: Given vy with ||vi|]2 = 1;
Output: Arnoldi factorization: AVy, = Vi Hy, + hgy1 xUks161 -
Iterate j = 1,2, -+,
compute h;; = (Av;,v;) fori=1,2,--- 7,
Ui = Av; — D71 hijui,
hjsrg = 10j41ll2,
Vi1 = Uji1/ i1y

End;

Remark 4.14.1 (a) Let Vi = [v1,- -+ ,v] € R™* where v, for j = 1,...,k, is gener-
ated by Arnoldi algorithm. Then Hy = V,I AV} is upper k x k Hessenberg.

(b) Arnoldi’s original method was a Galerkin method for approzimate the eigenvalue of

In order to solve Az = b by the Galerkin method using < K >=< V, >, we seek
an approximate solution z, = x¢ + 2z, with 2z, € K, =< 1o, Arg, -+, A¥'ry > and
To = b— AZL‘U.

Definition 4.14.1 {xz;} is said to be satisfied the Galerkin condition if r, = b — Axy, is
orthogonal to Ky for each k.
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The Galerkin method can be stated as that find
T =g+ 2, with z, €V
such that
(b — Azy,v) =0, YoveV,
which is equivalent to find
2 = Viyk € Vi

such that

(ro — Azp,v) =0, YVovéel.

Substituting (4.14.5) into (4.14.6), we get
VkT(TO — Akak) = 0,
which implies that

yr = (VI AV Hlrollen

(4.14.4)

(4.14.5)

(4.14.6)

(4.14.7)

Since Vj is computed by the Arnoldi algorithm with vy = ro/||ro|, yx in (4.14.7) can be

represented as
ye = Hy rolles.
Substituting it into (4.14.5) and (4.14.4), we get

z, = mo + Vi H, ol ex.

Using the result that AV, = V. Hy, + hkﬂ,kvkﬂef, r, can be reformulated as

r, = b— Ary =19 — AViyr = ro — (ViHy + Ry 5064161 )Un

= To— Vk||7’0||61 - hk+1,k€;€ykvk+1 = _(hk—kl,kegyk)vk—kl'

Algorithm 4.14.3 (FOM algorithm: Full orthogonalization method)

Input: choose xqy, compute ro = b — Axg and v1 = ro/||rol|;

Output: solution of linear system Ax = b.
Iterate j = 1,2,--- | k,
compute h;; = (Av;,v;) fori=1,2,--- 7,
Ui = Av; — D71 hijui,
hiv15 = [1054all2,
Vi1 = Uji1/ i1y
End;
Form the solution:
xy, = To + Viy, where y, = ||ro|| Hy, er.
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accurate. Fortunately, it is simple to determine a posteriori when k is sufficiently large
without having to explicitly compute x;. Furthermore, we have

1 — Aw|l = e gler il
Property 4.14.1 (FOM) (a) ry//vgra = ri Lry, i#j

(b) FOM does NOT break down <= If the degree of the minimal polynomial of vy is
at least k, and the matriz Hy is nonsingular.

(c) The process terminates at most N steps.

A difficulty with the full orthogonalization method is that it becomes increasingly
expensive when k increases. There are two distinct ways of avoiding this difficulty.

(i) restart the algorithm every m steps

(ii) v;11 are only orthogonal to the previous ¢ vectors. Hj, is then banded, then we have
incomplete FOM(?).

A drawback of these truncation techniques is the lack of any theory concerning the
global convergence of these truncation technique. Such a theory is difficult because there
is NO optimality property similar to that of CG method. Therefore, we consider GMRES
which satisfies an optimality property.

4.14.2 The generalized minimal residual (GMRES) algorithm

The approximate solution of the form xy + 2z, which minimizes the residual norm over
2 € Ky, can in principle be obtained by following algorithms:

e The ORTHODIR algorithm of Jea and Young;

e the generalized conjugate residual method (GCR);

e GMRES.
Let
h1 1 hl,k
~ ha1 ha
Vie=lv, - 0], Hy= : : : : € REHDxE
hreg—1 Pk
0 0 lutrk
By Arnoldi algorithm, we have
AVj, = Vi1 Hy,. (4.14.8)

To solve the least square problem:

min |7, — Az|ls = min ||b — A(z, + 2)||2, (4.14.9)
zeKy, zeKy,
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where Kj, =< r,, Arg, -+, A¥ r, >=< vy,--- v > with v; = 22—, Set z = V,y, the

lIroll2"

least square problem (4.14.9) is equivalent to

min J(y) = min|Fe — AVigl2, 5= Il (41410
Y

yERk
Using (4.14.8), we have
T(y) = Vi [Ber — Hiylll2 = [|8er — Hyyllo. (4.14.11)
Hence, the solution of the least square (4.14.9) is
T = To + Vi,

where y; minimize the function J(y) defined by (4.14.11) over y € R*.

Algorithm 4.14.4 (GMRES algorithm)

Input: choose xqy, compute ro = b — Axg and v1 = ro/||rol|;
Output: solution of linear system Az = b.
Iterate j = 1,2,--- | k,
compute h;; = (Avj,v;) fori=1,2,--- 4,
77j+1 = AUj - 5:1 hz‘jvz’;
hjsrg = 10j11ll2,
Vi1 = Vi1 /Py
End;
Form the solution:
x = xo + Viyr, where y, minimizes J(y) in (4.14.11).

Difficulties: when £k is increasing, storage for v;, like k, the number of multiplications is
like %k2N .

Algorithm 4.14.5 (GMRES(m) algorithm)

Input: choose xqy, compute ro = b — Axg and v1 = ro/||rol|;
Output: solution of linear system Az = b.
Iterate j = 1,2,--- ,m,
compute h;; = (Av;,v;) fori=1,2,--- 7,
U1 = Av; — 370 hijvi,
hjsrg = 10j11ll2,
Vi1 = Ui/ Py
End;
Form the solution:
T = o + VinYm, where y,, minimizes || feq — ﬁmy | fory € R™.
Restart: Compute 1, = b — Axy, , if ||rml| is small , then stop,
else , Compute vg = x,, and v1 =1,/ || T ||, GoTo Iterate step.
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Consider the matrix ﬁ]k, and let us suppose that we want to solve the least squares

problem:

min || Be; — f]ky |2
yERF

Assume Givens rotations F; , ¢ =1...,7 such that
X X X X X X X X
N X X X X X X X
Fi---FWH;=F;..F;, | 0 x X x| = X x | =R; € RUFDXI,
0 0 x x X
0 0 0 x 0

In order to obtain R;;; we must start by premultiptying the new column by the previous

rotations.

[ X X X
X X
~ ~ X

H]’+1: :>F;EHJ+1:

= 4+ o+ o+ o+

© O X X X X

OO O X X X
Ole X X X X
OIX X X X X
++++++

OO O O X X

The principal upper (j + 1) x j submatrix of the above matrix is nothing but R;, and
h := hjis ;41 is not affected by the previous rotations. The next rotation Fj; defined by

G = /(7 + R
siy1 = —h/(r*+ h2)Y2,

Thus, after k steps of the above process, we have achieved
QrHy = Ry
where Qy, is a (k + 1) x (k + 1) unitary matrix and
J(y) = Ber — Hyy ||=I QulBer — Hiy] |=l g — Bay |, (4.14.12)

where gr = Qxfe;. Since the last row of Ry is a zero row, the minimization of (4.14.12)
is achieved at y, = R,;lgk , where R; and g, are removed the last row of R, and the last

component of g, respectively.
Proposition 4.14.1 || ry ||=|| b — Azy ||=| The (k+1)-st component of gy |.

To avoid the extra computation needed to obtain x; explicitly we suggest an efficient
implementation of the last step of GMRES(m). To compute z,, we need to compute H,,
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and vy, ..., vy,. Since vy, - -+ , vy, are known, we need to compute h; ,,, fori =1,... , m+1,
of the form ) )
hir ... himer ham
h21 . .
O hm7m—1 hmm
L 0 hm—f—l,m .

with Ry = (Avy,, v;), for @ < m. Here hy,11,, satisfies

m+1m H Avm Zhlmvz HQ—H AUm H2 Zh’m’

because

- E himvi = hm+17mvm+1, Um+1 L Vi, for 7 = 1, oo, M.
i=1

Now we will show how to compute r,, = b — Az, from v;’s i = 1,...,m and Av,,.
From (4.14.11) the residual vector can be expressed as

T'm = m—&—l[ﬁel - ﬁmfym]

Define t = [t1,to,...,tmi1]" = Ber — mym Then

m
Uy = (Ztivi>+tm+lvm+1
i—1

= (i tiv;) + tm+1 [Av,, — Z i m ;]

Im
= 1 Av,, + Z t — tm+1hz m/hm+1 m) Uy

hm+1 m i—1

m+1 m

Assume the first m —1 Arnoldi steps have been performed that the first m — 1 columns of
H,,, and the first m vectors v;,7 = 1,...,m are available. Since we will not normalize v; at
every step, we do not have explicitly v; but rather w; = p;v;, p; are some known scaling
coefficient (e.g., u; = ||vi]|). We have shown that 7, is a linear combination of Awv,, and
v’s, i = 1,...,m. Hence after m steps we do not need v,,.;. (Note that computing
Um+1 and its norm costs (2m + 1)n multiplications. So elimination of its computation
is a significant saving). So using vy, ...,v,, and Av,, we can compute restarting vector
v1 =7/ || Tm || and don’t need to compute v,,1. Then

= m+1 A + Z - tm+1hi,m/hm+1,m)vi~

hm+1 m

By Proposition 4.14.1 it holds that || r,, ||2=| the (k + 1)-st component of g |. So vy :=

T/ H 'm ||2
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GMRES CANNOT break down! GCR can break down when A is not positive real, i.e.,
%(A+ AT) is not symmetric positive definite. We assume that the first m Arnoldi vectors
can be constructed. That is, hj41; # 0, for j = 1,2,...,m. In fact, if hj19 ;11 # 0, the
diagonal element ;44 ;11 of R, satisfies

_ 2 72 1/2
it = (Cr — Sjr1hjia 1) = (r° + his 04) 77 > 0.

Hence, the diagonal elements of R,, do not vanish and the least squares problem J(y) =
min || g,,, — Rmyl|, can be solved, establishing that the algorithm can not break down if
hjt1,; #0,for j=1,...,m.

Thus the only possible potential difficulty is that during the Arnoldi process we en-
counter hji1; = 0. From Arnoldi’s algorithm it is easily seen that

(i) AV, = V;H; which means that K, spanned by V; is invariant. Note that if A is
nonsingular then the eigenvalues of H; are nonzero. J(y) in (4.14.10) at the jth
step becomes

J(y) = [|Bv1 — AVjy|| = ||Bvr — V;Hy|| = ||Vi[Ber — Hyyll| = ||Ber — Hjy|| -

Since H; is nonsingular, the above function is minimum for y = H; '3e, and the
corresponding minimum norm is zero, i.e., the solution z; is exact.

Conversely, assume z; is the exact solution and z;, for i =1,...,j — 1 are not, i.e.
rj=0butr, #0, fori=0,1,...,7 — 1. From Proposition 4.14.1 we know that

73]l = sje1_1gj—1 = sillrj-all = 0.

Then s; = 0 (||rj_1]| # 0) which implies that h;;;; = 0, i.e., the algorithm breaks
down and v;4; = 0 which proves the result.

(i) 9j41 =0and v; #0,fori =1,...,j < the degree of minimal polynomial of ry = v,
is equal to j.

(<) Assume that there exists a polynomial p; of degree j such that p;j(A)v; = 0
and p; is the polynomial of the lowest degree for which this is true. Therefore,
Kj+1 =<< vl,Avl,--- ,Ajl)l >= Kj SO @j—i-l c Kj+1 = Kj and 7~Jj+1_LKj, then
Uj41 = 0. Moreover, if 9; = 0 for some 7 < j then there is a polynomial p; of degree
i such that p;(A)v; = 0. This contradicts the minimality of p;.

(=) There is a polynomial p; of degree j such that p;(A)v; = 0 (by assumption
Uj41 =¢,0; # 0,0 =1,...,7). p; is the polynomial of the lowest degree for which
this is true. Otherwise, we have v; = 0, for some ¢ < j + 1 by the first part of this
proof. This is contradiction.

Proposition 4.14.2 The solution x; produced by GMRES at step j is exact which is
equivalent to

(i) The algorithm breaks down at step j,

(”) @j—&-l =0,
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(iti) hyry =0,

(iv) The degree of the minimal polynomial of o is j.

Corollary 4.14.1 For an n x n problem GMRES terminates at most n steps.

This uncommon type of breakdown is sometimes referred to as a “Lucky” breakdown
is the context of the Lanczos algorithm.

Proposition 4.14.3 Suppose that A is diagonalizable so that A= XDX ™! and let

(m) _ ; by
e\ —= min max Al
PEPm,p(0)=1 A;€o(A) |p( ) |

Then
e[| < w(X)™ [froll
where k(X) = [|X][| 1.
When A is positive real with symmetric part M, it holds that
lrmll < [1 =/ B)™2 |l

where @ = (Apin(M))? and 3 = A (AT A).
This proves the convergence of GMRES(m) for all m, when A is positive real.

Theorem 4.14.2 Assume Ay, ..., A\, of A with positive(negative) real parts and the other
eigenvalues enclosed in a circle centered at C' with C' > 0 and have radius R with C' > R.

Then
R m—v |/\ _)\| 2 R m—v
(m) « |2 i
) —[O] - H ) —M [0]
where
D= Erllax INi— XN and d= ‘_I{lin | Ail -
Jj=v+1,- T

Proof:  Consider p(z) = T(Z)Q(Z) where r(z) = (1—2z/A1)--- (1—2/),) and ¢(z) arbitrary
polynomial of deg < m — v such that ¢(0) = 1. Since p(0) = 1 and p(A;) = 0, for
1=1,...,v, we have

e s max [pOy) < max Jr(y)] max la(y)]

It is easily seen that

X =Nl _ [D]”
| — — < = .
jomax Ir(\))] jmax 11 N |4

1=

By maximin principle, the maximin of |g(z)| for z € {\;},, is no larger than its
maximin over the circle that encloses that set. Taking o(z ) = [(C = z)/C™" whose
maximin modulus on the circle is (R/C)™ " yields the desired result. u

Corollary 4.14.2 Under the assumptions of Proposition 4.14.3 and Theorem 4.14.2,
GMRES(m) converges for any initial xy if

m > vLog Bg (X)l/”] /Log [%' .
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Chapter 5

The Unsymmetric Eigenvalue
Problem

Generalized eigenvalue problem (GEVP):

Given A, B € C"". Determine A\ € C and 0 # = € C" with Ax = ABx. ) is
called an eigenvalue of the pencil A — AB (or pair(A, B)) and z is called an eigen-
vector corresponding to A. A is an eigenvalue of A — AB <= det(A — AB) = 0.
(0(A,B) ={\ € C|det(A— AB) =0}.)

Definition 5.0.2 A pencil A— AB (A, B € R™") or a pair(A, B) is called regular if
that

(i) A and B are square matrices of order n, and

(ii) det(A — AB) # 0.

In all other case (m #n or m =n but det(A — AB) =0), the pencil is called singular.

Detailed algebraic structure of a pencil A — AB see Matrix theory II, chapter XII (Gant-
macher 1959).

Eigenvalue Problem (EVP):
Special case in GEVP when B = I, we have A € C and 0 # z € C" with Az = Az. \is
an eigenvalue of A and x is an eigenvector corresponding to A.

Definition 5.0.3 (a) o(A) = {\ € C|det(A — XI) =0} is called the spectrum of A.
(b) p(A) =max{| A |: A € 0(A)} is called the radius of o(A).
(c) P(N\) =det(A — A) is called the characteristic polynomial of A.

s

Let P(\) = JJ(A = X)), X # A6 # j) and im()\i) =n.

i=1

Example 5.0.2 A—[Q 2},B—{(1) 8

0 3 ]:det(A—)\B)—Q—Aanda(A,B)_
{2}.
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Example 5.0.3 A = {(1] §|,B: {8 é| = det(A — AB) =3 and 0(4, B) = 0.

Example 5.0.4 A = {(1] g},B: {(1) 8] = det(A— AB) =0 and 0(A,B) =C.
Example 5.0.5 det(uA — AB) = (2u — A\u
pw=1:Ax =\Br = \ =2.
)\:1:Bx:quiu:O,u:%i)\:oo,)\:Z
0(A, B) ={2,00}.

Example 5.0.6 det(uA — AB) = p-3u
1w ="1: no solution for \.
A=1:Bx = pAxr = p=0,0.(multiple)
o(A, B) = {00, o0}.

Let
m(A;) := algebraic multiplicity of ;.
n(A;) :=n —rank(A — \1I) = geometric multiplicity.
If for some i, n(A\;) < m(A;), then A is degenerated (defective). The following statements
are equivalent:

(a) A is diagonalizable: There exists a nonsingular matrix 7' such that T-'AT =
diag(A, -+, An).

(b) There are n linearly independent eigenvectors.
(c) A is nondefective, i.e. V A € 0(A) = m(\) = n(N).
If A is defective then eigenvector + principle vector = Jordan form.

Theorem 5.0.3 (Jordan decomposition) If A € C"*", then there exists a nonsingu-
lar X € C™" such that X 'AX = diag(Jy,--- ,J;),where

A1 0

J; =
. 1
0 Yy

s m; X m; and mq + -+ +my = n.

Theorem 5.0.4 (Schur decomposition) If A € C"*" then there ezists a unitary ma-
triz U € C™" such that U*AU(= U YAU) a upper triangular.

- A normal(i.e. AA* = A*A) <= 3 unitary U such that U*AU = diag(A1, -, \n), i-e.

Aui = >\iui, U,Tu]' = 513
- A hermitian(i.e. A* = A) <= A is normal and oc(A) C R.

- A symmetric(i.e. AT = A/A € R™") <= 3 orthogonal U such that UTAU =
diag(Ay, -+, \p) and o(A) C R.
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5.1 Orthogonal Projections and C-S Decomposition

Definition 5.1.1 Let S C R"™ be a subspace, P € R"*" is the orthogonal projection onto
S if

Range(P) = S,
pP:=P, (5.1.1)
PT =P,

where Range(P) = R(P) = {y € R" | y = Pz, for some x € R"}.
Remark 5.1.1 Ifz € R", then Pz € S and (I — P)x € S*.

Example 5.1.1 P = vv® /vTv is the orthogonal projection onto S = span{v},v € R".

S=span{v}
=

Figure 5.1: Orthogonal projection

Remark 5.1.2 (i) If P, and P, are orthogonal projections, then for any z € R™ we have
| (Pr— P)z |l3= (P12)" (I — Py)z+ (Po2)" (I — P)z. (5.1.2)

If R(P)) = R(P,) = S then the right-hand side of (5.1.2) is zero. Thus the orthog-
onal projection for a subspace is unique.

(ii) IfV = [vy, -+ ,vg] is an orthogonal basis for S, then P = VVT is unique orthogonal
projection onto S.

Definition 5.1.2 Suppose S; and Sy are subspaces of R" and dim(Sy) = dim(Sz). We
define the distance between S, and Sy by

diSt(Sl,Sg) :H P1 - P2 ||2, (513)
where P; is the orthogonal projection onto S;, i=1,2.

Remark 5.1.3 By considering the case of one-dimensional subspaces in R?, we obtain
a geometrical interpretation of dist(-,-). Suppose S1 = span{z} and Sy = span{y} and
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Sz =span{y}

> S; =span{x}

| @ |lo=|| y ll2= 1. Assume that 27y = cos,6 € [0,3]. It follows that the difference
between the projections onto these spaces satisfies

P —Py=ax" —yy" =zl — (y"2)y|" — [y — (=" y)zly".

If 0 = 0(= x =vy), then dist(S1,S2) =| PL — P, ||a=sinf# = 0.
If 0 # 0, then

Us = [u, uz] = [z, —[y — (y" z)z]/ sin ]
and
Ve = [v1, 0] = [[z — (2"y)y]/ sin 6, 1]
are defined and orthogonal. It follows that
P, — Py, = U, diag[sin,sinf] V.

is the SVD of P, — Py. Consequently, dist(S1,Sz) = sin@, the sine of the angle between
the two subspaces.

Theorem 5.1.1 (C-S Decomposition, Davis / Kahan(1970) or Stewart(1977))
IfQ = [ Qu G ] is orthogonal with Q1 € R¥* and Qo € R (k > j), then there

Q21 Qn
exists orthogonal matrices Uy, Vi, € R¥** and orthogonal matrices Uy, Vo € RI*J such that
I 010
{Ul or[@n QHHVI o}: 0 cls (5.1.4)
0 U Q21 Q2 0 0 —5C
where

C =diag(c1,- -+ ,¢;), ¢ =cosb;,
S =diag(sy,---,Sj), s =sinb;

Lemma 5.1.1 Let Q) = { 81
2

matrices Uy, Uy and W such that

ult o Q1 | C
&)= S]
where C' = diag(cy,--- ,¢j) > 0, and S = diag(sy, -+ ,8,) > 0 with ¢Z + s? = 1,4 =
1 .n

} be orthogonal with ()1 € R™™. Then there are unitary
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Proof: Let U QW = C be the SVD of Q. Consider

L LE ] =L
0 I][Q | QW
has orthogonal columns. Define Qy = Q,W. Then C? + Q¥Qy = I or Q¥ Q, = I — C?
diagonal, thus Qg@ is diagonal. Which means that the nonzero column of Q- are
orthogonal to one another.If all the columns of Q- are nonzero, set S2 = Q;”QQ and
U; = QgSil, then we have U2TU2 =71 and U2TC~22 = S. It follows the decomposition.

If QQ has zero columns, normalize the nonzero columns and replace the zero columns
with an orthogonal basis for the orthogonal complement of the column space of Qs. Tt is

easily verified that U, so defined is orthogonal and S = UJ Q- is diagonal. It also follows
that decomposition. [ |

Theorem 5.1.2 (C-S Decomposition) Let the unitary matric W € C"*" be parti-

tioned in the form W = Wi Wi , where Wiy € C™" with r < 5. Then there exist
War Wa
. . ‘ T n—r . T n—r
unitary matrices U = diag( Uy , Uy ) and V = diag( V; , Vo ) such that
r - o0l }r
Uwv=|x T 0| }r , (5.1.5)
0 0 [ ]| m—2r

where T = diag(~,-+,7v) > 0 and & = diag(oy,-+- ,0,) > 0 with 42 + 02 = 1,1 =
1o,

Proof: Let I' = UW;;V; be the SVD of Wy, with the diagonal elements of I' : 1y <
TS S <l=pp=- =, e
I' = diag(I", I, _y).

The matrix [ %ﬂ } V1 has orthogonal columns. Hence
21

Wiy ' Wi 2
I = Vi Vi| =T+ (W Vi)*(Wo V1).
()] [(52) ] -
Since I and I'? are diagonal, (W, V;)*(Ws,V}) is diagonal. So the columns of W,V are
orthogonal. Since the ith diagonal of I —I'? is the norm of the ith column of W5, V3, only
the first k(k < r < n —r) columns of Wy V] are nonzero. Let U, be unitary whose first
k columns are the normalized columns of Wa;V;. Then

. 5
UsWa Vi = { 0}7

where 3 = diag(oy,- -+ ,0%,0,---,0) = diag(¥', 0), Uy € Cn=r)x(n=7)  Since
r

0
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has orthogonal (orthonormal) columns, we have v? + 0% = 1,i = 1,--- ,r. (¥’ is nonsin-
gular).
By the same argument as above : there is a unitary Vo € C=)*"=") guch that
U1*W12‘/2 = (T7 0)7
where T' = diag(m,--- ,7,) and 7; < 0. Since 77 4+ 77 = 1, it follows from 77 + o7 = 1
that 7= —X. Set U = diag(U;,Us) and V' = diag(V, V). Then X = U*WV can be
partitioned in the form

o - 0 071 }

07 0 0 0 | }Jr—k
X = 0 X33 X34 X35 }]{7

0 0 X43 X44 X45 }7’ —k

0 O X53 X54 X55 }n—27"

Since columns 1 and 4 are orthogonal, it follows >’ X34 = 0. Thus X34 = 0 (since ¥’
nonsigular). Likewise X35, Xy3, X53 = 0. From the orthogonality of columns 1 and 3, it

follows that —I"Y + ¥/ X33 = 0, so X33 = [V. The matrix Us = Xa Xas is unitary.
X51 Xss
Set Uy = diag(Iy, U3)Uy and U = diag(Uy, Us). Then URWYV = diag(I,,x, U3) X with
o = 00
0O I 0 00
X=|X 0 I 00
0O 0 0 IO
0 0 0 01
The theorem is proved. |

Theorem 5.1.3 Let W = [Wy, Ws| and Z = [Z,, Z,)] be orthogonal, where Wy, Z, € R
and Wy, Zo € R If S, = R(W,) and Sy = R(Z,) then

dist(S1, 52) = /1 — 02, (W Z) (5.1.6)

Proof: Let Q = W7'Z and assume that & > j = n — k. Let the C-S decomposition of @
be given by (5.1.2), (Qij = W Z;, 4,7 =1,2). It follows that

T _ T _ _ 2 2 T
- R Y - Ymin :
| WEZy |lo=[| Wi Zy |lo= 55 = /1 = ¢ = /1 = 00, (W' Z))

Since Wi, W and Z,Z! are the orthogonal projections onto S; and S,, respectively. We
have

diSt(Sl,Sg) = || Wlwir - ZlZ? H2
= | W WnwW - 2.Z2)Z |
= 1 iz H2 |0
wlz, 0
= Sj.
If k < j, the above argument by setting Q = [Wy, W17 [Z,, Z1] and noting that
amm(WQTZl) = Umm,(WlTZQ) = Sj.
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5.2 Perturbation Theory

Theorem 5.2.1 (Gerschgorin Circle Theorem) If X 'AX = D+F, D = diag(dy, -+ ,d,)
and F has zero diagonal entries, then o(A) C |J;_, D;, where

n

D;={z€C||z—d;| < Z | fijl}-

J=1,j#i

Proof: Suppose A € 0(A) and assume without loss of generality that A\ # d; for ¢ =
1,---,n. Since (D — AI) + F is singular, it follows that

n

L (D= AD)T'F o= D fisl /1 = Al

j=1
for some k(1 < k <n). But this implies that A € Dy. u

Corollary 5.2.1 If the union M, = U?Zl D;; of k discs D;;, 5 = 1,--- , k, and the union
My of the remaining discs are disjoint, then M, contains exactly k eigenvalues of A and
My exactly n — k eigenvalues.

Proof: Let B = X 'AX = D+ F, for t € [0,1]. Let By := D + tF, then By =
D, By = B. The eigenvalues of B, are continuous functions of ¢t. Applying Theorem 5.2.1
of Gerschgorin to By, one finds that for t = 0, there are exactly k eigenvalues of By in M;
and n—k in Ms. (Counting multiple eigenvalues) Since for 0 < ¢ < 1 all eigenvalues of B,
likewise must lie in these discs, it follows for reasons of continuity that also k eigenvalues
of A lie in M; and the remaining n — k in M. [

Remark 5.2.1 Take X = I, A = diag(A) + offdiag(A). Consider the transformation
A — ATTAN with A = diag(dy, -+ ,0,). The Gerschgorin discs:

n

ik O
Di={z€Cllz—as| < > — | =i}
oy
1 € €
Example 5.2.1 Let A = | ¢ 2 e |, Dy ={z | |[z=1| < 2}, Dy = D3 = {z |
€ € 2

|z — 2| < 2¢}, 0 < e < 1. Transformation with A = diag(1, ke, ke), k > 0 yields

. 1 keé* ke?
A=ATAN = % 2 €
% € 2

For A we have p; = 2ke?, p, = p3 = %—i— e. The discs Dy and Dy = Dy for A are disjoint if
p1+p2:2]{?€2+%+6<1.

For this to be true we must clearly have k£ > 1. The optimal value l;:, for which D; and
Dy(for A) touch one another, is obtained from p; + p2 = 1. One finds
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k= =1+e+0()

1 —e++/(1—¢€)?2—8€

and thus p; = 2ke? = 262 + O(¢*). Through the transformation A — A the radius p; of
D, can thus be reduced from the initial 2¢ to about 2¢2.

Theorem 5.2.2 (Bauer-Fike) If i is an eigenvalue of A+ E € C™" and X 1AX =
D = diag(Ai, -+, \n), then

i (A= pl < (X B lp,
S

where || - ||, is p-norm and ky(X) =I| X ]l X7,

Proof: We need only consider the case u € o(A). If X~ '(A+ E — ul)X is singular, then
sois I + (D — pul) ™ (X 'EX). Thus,

L<[| (D = pI) (X T'EX) [|,< X Ml 2 [l X 15

min |\ — yf
|

Theorem 5.2.3 Let Q*AQ = D+N be a Schur decomposition of A with D = diag(Ay, -+ , An)
and N strictly upper triangular, N* = 0. If p € 0(A+ E), then

<
)\Iem(g A — p| < max{6, 61,

where 0 =|| E [|o ZZ;& | N |l5.

Proof: Define § = minye,(a) |A — p|. The theorem is true if § = 0. If § > 0, then
I — (uI — A)~'E is singular and we have

L < || (ul = A E |
< (= A)7 2ll E l2

= [ (I =D)=NI"" |2l E[l2-
Since (ul — D) is diagonal it follows that [(ul — D)"'N|" = 0 and therefore

n—1

> [(uI = D)7'NJ*(ul — D)™

k=0

[(uI = D) — NI

Hence we have

£ 2
5

1<

”27

from which the theorem readily follows. |
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12 3 0 00
Example 5.2.2 If A= |0 4 5 and £ = 0 0 O0|. Theno(A+FE) =
0 0 4.001 0.001 0 O

{1.0001, 4.0582,3.9427} and A’s matrix of eigenvectors satisfies ko(X) = 107. The Bauer-
Fike bound in Theorem 5.2.2 has order 10*, but the Schur bound in Theorem 5.2.3 has
order 10°.

Theorems 5.2.2 and 5.2.3 each indicate potential eigenvalue sensitively if A is non-
normal. Specifically, if #9(X) and || N ||37! is large, then small changes in A can induce
large change in the eigenvalues.

Example 5.2.3 If A = [ 8 {)9 1 and £ = { 100_10 8 ], then for all A € o(A) and

peo(A+E), ]A—p| =107 . So a change of order 1071° in A results in a change of
order 107! in its eigenvalues.

Let A be a simple eigenvalue of A € C"*" and x and y satisfy Ax = Az and y*A = A\y*
with || z ||2=]|| ¥ |l2= 1. Using classical results from Function Theory, it can be shown
that there exists differentiable x(e) and A(¢) such that

(A+eF)x(e) = Ne)z(e)

with || z(e) ||= 1 and || F' ||2< 1, and such that A(0) = A and z(0) = x. By differentiating
and set € = 0:

Az(0) + Fz = A(0)x + A\z(0).
Applying y* to both sides and dividing by y*r —
F@,y) = 4"+ poa(@)y" "+ poa(@)y" 2+ - 4 pi(2)y + po(2).
Fix z, then f(z,y) = 0 has nroots yi (), - -+ ,yn(z). f(0,y) = 0hasnroots y1(0),- -, y.(0).

Theorem 5.2.4 Suppose y;(0) is a simple root of f(0,y) = 0, then there is 0; > 0 such
that there is a simple root y;(x) of f(x,y) = 0 defined by

yi(z) = vi(0) + pnz + pina® + -, (may terminate!)
where the series is convergent for |x| < ;. (yi(x) — v:(0) as v — 0).

Theorem 5.2.5 If y1(0) = -+ = y,,(0) is a root of multiplicity m of f(0,y) = 0, then
there exists 6 > 0 such that there are exactly m zeros of f(x,y) =0 when |x| < § having
the following properties:

(a) Yo m; =m, m;>0. The m roots fall into r groups.
(b) Those roots in the group of m; are m; values of a series

y1(0) + pa 2 + P2+ -

1
corresponding to the m; different values of z defined by z = x ™.
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Let \; be a simple root of A and x; be the corresponding eigenvector. Since \; is
simple, (A — A\1I) has at least one nonzero minor of order n — 1. Suppose this lies in the
first (n — 1) rows of (A — A\ I). Take x1 = (A1, An2, -+, Apn). Then

A 0
Ao 0

(A — )\1]) : == . )
A 0

since Z?Zl an;Ay; = det(A — M) = 0. Here A,; is the cofactor of a,;, hence it is a
polynomial in A; of degree not greater than (n — 1).

Let A1(e) be the simple eigenvalue of A + ¢F and x;(¢) be the corresponding eigen-
vector. Then the elements of z1(g) are the polynomial in A;(g) and €. Since the power
series for \;(e) is convergent for small €, so z1(¢) = x1 + €2, + %25 + - - - is a convergent

|y Fz| 1
- < _

el T Jyra
to the reciprocal of s(\) = |y*z| as the condition number of the eigenvalue .

Ae) = A(0) + A(0)e + O(£2), an eigenvalue X may be perturbed by an amount %,
s

if s(\) is small then X is appropriately regarded as ill-conditioned. Note that s(\) is
the cosine of the angle between the left and right eigenvectors associated with \ and is
unique only if X is simple. A small s(\) implies that A is near a matrix having a multiple
eigenvalue. In particular, if A is distinct and s(\) < 1, then there exists an E such that
A is a repeated eigenvalue of A + FE and

power series ‘/\(O)‘ The upper bound is attained if F' = yx*. We refer

s(A)
1Bl —=A__
1 —s2(\)
this is proved in Wilkinson(1972).
1 2 3 0 00
Example 5.24 If A= | 0 4 5 and F = 0 0 O0|. Theno(A+FE) =
0 0 4.001 0.001 0 O

{1.0001, 4.0582, 3.9427} and s(1) 2 0.79 x 10°, s(4) = 0.16 x 103, 5(4.001) = 0.16 x 10-°.
Observe that || E ||2 /s(A) is a good estimate of the perturbation that each eigenvalue
undergoes.

If A is a repeated eigenvalue, then the eigenvalue sensitivity question is more compli-

(1) (11 and F = [ (1) 8 } then o(A+eF) = {1+ \/ea}. Note
that if @ # 0 then the eigenvalues of A 4 ¢F" are not differentiable at zero, their rate of

change at the origin is infinite. In general, if A is a detective eigenvalue of A, then O(g)

cated. For example A =

perturbations in A result in 0(5%) perturbations in A where p > 2 (see Wilkinson AEP
pp.77 for a more detailed discussion).

We now consider the perturbations of invariant subspaces. Assume A € C™*™ has
distinct eigenvalues Ay, -+, A, and || F' ||= 1. We have

(A+eF)xr(e) = M(e)an(e), [ zile) [l2= 1,
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and

yr(e)(A+eF) = A(e)yr(e), [l ynle) ll2=1,
for k =1,---,n, where each A\;(¢),zx(e) and yx(c) are differentiable. Set ¢ =0 :

Adu(0) + Py = u(0)z0 + M (0).
where Ay = A\g(0) and zp = 2£(0). Since {x;}}; linearly independent, write i4(0) =
2?21 a;x;, so we have

iz
But y(0)zy = yfzr = 0, for i # k and thus

a; = y;kka/[(/\k - Az‘)?ﬁ%‘L i # k.

Hence the Taylor expansion for () is

- *Fx
xp(e) =xp +e¢ {( Yit' L
=1

SV W } x; + O(%).

Thus the sensitivity of z; depends upon eigenvalue sensitivity and the separation of A
from the other eigenvalues.

1.01 0.01 1
0.00 0.9 5(0.99)
and associated eigenvector z = (0.4472,—8.944)7. On the other hand, A = 1.00 of the

= 1.118

Example 5.2.5 If A = [ ], then A = 0.99 has Condition

"nearby” matrix A+ E = L01-0.01 has an eigenvector & = (0.7071, —0.7071)7.
0.00 1.00
Suppose
Ty T | }p
FAQ = 5.2.1
@AQ [ 0 T22} tg=n—p ( )

is a Schur decomposition of A with
Q= [\Q}/\Q/z_/] (5.2.2)
p n—p

Definition 5.2.1 We define the separation between Ti1 and Ty by

SepF(T117T22) — gl;él(/)l H 11 H Z HF 22 H .

Definition 5.2.2 Let X be a subspace of C", X is called an invariant subspace of A €
Crm if AX C X (ie.z€ X = Az € X).

Theorem 5.2.6 A € C", V € C"" and rank(V') = r, then there are equivalent:
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(a) there exists S € C™" such that AV =VS.

(b) R(V) is an invariant subspace of A.
Proof: Trivial! n

Remark 5.2.2 (a) If Sz = pz,z # 0 then u is eigenvalue of A with eigenvector V z.
(b) IfV is a basis of X, then V.=V (V*V)"2 is an orthogonal basis of X.
Theorem 5.2.7 A € C"", @ = (Q1,Q2) orthogonal, then there are equivalent:

(a) If Q*AQ = B = { gi g;z } then By = 0.

(b) R(Q1) is an invariant subspace of A.

B B
Proof: Q*AQ = B <= AQ = QB = (Q1,Q>) { B; BZ } . Thus AQ; = QB +

Q2B21-

(a) B2 =0, then AQ, = Q1 B11, so R(Q)) is an invariant subspace of A (from Theorem
5.2.6).

(b) R(Q,) is invariant subspace. There exists S such that AQ; = Q1S = Q1B11+Q2Bo;.
Multiply with @7, then

S =Q1Q1S = Q101 B + Q1Q2 By
So S = Bi1 = Q2B = 0 = Q50285 = 0 = By = 0. ]

Theorem 5.2.8 Suppose (5.2.1) and (5.2.2) hold and for E € C™" we partition Q* EQ
as follows:

* Ell E12
EFEO =
@EQ [ Ex En ]

with By € RP*P gnd Fey € RO-P)X(n=p) If
0= 5€p2(T11,T22)— H En H2 - H Es H2> 0

and
| Bt ll2 (| Taz |l2 + || Brz |l2) < 6°/4.

Then there exists P € C"F)*k gych that
| Plla< 2| Eo |2 /6

and such that the column of Q, = (Q; + Q2P)(I + P*P)’% form an orthonormal basis
for a invariant subspace of A+ E.(See Stewart 1973).
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Lemma 5.2.1 Let {s,,} and {p,} be two sequence defined by

Sma1 = Sm/(1 = 20DmSm),  Pmii = MD2ySme1, m=0,1,2 - (5.2.3)
and
So =0, po=07 (5.2.4)
satisfying
dno*y < 1. (Here o,n,v > 0) (5.2.5)

Then {sy} is monotonic increasing and bounded above; {p.,} is monotonic decreasing,
converges quadratically to zero.

Proof: Let
T = SmPm, m=0,1,2---. (5.2.6)
From (5.2.3) we have
_ 22 2 _ 2 2
Tt = Sm1Pmit = NS/ (L= 20Pmsm)” = 0y, /(1 = 202m)7, (5:2.7)
(5.2.5) can be written as
0< 20 < — (si 2<1) (5.2.8)
T < —. (since xy= sopy = — 2.
0 an 0 0Po =07 41
Consider
v=f(z), f(x)=n2*/(1-2nz)* x>0. (5.2.9)
By
df (z) 2nx

dx (1 —2nx)3’

d
we know that f(z) is differentiable and monotonic increasing in [0, 1/2n), and ];(x) |lz=0=0

x
: The equation (5.2.9) has zeros 0 and 1/4n in [0,1/2n). Under Condition (5.2.8) the
iteration x,, as in (5.2.7) must be monotone decreasing converges quadratically to zero.
(Issacson & Keller ”Analysis of Num. Method 1996, Chapter 3 §1.) Thus

Sm+1 o 1 o 27}1‘m
Sm 1—27]xm— 1—-2nz,

:1+tm7

where t,, is monotone decreasing, converges quadratically to zero, hence

m S m
J+1
Sm+1 = 80H 3_ = S()H(]. + t])
j=0 “J =0
oo
. . Tm
monotone increasing, and converges to SOH(l + tj) < 00, SO P, = — monotone de-
; Sm
Jj=0

creasing, and quadratically convergent to zero. |
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Theorem 5.2.9 Let
PA12P+PA11 — AQQP — A21 =0

be the quadratic matriz equation in P € C=Vxl (1 <[ < n), where

[ A Ap }

A21 A22 - A’ U(A11> ﬂ U<A22) — Q)

Define operator T by:

TQ = QA — A»Q, Qe Cr X

Let
n=[Awll, 7=l Ax |
and
o=|T7"|= sup [ T7'P|.
I1Pl=1
If
dno?y < 1,

(5.2.10)

(5.2.11)

(5.2.12)

(5.2.13)

(5.2.14)

then according to the following iteration, we can get a solution P of (5.2.10) satisfying

| P||< 207,

and this iteration is quadratic convergence.
A(m) A(m)
11 12

Iteration: Let A, = (m)  4(m)
Ay Ay

. Ay = A

(1) Solve
TPy = PpA™ — AP, = A

and get P, € C=0xL.
(ii) Compute

AYF“) = A%ﬂ) + A2 P,
ARY = ADY — P A,
AgTH) = —P,AP,.

Goto (i), solve P, 1.

Then
P=lim Y P
1=0

is a solution of (5.2.10) and satisfies (5.2.15).

(5.2.15)

(5.2.16)

(5.2.17)
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Proof: (a) Prove that for m =0,1,2,---, T.,! exist: denote
| T, = 0m, (T=Ty, o=o00), (5.2.18)
then
4| Az lIl Pon || om0 < 1. (5.2.19)

By induction, m = 0, from o(A;1) () o(Ax) = 0 we have Ty = T is nonsingular. From
(5.2.12)-(5.2.14) it holds

A A | Poll oo =4n || T7 Agy || o < dnoy < 1.
Suppose T),;! exists, and (5.2.19) holds, prove that T, exists and
4 Az ([l Prgr | o < 1.
From the definition

SeP(An,AzQ) H(}?Iﬁf H QA1 — AnQ ||

and the existence of T~! follows sep(Ai1, Ag) =|| T~ ||7'= ¢7!, and by the perturbation
property of "sep” follows

sep(ATTTY ALY = sep(AY + AP, ASY — P AL)

> sep(AL}, AS) — || AP || — || PnArs ||
1-2] A Pl om
. | Asz Il P ll o (5:2.20)
Om

From
Sep(AH,Agg) S m1n{|/\1 — /\2| : )\1 < O'(AH), )\2 c O'(AQQ)}.

We have U(A(m+1)) N a(AS;“ ) =0, hence T},}; exists and

-1

1T+1) mH ) =[ T, +1 I~ = Om+1-
(A]

sep

From (5.2.20) it follows

Om

Tmt1 <
NS T2 [ A [ P [ o

(5.2.21)

Substitute (5.2.19) into (5.2.21), we get 0,41 < 20, and

| Pyt I Ty N ASH 1< osn | P 1P A H< S Pl
Hence
21| Asz [l Pross | 0mss < 21| Ava [ P | 0 < 1/2.

This proved that T),! exists for all m = 0,1,2,--- and (5.2.19) holds.
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(b) Prove || P, || is quadratic convergence to zero. Construct sequences {¢y, }, {sm}, {Pm}
satisfying

IAS < G 0 < Sy || P 1< Prne (5.2.22)
From
ASTY = =P, AP, (5.2.23)
follows
I AST D<) Age | P [1P< 102, (5.2.24)
Define {¢,,} by
Q1 = My Q0 =3 (5.2.25)
From (5.2.21) we have
Om+1 < 1_;%. (5.2.26)
Define {s,,} by
Smt1 = 1_23%, S0 = 0; (5.2.27)

From (5.2.16) we have
| P <! Tt 1 ASP 1= o || ASP 1< $min.

Define {p,,} by
Pm+1 = Sm+1Gm+1 = UpfnSmH, Po = 07. (5228)
By Lemma 5.2.1 follows that {p,,} \, 0 monotone and form (5.2.22) follows that ||
P,, ||— 0 quadratically.
(c) Prove P — P and (5.2.15) holds. According to the method as in Lemma
5.2.1. Construct {x,,} (see (5.2.6),(5.2.7) ), that is

2

77~Tm Sm
] = - S = ———— 5.2.29
T = 2 T T 2, (5:229)
and then . N
m+1 m
I = - 5.2.30
Pm+1 St 1_ 2773fmp ( )
By induction! For all m =1,2,--- we have
< ! < ! (5.2.31)
m 5Pm-1, Tm o cL
p 229 1 4n
In fact, substitute
2
1o no-y 1
= < = 5.2.32
1—2nxqg 1-—2n0%y 2 ( )

1
into (5.2.30) and get p; < SPo; From (5.2.29) and (5.2.32) it follows that

1 NTo 2 1
=—|(—) <—.
S (1—2nxo> iy
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For m =1, (5.2.31) holds. Suppose for m (5.2.31) holds, form (5.2.30), we have

1

Pm+1 < ipm;

1 m \o 1

by (5.2.29) it holds 2yt = — [ —=™— ) < — that is (5.2.31) holds for m+ 1. Hence
n \1—2nx, 4n

(5.2.31) holds for all nature number m. Therefore p,, < po/2™, m = 1,2,---, hence

p™) converges, where

P = Zm: (Zm: %) Po =2 ( 2ml+1> Po. (5.2.33)

1=0

Let
P =3"p.
i=0
From (5.2.22),(5.2.28) and (5.2.33) follows that

| Pt )||§ZHPZ-||§Zpi<2(l—W)po_2<l—2 +1)m.
=0 =0 m

Let m — oo, then (5.2.15) holds. By (b) the limit matrix P as in (5.2.17) is quadratic
convergence. |

Theorem 5.2.10 Let A, E € C™",  Z; € C™! be the eigenmatriz of A corresponding
to AH € Cle (26 AZl = ZlAll) and Z{{Zl = I, 1 S l S n. Let Z = (Zl,ZQ) be
unitary. Denote

Z*AZ:<A11 AlZ), T*E7 — (Ell E12>‘

0 A Ear En
Define T as in (5.2.11). Suppose o(Ay1) (o (Ax) =0 and | T~ || (|| E11 || + || Fa2 ||
) < 1. Let
5= [ =] A Bol 7= E 2.34
o= =l A+ Exl, 7=[Eal. (5234

=T (|| B || + || B2 )’

If
47627 < 1, (5.2.35)

then there exists P € C"=UXU with || P ||< 267 such that
Zy = Zy + Z,P € C™ (5.2.36)

is the eigenmatrix offl = A+ E corresponding to A= Ay + By + (Ao + E19)P.
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Proof: Prove that there exists L = { g ]0 J with || P [|< 267 such that
n—l
4| An+En A+ E A«
-1 11 1 A 12 |7 _ 11 ‘ 9
|: Egl AQQ + E22 0 * (5 37)
This is resulted from solving the following equation

Let
TP = P(AH -+ EH) — (A22 + EQQ)P.

By (5.2.34),(5.2.35) and
1T ||= {”},Tlgl | P(A11 + E11) — (Agg + Eo) P ||}

< { inf || PAH — AQQP || — Sup || PE11 — E22P ||}_1

- E= I1Pl=1
< |77
T =T Bl 41 B2 ()

— G
we have
A (A + Ew) || T P Bar |I< 47675 < 1.

Because the condition (5.2.14) in Theorem 5.2.9 is satisfied, by Theorem 5.2.9, the equa-
tion (5.2.38) has a solution P satisfying || P ||< 267%. Then it follows the result from

(5.2.37). m
Remark 5.2.3 Normalized Zy + ZoP — (Z1 + ZyP)(I + PHP)%. Consider

dist(Zy,(Z, + Z,P)(I + PH P)%)
= \/ 1= 02, [Z{1(Z + ZoP)(I + PHP) 7|

— 1= a2+ PIP)]
— /1= [Omax(I + PEP)]

1
<\1-—5
\/ P

_ Pl
VIH P
Example 5.2.6 Let n =3,l =2,k =1,
6 —1]1 05 —0.1] 03
A=|1 4o :{jﬂ ﬁ”} E=|—-04 03|02 :{gﬂ ?2},
0 0|1 S 0.3 —02] 0.3 A
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65 —1.1] 1.3 -
A=A+E=1|06 43 |-02 ‘{4“ 412]
0
0
1

0.3 =02 1.

The Jordan form of A is

o O Ot

] , o(An) =1{5,5}, o(Axn)={1}.
0
1
0

3
1
5
0
The eigenmatrix of A is Z; = [

1

0 , which satisfies AZ; = Z1A11 .

0

5 ! 3
Question 1: Compute | T7! ||= 4 3 l|loo= 3 and ||A1s]loe = 1, || E12]le = 0.3,
| Ea1 ||oo= 0.5, || E11 [Jeo= 0.7, || E22 |co= 0.3, to make sure the conditions in Theorem
117

5.2.10, which are ¢ = 0.6, 7 = 1.3, 5 = 0.5. Then check 4752y = o5 < 1, ie,
(5.2.35) is satisfied. 3
Question 2: From theorem 5.2.9, take Ag = A. For allm =0,1,2,--- , we solve

P Al — Ay Py = Ay,
and get
AGD 0

-T
0o Al ) ‘

Compute A m+1 Agrln) + A12Pm; Agzﬂ»l) = Ag;n) — PmA12 and Aganrl) = _PmA12pm~
And then go back to solve P, ;1. Then

pm = i P,
=0

Compute || AéT) |leo=" when m = 0,1,2,3. and || Py, ||cc=" when m =0, 1,2, 3.

I 0]+ I O
Compute Ay = [ _p® I] A [ PO I} ~7.

P, = A{MS,.. where S, = (Aﬁ’{” -

P®
Compute A’ = Aﬁ) =7.

Compute Z; ~ ng’):{ [ } =7.

5.3 Power Iterations

Given A € C™" and a unitary Uy € C**". Consider the following iteration:

Ty = UFAU,, for k=123, --- (5.3.1)
where T),_1 = Uy Ry, is the QR factorization of Ty_; and set T, = R, U}. Since
Te = (UpUy - - - Up)*A(UpUy - - - Uy,), (5.3.2)

it is obvious that each T} is unitary similar to A.
Is (5.3.2) always ”converges” to a Schur decomposition of A 7
Iteration (5.3.1) is called the QR iterations. (See Section 5.4)
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5.3.1 Power Method

Let A be a diagonalizable matrix,

with
Al > Azl 2 Az 2 - = A (5.34)

and let uy # 0 be a given vector. From the expansion

i=1

follows that
S - S S - AZ S
A Ug = ZZIOQAZZL'Z = )\l{ozlxl —+ 222062(/\—1) .Z’z} (536)
Thus the sequence of A\]°A%ug converges to a multiplicity of x;. We consider two possi-
bilities of normalization :

(A) || || - a given vector norm:
For ¢+=0,1,2,...,
Vip1 = Au;
ki1 = ||[viga]] (5.3.7)

Ujr1 = Ui+1/l{7i+1 with initial U

End

Theorem 5.3.1 Under the assumption (5.3.4) and oy # 0 in (5.3.5) holds for the se-
quence defined by (5.3.7)

. A
lim e'u; = o ﬁ, where € = u
i—00 |z | o] A1
Proof: It is obvious that
us = A*ug /|| Auol| ke = [|A%uol|/[| A ug]|. (5.3.8)

This follows from \; °*A*ug — a2, that

M| Aol = Jea |z,
M AT o] = o[l
and then
A T Ao | /1] A Mg || = A M — 1.

From (5.3.6) follows now for s — oo

Sy g Ay _ g+ G C S S | (5.3.9)
’ [Asuoll  [Joqzy + 32| lenza]l ]l |oa| -
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(B) Let [ be a linear functional: -
Consider
For +=0,1,2,...,
Vip1 = Aug,
kivi =l(viz1) e.g en(vigr),e1(vis1), (5.3.10)

Ujr1 = /Ui+1/ki+1 with initial Ug.
End
Then it holds

Theorem 5.3.2 Under the assumption of theorem 5.3.1, consider the method defined by
(5.3.10) and suppose that l(v;) # 0, fori=1,2,---, and l(x1) # 0. Then holds

X1

limk; =X and limu; = .

Proof: As above we show that
u; = Aug [1(A'ug) ks = 1(AMug) /1A uy).
From (5.3.6) we get for s — oo
AU (Alug) — aql(zy),

)\178+11(A571U0> — ozll(xl),

thus
Mk — 1
Similarly for i — oo,
j n Aj i
v — Alyg a1+ > jma (1) o (5.3.11)
Z(AZUO) l(OZlfL'l —I—Z) Ozll(l'l)
|

Remark 5.3.1 (a) As linear functional l, a fix component k will always be chosen l(x) =
xrk, k fix.

(b) The above argument also holds, if \ is a multiple eigenvalue.

(c) The iteration (5.3.10) follows

[(A%uy) anl(21) + 375, O‘j(;\_i)sl(xj)
ks - lAs_l = 1 n )\]. s—1
(A=~ tug) arl(wy) + 325 a;(55)* H(x;)
A
= M+O( 2. (5.3.12)
A1
That is the convergence depends on | i—j . In the case \i—f] = 1 the iteration does

not converge. Sometimes one can make the number ]i—f\ small if we replace A with
A+al, then the eigenvalue \; of A are transformed into \; + « and the convergence
will be described by (mazi—|2F2|)*. But this correction is not remarkable. The
more useful method is use the inverse iteration . (See later !)

A +a
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Now consider the case : A real and
A= Ag, (M) > gl > > ) (5.3.13)
We can choose 5 = Z; such that
Az = Mx1, ATy = MT1 = Moy

Let ug be real and let

n
Uy = 11 + Ty + E T, A = ”yezﬁ, ayp = pe'.
i>3

Then from (5.3.6) and (5.3.10) we have

ASUO = Oél)\i.l’l -+ 071)\_181’_1 -+ ZOZZ)\?.T,L
i>3
_ ’ys{p6i(a+sﬁ)l'1 +p€—i(a+sﬂ)f1 + Zaz(_l)szz}
i>3 v
It happens oscillation without convergence!
Let B ) )
hMA)=A=M)A=X) =N =pA—q p=X+X\ ¢=—X\.

Then

(A2 — A — qA)ug = aa Ai® h(Ay) o1+ @Ay () T1 4+ Y aih(N) A,
—— ——

=0 =0 =3

Together with

. ‘ " i
1(A%ug) = r{pe’ TN () 4+ pe= @D (7)) + E ai(=)°1(z)}
Y

1=3

follows

(As+2 _ pAs—H _ qu)UO
Z(ASUO)

In this limit case us1 0, usy1 and ug are linearly dependent. For fix s we determine py and

qs such that

— 0.

ks+2ks+1us+2 - pks—i—lus—i-l — qus =

Hk3+2k3+1us+2 - psk3+1us+1 - QSUSHZ = min!

We have to project the lot of kg oksi1usio on the plane determined by kg iusq and
ug, this leads
ks+2ks+1us+2 - pk3+1us+1 — qUsg 1 Us+i, 1= 07 1

ul cugry ulu sks ull ju
( spillsrl Uspr )(P +1):k8+1k8+2< 41 +2). (5.3.14)

Ug Us+1 Ug Us ds Ug Us42

We can show that p; — p, ¢s — ¢.
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5.3.2 Inverse Power Iteration

Let o be an approximate eigenvalue of \j, i.e., a = \q, then (al — A)~! has eigenvalues
L 1 . Substitute A by (ol — A) ! then the convergence is determined

a_)\l’ a—MA2’ R )\
by max;.; |
Con81der
For +=0,1,2,...,
Vi+1 = (Oé] — A)_lui,
]{JZ‘+1 = l(vz’+1)7 (5315)

Uir1 = Vip1 /K1 with initial vector wug,

End

Let A and uo be given and satisfy (5.3.3) and (5.3.5) respectively. Then we have the
following theorem.

Theorem 5.3.3 If | a — Ay |[< |a— N, fori # 1 and suppose that ay # 0, l(xy) # 0,
and l(v;) # 0 for all i in (5.3.15) then holds

. 1 1
zlggokz P (Alxa—k—i)
. T
lim u; 5.3.16
Variant I: (5.3.15) with constant «.
Variant II: Updating a.
Given () = a and wuy.
For 1=20,1,2,...,
Vi1 = (aml — A) "y, (5.3.17)

ki1 = l<vi+1>:
it

_ Vig1 _ 1
Uitl = g, and a(i11) = a) —

kiy1”

End

Show that: The method (5.3.17) is quadratic convergence.
Let ay ~ A1, u; = 21, and [(x1) = 1. The remaining components of z; are smaller than
1 (Here I(2) = 21). Let

= (1 +el)z+ > My, & =]atm (5.3.18)

Jj=2

and
O = max(|ei™], -+, g0, &) (5.3.19)
Claim: There exist a constant M independent on m with
Omi1 < MO2,. (5.3.20)

Let ™ & &;. Then we have

1+e¢
Uit = K1 U1 = ™ ! o Z - (5.3.21)
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and
1 - 5~(a(m) — )\1) 1
Q(m = Q) — = (m) — (ay, — A)[(1+21) + J xj .
(m+1) (m) T (m) — 1)[( 1) jz:; ) — N i)
= () — (am) — AM)(1+ O(0m)) = A1 + 0,0 (). (5.3.22)
From (5.3.21),
u _ km—i—lum—l—l
e km—i—l
€j a(m )\1) 5j(a(m) — )\1) .
= [(1+4+¢e1)x + ) AU Jl4+e+ )y ———— ;4]
; ) — Aj " ; amy =N
21 a(m Am) — A1) -1
171 + Z 1 + 51 + Z 1 + €1 (a(m . )\j)xj,l]
140(52,)

= 1+ + Z emtlg
Jj=2

with é(mH O(62)). This implies 8,11 < M§2,.

5.3.3 Connection with Newton-method

Consider the nonlinear equations

Au— du =0,
Ty =1,

for n + 1 unknowns u and . Let

F ( z ) = ( ‘?}‘u__Af‘ ) = 0. (5.3.23)

Newton method for (5.3.23):

()= (3= (5), (), (#(3),, ).
P35,

and write the first n equations and the last equation separately

where

Multiplying with F’ (”;)
and simplify

(@)
(A — )\i[)ui+1 = ()\Z'Jrl — )\z)uz; ZTUZ'+1 =1. (5324)
We see that (5.3.24) identifies with (5.3.17) and is also quadratic convergence.
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Variant III: A is real symmetric and «,,+; = Rayleigh Quotient

Give wug with |Juglls =1 and oy = ul Auo,

For m=0,1,2,...,
m - mI —A -1 ms
Umi1 = (aml = A)" (5.3.25)
U _ _mT.
AL Juggiflo?

_ T
Um1 = um+1Aum+1-

End

Claim: The iteration (5.3.25) is cubic convergence.
The eigenvectors x; of A form an orthonormal system

As above, let 6 ) and 4, be defined in (5.3.18) and (5.3.19). From (5.3.26) follows

(1 = ™)

Juml3=1=(1+e1)*+ 2 =142 + g2,
J J

j>2 j=1

So g1 < 262, = O(62). That is

Ay = UnAuy =M (1+e)>+ > Ne? (5.3.27)

j>2

= M+250+ Y Nl =M +0(5%,).

j=1
Thus &™) = O(62,). On the other hand,
1 + 51)2 52-
R YRS WERD Sy M
1 +€1 ? ( )2
1+O(6§n)
Therefore
1+e £j 6y XUm) — A1
Am) = M ;O«m) - I+
c.&m) ,
= [z + ] z;](1+ O(88)
%;0+€ﬁmmr_&)]

= (142 + Z ggmﬂ)xj
Jj=2

with | 5§m+1) |< M3 (j=1,---,n). Asin (5.3.27) we have
[@ms1y — A = O(07,41) = O(y,).
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5.3.4 Orthogonal Iteration

Given )y € C"*? with orthogonal columns and 1 < p < n.

Fork=1,2, -
Zy = AQg-1,
QiR = Zy, (QR decomposition) (5.3.28)
End
Note that if p = 1 this is just the power method. Suppose that
Q"AQ =T =diag(N\;)) + N, |M| > > |\ (5.3.29)
is a Schur decomposition of A and partition @), T and N as follows
S Tn T Ny N
_ _ 1 12 _ 11 V2
Q - @7 Qﬂ JT_ ( 0 T22 )7 N = < 0 ]\[22 ) (5330)
If [\,| > [Ap41| we define D,(A) = R(Q.) = Range(Qps) is a dominant invariant
subspace . It is the unique subspace associated with associated with Ay, ---,A,. The
following theorem (without proof see Golub/Vanloan p.215) shows that the subspace
R(Qr) generated by (5.3.28) converges to D,(A) at a rate proportional to |’\f\—:1|k under

reasonable assumptions.

Theorem 5.3.4 Let the Schur form of A be given by (5.3.29) and (5.3.30). Assume that
IAp| > [Aps1| and that 6 > 0 satisfies

(14 0)[Ap| > [[V][ -

If Qo € CYP with Q{Qo = I, and d = dist|D,(A*),R(Qo)] < 1, then Q) generated by
(5.3.28) satisfy

(14+6)"
V-

When 6 is chosen large enough then the theorem essentially shows that

[Thalle  [Apeal + [Nlle/(1 + 9)}'“

diSt[Dp<A)?R(Qk)] < Sep(Tn,TlZ) p‘p| - HNHF/(l + 9>

1+

dist[D,(A), R(Q)] < ¢/ Aps1 /A"

where ¢ depends on sep(Ti1, Ti2) and || N||r. Needless to say, the convergence can be very
slow if the gap between |\,| and |A,;1| is not sufficiently wide. To prove this theorem we
need to prove the following two lemmas 5.3.1 and 5.3.3.

Tll T12

Lemma 5.3.1 LetT = [ 0 T

} and define the linear operator p : CP*9 — CP*? by

(p(X) = T11X — XTQQ.

Then ¢ is nonsingular <= o(T11) No(Ta) = ¢. if ¢ is nonsingular and p(Z) = —T1a,

then Y 'TY = diag(T11, Ths), where Y = [ ](f ]Z } :
q
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Proof: “<=": Suppose ¢(X) =0 for X # 0 and

. 0

UXV:[O 0

} , X, =diag(o;), r=rank(X).

Substituting into T1; X = XT5y gives
A A X, 0] [ X 0 By B
Ay Ag 00| |00 By By |’

U*TIIU = (Az]) and V*TQQV = (sz>

where

By comparing blocks, we see that Ay = By = 0 and o(A11) = o(By1). Conversely,
gb 7£ O'(AH) = O'(Bll) C O'(TH) N O'(TQQ).

“=7: If A € o(T11) No(Tz), then there are x # 0, y # 0 satisfy 7132 = Az and
y*Tey = \y*. This implies ¢(xy*) = 0.

Finally, if ¢ nonsingular, then Z exists and

_ Ty TnuZ — ZTy + T, T 0
1 _ 1 L 22 12 | _ | 1n
yory - [ B “ }_{O T}
|
{ Another proof }
For A € C™*™ and B € C"™*™ define the Kronecker product of A and B by
CL11B cee almB
A R B = — [aijB]lezl c (Cmnxmn‘
amiB - ammB
Let C = [c1,- -+ ,¢,) € C™*™. Define
C1
vec(C)= | : | e C™™L.
Cn
Consider the linear matrix equation
AX - XB=C. (5.3.31)

Lemma 5.3.2 vec(AX — XB) = (I ® A— BT @ Ivec(X).

Proof:
(AX); = AX; — vec(AX) = (I ® A)vec(X),

(XB); = Z bij X = [bi;1, -+ byjl]vec(X).
k=1
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By linearity of vec we have
vec(AX — XB) = vec(AX) — vec(XB) = [(I @ A) — (BT ® I)]vec(X).

|

Let G=[I® A— BT ®1I)], X =vec(X), r =vec(C). Then the equation (5.3.31) is

equivalent to Gz = r and the equation (5.3.31) has a unique solution <= o(A)No(B) =
¢. There are unitary ()1, Z; such that

reo ok % ss 0 0
QTAleAlz 0O . x ) ZflezBlz x .0
0 0 ry X % Sy

(5.3.31) becomes

e A1X1 — X1B, = Cl, where X, = QTXZI
— Gz = 1,

where G; = [I ® A; — By ® I] and x; = vec(X7), 1 = vec(Cy). Also

det(Gy)= [ (ri—my.

1<i<m
1<j<n

Hence we have 0(A)No(B) = ¢ <= (r; —s;) #0 (i =1,---m,j =1,---n) <
det(Gy) # 0 <= Gyx; = ry, has a unique solution. <= the equation (5.3.31) has a
unique solution X. |
Exercise:

(a) Consider the linear matrix equation AXB — CXD = R where A,C € C™™,
B, D € C"" and X, R € C™*™. The equation has a unique solution <= (A, C)N

o(B,D) = ¢.
(b) Consider { éi((:};gzg’ where A, B,C,D,X,Y,R,S € C™". The equation

has a unique solution (X,Y) <= o(A,C)Nao(B,D) = ¢.

Lemma 5.3.3 Let Q*AQ =T = D + N (Schur decomposition). D is diagonal and N
is strictly upper triangular. Let A\ = max{|n| : det(A — nl) = 0} and p = min{|n| :
det(A—nl)} =0. If 0 > 0, then

HNHF]k

Ay < (140!
1A% < (1 + )" N + 75

, k>0 (5.3.32)

If A is nonsingular and 6 > 0 satisfies (14 0)|u| > | N||F, then

I~ < 040 gy 20 o
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Proof: For 6 > 0, define A = diag(1, 146, (140)2,--- , (146)"" 1) and ky(A) = (1+6)" L.
But |[ANAZ| < |IN||p/(1+6), thus

1AMl = Tl = [ATH(D + ANATH A,
Ra( D)D) + [ANATH]*

<
< (0" A+ IN]R/(1+ )"

On the other hand, if A is nonsingular and (1 + 6)|u| > || N||#, then
IADTINAT |, < 1
and thus,

1A 2 = T la = A7 + ADTINATHTIDTHRA],

< m(M)ID7M /1 = [ADTINATH

n—1 1
A v v o)

IN

|
{ proof of Theorem 5.3.4: } By induction A*Qy = Q (R}, - - - Ry). By substituting (5.3.29),
(5.3.30) into this equality we get

- [ Jo

where Vi, = Q,Qx and Wy, = Q3Q. Using Lemma 5.3.1 there is an X € CP*(=P) guch

that )

I X | | Ty Ty I X | | Ty O

O I O T22 0 I o O T22 ’
Moreover since sep(7111, Ta2) = the smallest singular value of ¢(X) = 711X — XTy. From
$(X) = =115 follows

1 X||F < [|Thellr/sep(Th1, Taz).
Thus

Kl

Vi — XW,
0 Tk Wo

W }(Rk,"',RQ-
Assume Vy — XW), is nonsingular. Then
Wi = To,Wo (Vo — XWo) ' TF (Vi — XW,).
From Theorem 5.1.3 follows that
dist[Dp(A), R(Qr)] = |Q5CQk12 = [Will2-
Then

dist[Dp(A), R(Qw)] < 1Tl (Vo — XWo) oI T [l [1 + [1X 1 . (5.3.34)
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We prove V) — XWj is nonsingular. From A*Q) = QT follows that

A*<Qa - QﬁX*) = (Qa - QﬁX*)Tl*l?

which implies orthogonal column of Z = (Q, — Q@X*)(I+XX*)_% are a basis of D,(A*).
Also

(Vo — XWo) = (I + XX*)2Z*Q,.
This implies
0y (Vo = XWo) = 0,(2°Q0) = 0, (Vo = XWo) > 0,(27Qo) = VI —d > 0.
Hence Vy — X, is invertible and ||(Vo — XWy) ]2 < ﬁ. By Lemma 5.3.1 we get
1Tl < (140" I\ + [N ]2/ (1 + 6))".

and
1T 2 < (14 0P /[N = [IN][£/(1 + 6)]".

Substituting into (5.3.34) the theorem is proved. u
5.4 QR-algorithm (QR-method, QR-iteration)
Theorem 5.4.1 (Schur Theorem) There ezists a unitary matriz U such that

AU = UR,
where R is upper triangular.

Iteration method (from Vojerodin):

Set U() = I,
For i =0,1,2,--- (5.4.1)
AU; = U1 Ri1, (an QR factorization of AU;.) o
End
If U; converges to U, then for i — oo
R/L'Jrl = U;:_lAUZ — U*AU
We now define

Then from (5.4.1) we have
Ai = U;(_lAUZ',1 = Uz*—lUlRl - Qsz
On the other hand from (5.4.1) substituting 7 by i — 1 we get

RU: | =UrA
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and thus

So (5.4.1) for Uy = I and A; = A is equivalent to:

For:=1,2,3,---
A; = Q:R; (QR factorization of A;), (5.4.3)
Ay = RQ;.

End

Equations (5.4.3)-(5.4.4) describe the basic form of QR algorithm. We prove two impor-
tant results. Let

Pi=1Q2--Qi, Si=RRi - R (5.4.5)
Then hold

A = PIAP = SASY, i=1,2,--
A = PBS, i=1,2,---.

(5.4.6) is evident. (5.4.7) can be proved by induction. For i = 1, A; = Q1 Ry, Suppose
(5.4.7) holds for i. Then

Ai—H = ARSz = PZAzHSz (fI'Ol’Il (546) )
= PiQi+1Ri+1Si = PiJrlsiJrl-

Theorem 5.4.2 Let A € C™*™ with eigenvalues \; under the following assumptions:

(a)
A1 > | Ao > -+ [An] > 0; (5.4.8)

(b) The factorization
A=XAX"! (5.4.9)

with X1 =Y and A = diag(\y,- -, \n) holds. HereY has an LR factorization.

Then QR algorithm converges. Furthermore
(a) lim; ayk) =0, for j >k, where A; = (ayk));
(b) lim; oo a,(;,z =M, fork=1,--- n.

Remark 5.4.1 Assumption (5.4.9) is not essential for convergence of the QR algorithm.
If the assumption is not satisfied, the QR algorithm still converges, only the eigenvalues
on the diagonal no longer necessary appear ordered in absolute values, i.e. (b) is replaced
by (b)) lim; a,g,z = Aeiy, B =1,2--- 0, where 7 is a permutation of {1,2,--- ,n}. (
See Wilkinson pp.519 )
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Proof: { of Theorem 5.4.2 } Let X = QR be the QR factorization of X with r; > 0 and
Y = LU be the LR factorization of Y with ¢; = 1. Since A = XAX ! = QRAR'Q",

we have

Q*AQ = RAR™ (5.4.10)

is an upper-triangular matrix with diagonal elements \; ordered in absolute value as in
(5.4.8). Now
AS = XAX ' = QRA’LU = QRA* LA AU

and since
\, 0, 1< k,
(AN°LA™®)y, = &k()\—z)s =< 1, 1=k,
k —0, 1>k as s — o0,

where A*LA™% = [ + E,, with lim,_,. F, = 0. Therefore
A* = QR(I + E,\)A*U = Q(I + RE,R")RA*U = Q(I + F,)RA*U

with lim,_ . F, = 0. From the conclusion of QR factorization the matrices ) and R
(ri; > 0) depend continuously on A (A = QR). But I = I -1 is the QR factorization of
I, therefore it holds for the Q)R factorization:

I+ Fs = Qsés-
Thus for F, — 0, we have lim,_. Q, = I and lim, ... R, = I. From (5.4.7) we have
A* = (QQ,)(R,RA°U) = P,R,.

So from the "uniqueness” of QR factorization there exists a unitary diagonal matrix D,
with

P.D, = QQs — Q.
Thus from (5.4.6) we have
DA D; = D;PFAP,D; — Q*AQ = RAR™. (5.4.11)
The assertions (a) and (b) are proved. u

Remark 5.4.2 One can show that lim,_,, Q, = diag(lj\\?|). That is in general QQ, does
not converge to I and then P, does not converge. Therefore D, does not converge to I
and (5.4.11) shows that the elements of As over the diagonal elements oscillate and only

converge in absolute values.

Let A be diagonalizable and the eigenvalues such that
M= =] > Pt = = A] > = [ A (5.4.12)

with v, = n. We define a block partition of n x n matrix B in s? blocks By for k, ¢ =
1,2,--,s
B = [Buj, —1-
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Theorem 5.4.3 (Wilkinson) Let A be diagonalizable and satisfy (5.4.12) and (5.4.9).
Then it holds for the blocks A;Zk) of A; that

(a) limio A =0, j >k
(b) The eigenvalues of A;;,z converges to the eigenvalues Ay, 41, , Ay,

et

Special case: If A is real and all the eigenvalues have different absolute value except
conjugate eigenvalues. Then

—
X

X X 4+ +

X X 4+ +

X+ + + +

X X 4+ 4+ 4+ + +

X X 4+ 4+ 4+ + +

0

Theorem 5.4.4 Let A be an upper Hessenberg matriz. Then the matrices QQ; and A; in
(5.4.3) and (5.4.4) are also upper Hessenberg matrices.

Proof: It is obvious from A, = R;AR; Vand Q; = A;R; L [

5.4.1 The Practical QR Algorithm

In the following paragraph we will develop an useful QR algorithm for real matrix A. We
will concentrate on developing the iteration

Compute orthogonal )y such that Hy = QgAQO is upper Hessenberg.

For £=1,2,3,---

Compute QR factorization Hjy = QxRx;

Set Hy 1 = RpQy; (5.4.13)
End

Here A € R™™", ); € R™™" is orthogonal and R; € R™*" is upper triangular.

Theorem 5.4.5 (Real Schur Decomposition) If A € R"*" then there exists an or-
thogonal () € R™"™ such that

Rll R12 e le
0 Ry --- Ry

QAQ=| . ; (5.4.14)
0 0 -+ Ry,

where each Ry is either 1 X 1 or 2 X 2 matriz having complex conjugate eigenvalues.
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Proof: Let k be the number of complex conjugate pair in 0(A). We prove the theorem by
induction on k. The theorem holds if &k = 0. Now suppose that & > 1. If A = v+iu € o(A)
and g # 0, then there exists vectors y and z € R™(z # 0) such that

Aly +iz) = (v +ip)(y + iz),

ie.,

K

The assumption that p # 0 implies that y and z span a two dimensional, real invariant
subspace for A. It then follows that

A=l | 7, 0]

Tll T12

UTAU =
{ 0 T

] with o(Th1) = {\, A}

By induction, there exists an orthogonal U so that UT Ty, U has the require structure.

The theorem follows by setting Q) = Udiag(ls,U). |

Algorithm 5.4.1 (Hessenberg QR step)

Input: Given the upper Hessenberg matriz H € R™"*";
Compute QR factorization of H: H = QR and overwrite H with H = RQ);
Fork=1,--- ,n—1,
Determine ¢, and si with ¢; + s2 = 1 such that

|: CL Sk |: hkk :| |:>l<:|

—Sk Ck | hk+1,k 0]’
|: hkj 1 C Sk:||: hk:j :|
hk+1,j | — S5k Ck hk+1,j '

End;

End;

Fork=1,--- ,n—1,
Fori=1,---,k+1,

[rit; i ea] = [hins i ] l o o } :

—Sk Ck

Forj=Fk,--- n,

End;
End;

This algorithm requires 4n? flops. Moreover, since QT = J(n —1,n,0,_1)---J(1,2,
0,) is lower Hessenberg H = QR is upper Hessenberg. Thus the QR iteration preserves
Hessenberg structure.

We now describe how the Hessenberg decomposition Qf AQ, = H =upper Hessenberg
to be computed.

Algorithm 5.4.2 (Householder Reduction to Hessenberg Form) Given A € R"*".
The following algorithm overwrites A with H = QY AQo, where H is upper Hessenberg
and Qo = Py --- P,_5 is a product of Householder matrices.
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Fork=1,--- ,n—2,
Determine a Householder matriz P, of order n — k such that
Ak41,k *
_ : 0
B : =1 .
G,k 0
Compute A = PT AP, where P, = diag(I, Py).
End;

This algorithm requires §n3 flops. @y can be stored in factored form below the
subdiagonal A. If )y is explicitly formed, an additional %n?’ flops are required.

Theorem 5.4.6 (Implicit Q Theorem) Suppose Q = [q1,--+ ,qn] andV = [v, -+, vy]
are orthogonal matrices with QT AQ = H and VT AV = G are upper Hessenberg. Let k
denote the smallest positive integer for which hyi1, = 0 with the convention that k = n,
if H is unreduced. If vi = qi, then v; = +q; and |hi;—1| = |gii-1|, fori = 2,--- k.
Moreover if k < n then gyy1 = 0.

Proof: Define W = VTQ = [wy,--- ,w,] orthogonal, and observe GW = WH. For
1=2,---k, we have
i—1

hi,i—lwi = Guw;_1 — E hj,z’—le

j=1
Since wy = ey, it follows that [wy,--- ,wy]| is upper triangular and thus w; = =+e;
for i = 2,--- , k. Since w; = V7'q; and hii—1 = wiTGwi_l, it follows that v; = +¢; and
\hii—1| = |gii—1| for i =2,--- k. If hyy1 ) = 0, then ignoring signs we have
Grg = epGer = e ,GWey = (e W)(Hey)

k k
T E E T
€k+1 hlkWe, = hikek+1ei = 0.
=1

=1

Remark 5.4.3 The gist of the implicit Q theorem is that if QT AQ = H and ZTAZ = G
are each unreduced upper Hessenberg matrices and Q and Z have the same first col-
umn, then G and H are “essentially equal” in the sense that G = D 'HD, where
D = diag(£1,--- ,£1).

We now return to Hessenberg QR iteration in (5.4.13):

Give orthogonal Q such that H = QI AQ, is upper Hessenberg.
For k=1,2,3,---

H=QR, (QR factorization)

H := RQ, (upper Hessenberg)
End
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Without loss of generality we may assume that each Hessenberg matrix produced by
(5.4.13) is unreduced. If not, then at some stage we have

H = |: Hll H12

; pXxp
0 Hy } with Hy;; € R (1 <p<n).

The problem “decouples” into two small problems involving Hy; and Hs,. The term
“deflation” is also used in this context, usually when p = n — 1 or n — 2. In practice,
decoupling occurs whenever a subdiagonal entry in H is suitably small. For example in
EISPACK if

|hp+1,p| < epS(|hp7p| + |hp+1,p+1|)> (5.4.15)

then hy,y1, is “declared” to be zero.
Now we will investigate how the convergence (5.4.13) can be accelerated by incorpo-
rating “shifts”. Let p € R and consider the iteration

Give orthogonal @ such that H = QF AQ, is upper Hessenberg.

For k=1,2,---
H—ul =QR, (QR factorization) (5.4.16)
H = RQ + ul,

End

The scale p is refereed to a shift. Each matrix H in (5.4.16) is similar to A, since
RQ+pl = Q"(QR+ pul)Q = QTHQ.

If we order the eigenvalues \; of A so that |A\; — p| > -+ > |\, — p|, then Theorem
5.4.5 says that the p-th subdiagonal entry in H converges to zero with rate ])‘f’\:—l_;“\k . Of
course if A, = A\,41 then there is no convergence at all. But if ;¢ is much closer to A, than
to the other eigenvalues, the convergence is required.

Theorem 5.4.7 Let p be an eigenvalues of an n X n unreduced Hessenberg matriz H.
If H = RQ + pl, where (H — pl) = QR is the QR decomposition of H — pl, then
hppn—1 =0 and hy, = .

Proof: If H is unreduced, then so is the upper Hessenberg matrix H — ul. Since
QT (H — pI) = R is singular and since it can be shown that

|rii| Z |hz’+1,i|a 1= ]_,27 e, N — ]_, (5417)

it follows that r,, = 0. Consequently, the bottom row of H is equal to (0,---,0, u). ®
5.4.2 Single-shift QR-iteration

Give orthogonal Qg such that H = QI AQ, is upper Hessenberg.

For k=1,2,---,
H; — hpol = Q;R;;,  (QR factorization) (5.4.18)
Hipy = RiQ; + hpnd,

End



5.4 QR-algorithm (QR-method, QR-iteration) 199
Quadratic convergence
If the (n,n — 1) entry converges to zero and let

X X X X
m X X X X
X X X X

B
then one step of the single shift QR algorithm leads:
QR=H — hy,I, H=RQ + hp,1.
After n — 2 steps in the reduction of H — h,,,I to upper triangular we have

X X
X

X X X
m Q@ X X X
O o X X X

And we have (n,n — 1) entry in H is given by
7 e2b

nn—1 — .
e2 + a?

If ¢ < a, then it is clear that (n,n — 1) entry has order &2

5.4.3 Double Shift QR iteration

hmm hmn
hnm hnn
then h,,, would tend to be a poor approximate eigenvalue. A way around this difficulty
is to perform two single shift Q)R steps in succession, using a; and as as shifts:

If at some stage the eigenvalues a; and asy of [ } (m =n—1) are complex, for

H—al = QiR
H,y RiQ1 + ail,

H, —asl Q2R (5.4.19)
Hy = Ro(Qo+ aol.

We then have

(@Q1Q2)(RoRy) = Qi(Hy —axl)Ry = Q1(R1Qr +arl — axl) Ry
= (QiF1)(Q1F1) + a1(@Q1 1) — ax(Q1Ry)
= (H-—al)(H—-al)+a(H—ayl)—ax(H—ayl)
— (H—a)(H —as]) = M, (5.4.20)

where

M = (H — a,I)(H — as]). (5.4.21)
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Note that M is a real matrix, since

M= H? — sH + I,

where s = a1 + as = hpym + hnn € R and t = a1a2 = hpmbnn — honhm € R. Thus,
(5.4.20) is the QR factorization of a real matrix, and we may choose ()7 and @2 so that
Z = (Q1Q)s is real orthogonal. It follows that

Hy = Q3H Q2 = Q5(QTHQ1)Q2 = (Q1Qa) H(Q1Q2) = ZTHZ
is real. A real Hy could be guaranteed if we
(a) explicitly form the real matrix M = H? — sH + tI;
(b) compute the real QR decomposition M = ZR and
(c) set Hy =ZTHZ.

But since (a) requires O(n?) flops, this is not a practical course. In light of the Implicit
@ theorem, however, it is possible to effect the transition from H to H, in O(n?) flops if
we

(a') compute Me,, the first column of M;
(b') determine Householder Matrix Py such that

Po(Mey) = ey, (a#0);

(c') compute Householder matrices Py,--- , P,_5 such that if Z; = PyP,--- P,_y the
ZTHZ, is upper Hessenberg and the first column of Z and Z; are the same. If
ZTHZ and ZI HZ, are both unreduced upper Hessenberg, then they are essentially
equal.

Since Me; = (z,y,2,0,---,0)T, where & = h3, + highoy — shiy +t, y = ho(h11+
hos — 8), z = hgihss. So, a similarity transformation with Py only changes rows and
columns 1, 2 and 3. Since B) H P, has the form

[ x x x X x x|
X X X X X X
X X X X X X
X X X X X X |’
0 0 0 x x X
| 0 0 0 0 x x|
it follows that
[ x x x x x x| [ x x x x x x| [ x x x x x x|
X X X X X X X X X X X X X X X X X X
X X X X X X P | 0 X X X X X p | 0 X X X X X
><><><><><><_>O><><><><><_>OO><><><><
0 0 0 x x X 0 X X X X X 0 0 x x x X
| 0 0 0 0 x x| | 0 0 0 0 x x| | 0 0 X x X X |
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X X X X X X X X X X X X

X X X X X X X X X X X X

Py 0 X X X X X Py 0 X X X X X
- 0 0 x x x X 0 0 x X x X
0 0 0 x x X 0 0 0 x x X

| 0 0 0 x x X 0 0 0 0 x x

P, = diag(I, Py, I,,__3), Py is 3 x 3-Householder matrix. The applicability of Theorem
5.4.6 (Implicit @-theorem) follows from that Pye; = ey, for k = 1,--- ,n —2, and that F,
and Z have the same first column. Hence Z;e; = Ze;.

Algorithm 5.4.3 (Francis QR step) Given H € R™"™ unreduced whose trailing 2 x 2
principal submatrixz has eigenvalues a; and as, the following algorithm overwrites H with
ZYHZ, where Z = Py - - P,_5 is a product of Householder matrices and Z*(H —a,I)(H —
asl) is upper triangular.
Set

m:=n-—1;

S := hpm + hpn;

t = hpmhnn — B Pnm

x = h2 + highoy — shyy + t;

Y = ho1(hi1 + hay — 8);

2= horhsy;
For k=0,---,n—2,

If k <n—2, then

Determine a Householder matriz P, € R®*3 such that

T *
Pk ) - 0 ’
z 0

Set
H = PkHPga P, = dzag (Ik_7 ka ]n—k:—S);'
else determine a Householder matriz P,_o € R?>*? such that

rely]- 1)

H:= P, sHPL ,, P, 5= diag(l,—2, Py_2);

Set

End if

€ = hk+2,k+1;

Y= g3 prr;

If k <n—3, then z := hyqaps1;
End for;

This algorithm requires 6n2 flops. If Z is accumulated into a given orthogonal matrix,
an additional 6n2 flops are necessary.

Algorithm 5.4.4 (QR Algorithm) Given A € R™™ and a tolerance ¢, this algorithm
computes the real schur decomposition QT AQ = T. A is overwritten with the Hessenberg
decomposition.
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Using Algorithm 5.4.2 to compute the Hessenberg decomposition
QTAQ =H,
where Q = Py --- P,_5 and H is Hessenbery;
Repeat: Set to zero all subdiagonal elements that satisfy
|hii—1| < € (|hai| + |hiz1,i-1]);
Find the largest non-negative q and the smallest non-negative p such that

Hi, His Hiz p
H = 0 Hyy  Hos n—p-—q
0 0 Hss q
p n—p—q q
where Hsg is upper quasi-triangular and Hyy is unreduced (Note: either
p or q may be zero).

If ¢ = n, then upper triangularize all 2 x 2 diagonal blocks in H that have
real eigenvalues, accumulate the orthogonal transformations if necessary,
and quit.

Apply a Francis QR-step to Has:

HQQ = ZTHZQZ,'

If Q and T are desired, then Q := Q diag(1,, Z, 1,);

Set H12 = leZ and H23 = ZTH23;

Go To Repeat.

Y

This algorithm requires 15n flops, if Q and T' are computed. If only the eigenvalues
are desired, then 8n3 flops are necessary.

5.4.4 Ordering Eigenvalues in the Real Schur From

T | T T
If Q"AQ = [ 0 Tu
columns of ) span the unique invariant subspace associated with o(71;). Unfortunately,
the Francis iteration leads Q5AQr = Tr in which the eigenvalues appear somewhat
randomly along the diagonal of Tr. We need a method for computing an orthogonal
matrix Qp such that QETrQp is upper quasitriangular with appropriate eigenvalues
ordering.

Let A € R?*2, suppose

] with T1; € RP*P and o(T11) U 0(Te) = ¢, then the first p

At
Qhagr=Tr=| ¢ 2| Az

Note that Trz = Aoz, where z = [ \ t12>\ } Let @Qp be a given rotation such that
2 — A1

«

Q%'% = |: 0 :| : IfQ = QFQD7 then
(QTAQ) e1 = QpTr (Qper) = MQ] (Qper) = Aaey

and so

araa= | 5|



5.4 QR-algorithm (QR-method, QR-iteration) 203
Using this technique, we can move any subset of o(A) to the top of T's diagonal. See

Algorithm 7, 6-1 pp.241 (Golub & Van Loan: Matrix Computations). The swapping gets
a little more complicated when 7" has 2 x 2 blocks. See Ruhe (1970) and Stewart (1976).

Block Diagonalization

Let
Ty T -+ T g
0 Ty --- T
po | ot fa | m (5.4.22)
0 - 0 Ty | e

be a partitioning of some real Schur form QT AQ = T € R™" such that ¢(T11), - -+, 0(Ty,)
are disjoint. There exists a matrix Y such that Y !'TY = diag(T1,- -, Ty,)- A practical
procedure for determining Y is now given together with an analysis of Y’s sensitivity as
a function of the above partitioning.

Partition I,, = [Ey, - - , E,| conformally with T" and define Y;; € R"*™ as follows:

}/ij =1, + EiZijEJT, 1< j’ Zij e R™>X1
It follows that if ¥;; 'TY;; =T = (T;;) then T and T are identical except that

Tij = TiZi; — ZiiTy; + Ty,
Tiw =T — ZijTye (k=j+1,---.,q),

Ty =TwZij+ Ty (k=1,---,i—1).
This Tij can be zeroed provided we have an algorithm for solving the Sylvester equation
FzZ—-7G=C, (5.4.23)
where F' € RP*P G € R™" are given upper quasi-triangular and C' € RP*",

Bartels and Stevart (1972): Let C' = [c1,---,¢] and Z = [21,---, %] be column
partitionings. If gx41, = 0, then by comparing columns in (5.4.23) we find

k
Fzy, — E Gik?i = C-
i=1
Thus, once we know 2z, --- , 2x_1 then we can solve the quasi-triangular system

k-1

(F - gkk)Zk =C + Zgikzi for z.
i=1

If gkt11 # 0, then 2z, and z;4q can be simultaneously found by solving the 2p x 2p system

k—1
—Gkml  F = gl } [ Zm ] B { ] + 1 [ | (m=k+1). (5.4.24)
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By reordering the equations according to permutation (1,p+1,p+2,--- ,p,2p), a banded
system is obtained that can be solved in O(p?) flops. The detail may be found in Bartel
and Stewart (1972) and see algorithm 7.6-2, 6-3 pp.243 (Golub & Van Loan Matrix
Computation).
Connection with variant inverse iteration
Now let A € C™*™. The QR algorithm with respect to the sequence {k;}3°, of shift:
Al - A,
(Ai = kI) = QiR
Aipn = RQit+kil, P=01Qy Q.
Theorem 5.4.8 Let p, denote the last column of Ps. The sequence {ps}2°, is then created
by the variant inverse iteration:

po=é€n, k1= pZAPm
fors=0,1,2,---

~ « -1 oy~ -1/2
Ps+1 = (A - ks-i-l[) Ds; Tsy1 = (ps+1ps+1) s
Ps+1 = rs—l—lﬁs—&—h ks+2 - p:-i-lAps-l—l-

Proof: AP, = P;A, ;| implies

Pyy = PQs1iRe Ry, = Po(Asir — ke IR
(A— K1 )PR,

and therefore
Py = (A" — kg1 I) ' Py R, (since P = Py).

If we denote by 7 the last diagonal element of R, 1, then p,,, = (A* — ko1 1) !psr. From
(Asi1 — ko1 I) " RE, | = Qg1 follows that

Ro1 PF(A = ko D)™ N(A* — ko 1) 'PRY, = 1

and then r =rg, . [
Deflation “Remove” a computed eigenvalue and eigenvector from a matrix.

(a) Deflation from Hotelling: A is symmetric and real. Let A; and z; be the computed
eigenvalue and eigenvector respectively, and x7x; = 1. Then

B=A- )\1.1'1.1’1<

has the following relation

)\'l", j# 17
Brj = Av; — \izyz] v = { 0]_ ;éj, i1

where Az; = \jz; j=1,---,n. B has the eigenvalues {0, Ao, -+ , A\, }.
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(b) Deflation from Wielandt: Let A be arbitrary. We know the fact, that a left eigenvector
y to p and a right eigenvector x to A for A # u are orthogonal:

0=(y" Az —y" (Az) = py"z — Mgz = (u— N\)y" .

Let A; and x; be the given eigenvalue and the eigenvector respectively. Let u # 0 be a
vector with u”z; # 0. Then
B=A—zu”.

From
B.Z‘l = /\1[L’1 — (UTIl)ZL’l = ()\1 — UTJ,’l).I‘l

follows that the eigenvalue \; is transformed to A; — uZx;. If X # \; an eigenvalue, then
follows from yTA = M\y? (y # 0) and y'B = yTA — (yTx1)u? = A\yT that ) is also an
eigenvalue of B. But the right eigenvectors are changed.

(c) Deflation with similarity transformation

A is arbitrary. Let x1, A\ be given with Az; = A\jx;. Find a matrix H such that
Hzxy = key(k # 0). Then holds

HAH 'Hzy = \Hx; and HAH ‘e, = \ey.
That is HAH ! has the form

HAH™ = ( M |0 )
ﬂLo .

B has the eigenvalues o(A) \ {\1}.

5.5 LR, LRC and QR algorithms for positive definite
matrices

(a). LR-algorithm: Given matrix A. Consider

Al = A,
fort=1,2,3,---
A; = L;R;, (LRfactorization of A;) (5.5.1)
A1 = R L.
From (5.4.5)-(5.4.7) we have
Pi=Li--Ly S:=R; R,
Ai+1 = ]Di_lAPi = SZASZ_l, (552)

A" = P;S;.

There exists the convergence theorem as Theorem 5.4.2.
Advantage: less cost of computation at each step.
Disadvantage: LR factorization does not always exist.
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(b). LRC-algorithm:

Let A be symmetric positive definite. Then the LR factorization exists. So we have
the following iterative algorithm

A=A,

fori=1,2,3,---
A; = L;LT, (Cholesky factorization of A; )
Ai+1 = L?LZ

(5.5.4)

Similar to (5.4.5)—(5.4.7) we also have

Pz' = LlLQ"'LZ’,
Apy = P PAP, = PEAPT,
A* = p.PL.

Because all P; are positive definite, the LRC" algorithm is always performable.

Theorem 5.5.1 Let A be symmetric positive definite with eigenvalues \y,--- , \,. Then
the LRC' algorithm converges: The sequence Ay converges to a diagonal matrix A with
the eigenvalues of A on the diagonal. If A = diag()\;), where Ay > Ay > -\, > 0,
A=UANUT and UT has a LR factorization, then A, converges to A.

Proof: Let L; = (ff]) and sF, =>"" ak,1 < m < n. Since all A, are positive definite
and a¥ > 0, we have

n
0<sh < Z a¥ = trace of Aj = trace of A.
i=1
Thus s* are bounded. From A;, = LiLL follows af, = 22:1 |12, From Agyy = L Ly,
follows aj;"™! = Z;:i |€§i|2' Hence s, = 3777 22:1 |€fp|2 and syt = 3" ZZ:Z‘ |€’;i|2'
The skizze shows clearly that s¥+1 > sk So s* converges, and then af, = s¥ — sk |
and st — sy =300 S0 (Eé?p)z — 0. This shows that £f; — 0, p # j and since

af = (62)2 + 22—211 (@fp)Q and a¥ > 0, so (% converges. So L; converges to a diagonal
matrix. Here A; = L; L.
Second part: From A = UAUT, UT = LR follows

A5 = UNU"=R'LTANMLR  (s=2t)
= RTA"(AT'LTA") (A'LA™Y) A'R.
Since A'!LA~t = I + E, with E; — 0 and by continuity of LL”-factorization we have
(AT'LTAY) (ML"AY) = (I+ E) I+ E) =LY, Ly—1

and o
A*=R"A'L,- LAN'R = P,PT.
We now have two different LLT-decomposition of A%. There is a unitary diagonal matrix
D, with )
P,D, = R"ATL,
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and hence

D;'A, D, = D;'P7'AP,D,
= LA™ (RTART) AL,
LA (LTALTT) AL,

Since A = UNU! = RTLTAL-TR™T and LTA[;T is a upper triangular with diagonal
A, it holds AT LTAL=TA* — A and because of L, — I, it holds D;'A,, 1D, — A, also
AS+1 — A. |

Remark 5.5.1 (i) One can also develop shift-strategy and deflation technique for LR
and LRC' algorithm as in QR algorithm.

(ii) If A is a (k, k)-band matriz, then Ly is a (k,0)-band matriz and therefore Ay = LT L,

is also a (k, k)-band matriz. The band structure is preserved.

(c). QR-algorithm for positive definite matrices
We apply @ R-algorithm (5.4.3)—(5.4.4) to symmetric matrices. From

Ai1 = Q7 AiQi
follows that A; are symmetric.

Theorem 5.5.2 The QR algorithm converges for positive definite matrices.

The proof follows immediately from the following Theorem 5.5.3.
We consider now the iteration of QR algorithm

A1 = QT AQ;
and the iterations of LRC algorithm

Ai = LZLZT,

A =LTL;.

Theorem 5.5.3 The (i + 1)-th iteration Ajy1 of QR algorithm for positive definite A
corresponds to the (2i 4+ 1)-th iteration Ag;iy1 of LRC algorithm for i =0,1,2,--- .

Proof: From (5.4.5)—(5.4.7) we have

and .

Similarly, from (5.5.2) and (5.5.3) with P, = L, - - - L;, we have
Ai = pipiT, 12L‘+1 == PL-TAPIT. (559)

From(5.5.8) follows A o
A% = (A A’ = S; P PiS; = ;5.
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On the other hand from (5.5.9) with ¢ «— 2i follows

A% = Py Pl

From the uniqueness of L RC' factorization of positive diagonal follows S; = 1527; and hence
according to (5.5.8) (5.5.9) it holds

A1 = S;AST = PLAP;T = Ay

|
The proof of Theorem 5.5.2 is now from Theorem 5.5.1 and Theorem 5.5.3 evident.

Remark 5.5.2 For positive definite matrices two steps of LLT algorithm are as many
as one step of QR algorithm. This shows that QR algorithm is much more favorable.

5.6 gd-algorithm (Quotient Difference)

We indicated in Remark 5.5.1(ii), the band structure is preserved by LR algorithm. Let
A = A; be a (k,m)-band matrix. Then all L;, (k,0)—, all R;, (0, m)— and all A4;, (k, m)-
band matrices, respectively. Especially tridiagonal form is preserved. A transformation
of LR-algorithm for tridiagonal matrices derives to qd-algorithm. A tridiagonal matrix

a1 Bs . 0
Yo Qo 3

A= SRS (5.6.1)
0 Yo Qn

for 3; # 0 (i =2,---,n) can be transformed with D = diag(1, B, Bafz, -+, B+ Bn) to
the form DAD~! = A, where

a; 1 0
Mo oay 1
A= (5.6.2)
1
0 Yo On

with v, = Bﬂi and o; = ;. Hence without loss of generality we can study the form
(5.6.2) for tridiagonal matrices. We now apply LR-algorithm to (5.6.2):

o 1 0 1 0
A= | 2 e L=| @ ’
' 1
0 Ve oo 0 e, 1
qg 1 0
R, = R . (5.6.3)
SO
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The LR factorization A, = L,R, can be obtained by element comparison:
(L) of =g,
(4, 2—1) vi=elqy, i=2,--,m,
(i,i): aS=e+qf, i=2,-,n, (5.6.4)

(i,i+1): 1=1-1, i=1,-,n—1.

We can determine €7, g7 from above equations for a given A, in the sequence ¢7, €3, ¢3, €3, g5,
..,q; and compute A1 = RyLg by

S+1—qz—|—ez+1, 1=1, n—1
atl =g, (5.6.5)
'yf“—ql es, i=2,mn.

We write s 4 1 instead of s in (5.6.4), then we can eliminate A,,; and obtain

(as—l—l )S+1+C]S+1—qls+ef+1a Z':L...’n
{ (715+1 ) S+1Qf+11 _qz 7,7 2:27 , 1 ' <566)

For the convenience of notation we suppose

S S
e1=0, ¢e,,=0 s=12---

(5.6.7)
The equations (5.6.6) can be represented by the gd-scheme and the Rhomben rules:
qd-Scheme
(e}q =)0 g . €3 .
(™ =)0 g™ ™ g
Gt g e
et g o(=e)
g;tt |0 (: eiil)
The first equations in (5.6.6) can be formulated as sum rule:
4
et €1
qzs+1
The sum of elements of upper rows is equal to the sum of elements of lower rows. Thus
G =g el — et (5.6.8)

The second equations in (5.6.6) can be formulated as product rule:

S
€

s+1 s
qz 1 qZ
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The product of elements of upper rows is equal to the product of elements of lower rows.
Thus,

esqs
estl = q—fl (5.6.9)
i—1

With these rules a new gd-rows can be determined by sum and product rules from left
to right. Start according to (5.6.4) with s = 1. The formulas (5.6.8)(5.6.9) interpret the
name quotient-difference algorithm.

5.6.1 The gd-algorithm for positive definite matrix

If Ain (5.6.1) is positive definite, then det A > 0, and it also holds for A because
det A = det Ddet Adet D' = det A > 0. This also holds for principal determinants
hi, -, hy of A. They are positive and equal to principal determinants of A, respectively.
In general we have

Lemma 5.6.1 If a matrix B is diagonal similar to a positive definite matriz C, then all
principal determinants of B are positive.

Lemma 5.6.2 A matriz in the form (5.6.2) is diagonal similar to a symmetric tridiag-
onal matrix, if and only if, v; > 0, for1=2,--- . n. Especially this matriz is irreducible.

Proof: If 7; > 0, then D~'AD is symmetric, where

D = diag(L,ta, oty - tn)s i = /7 -

Reversely, if D is a diagonal matrix, D = diag(d;) and A = D 'AD symmetric, then
i1 = div1/d; = @ip1; = vi(di/diy1)  and  dis1/d; # 0. So v = (@41)* > 0. u

Theorem 5.6.1 The qd-algorithm converges for irreducible, symmetric positive definite
tridiagonal matrices. i.e. If A is irreducible and positive definite, then it holds the quan-
tities computed from (5.6.2) (5.6.4) (5.6.8)(5.6.9):

e; >0, lime =0, i=2,---,n, (5.6.10)
¢ >0, limg =0 i=1---,n. (5.6.11)

Hereby \;,i=1,--- ,n are the eigenvalues of A and satisfy
Al > A > o>\, > 0. (5.6.12)

Proof: Let h¥ be the i-th principal determinant of A;. We first show that by induction
on k:
€f >0, i:27-~. 7n7 qlk>0’ h/,]:: >077::1’... 7n'

For A = Ay, Lemma 5.6.1 shows that: A} > 0,7 = 1,--- ,n. In addition we have from
A, = L,R, that
hi=q-q, i=1,-,n. (5.6.13)

)
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Hence for s = 1 : ¢ > 0,i = 1,--- ,n. From Lemma 5.6.2 follows 7; = 7} > 0,i =
2,--+,n, so from (5.6.4) we get
dzﬁ/ﬁ4>0

We suppose the above assertion is true until k£ — 1, then from (5.6.5) follows

k k—1 k-1
vo=q e >0,

)

so from Lemma 5.6.2 and Lemma 5.6.1 we have that Ay is diagonal similar to a symmetric
matrix, which must be positive definite, because Ay, is similar to A. Hence all hf > 0.
Therefore from (5.6.13) ¢ and from (5.6.4) ef are also positive.

We now show that
lim ef =0, klim @ =q >0.

k—o00

From (5.6.6) for i = n,¢i™ + 5™ = ¢¢ follows that ¢¢ is monotone decreasing, so ¢

converges and est! = ¢% — ¢5T! approaches to zero. Adding the following equations
together

E+1 _ k _k+1

Qn - Qn - en 9

k+2 _ k+1 | k1l k42

p—1 = Gp—1 + €n T Cp-1s

k+v+1 _  _k+v k+v k+v+1

n—y = Gn—v + Cptl—v ~ Cn—v
we get that

k+1 k+2 k+v+1 _ k k+1 k+v k+v+1
dy +q71+”'+qn71/ _qn+qn71+"'+qnfu_en71/ )

ie.,
k+1 _ K k+v+1
Py =Py €y -
Th kg it tone d i it fi =1,---.n—1
e sequence p, is positive, monotone decreasing, so it converges, for v = 1, ,n .

Hence ¢* converges to a number ¢, > 0, thus limg_. € = 0. So lim, ., Ly = I and
hence

o 1 0
: . . 1
lim A, = lim L,Rs = lim R, =

0 In

This shows that ¢; are the eigenvalues of A and A. Tt is necessary to show that ¢; are in
decreasing order. Suppose ¢;/¢;—1 > 1 for one i, then also holds for all s, ¢} / a4 > L
This contradicts that

s+1 _ s _s s S
e, =elq; /qi_1 and e; — 0.

On the other hand, ¢; = ¢;_1 is not possible, since a tridiagonal matrix with nonzero
subdiagonal only possesses simple eigenvalues. [ |

Remark 5.6.1 [t is remarkable that the qd-algorithm has the advanced applications in
the numerical mathematics for the computation of roots of polynomials.
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Chapter 6

The Symmetric Eigenvalue problem

6.1 Properties, Decomposition, Perturbation Theory

A Hermitian <= A = A" <—= A = (au), @ = Qgi, 0,k =1,--+ | n.
A symmetric <= A=A, A = AT <= ay, = ap;, aip = @i, i, k=1, ,n.

Theorem 6.1.1 (Schur Decomposition for Hermitian matrices) If A € C"*" is
Hermitian (real symmetric), then there exists a unitary (orthogonal) Q) such that

Q AQ = A = diag(Ar, -+ M),

' 1.1
qu:)\zqza ZZL"'anv Q:[Q1,"'7Qn]- ( )

Proof: Let Q*AQ = T be the Schur Decomposition of A. It follows that 7" must be a
direct sum of 1 x 1 and 2 x 2 matrices, since T is Hermitian. But a 2 x 2 Hermitian
matrix can not have complex eigenvalues. Consequently, T" has no 2 x 2 block along its
diagonal. [ |

Classical techniques:

There are extremely effetive techniques based on the minimax principle, for investi-
gating the eigenvalues of the sum of two symmetric matrices.

Let X be a symmetric matrix defined by

[ ala
X = [ a | diag(a;)

T

| =1

We wish to relate the eigenvalues of X with the «;.
Suppose that only s of the components of a are non-zero. If a; is zero, then «; is an
eigenvalue of X. There exists a permutation P such that

o b 0
Y =P'XP=| b|diag(p) 0 ,
0 0 |diag(v)

where no component of b is zero, diag((3;) is of order s, and diag(~;) is of order n — 1 — s.
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The eigenvalues of X are therefore v; together with those of the matrix Z defined by

7= ( @ ) |

If s =0, Z is the single element a and hence the eigenvalues of X are diag(c;) and «.
Otherwise examine the characteristic polynominal of Z:

s

(=N ]]5 Zb2H Bi—A) =0. (1.1.1)

=1 j=1 1#£]
Suppose that there are only t distinct values among the ;. W.l.0.g. we may take them to
be (1, -+, By with multiplicities 71,79, -+ ,r; respectively, so that r1 +7r9 4+ -+ 4+ 1, = s.

Clearly the left-hand side of (1.1.1) has the factor

H o )\ rlfl

=1

~+

so that (3; is an eigenvalue of Z of multiplicity (r; — 1).
Dividing (1.1.1) by II‘_,(8; — )" we see that the remaining eigenvalues of Z are the

roots of
t

O0=(a=X) =) &B-N"=a-f), (1.1.2)

i=1
where ¢ is the sum of the r; values b?- associated with 3; and is therefore strictly positive.
A graph of f()\) against A is given as follows, where it is assumed that distinct 3; are in
decreasing order.
It is immediately evident that the ¢+1 roots of & = f(A) which we denote by d1, 2, - -+ , §y41
satisfy

o0 > (51 > 51, 51‘71 > 51 > 5@ (Z = 2,3," . ,t), ﬁt > 6t+1 > —00 (113)
The n eigenvalues of X therefore fall into three sets:

(1) The eigenvalues 7y, - ,v,_1_s corresponding to the zero a;,. These are equal to
n — 1 — s of the a;.

(2) s —t eigenvalues consisting of r; — 1 values equal to §; (i = 1,2,--- ,t). These are
equal to a further s — t of the ;.

(3) t+ 1 eigenvalues equal to d; satisfying (1.1.3). If t = 0 then 0; = av.

Let the eigenvalues of X be denoted by Ay > Ay > --- > \,. Then it is an immedi-
ate consequence of our enumeration of the \; above that if the «; are also arranged in
nonincreasing order then

AMZa1 22X >qy > 2 Qp 2 Ay (1.1.4)

In other words the «; separate the \; at least in the weak sense.
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Consider now the eigenvalues of X’ derived from X by replacing o and «’. The
eigenvalues of X’ will equal to those of X as far as sets (1) and (2) are concerned.

Let us denote those in (3) by 67, 65, -+, d; ;. Now for A > 0, we have
df ! 2
— =1 ———>1 1.1.
AP ey (48)

and hence §;' — §; lies between 0 and o — . We may write
(51‘/—52' :mi(o/—oz), (116)

where 0 < m; < 1 and Zfii m; =1. Ift =0thend,’ = o’ and §; = aand §;' -, = o' —«a.
Hence we may write in all cases

51', — 57, = mi(o/ — CY),

where 0 < m; <1 and ng m; = 1. Since the other eigenvalues of X and X’ are equal,
we have established a correspondence between n eigenvalues Ai,--- , A\, and A/, -~ , A,/
of X and X' respectively.

/\i,_/\i :mi(o/—oz), (117)

where m; = 0 for the eigenvalues from sets (1) and (2).

Now let C' = A + B, where A and B are symmetric and B is of rank 1. There exists
an orthogonal matrix R such that R" BR = [ g C0> }, p#0. Let

RTAR:{Q a’ }

a An—l
Then there is an orthogonal matrix S of order n-1 such that

STA,_1S = diag(a;),

110
onlif2]
then @ is orthogonal and
a bt pl 0
Q' (A+B)Q = { b | diag(a;) } * {0 O } ’

where b = ST, the eigenvalues of A and of (A + B) are therefore those of

o b d a—i—p‘ bT
b | diag(a;) a b | diag(cw) |’

and if we define () by
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and if we denote these eigenvalues by \; and \;" in decreasing order, then they satisfy

A — N\ = mip, (1.1.8)

Hence when B is added to A, all eigenvalues of the latter are shifted by an amount which
lies between zero and the eigenvalue p of B. We summary the above discussion as the
following theorem.

Theorem 6.1.2 Supose B = A+ 7cc’', where A € R™ " is symmetric, ¢ € R" has unit
2-norm and T € R. If T > 0 then

M(B) € (A), A1 (A)], i=2,3,....n,

while if T < 0 then

In either case

where my +mo + -+ 4+m, =1 and m; > 0. [ |
Let A;(A) denote the ith largest eigenvalue of A. Then

M(A) € A1 (A) < - < A (A). (1:2)
Definition 6.1.1 If A = A*,x # 0, then

TA
Rlz] ! Ax

Tz
is called the Rayleigh-Quotient of x, sometimes denoted by R[z, A].
Theorem 6.1.3 If A = A*, then it holds
An(A) < Rlz] < Mi(A). (1.3)
Proof: From (1.1) we have

o Ar rUAUz  y*Ay S Nyil?
Rlz| = = = = == =U"z). 14

Thus Rz] is a convex combination of \;, it follows (1.3). u
Corollary 6.1.4

AM(A) = max Rlz] and M, (A) = min Rlx].
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Theorem 6.1.5 (Weyl) If A is Hermitian with eigenvalues A\y > Xy > --+ > X\, and
eigenvectors uy, - -+ , Uy, then it holds

N =max{R[z] :x #0,0 Lug,k=1,---,1—1}, (1.5)
fori=1,--- n.

Proof: It is clear for ¢ = 1. Let ¢ > 1. If x L uy,---,u;—1 then ujz = 0, for k =
1,--+,i—1. Soy = U*x satisfies y, = 0,k = 1,--- ;i — 1 (Here U = [ug, -+ ,u,)). It
follows from (1.4) that

LSV
Rla] = ZJ? J||yj|2| <\
Zj:i [l
For x = u;, we have R[z] = );, so (1.5) holds. u

Theorem 6.1.6 (Courant-Fischer) Under above assumptions we have

Ai = {pl’_r.r.l’ipg}l.i'{max{R[x] cx#0,x Lpg,k=1,---,i—1}} (1.6)
A = dimg%ril_i{ma${R[x] cx e S\ {0}}}. (1.7)
PYRES dzxnn%%)ii{min{R[x] cx e S\{0}}}. (1.8)

Proof:
(1.6)<= (1.7) trivial.
(1.7) = (1.8): Applying (1.7) to —A, we then have

ANi(—A)= min  {max{—R[z]:z € S\ {0}}}.

dimS=n+1—1
That is
“Anpi-i(d) = = max {min{—Rlz]: 2z € S\ {0}}}.
(Use max(—a;) = —min(a;), min(—a;) = —max(a;)). By substituting i — n+ 1 —1

follows (1.8).
Claim (1.6): Since \; = max,«o(R[z]), for i =1 it is true.

Consider ¢ > 1: Let py,--- ,pi—1 # 0 be given. The linear system

=0, k=1---,i—1,
up'fr =0, k=1+1,---,n

has a solution x # 0, because of n — 1 homogenous equations with n variables. Let
U=[uy,- - ,u,]. Then

R[z] = TUAU'z Zé:l AU ] >\,
*UU*z 22:1 Ura|? "

But pja =0,k=1,---,i—1s0

max{R[z]: = Lpg, k=1,---,i—1} > \.
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This implies
Ai < min {max{R[z]: = Lpg,k=1,---,1—1}}

{pk}}g_:l
Now set p = ug, k= 1,--- ,i — 1. By (1.5) we have the equality (1.6). [ |

Theorem 6.1.7 (Separation theorem) A is Hermitian with eigenvalues A, < A\j—1 <
o<\, Let

a11 Tt a1,n—1
An—l =

p—-11 **° QOGp—-1n-1

be the n — 1 principal submatriz of A with eigenvalues )\;1_1 < ... < )\/. Then it holds
Mes1 SN, < A, fors=1,---,n—1.

Proof: Let z = { "g } € C", where x € C"!. Then

o*A,1x  2FAz

r*r 2¢z

Applying (1.5) to A,_; we have

! *An, ro.
A, = max{x . 1$:O#xEC"_l,xJ_ui,z:L...,3—1}
x
*A '
= max{z Z:O#ZEC",ZJ_[%‘],egz—o,z’—l,---,s—l}
Z*z

>  min max{R[z]:z Lp,i=1,---,s} = A1 (By(1.6)).

{pi};i_y la
therefore 41 < \,. Here u; is the eigenvector of A,_;. Now set A — —A then

)‘s—i—l (_A) < /\;(_An—l)'

Thus
_/\n—S(A> < _/\;1—3(1471—1>‘
It follows
/\n—S(A> 2 Xn—s(An—l)~
Hence we have \,_, > A __. By setting s — n — s, we have A\, > \.. |

Theorem 6.1.8 (Separation theorem) Let A\; > --- >\, be the eigenvalues of A and
A > > X | be the eigenvalues of B', where B is obtained by scratching a row and
the same column of A, then A1 < N, < A,. Further consequence are: If B consists of
by scratching two rows and the coresponding columns of B', i.e., A — B’ — B, then we
have

Aipz S N SN S A <\ and Aia < A <\
In general: Let B be the principal submatriz of A of order n — r, then
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Theorem 6.1.9 (Perturbation theorem) Let A, E be Hermitian. Then it holds

MN(A)+M(E) < NA+E) < NA) + M (E), i=1,---,n. (1.9)

Proof: For z # 0, R[z, A+ E] = R[z, A] + R[z, E]. Thus
Rlz, Al + \(E) < R[z, A+ E] < R[z, Al + M (E).
Applying (1.6) we get
MNi(A) + M (E) S NA+E) < N(A) 4+ M (B).
|
Corollary 6.1.10 (Monotonic theorem) If E is positive semidefinite, then it holds
N(A+E) > N(A).

Corollary 6.1.11 (Weyl’s theorem) It holds

(A + B) = \(A)] < max{\(E), —Au(E)}
= max{|\(B),i=1,---,n} = p(E) = |E|l

= spectral radius of E.

Theorem 6.1.12 (Hoffmann-Wielandt) If A, E are Hermitian matrices, then

D_(Mi(A+ B) = M(A)? < 1Bl = O M(E))*

Proof: Later!

Definition 6.1.2 A matriz B = (b;;) is called double stochastic(d.s.), if (1) b;; > 0. (2)
Z?ﬂ bij = Z?:l bji=1, fori,j=1,--- ,n.

Remark: The d.s. matrices form a convex set D.
Example: Let W be orthogonal and W = (wy,). Then (Jw;,|?) = W is double stochastic.

Example: Let P be a permutation matrix. Then P is double stochastic (Extreme point
of D).

Theorem 6.1.13 (Birkhoff) D is the convex closure of the permutation matrices, that
is, for B € D, there exists ay,- -+ ,a,. and Py, --- | P. permutations such that

B = i@ipia a; > 0, i&i = 1.
i=1 i=1
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(Without Proof!)

Remark: Let [ be a linear functional from D into R. Then it holds

] < = m.) <

plyin, (P SUB) =1 ap) < o 1P)

Proof of Hoffmann-Wielandt theorem 6.1.12: Let
A=UAU", A=diag(M(A), -, \(A)),

A+ E=VAV* A =diag\(A+ E), -, \(A+ E)) = diag(\;).
Then

—E = A—(A+E)=UAU*-VAV*
= V(V'UA - AV*U)U*
= V(WA —AW)U*

and since W = V*U is unitary, we have

IE1E

IWA =AW 5 = fwi(he = X)P

ik=1

= Y Jwal A = Ml = 1(W) > I(P) (for some P)
ik=1
(Hereby W = (|wi|) is in D).
- Z | A — S\W(k)|2 (for some permutation )
k=1

— mﬂ%nZ |)\k — S\ﬂ(k)|2
k=1

- Z()\k(A) —M(A+ E))?  (Exercise!)

k=1
|
Perturbation theorem of invariant subspaces ( eigenvectors )
Theorem 6.1.14 A € R™"™ symmetric, S € R™*™ symmetric and
AQ: — QS = E; with Q, € R™™, QTQ, = I,,. (1.10)
Then there exist eigenvalues Xy, -+, X, of A such that

A; = Xi(S)] < (|l (1.11)
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Proof: Extend @); to an orthogonal matrix @ = (Q1, Q2), then

TA TA T T
QHAQ = (ngAgi %Agi):(sgz%lﬂ Q%A%Q) (by (1.10)

S 0 QTE, FETQ.\ _
(o Q?A@—X)*(Q?Ei %2)23“3'

Here QTE, = QT AQ, — S is symmetric. Corollary 6.1.10 results

oy

=A< B2

Show that: ||E||s = ||E1|2 for suitable X.
It holds || E1||2 < [|F||2. The equality holds immediately from the Extension Theorem
of Kahan(1967):

Ezxtension Lemma: Let R = g }, H = H*. There exists a W such that the ” extend’
. H B* :
matrix A = [ B oW } satisfies ||All2 = || Rz

Proof of Extension Lemma: Let p = || R||y. For any choice of W we have p* < || A?||
(by separation theorem). The theorem requires that for some W the matrix p*> — A? is
positive semidefinite.

Take any o > p, show that 02 — A2 > 0 for some W depending on . Then a limiting
argument show that, as ¢ — p*, lim W (o) exists.

For any W: Define R = [ B ] Write A = (R, R). Then

*

W
2 a2 [ 10 o> —R'R 0 I L*
7 A‘_L[H 0 U@) |0 I
and i ) )
2 e | I 0][0?2=H?> 0 I K~
7 RR__K IH 0 V(a)Ho I]
where

U(o) = 0® — R*[I + R(o” — R"R)"'R'R,
V(o) =021 — B(6* — H*)"'B*].

Since 02 > p?> = ||R||2 = |R*R||2 = |RR*||2, 0> — R*R, 0? — RR* and 02 — H? are all
positive definite. By Sylvester’s Inertia theorem we have V(o) positive definite. U(0)
depends on W.

The trick of the proof: To find a W such that U(c) = V(o), and then from Sylvester’s
follows 0 — A? > 0.
First we prove that

W(o) = —~BH(0®> — H)'B* = —B(0* — H*) " 'HB".
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From above

U(c) =0>— BB*—W? - (BH + WB)(c> — H* — B*B)"'(HB* + B*W).

Consider
(0_2 - H2 . B*B)fl
— (0_2 o H2)—1 + (02 - H2>—1B*[[ o B(02 - HQ)—lB*]—lB(OQ o HQ)—l
(Scherrman-Morrison formula)

= S+ SB*XBS,

where
S = (0% — HY)!

and

X=(I-B(e>-H)'B)'= (- BSB*)™".
Set Y = BSHB*. Then by SH = HS we get
U(oc) = o*—BB*—W?~ (BH + HB)(S + SB*XBS)(HB* + B*W)
= 0°— BB*—W? - BSH?B*+ WY +YXY + WBSB*XY +YW

+ WBSB*'W +YXBSB*'W + WBSB*W +WBSB*XBSB*W
= V(o) + 2 (remainder term).

Then
Q = W+WY+YXY+W({I - X HXY +YW+W({I - X HW
+YX(I-XYW+W(I - XHX(I-XHw
= YXY +WXY +YXW+WXW
= Y+WX{Y +W)=0.
Thus

W(o)=-Y = —-BSHB* = —B(c¢®> — H) 'HB".

The matrix W (o) is a rational, and therefore meromorphic function of complex variable o.
Its only singularities are poles in any neighborhood of which ||W||; must be unbounded.
However |[W||2 < ||All2 < o for all ¢ > p and thus W (o) must be regular at ¢ = p and
so W(p) = lim,_.,+ W(o). By continuity of norm we have

[A(p) |2 = lim [[A(o)]]2 = p.
o—p

Generalized Extension Theorem (C. Davis-Kahan- Weinberger)
Given H, B, E arbitary, then there exists W with

115w )], =me] [ 5] v 2

2

= max{
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So for suitable X we have

Qi E
1Bl =11 | b |l = 10 Bl = IEils

Theorem 6.1.15 A € R"" and S € R™™ are symmetric and AX; — XS = E1, where
X, € R™™ satisfies 0,,(X1) > 0, then there exists eigenvalues \|, - - - ,)\;n of A such that
A = Mi(9)] < B2/ om(X).

Proof: Let X; = Q1R; be the QR-decomposition of X;. By substituting into AX; —
XS = E; we get

AQI - QIS = Fl;
where Sy = Ry{SR, ! and Fy = F1R;~'. The theorem follows by applying theorem 6.1.14
and noting that A\(S) = A(S1) and ||Fi||2 < ||E1ll2/0m(X7). u

The eigenvalue bounds in theorem 6.1.14 depend on the size of the residual of the
approximate invariant subspace, i.e., upon the size of || AQ; —Q1.5]|. The following theorem
tells how to choose S so that this quantity is minimized when || - || = || - || -

Theorem 6.1.16 If A € R™" is symmetric and Q, € R™™ satisfies QT Q, = I,,, then

min [JAQ: — Q1S||lr = [[AQ1 — Qu(Q1 AQ)||lr = (I — QiQ7)AQ:]|r.

SeRmxm

Proof: Let Q, € R™ (™™™ be such that Q = [Q1, Q2] is orthogonal. For any S € R™*™
we have

|AQ: — Q1SH% = HQTAQ1 - QTQ1SH%7 = HQlTAQl - SHQF + ||Q§AQ1H%-
Clearly, the minimizing S is given by S = Q7 AQ;. |

Theorem 6.1.17 Suppose A € R™™ is symmetric and Q; € R™* satisfies QT Q, = I.

If
ZH(Q1AQ\)Z = diag (61,--- 64) = D

is the Schur decomposition of QT AQ, and Q1Z = [y1, -+ ,yx|, then

Ay — Oiyilla = |(I — Q1Q1)AQ1 Zes|l2 < ||(I — Q1Q7)AQ |

forv=1,--- k. The 0; are called Ritz values, the y; are called Ritz vectors, and the
(0;,y;) are called Ritz pairs.

Proof: Ayz — szZ:AQlZeZ — Q1ZD€Z:(AQ1 — QI(Q?AQ1)>Z6Z The theorem follows
by taking norms. |

Definition 6.1.3 The inertia of a symmetric matriz A is a triplet of integers (m, z,p),
where m, z and p are the number of negative, zero and positive elements of o(A).
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Theorem 6.1.18 (Sylvester Law of Interia) If A € R™*" is symmetric and X € R"*"
in nonsingular, then A and XTAX have the same inertia.

Proof: Suppose \.(A) > 0 and define the subspace Sy C R" by
SO = Span{X_IQL e 7X_1q7"}7 q; 7é 07

where Ag; = \;(A)g; and i = 1,--- ,r. From the Minimax characterization of \,(X7 AX)

we have X7 (x4
XTAX XTAX
M(XTAX) = max minu > min u
dim(S)=r y€S yTy yE€So yTy

Now for any y € R" we have

T XTX
?J(T—)y > O-n(X>2, while for y € Sj.
yy

It is clear that Ty

w > A (A).

yT(XTX)y
Thus,

YT (XTAX )y o7 (XTX )y

)‘T(XTA)Q > 221513{ yT(XTX)y yTy } = A (A)on(X)%

An analogous argument with the roles of A and X7 AX reversed shows that
M (A) > N (XTAX )0, (XD = M\ (XTAX) oy (X)2.

It follows that A and X7 AX have the same number of positive eigenvalues. If we apply
this result to —A, we conclude that A and X7 AX have the same number of negative
eigenvalues. Obviously, the number of zero eigenvalues possessed by each matrix is also
the same. ]
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6.2 Tridiagonalization and the Symmetric QR-algorithm

We now investigate how the practical QR algorithm develop in Chapter 1 can be special-
ized when A € R™*" is symmetric. There are three obvious observations:

(a) If Qo AQy = H is upper Hessenberg, then H = H” must be tridiagonal.

(b) Symmetry and tridiagonal band structure are preserved when a single shift QR step
is performed.

(c) There is no need to consider complex shift, since 0(A) C R.

Algorithm 2.1 (Householder Tridiagonalization) Given symmetric A € R™*"™ the fol-
lowing algorithm overwrites A with Q7 AQ, = T, where T is tridiagonal and Q, =
Py --- P,_5 is the product of Householder transformations.

Fork=1,2,--- 'n—2,
determine a Householder P, € R" % such that

*
Aft-1,k 0

Py, : =
ank O

A= PkAPg7 Pk = dzag([k,Pk)

This algorithm requires %n?’ flops. If Q) is required, it can be formed with an additional
(2/3)n? flops.
We now consider the single shift QR iteration for symmetric matrices.

T =QFAQ,, (tridiagonal)
For k=0,1,---

T—ul =QR, (QR decomposition) (6.2.1)
T:= RQ + ul.
Single Shift: Denote T" by
aq bg
T — by ap
bn
b, ay

We can set (a) p = a, or (b) a more effective choice to shift by the eigenvalues of

[ Qp—1 bn

b 4 that is closer to a,. This is known as the Wilkinson shift and is given by

1= a, +d—sign(d)\/d*>+ b2, where (6.2.2)
d=(an_1—ay)/2. o

Wilkinson (1968) has shown that (6.2.2) is cubically convergent with either shift strategy,
but gives heuristic reasons why (6.2.2) is prefered.
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Implicit Shift:

As in the unsymmetric QR iteration, it is possible to shift implicitly in (6.2.1). Let
¢ = cos(f) and s = sin(f) by computed such that

SRR

then Jie; = Qey, where QTTQ = RQ + pl =T (as in (6.2.1)) and J; = J(1,2,6).

ST =

o o+ X X
o O X X X
o X X X +
X X X OO
X X © oo

We are thus in a position to apply implicit ) theorem provided we can compute rotations
Jo, -+, Jo_1 with the property that if Z = J; ---J,_; then Ze; = Jie; = Qe; and ZTTZ
is tridiagonal.

x x 0 0 0 x x 0 0 0
X X x 4+ 0 X X x 0 0
T=JITlh,=10 x x x 0|, T=JIThZ=|0 x x x +
0 + X x X 0 0 x x X
| 0 0 0 x x| 0 0 4+ x x
[ x x 0 0 0]
X X x 0 0
T:=JTJl,=| 0 x x x 0
0 0 x x X
| 0 0 0 x x|

Algorithm 2.2 (Implicit Symmetric QR step with Wilkinson Shift) Given an unre-
duced symmetric tridiagonal matrix 7' € R™", the following algorithm overwrites 7'
with ZTTZ, where Z = J; - - - J,_1 is the product of Givens rotation with Z7(T — uI) is
upper triangular and p is Wilkinson shift.

d:= (tp—1n-1—tun)/2,

= tpn — ti,n—l/[d + Sign(d)\/ d? + tgz,n—l]a

x =1t — W,

z =11,

For k=1,--- ,n—1,

determine ¢ = cos(), s = sin(#)

suchthat{c_s x}:[*],
s ¢ z 0

T:=JI'TJ, Jy=J(kk+1,0).

If k<n—1, then 2 :=ty11 %, 2 = thtok-
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Algorithm 2.3 (Symmetric QR algorithm) Given symmetric matrix A € R™"™ and a
tolerance ¢, the following algorithm overwrites A with QTAQ = D + E, where Q is
orthogonal, D is diagonal and FE satifies ||E||y ~ eps]||Al|2.

Using Algorithm 2.1 compute
A= (PP, )TAP,---P, ) =T.
Repeat set a;1;,; and a; ;41 to zero if
i1 = |aiia| < elau] + |airival)
foranyt=1,--- ,n—1.
Find the largest ¢ and the smallest p such that if
Ay 0 0 Ip
A= 0 Ayp O n—p—q
0 0 Az | }g
then Ass is diagonal and A,y has no zero subdiagonal elements.
If ¢ = n then stop.
Apply algorithm 2.2 to Ayy, A = diag(l,, Z,1,)T A diag(I,, Z,1,) ,
Go to Repeat.

This algorithm requires about (2/3)n® flops and about 5n? flops if @ is accumulated.
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6.3 nce gain: € dSingular value eCOIIlpOSltIOIl

Let A € R™". If UT AV = diag(oy,--- ,0,) is the SVD of A (m > n) then

VI(AT AW = diag(c?,--- ,0%) € R™™ and (3.1)
UT(AATYU = diag(o?,--+ ,02,0,--+,0) € R™". (3.2)

Moreover if U = [ U, Us } and we define the orthogonal ) by

Q—L vV Vv 0
V2l U Uy V2 Uy |7
then
[ 0 AT .
Q A 0 Q = diag(oy, -+ 04, =01, ,—0p,0,--+,0). (3.3)

These connections to the symmetric eigenvalue problem allow us to develop an algorithm
for SV D as previous section.

Theorem 6.3.1 If A € R™*", then for k=1,--- min{m,n},

TA A
or(A) = max  { min u} = max {minw
dimS=k,dimT=k z€SyeT ||x||2]|y]|2 dimS=k - z€5 ||z||2

1.
Proof: Exercise! Prove theorem 6.1.5 (Weyl) and theorem 6.1.6 (Courant-Fisher)! ®

: 0 AT 0 (A+ E)T
By applying theorem 6.1.9 to [ A4 0 } and { (A+E) 0 and theorem6.1.8

to AT A we obtain
Corollary 6.3.2 If A and A+ E are in R™*"(m > n), then fork =1,2,--- ,n
0k(A+ E) — on(A)| < 01(E) = | El2.

Corollary 6.3.3 Let A = [ay,--- ,a,] be a column partitioning of A € R"™*"(m > n). If
A, =lay, - ,a.], then forr=1,--- n—1,

Jl(Ar—i—l) Z UI(AT) 2 UQ(AT+1) > 2 O-T(AT‘-FI) Z O-’!’(A’I‘) Z JT+1(AT+1)'

Theorem 6.3.4 If A and A+ E are in R™*"(m > n), then

n

> [on(A+ E) — on(A)]* < ||E|f7.

k=1

y 0 AT 0 (A+E)T
Proof: Apply Theorem 6.1.12 to [A 0 ] and [ (A+ E) 0 . |

We now show a variant of the QR algorithm can be used to comput SV D of a matrix.
Equation (3.1) suggests:



6.3 Once Again:The Singular Value Decomposition 229
(a) Form C' = AT 4;

(b) Use the symmetric QR algorithm to compute V;'CV; = diag(o?);
(c) Use QR with column pivoting to upper triangularize B = AV;:
UT(AV)I = R.
Since R has orthogonal columns, it follows that U A(V4I1) is diagonal.
A preferable method for computing the SV D is described in Golub and Kahan(1965).

The first step is to reduce A to upper bidiagonal form using algorithm 7.5 or 7.6 in part
I:

[ di fy O]
B d2
UbAVE = | -+ | = R
0 O dn
i O i

The remaining problem is thus to compute the SV D of B. Consider applying an implicit
QR step (algorithm 8.2) to the tridiagonal matrix 7' = BT B:

2+ [ dafs

A fr de + fi } (m = n — 1) that is closer to

(a) Compute the eigenvalue A\ of [
d2 + f2.

(b) Compute ¢; = cos and s; = sin 6y such that
1 —S1 =X | =
s1 di fo 0|’

(c) Compute Givens rotations Jy,- -, J,_1 such that if Q = J;---J,_; then QTTQ is
tridiagonal and Qe; = Jye;.

and set J; = J(1,2,6;).

Note that these calculations require the explicit formation of BT B, which is unwise
in the numerical standpoint. Suppose instead that we apply Givens rotation .J; above to
B directly. This gives

+ X
X X
X X

B = BJl =

X X
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Determine Givens rotations Uy, Vo, Us, -+ ,V,,_1 and U,_; to chase the nonzero ele-
ment down the diagonal:

[ x x 4+ i [ x  x i
X X X X
B:=UlIB= X X , B:=BV,= + X X ,
X X X X
- ><_ - ><_
[ x x i [ x x i
X X + X X
B:=UI'B= X X , B:=BV3= X X
X X + x x
- ><_ L ><_

The process terminates with a new bidiagonal B as follows

B=UL, - -UNB(LV,--V,_1)=U'BV.

n

Since each V; has the form V; = J(i,i+1,6;), i = 2,--- ,n—1, it follows that Ve, = Qe;.
By implicit @ theorem we can assert that V' and () are essentially the same. Thus we can
implicitly effect the transition from 7" to T'= BB” by working directly on the bidiagonal
matrix.

It is necessary for these claims to hold that the underlying tridiagonal matrices be
unreduced. This is the condition for the performance of implicit () R method.

dy fo O

Let B = d2 f (BTB)Z‘J‘_H = fi+ldi = O, then:
fn
O dy

Either f;;; = 0: B is reduced to B = < Bl O ) two small problems.

Or d;=0: What happens?
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For Example

Sy

I
oo oo X
oo oo X
oo X X o
OX X oo
X X © oo

=

(V]

I

=)

S

I

=

—  B:=J1(2,3,0)B =
Rotation
in (2,3)

—  B:=Jy(2,4,0)B =
Rotation
in (2,4)

—  B:=J5(2,5,0)B =
Rotation
in(2,5)

Criteria: For smallness within B’s band are usually of the the form
|fil < e(ldica| +[di]) and  |di| < €[ B,

where € is a small multiple of the unit roundoff.

O O OO X OO O X oo ooX
O OO X OO OO X oo ooX
O X| OO OO X OO O o X oo
X X|©O O OX X oo o X X X o

X X OO0 X X ©OX © X X oo o

jen)
(e}
[en}

Algorithm 3.1 (Golub-Kahan SV D Step) B € R™*" is bidiagonal having nonzero sub-
diagonal and diagonal, the following algorithm overwrites B with the bidiagonal matrix
B = UTBV, where U and V are orthogonal and V is essentially the orthogonal matrix
that would be obtained by applying algorithm 8.2 to T = BT B. Let p be the eigenvalue
of the trailing 2 x 2 sumatrix of 7" = B” B that is closer to t,,.

y = tin—p

z = t12

For k=1,--- ., n—1,

Determine ¢ = cos# and s = sin # such that

wod| 5 0=k

—s c
B = BJ(k,k+1,0)
Yy = bk
z = bpiig
Determine ¢ = cosf and s = sin # such that
c —S y | |
5 ¢ z | O}

B:=J(k,k+1)'B
If k<n—1,then y:=bgrt1, 2 := bi o
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This algorithm requires 20n flops and 2n square roots. Accumulating U requires 4mn
flops and V requires 4n? flops.

Algorithm 3.2 (The SV D Algorithm) Given A € R™ " (m > n) and € a tolerance,
the following algorithm overwrites A with UTAV = D + E, where U € R™" is or-
thogonal, V' € R™™ is orthogonal, D € R™*" is diagonal, and E satisfies ||E|y =~
eps||A|l2. Using algorithm 7.5 or 7.6 in Part I to compute the bidiagonalization A :=
(U1 - Un)TA(Vl - Vn_Q).

Repeat
Set a; ;41 to zero if |a; 11| < €(|ai| + |aiv1i41]) foranyi=1,--- ,n—1.
Find the largest ¢ and the smallest p such that
Ay O 0 p
0 Ayp O n—p—4g
0 0 As| g
0 0 0 m-—n
Then Asjz is diagonal and Ass has a nonzero subdiagonal.
If ¢ = n then stop.
If any diagonal entry in As, is zero then zero the subdiagonal entry in the
same row and go to Repeat.
Apply algorithm 3.1 to Ass,
A= diag(1,,U, Iysm-n)T Adiag(1,,V,1,).
Go to Repeat

A=



6.4 Jacobi Methods 233
6.4 Jacobi Methods

Jacobi(1846) proposed a method for reducing a Hermitian matrix A = A* € C™*" to
diagonal form using Givens rotations. Let A € C™*™ be a Hermitian matrix, there exists
a unitary U such that

U*AU = diag(A1, -+, An). (4.1)

The Jacobi method constructs U as the product of infinite many two dimensional Givens
rotations. Fix indices i, k, ¢ # k, Given a Givens Rotation

1 0 :
O : O
0 1 : :
“ e ezacos(p ... .« .. .« .. Sin(p “ .. e e /I:
1 0
0 1 :
—sing - emcosap k
: 1 0
O : O
: : 0 1
) k

Hereby a, ¢ are free parameters, if A is real symmetric then a = 0. Set V. = Uy,
B =V*AV. Then

Qsjs S # Z., k
bsj = eiacosgoaij — sinpag;, S=1 J#F Lk (4.3)
sinpa;; + €"“cospag;, s=k

by = e“cospa — sinpag,, S F i,k
. io . (4.4)
bsr, = sinpag; + €"*cospag,, S F i,k

bir, = singpcospe™(a;; — ap) + **(cos*p — sin*Q)ag;
bri = bix _ ‘
by = cos*pay; + sin*pag, — singcosple™ ag; + €“az,]

bk = sin?pay; + cos*gag, — sinpcosple™ “ay; + e “az,]

(4.5)

We denote here the Frobenius norm (Hilbert-Schmidt norm) by e(A) = />, ; |aix[* and

define the ”outer norm” by
g(A) = > laal?,
itk

which is only a seminorm (that is g(4) = 0 = A = 0 does not hold). We also have
€¢(UA) = €(A) = ¢(AV) for unitary U, V. Therefore

€(A) = e(V*AV) = €¢(B),
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that is
> agel> =Y bl (4.6)
JsS Js$

On the other hand one computes
Jaii|® + lars|* + 2lal* = [bal® + [bc|* + 2bir] . (4.7)

Together with b;; = a;; j # i, k follows from (4.6) and (4.7)
D lagsl =Y bl + 2lawl® — 2lbuf?
J#s J#s

or
9*(A) = 2lawl* + 2/bi|* = g*(B). (4.8)

To make g(B) as small as possible we choose the free parameters «, ¢ such that by, = 0.
Multiplying the first equation in (4.5) by 2e™*® and set by to zero:

sin2p(ag, — ai) = 2 cos*ay, — 2e"sin*Qa;y,. (4.9)
We exclude the trivial case a;, = 0 (then set V' = I). Suppose that a;, # 0. Compare
the imaginary part in (4.9) which results 0 = I'm(a;,e*®). This equation holds for a =

—arga;,. From age® = |az|. (4.9) leads to

2|aix|(cos* — sin*¢) = sin2¢(arr — ai),

where
Ak — Qij
cot2p = ————. 4.10
(4.10) has exactly one solution in (=%, F]. The choice @ = —arga;, + 7 leads to the
same matrix B. For symmetric A, we choose a = 0, then ¢ is obtained by
Akl — Q4
cot2¢ = B
26Lik
So the Jacobi method proceeds: Ay := A, an iteration sequence Ag, Ay,--- is con-

structed by A1 = VALV, A, = (a}). Hereby V,, has the form of (4.2). The
underlying pivot pairs ¢, k of V,, is formed according to a rule of choice so that the un-
derlying «, ¢ are chosen satisfying a?,i“ = 0.

Choice rules:
(1) choose (i, k) such that

jel
.

m| _
jaik| = max |a;

This is the classical Jacobi method.



6.4 Jacobi Methods 235

Theorem 6.4.1 Let A be Hermitian. V = Uy, is as in (4.2) where (i, k) are chosen so
that |a| is mazimal with o, ¢ according to (4.10). Let B = V*AV. Then it holds

2 _p—2
g*(B) < p*¢*(A)  with p= % <L (4.11)
n?—n

Proof: There are n? — n off-diagonal elements, so g%(A) < (n? — n)|ag|”. Thus |ax|? >
L_g?(A), hence

n2—n

n®—n—2
@(B) = ¢*(A) = 2|ay|* < ———'(4).

Theorem 6.4.2 The classcial Jacobi method converges, that is, there exists a diagonal
matriz A so that lim,,_ A,, = A.

Proof: From (4.11) follows g(A,,) — 0, so al™ — 0 for all 7 # s. It remains to show

the convergence of diagonal elements. From (4.5) and (4.10) follows that

|bZZ — az‘z" = |sin2 gf)(akk — aiz’) — |a2k|2 SiH¢COS ¢|
= |agw| |2sin® ¢ cot 2¢ — 2sin ¢ cos )|
sin ¢
— ) < lal.
el 1225 < Jau

Analogously, |bgx — arr| < |ax|. If now ¢, k are the pivot indices of A,,, then from above
we have
a7 — ai ™ < aji| < g(Am) < p"g(A).

] JJ
Thus .
m m m m m - p
|ajj+q_ajj]§]p +p™t gt 1’9(A)§1Tpg(A)'
This shows that the convergence of diagonal. |

Schonage (1964) and Van Kempen (1966) show that for k large enough there is a

constant ¢ such that g(Ar.n) < cg(Ag)?, N = @, i.e., quadratic convergence. An

earlier result established by Henrici (1958) when A has distinct eigenvalue.

(2) choose (1, k) cyclically, e.g., (i,k) = (1,2),(1,3),...,(L,n); (2,3),...,(2,n); ...;(n —
1,n);(1,2),(1,3),.... This is the cyclic Jacobi method.

Algorithm 4.1 (Serial Jacobi cyclic Jacobi) Given a symmetric A € R"*"™ and § > eps,
the following algorithm overwrites A with UT AU = D + E, where U is orthogonal, D is
diagonal, and E has a zero diagonal and satisfies || E ||[p< 0| A || »:
5= Alls
Do until g(A) < §°
Forp=1,2,...,n—1,
Forg=p+1,--- n,
Find J = J(p, q,0) such that the (p,q) entry of J* AJ is zero,
A= JAJ
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This algorithm requires 2n3 flop per sweep. An additional 2n® flop are required if U is
accumulated. (Hereby it is customary to refer to each set of @ rotations as a sweep).
A proof of quadratic convergence see Wilkinson (1962) and Van kempen (1966).

Remark 4.1 In classical Jacobi method for each update O(n?) comparsions are required
in order to locate the largest off-diagonal element. Thus much more time is spent by
searching than updating. So the cyclic Jacobi method is considerably faster than classical
Jacobi method.

(3) When implementing serical Jacobi method, it is sensible to skip the annihilation of
a; if its modulus is less than some small (sweep-dependent) parameter, because the net
reduction of g(A) is not worth to cost. This leads to what is called threshold Jacobi
method.

Given a threshold value 0, choose the indices pair (i,k) as in (2). But perform the
rotation only for |af}| > 0. If all |af}| < 4, then we substitute d by 6/2 and so on. Details
concering this variant of Jacobi’s algorithm may be found in Wilkinson (AEP p.277ff).

Remark 4.2 (1) Although the serial Jacobi method (2) and (3) converge quadratically,

it is not competitive with symmetric QR algorithm. One sweep of Jacobi requires as

many flops as a complete computation of symmetric QR algorithm. However, the Jacobi

iteration is attractive, for example, the matrix A might be close to a diagonal form. In

this situation, the QR algorithm loses its advantage.

(2) The Jacobi iteration is adapted to parallel computation. A given computational task,

such as a sweep, can be shared among the various CPUs thereby reducing the overall

computation time.

(3) In practice we usually apply the choice (2) or (3).

(4) It is not necessary to determine ¢ explicitly in (4.10), since only ¢ = cos¢ and s = sing
2

are needed. From (4.10) follows 15_2452_*:;‘;4 = (aifa__ljé)i a quadratic equation in s. The

sign is determined by (4.10).
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6.5 Some Special Methods

6.5.1 Bisection method for tridiagonal symmetric matrices

Let A be tridiagonal, real and symmetric. Write

[ aq bl 0 0
b1 a9 b2 :
0 by a
A=| . 27 (5.1)
0 0
e bn—l
| 0 0 bn—l Qp,
Let A; be the kth principal submatrix
[ aq bl 0 0
bl (05} bQ :
0 by a
A, — ' 2 a3
0 0
b
| 0 ... 0 bp1 ag
and
fk()\) = det()\fk — Ak>, for k = 1, e, N (52)
(fn(A) = Characteristic polynomial of A.)
Write fo(A) =1 and f1(\) = A — a; we have the recursive formula:
Ao = O = ) fer () = By fya(N), k=2, (53)

It holds:

Theorem 6.5.1 If b; # 0 in (5.1) fori =1,...,n, then fr(\) has k real simple roots,
k=0,...,n. For1 <k <n—1 the roots of fr(\) separate the roots of fri1(\).

Proof: Since Ay is real symmetric, it follows form (5.2) that the roots of fi(\) are real.
The rank of M\l — Ay, is at least & — 1 (scratsch the first row and k-th column, and then
consider b; # 0), therefore the dimension of the zero spaces of Al — Ay, is not bigger than
one, so we have simple roots.

n = 2: fi has the root a; and fa(a;) = —b? < 0 (from (5.3), k = 2 and A\ = a;), both
roots of fy must lie on the right and left sides of ay, respectively.

Suppose the assertion is true for £ = 2,...,n — 1, we shall prove that it is also true
for k = n. It only needs to show that the roots of f,,_; separate the roots of f,,.

Let py > pg > -+ > py—1 be the roots of f,_;. From (5.3) we have

Su(pi) = =02 fua(pi),
Sattiv) = =%y foa(piva). (5.4)
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The roots of f,,_s separate the roots of f,,_1, there exists exactly one root of f,,_o between
i and g1, that is, sgnf, _o(p;) = —sgnf,_2(pir1). Therefore it holds also for f,, (because
of (5.4)), so there is at least one root of f, in (pi11, i;) from Roll’e theorem, for ¢ =
L.o..,n—2.Ttis fu(pr) = —b2_ | fu_a(p1) <0, since f,_2(A) = A" 2+ .- and all roots
of f,_o are on the left side of ;.

On the other hand f,, — oo for A — 00, so there exists an other root of f,, in (u1, 00).
Similarly, we can show that there is a root of f,, in (—oo, f,_1). This shows that f,, has
n distinct, simple roots, which are separated by the roots of f,,_;. [ |

The sequence of functions fo, fi1,- -, f, satisfies in each bounded interval [a,b] the
following conditions:

(S1) fi(x) is continuous, i =0, ... ,n.

(S2) fo(z) has constant sign in [a, b).

(S3) fi(z) =0= fi1(z)fi1(®) <0,i=1,...,n—1,
fn(Z) = 0= for(Z) #0.

(S4) if z is a root of f,, and h > 0 small, then

fo(T = 1) fo(T + 1)
Jno1(Z — h) fn1(Z+h)
(S1) and (S2) are trivial, (S3) can be proved by (5.3) and fo = 1: fi11(Z) = —b? fi_1(Z),
so fi1(Z)fixa1(Z) < 0. If f,_1(Z) = 0, then from (5.3) fi_2(Z) = 0= --- = fo(z) = 0.
Contradiction! So f;_1(Z)fi+1(Z) < 0. For (S4): It is clear for largest root z, the others
follow from induction.

sgn = —1 and sgn = +1.

Definition 6.5.1 A sequence of functions with (S1)-(S4) is called a Sturm chain on
[a, b].

If x € [a,b], then fo(z), fi(x), -, fu(x) are well-defined. Let

V() = 23 s fia) —sgnfioa ()] (5.5)

For fi(x) # 0, i = 0,...,n.V(z) is the number of the sign change of the sequence
fo(@), ..., falz). If fr(z) =0, 1 <k <n—1, then V(z) is no differnce, whether sgn 0 is
defined by 0,1 or —1. Only sgnf,(z) must be defined for f,(x) = 0, we set

fo(x) =0 = sgnf,(z) :=segnf, 1(z). (5.6)

Theorem 6.5.2 Let fy,..., f, be a Sturm chain on [a,b] and f,(a)f.(b) # 0. Then
fn(x) has m =V (a) — V(b) roots in [a,b].
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Proof: z runs from a to b, what happens with V' (x)? V(z) is constant in an interval, if
all fy(x) #0,k=0,...,n, z €[a,b].

(a) x runs through a root z of fy(z), 1 < k < n — 1. If follows from (S3) that V(x)
remains constant.

(b) x runs through a root z of f,(z). Then from (S4) a sign changes is lost. So
V(a) — V(b) = the number of roots of fi(z) in (a,b). u

For special case as in (5.2), fx(\) is the characteristic polynomial of Ag. Since fi(\) —
oo for A — o0, so V(b) = 0 for large enough b.

Theorem 6.5.3 If f;(x) are defined as in (5.2) and V(z) as in (5.5), then holds
V(a) = the number of eigenvalues of A which are larger than a.

Proof: (1) f.(a) # 0. Apply theorem 6.5.2 for large b.

(2) fu(a) =0, for e > 0 small sgnfi(a+¢€) =sgnfi(a),i=0,--- ,n—1and sgnf,(a+¢) =
sgnfn_1(a +¢€) from (S4). Thus V(a) = V(a + €) for € > 0. So by theorem 6.5.3 V' (a) =
the number of eigenvalues of A, which are large than a + € for arbitrary small ¢ > 0. H

Calculation of the eigenvalues

Theorem 6.5.3 will be used as the basic tool of the bisection method in locating and
separating the roots of f,(A). Let Ay > Ay > ... > A, be the eigenvalues of A as in
(5.1) and A is irreducible (i.e., b; # 0). Using the Gerschgorin circle theorem 5.2.1 all
eigenvalues lie in [a, b], with

a= 11'%1}%1”{@2‘ — [bs] = [bi-1]}

where by = b,, = 0.

We use the bisection method on [a, b] to divide it into smaller subintervals. Theorem
6.5.3 is used to determine how many roots are contained in a subinterval, and we seek
to obtain subintervals that will contain the desired root. If some eigenvalues are nearly
equal, then we continue subdividing until the root is found with sufficient accuracy.

Let o, b be found with V(a(®) > k, V(b®) < k. Then by theorem 6.5.3 we have
A € () p0)].

Determine

(0) (0)
a"’ +b
vy o
(—5—)=v

0 0

uzkjdn:élgéLW%:W>
0 0

v<k=ab:=q0 p® ‘:—a()er()

) * 2 7

we have )\k_ € (a(l), b(l)]. So A, is always contained in a smaller interval. The evaluation
of V(M) is simply computed by (5.3).
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Example 11.1 Consider

2 1 0 0
1 2
T=109
: .. .. o1
0 ... 0 1 2]

By Gershgorin theorem all eigenvalues lie in [0,4]. 0 and 4 are not the eigenvalues of T’
(Check!). The roots of T" are labeled as

0</\6§)\5§§/\1<4

The roots can be found by continuing the bisection method.

A fe(N) V(A) Comment

0.0 7.0 6 Ag >0

4.0 7.0 0 A <4

2.0 -1.0 3 M <2< )3

1.0 1.0 4 Ay <1<\ <2
0.5 | -1.421875 5 0< X <0b5< A<
3.0 1.0 2 2< A3 <3< Ay
3.5 | -1.421875 1 3< A <3<\ <4

Remark 5.1 Although all roots of a tridiagonal matrix may be found by this technique,
it is generally faster in that case to use the QR algorithm. With large matrices, we usually
do not want all roots, so the method of this section are preferable. If we only want some
certain specific roots, for example, the five largest or all roots in a given interval, it is
easy to locate them by using theorem 6.5.3.

6.5.2 Rayleigh Quotient Iteration

Suppose A € R™" is symmetric and x # 0 is a given vector. A simple differentiation
reveals that

T
A= Rl = AT

(5.7)

xlx
minimizes [|[(A — Al)x||2. The scalar r(x) is called the Rayleigh quotient of z. If x
is an approximate eigenvector, then r(z) is a reasonable choice for the corresponding
eigenvalue. On the other hand, if A is an approximate eigenvalue, then inverse iteration
tells us that the solution to (A — Al)z = b will almost always be a good approximate
eigenvector.
Combining these two ideas lead to the Rayleigh-quotient iteration:

Given zy with ||zl = 1.

For k =0,1,...

pr = Rlay] (5.8)

Solve (A — pugl)zpy1 = xy for zpq

Trr1 = 2kt / | 2e4al2-
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Parlett (1974) has shown that (5.8) converges globally and the loccally cubically. (See
also Chapter I).

6.5.3 Orthogonal Iteration with Ritz Acceleration

Given Qg € R™? with QT Qo = I,.

For k=0,1,...

Zy, = AQk-1,

Qr Ry = Zy, (QR-decomposition).
Let QT AQ = diag()\;) be the Schur decomposition of A and Q = [qi, ..., ¢n], and || >
|A2| > ... |An|. If follows from theorem 5.3.4 that if

d=dist[D,(A), R(Qy)] < 1,

(5.9)

then

dist[D,(4), R(Qu)) < < | 2L

We know that (Stewart 1976) if Ry, = [r; )] then

Ai .
r =N =052, i=1,...p.
Ai
This can be an unacceptably slow rate of convergence if A\; and A\;y; are of nearly equal
modulus. This difficulty can be surmounted by replacing ), with its Ritz Vectors at each
step:
Given Qg € R™? with QF Qo = I,.
For k=0,1,...
2y, = AQg-1,
Qr Ry = Zy (QR decomposition), (5.10)
~ T ~
Sk = Q1 AQy,
Ul'SxUy, = Dy, (Schur decomposition),
Qr = QrUy.
It can be shown that if
Dy = diag(6®,...,0W) and  |6®| > ... > oW,

p p

then

A .
6 = N = 152 =1 p.

Thus the Ritz values 05 converge in a more favorable rate than the r; ) n (5.9). For
details, see Stewart (1969) and Parlett’s book chapters 11 and 14.
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6.6 eneralize efinite Kigenvalue Problem Ax =

ANBx

6.6.1 Generalized definite eigenvalue problem

Az = \Buz, (6.1)

where A, B € R"*" are symmetric and B is positive definite. (In practice A, B are very
large and sparse).

Theorem 6.6.1 The eigenvalue problem (6.1) has n real eigenvalues \; associated with
egienvectors x; satisfying

Here {x;}1", can be chosen such that x] Bx; = 0;; (B-orthogonal), i,5 =1,...,n.

Proof: Let B = LL" be the Cholesky decomposition of B. Then Azx; = \;Bx; <=
Al‘i = AZLLT(L’z e L_lAL_T<LTZEZ‘) = )\Z(LT(L’z) — (Cz = /\izi, where C' = L'AL™!
symmetric and z; = LT x;. Since ); are the eigenvalues of the symmetric matrix C, they
are real. The vectors z; can be chosen pairwisely orthogonal, i.e., 2] 2; = &;; = xf LLTz; =
z] Bx;. u

Let X = [z1,---,x,]. Then from above we have X"BX = I and (XTAX);; =
! Az; = N\jal Bx; = \;6;; which implies XTAX = A = diag(\1,- -+, \,). That is, A, B
are simultaneously diagonalizable by a congruence transformations.

Numerical methods for (6.1):
(a) Bisection method,

(b) Coordinate relaxation,

(¢) Method of steepest descent.

(a) Bisection methods:

Basic tool: Sylvester law of inertia

Definition 6.6.1 Two real, symmetric matrices A, B are called congruent, if there exists
a nonsingular C' such that

A=C"BC. (6.3)
We denote it by A ~ B.
Defintion 6.6.2 The inertia of a symmetric matrix A is a triplet of integers
in(4) = (v(A), v(A),6(4)) (6.4)

7(A) = the number of positive eigenvalues of A (geometry multiplicity),
v(A) = the number of negative eigenvalues of A (geometry multiplicity),
0(A) =n —rank(A) = the number of zero eigenvalues of A.
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Theorem 6.6.2 (Sylvester law of inertia) Two real, symmetric matrices are congru-
ent if and only if they have the same inertia.

Proof: (1) A, B real and symmetric. Suppose in(A) = in(B), there exist orthogonal U
and V such that UAUT = Ay = diag(M\(A), - ,)\n(A)) Wlth AM(A) > - > N\ (A) and
VBVT = Ay = diag(M(B), - , \u(B)) with >\1(B) > .. > \(B).

Claim: A; is congruent to Ay. Since in(A) = in(B), it holds either A\;(A)\;(B) > 0 or
Ai(A) = X\(B) =0. Set D = diag(d;), where

Ai(B)?

0
1, if \;(A)\(B) =0

d:{ ML A (A)N(B) >

Then DTAyD = Ay, so A ~ B.

(2) Suppose A ~ B. Claim: in(A4) = in(B). Let A = CTBC, UAUT = A, and
VBVT = A, as above. These imply Ay = PTAyP, where P = VICU”T. Assume that
in(A) # in(B). Clearly 6(A) = §(B) = n(A) # n(B). Without loss of generality we can
suppose 7(A) < 7(B). The homogenous linear system

x; =0, i=1,---,m(A),
{ (Pr); =0, i=n(B)+1,---,n, (6.5)
has a nonzero solution x # 0, since it has fewer than n equations. With this x we have

0 > Z)\ )T 2 — 2TAyx = 2" PTA, P
= Z)\i(B)(P:L“) >0
i=1
m(B)
= Z Ai(B)(Px)
i=1

That is, there is an i (1 <i < 7(B)) with (Px); # 0, contradiction!

Second Part of Proof:

Show that B and CT BC have the same inertia. Because they have the same rank, it
is sufficient to show that: 7(B) = n(CT BC).

If \.(B) >0, let Bq; = \(B)g; and Sy = span{C~'q,, -+ ,C *q,}. Then

T AT T T
B
M(CTBC) = max min w> min v ¢ BCx

dim S=rz€S, 220 xlx z€Sy, =40 zTx

2'CTBCx 2TCTCx
min
zeS, 220 x2TCTCx Ty

S . 2TCTBCx . 2TCTCx
min ————— min ———
zeSy, 220 xLCTCx zeRnxn, 220 a2z

= M\(B)o,(C)* >0, (Since x € Sy = Cz € Span(q,--- ,q))
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where 01(C) > -+ > 0,(C) > 0 are the singular values of C'. So we have \,(CTBC) > 0
and 7(CT BC) > w(B). Exchange the role of B and CT BC' we obtain 7(CTBC) = n(B).

Important inequality:
From above we have \,.(CTBC) > \,(B)o2(C). Change B and C* BC we then obtain

Ar(B) 2 A (CTBC)oy(C7) = A(CTBC)

ot (C)
This imply
A (CTBC)
2 T > 62(0). )
() = 2 2 a0 (6.6)
It holds also for the negative eigenvalues of B and CTBC. [ |

Corollary 6.6.3 If A = CTBC, C nonsingular (A ~ B), then it holds for nonzero

ergenvalues
A(4)
Ar(B)

o3 (C) >

Lemma 6.6.4 A nonsigular, real and symmetric and has a LR-decomposition
A= LR, (6.7)

where L is lower triangular with l; = 1 and R is upper triangular with ry; # 0, 1 =
1,---,n. Then holds

m(A)=#{i:ry >0} and v(A)=#{i:r; <0}
Proof: Let D = diag(ry). Then R = D~'R has "one” on the diagonal. This implies
A=LR=LDR=A"=R"DL".
The decomposition A = LDR, where L, R has "one” on the diagonal is unique, therefore
L=R". So
A=LDL" = AR D = in(A) = in(D).
But 7(D) = #{i : r;; > 0}, the assertion is proved. u

Theorem 6.6.5 Let A, B be real, symmetric and B positive definite, o be a given real
number. Then holds

(A —aB) = #{eigenvalues of (6.1) larger than a}
v(A—aB) = #{eigenvalues of (6.1) smaller than o}
(A —aB) = F#{multiplicity of a as an eigenvalues of (6.1)}
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Proof: Az = \Bx <= Cy = \y, where C = L 'AL™!, B = LLT and LTx = y. By
theorem 6.6.2 (Sylvester law of inertia) we have

in{(A—aB)} =in{L (A —aB)L™ '} =in{(C — al)}.

Since C' — a has the eigenvalues \; — a > 0, we have
W(A—(XB):#{Z)\1—06>0}:#{’l>\z>04}

Similarly, we also have the assertions for v(A — aB) and §(A — aB). u

Remark 6.1 Theorem 6.6.5 leads to a bisection method for (6.1). If [a, b] is an interval,
which contains the desired eigenvalues, then by calculation of in(A — %22 B) we know

that the desired eigenvalues lie in [a, 2] or [E2, b]. It requires the LU decomposition of

172
A — aB, which in general is indefinite.

(b) Methods of Coordinate relaxatoin:
This method requires only the calculation of Ax and Bx. Consider the generalized
Rayleigh quotient .
xt Ax
Rlx] = P (6.8)
Let 2 = LTz, C = L' AL™" and B = LLY (Az = ABz). C is symmetric, let Cu; =
Aiu; and Ay > Ay > --- > \,. By theorem 6.1.6 we have

2TCz
2Tz

Ai = max{R[z,C] = sz L, j<i, z#0}.

From (6.8) follows that
eTAx  ZTLTTALTT2 ZTCx

Rlx] =

tTBx 2Tz 2Tz
Therefore we have the following new version of connection between the eigenvalues and
Rayleigh quotient of generalized definite eigenvalues problem (6.1).

Theorem 6.6.6 Let \y > --- > )\, be the eigenvalues of Ax = ABx satisfying Ax; =
NBx;,i=1,--- n. It holds
2T Az o
Ai = max{R[z]| = Thy 2"Br; =0, j<i, x#0}. (6.9)
Proof: Ax; = \;Bx; <= Cu; = \u;,u; = L"x;. Let 2 = LTz, then z L uj = zTuj =
0 <= 2" LL"z; = 0 <= 2" Bx; = 0. These imply that

Z1Cx o
{ZTZ cz Lug,j<i,z#0}
T Az .
= {:cTBx : xTij =0,7 <i,x#0}.
Take maximum and from (1.5) follows (6.9). [

Similarly, theorem 6.1.6 (Courant-Fischer) can be transfered to:
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Theorem 6.6.7 For the eigenvalues A\ > Xy --- > N\, of Ax = \Bx it holds

T
] ot Ax
i = min max — (6.10)
{p1, -+ ,pi-1}, P}rfﬂ:(), ! Bw
1<j<i4pj #0 1<j<i,z#0
T
. xt Ax
Ai = min max : (6.11)
dimS=n+1—i z€S,x#0 {ﬂTB[IZ'
T
. xt Az
Ai = max min . (6.12)
dimS=i z€S,2#0 1 Bx
|

Theorem 6.1.7 (Separation theorem) can be transfered to:

Theorem 6.6.8 A, B are real, symmetric and B is positive definite. A,_1 and B, 4
are obtained by scratching the last row and column of A and B respectively. For the
eigenvalues \y > Xg > -+ > X\, > 0 of Az = ABx and puy > ps > -+ > jp_1 of
Ap_1x = A\B,,_1x it holds

Asp1 S ps < Agy, s=1,--- ,n—1 (6.13)

and
A = max Rlz], A\, = min R[x]. (6.14)
|

Problem: How to compute the smallest eigenvalue A, and its associated eigenvector?
Ideal: Minimize Rayleigh quotient R[z| on a two dimension subspace.

Basic Problem: Given two linearly independent vectors z,y. Minimize R[z] on the
from x and y generated subspace generated by x and y.

Let 2’ = ¢z + 7y, then

(¢z +y)TAl¢r +9y) _ P*o+207f +9°p
0z +9)" Bz +y)  #*B+ 2079 +7%¢

where o = 2T Az, 3 =aTBx, f=2aTAy, g=2TBy, p=1y"Ay and q = y* By. Let

R[7] = (6.15)

il fl a_|B g L_|¢
ac[o 115=7 0)=[ 2] 619
Then s
Rle) = 242
T Bx

where A, B are symmetric and B is positive definite. Applying (6.14) to A and B we
get that R[7'] has the minimum R’, where R’ is the smallest eigenvalue of the problem
AZ = ABz. That is,

det(A — R'B) = 0, quadratic equation in R'. (6.17)
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Compute the associated eigenvector (to R') Z = (¢,7)" from one of the following
equations:

(a = RB)p+(f—Rg)y=0 (6.18)
(f=Rgo+(p-Rqvy=0 (6.19)

¢:¢4_Hm[f}:a

Case 1: p— R'q #0 (p/q =y" Ay/y" By = R[y| > R'):
From (6.19) implies ¢ # 0. Set ¢ = 1. From (6.19) follows

f—Ryg
= - 6.20
y=—t (6.20)
and that
¥ =x+yy (6.21)

is the solution of the basic problem. Case 1 is called normal case.

Case 2: p— R'q = 0: This implies f — R'g = 0, because
0=det(A—R'B) = (a—Rp)(p— Rq)— (f — R'g)”

(a) If @ — R'B # 0, then ¢ = 0 and 7 is arbitray. Set 2’ = y.

(b) If « — R'3 =0, then A= R'B = R[Z| = R for all ¥ € Span(x,y). Set 2’ = x.

The method of coordinate relaxation

Given a starting vecor y; # 0.

Yi1+1 is determined by y; as follows:

Set v = y;,y = ex, k =1 mod n and

Solve the basic problem with respect to x and y.
Let x’ be the solution. Set y; 11 = 2’/|2/|.

We obtain the sequence of vectors yi, 42, ys3, - - - such that
R[] =2 Rlys] =2 Rlys] = -+ = M.
Remark to the computational cost
(1) Compute A, B: compute
p =1yl Ay = el Aey, = am, q = e} Bey = by,

u = Ax and v = Bz, and then

f=y'Ar =clu=u,, g=y"Bx=civ=ny,

Ty and g = zTw.

Construct A and B.

a=1"Ar =2z

(2) Solve the quadratic equation det(A — R'B) =0 in R’
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(3) Solve ' = x + ~ey.

(4) Az’ and Bz’ (for the next step) can be computed implicitly. We use the following
updating:
Ar' = Ax + yAey,  (Az'); = uj + yajg,

Bx' = Bx +yBey, (Bz'); = vj + 7bjp.
Remark 6.2 If R[y;] < min;(a;;/b;;) = min; R[e;], then it happens only normal case:
R'q—p = R — ar, < R[y1]brr — arr < 0.
Since R[y1] < agk/brk, so R'q —p # 0, a normal case!

Theorem 6.6.9 Let

Rly1] < min %, (6.22)
Then it holds
lim Rly;] = A. (6.23)

Here X is an eigenvalue of (6.1) Ax = Bz, and each accumulation point of {y;} is the
associated eigenvector to .

Corollary 6.6.10 If (6.22) holds and
Rlyi] < Ap-r, (6.24)
Then lim; o, R[y;] = \n. If A\, is simple, then holds:

zlggo y; =y exists and y s the eigenvector to A,.
Proof of theorem 6.6.9 Only normal case!

Yi+1 1s a function of ex(k =i mod n) and y;. Let y;11 = Ti(y;). The function Ty is
continuous in y;, since for fix y the solution 2’ of basic problem depends continously on
the given z. (normal case!)

For R[y1] > R[ys] > - -+ > A, there exists the limit point A. Show that:

A = lim R[y;] is an eigenvalue.

1—00

In addition we show that an accumulation point y of the sequence {y; } satisfies Ay = ABy.
Let y,(;) be the convergence subsequence of {y;}, i.e., lim; . y,;) = y. Without loss
of generality there are infinite r(7) satisfying 1 = r(i) mod n. So

Y= f}g& Ynk(i)+1 and R[y] = A
Since T} is continuous, where

Ty = ZIECI}O T Ynk(i)+1 = }LI}}O Ynk(i)+2
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which implies R[Tyy] = A. Thus, R[T1y] = Rly] = A = v =0 = y = Ty and
f—=Xg=0.So f=(Ay): and g = (By)1 = (Ay)1 = AM(By)1. Also T is continuous, we
have

LTy ="Ty= }Ego ToYnk(iy+2 = leglo Ynk(i)+3

then A = R[y| = R[T2y|. As above we also have v = 0 and then y = Thy. So f = Ag, thus
(Ay)a = AM(By)a2, and so on. It follows Ay = ABy. n

Proof of Corollaray 6.6.10

The first part is trivial, since A, is the unique eigenvalue smaller than A\, _;. The normal-
ized eigenvectors to A, are +x/|z|, where Az = \,x. Two possible accumulation points
are separate. Let y; &~ x/|z|, then Ay; ~ \,By,;. This follows f ~ \,g, so v =~ 0, thus
Yir1 ~ y;. A second accumulation point can not appear. [ |

As relaxation method by solving linear system, we introduce an ”overcorrect” x' =
x4+ wyy (1 < w < 2) for the csae 1 instead of ' = x + vyy. We describe the above
discussion as the following algorithm:

Algorithm 6.1 (Coordinate over relaxation method to determine the smallest eigenvalue
of symmetric generalized definite problem Az = ABzx)

Let A, B € R™" be symmetric and B positive definite.
Step 1: Choose a relaxation factor w € (1,2), tolerance ,¢ € R, and a starting vector
r € R"\{0}. Compute a := 27 Az,b := 2" Bx and r := a/b.

Step 2: Set Rur := Ryin =1

Forj=1,2,--- 'n

Compute f: > 7 ajxTe, §:= 1 bjZr, p:=aj;, ¢q:=Dby
Determine the smallest eigenvalue r; of

CHEDIEEE

(2.1) If |p — r1q| > €, then set

B = SY fliY'] rji=x;+ 0,0 :=a+20f+ 3*p,

g—riq’

bi=b+208g+ g, r=1g;

(2.2) If [p — rq| <€, and |a — r1b| > € then set
=e;,a:=p,b:= = -

T €j, b, q,T b
(2.3) If |[p —rq| < ¢, and |a — r1b| < € then stop. Set

Rinaz := max(r, Rya,) and Ry, = min(r, R ).
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Step 3: If % <1 — 0, then go to step 2, otherwise stop.

A detail discussions for determining optimal w can be found in:
H.R.Schwarz: Numer. Math. 23, 135-151 (1974).
H.R.Schwarz: Finite Elemente, Teubner Verlag.

(c) Methods of steepest descent

Recall that at a point x; the function ¢ : R* — R decreases most rapidly in the
direction of the negative gradient —</¢(xy). The method is called the gradient or steepest
descent method. Here we have

8(r) = Rlal = S
It holds
Gradg(z) = @B @éi ;x()”;" Av)Ba] _ xT;(Ax — R|z|Bx). (6.25)

Thus, Grad R[z] (=Grad ¢(z)) = 0 <= R|x] is the eigenvalue and z is the associated

. d : : :
eigenvector & vis stationary point of R[z].

Methods of steepest descent:
Given y; # 0. y;11 is determined by y;.
(1) Search direction
pi = (A— Rlyi|B)y;. (6.26)

If p; = 0 stop, otherwise
(2) Solve the basic problem with z = y; and y = p;.

If 2’ is the solution, then set
/

x
Yit1 = 771 (6.27)
T
Go to (1).
Lemma 6.6.11 Let B = 1. Then holds
pl (A= R'B)y; = pl'pi, R’ = Rlyi+1], (6.28)
pi(A=RB)pi >0, if p; # 0. (6.29)

FEspecially, it happens only normal case, thus the function T(y;) = y;y1 = T(y;) is con-
tinuous.

Proof: Since p!y; = 0 (by computation!), we have
pi (A= RB)y; = p; (A= Rly]B)yi + (Rly:] — R')p; By;
T
= D; DPi-

If p; # 0, then f — R'g = pl Ay, — R'pI By; = pl'p; > 0 (by (6.28)). From (6.18) and
f—Rg+#0= ¢ +#0. Hence the minimum is not at y = p; , so R[p;] > R'. Thus

pi (A— R'B)y; = p; (A — Rlp;]B)p: + (R[pi] — R')p; Bp; > 0.
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So (6.29) holds. i.e. p — R'q # 0 = normal case!l = T is continuous. u

Theorem 6.6.12 Let B = I, and the sequence of vectors {y;} is obtained by the method
of steepest descent (6.26),(6.27). Then it holds with r; = R[y;] that

(1) lim; o r; = X is an eigenvalue of A .
(2) Each accumulation point of {y;} is the eigenvector of A corresponding to \.

(3) If y1 = > p_, agxy, is the expansion of the starting vector by normalized eigenvectors
{ze}ie, of A, (Ax; = Nxy with Ay, < Ay < -+ < A\y) and oy, # 0, then it holds

lim r; = \,.

1—00

Proof: Since ry > ry > --- > ), there exists the limit point A with lim;_..r; = A. Let
z be an accumulation point of {y;}ien, i€,

z = lim Yn(i)s R[Z] = lim R[yn(i)] = A

1—00 1—00
Since T'(T : y; — y;y1) is continuous, so

lim Ty = leglo Yn(i)+1 = T}EEO Yn(i) = T2.

This implies
R[T2] = lim Rlyn) ] = A
From R[Tz] = R[z] and v = 0 we have Tz = 2. (Since Grad R[z] = 0, z is the eigenvector
to R[z] = A). Thus (1),(2) are established.
Claim (3): Let y; = >_p_, aixy. Prove that o} is determined by af. Since

n

pi=(A—rl)y = Z()‘k — Ti)a Ty
k=1

from (6.28)(6.29) follows

f—riqig _ pl(A—ri1B)y;

p—rivig  pr(A—riaB)p;
Since "
Yi + Vibi = Zaé[l + %‘(/\k - Ti)]BIka
k=1
we get

Ty +ipdll ~ 2 (S (@2 (L + 7 (v — ) )12

Yit1 = Buxy,.

Yi + ViDi zn: af (1+ (A — 1))
(>
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This implies

ai—‘rl _ a;L"(l + fyl<>\1” - rl)) . (630)
' V2oay (00)2(1 + 7i(As — 73))?
We then have , ,
T~ aw \ T —r) ) |

Assume that {r;} does not converge to \,, but to A, > \,,. Then
Yn(i) — T, = o™ — 41 and o™ — 0.
On the other hand, since

A—1i <0, A\y—1; <0, ;3 <0and N\, —1r; <\ — 1y,

we have . \
il =)
1+ ,YZ(AT’ - ’ri)
From (6.31) follows that A
||
| [af

This contradicts that o — 0. ]
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Further methods for the symmetric eigenvalue problem Ax = ABx

A, B € R™" are symmetric and B is positive definite. Reduction to the ordinary
eigenvalue problem:

(1) B~ Az = Az, the symmetry is lost.

(2) B=LLY L7'AL7Tz = Az with L7z = 2z, Cholesky method.

Remark: For a given vector z we can compute L *ALT 7z as follow: Comupte z; from
LTz = z by backward substitution. Then z, = Az;. Compute z3 from Lzg = 2z, by
forward substitution. We can use the sparsity of B (also L) and A.

Caution: L 'AL~T is in general dense.

(3) Theoretically, B has (unique) positive definite square root B2, i.e., BY/2B'/?2
= B, B~Y2AB~12z = \z. Computation of B'/? is expensive. Let B = UDUT, where U
is orthogonal and D is diagonal with D > 0. Then

B = (UDY*UT\(UDY?UT) = BY? = UDY*UT,
where D = diag(d;) and DY? = diag(\/d;).

Consider
Axr = ABzx, A, B symmetric and B positive definite.

Let Ay > Ay > -+ > )\, > 0 be the eigenvalues of (6.1). Recall that the power method
and the inverse iteration for B = I:
Power method:
Given z( # 0,
fort=0,1,2,---,
Yirr = Axy , ki = Hyi+1||,
Tiv1 = yi+1//€i+1-

(6.32)

x; converges to the eigenvector of the eigenvalue \; and k; — |\] as i — oo.

Inverse power method:

Given xq # 0,

fort=0,1,2,---,
0; = x] Az;/x] v; Rayleigh quotient (6.33)
(A= oil)ziy1 = kipazi,
k41 is chosen so that ||z;11] = 1.

Cubic convergence.

Transfer to the problem (6.1):
Power method (6.32) & A < B7'A:

Given zq # 0,
fori=0,1,2,---,
Byt = Az, ki1 = Hyi+1|l
Tit1 = yi—i—l/ki—i-l-

(6.34)



254 Chapter 6. The Symmetric Eigenvalue problem

We must solve one linear system in each step. In general, Cholesky decomposition of B
is necessary.

Inverse power method for Az = A\Bux:

Given z¢ # 0,
fort=20,1,2,---,
o; = x! Ax;/x] Bx; (6.35)

(A - Uz‘B)l‘z’H = kiy1 B,
ki1 is chosen so that ||z;41]|p = 1.

Reduction: Let B = LL*. Substitute A by L™'AL™T in (6.33) then we have (here
T zp):
TLAL Ty o Ax,
o; = i i sz a . where L™12, = x;,
zh z x; Bx;

and
(L_IAL_T — Ji])zi+l = ki—i—lzi 54 (A — O-iB)mi—&—l = ki+1B[Ei.

Let Ay > Ay > -+ > A, be the eigenvalues of A — AB. Then the power iteration (6.34)
converges to \;. Let {#;}!, be the complete system of eigenvectors.i.e.,

@I Bij = 0;; and & AZj; = N6y forall 4,5 =1,--- n.

Let y1 = >0 cid, yp = D0 c*z;. Then it holds

Jj=1" i=1 "1

n n n
Yk+1 = Z C,’L»c+1li’i = B_lAZCi?ZIATi = ZC?/\lZIA?Z
i=1 i=1 i=1
This implies that cf*! = \;c¥, and thus ¢¥ = M\fc!. Therefore, we have
SN
k A k1A
y = N {cld + Z(Yj) cti,}.
v=2

Normalizing vy, we get that x converges to ;.

Cost of computation:
Matrix x vector Ax;,
Solve the linear system By;,1 = Ax;.
Determination of the eigenvalue: k1 — |\].
Although we have k;11 — |A1|, the better approximation of \; is R|x;]. Let z; =
21 + ed, where d € span{Zs,---2,} and ||d|| =1. Then

(21 4 ed)T A(Zy + ed)
(21 + ed)TB(&1 + ed)
it Azy + d"Ad  iT Az,
T B, + 2dTBd i1 Bi,
= M+ O().

Rlz] = Rli +ed) =

+ O(€%)
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Error of eigenvalue ~ (error of eigenvector)2.

Compute the other eigenvalues and eigenvectors:

Suppose A1, 1 are computed. Power method does not converge to Ay, 21, if it satisfies
vIBi =0, i=0,1,2,---. (6.36)

If we start with xq satisfying zl B#; = 0, then all iterate x; satisfy (6.36) theoretically
(since ¢} = 0). Because of roundoff error we shall perform the reorthogonalization:

Byiy1 = Az,
=Tt — (2T B )%
Yit1 = Yit+1 (1‘1 yz—&-l)xh
Tit1 = Yir1/ |Yis1l| 5-
In general: Suppose Ay, -\, 21, - &, are computed, then we perofrm the following
reorthogonalization:
Byt = Ax,
Yir1 = Gir1 — 2 oy—y (2] BYit1)a;,
Tiv1 = Yir1/ Vi1l B-

Here z] Bi; =0, for j=1,--- ,p,and i = 0,1,2,--- .

Simultaneous vector-iteration:
Determine the p (p > 1) largest eigenvalues and the associated eigenvectors of (6.1).

Compute simultaneuously the approximations xgi), e ,xj(f). Let
X0 =@ 2)) € Ry (6.37)

We demand X satisfies the following relation:
XO'BX® = . (6.38)

Since &7 Bx; = &;j, the columns of X are nearly B-orthogonal. From (6.34) we con-
struct X@ by ' ‘
BY® = AXx (=D (6.39)
and then ' '
X0 =yWc;, (6.40)

where C; € RP*? and is chosen such that (6.38) is satisfied. We have the following meth-
ods for determining C; .

(a) Apply orthogonalization algorithm to the columns of Y@ then C; is an upper trian-
gular matrix. . ‘ ‘ .
Let Y(Z) - (y§l)7 e 7yg)) and X(l) - (‘ISZ)7 e 71:1571))'
For k=1,---p,
i -1, @7 iy (i
b= = 5Ly Bal))al?,
2\ = hy /(KT Bhy)'/2.
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(@) (0)
1 1 .

The first column x;’ is the same as that we apply power method to =z Convergence

can be slow.

(b) Define G; = Y®" BY®_ then G; is positive definite. There exists an orthogonal
matrix V; and D; = diag(d;) with dy > dy > --- > d, > 0 such that

G, =V.D;V".
Let X® = Y@, where
C; =V,D;'? and D;'? = diag(1/\/dy,- -+ ,1/\/dy). (6.41)
Check

X0 px® = Ty pyOc; = (VD VA6 (VD Y?)
—1/2 —1/2
= D, /‘/iTGiV;Di / =1,

So the columns of X® are B-orthogonal. Method (b) brings the approximations in the
correct order.

Example: Let XV = (29, 73, 71), where 27 Bx; = §;; and Az; = \;Ba;,i,j = 1,2, 3.
Method (a): X@ = XM Y® = B1AX® = (A\yx9, A3x3, \y21). Then

X(2) = (.362,133,371) = X(l)

Method (b):
X0 0 2000
Go=10 X 0|, D=0 X 0|,
0 0 X 0 0 X
010 0 X' 0
Va=100 1], Co=WD,"?=| 0 0 N
100 MNP0 0
Then

X(Q) = Y(Z)Cg = (Il,l’g,x‘g).

Method (b) forces the eigenvectors in the correct order.
(6.39) and (6.40) imply Treppen iteration (F.L. Bauer 1957) :

For B =1I:
AXED — Yy = x@Oo-l = xOR, (6.42)

]

where R; is upper triangular.
p = n: See the connection with QR Algorithm.

)T

Ay = XED"AxED g = x DT X0

Y

A =QiR;, Ay = RQ;.
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p < n: and B = LLT positive definite: Treppen iteration for L~*AL~T leads to Z® :

L7ALTTZ00 = Z2OR, | 70" z0 = I (6.43)
Let X = L7720 rewrite (6.43) to X
AXO-D = pxOR, (6.44)

and
XOTLTLXD =, = XxO"'BX®),

Improvement: B = I. Recall

Theorem 6.6.13 A is real and symmetric, Q € R"*P orthogonal and S € RP*P sym-
metric, then for an eigenvalue A\;(S) of S there exists an eigenvalue A\, (A) of A such
that

Ai(S) = A (A)] < JAQ = @S2, i=1,--- ,p.
Theorem 6.6.14 Let S, = QT AQ, then
IAQ — QSpllo,r < [[AQ — QS|l2r
for all symmetric matriz S € RP*P.

For given orthogonal matrix X @, if we construct S; = X 0" AX (@), then the eigenvalues of
S; are the optimal approximations to the eigenvalues of A (optimal error estimation).
Also good error estimation for eigenvectors. From S;z = pz follows that

AXOy — X0z = (AXD — XDG))2,
IAX©2) = p(XO2)||2 < JAXD = XOG;la]]2]]..

So X@2 is a good approximation to an eigenvector of A.

B =positive definite:
Given n X p matrix S with rank(S) = p. Let S = span(S). Find a new base of S,
which presents a good approximation to eigenvectors of

Az = \Bu.
(6.1) is equivalent to :
Ai = \& with A = B™Y24AB7'2_ i = BY?z, (6.45)
Orthonormalize B'/2S(S — B'/2S) and results
S = BY2S(STBS)™1/2. (6.46)

(CheckSTS = I,). From above we know that the cigenvalue p; of H = STAS are
a good approximation to an eigenvalue of (6.45), so of (6.1) and ¢; is the associated
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eigenvector, then Sg; is a good approximation to an eigenvector of (6.45), so B~/ 28 Ji
an approximation to an eigenvector of (6.1). Rewrite A, B, S:

A

H = (STBS>_1/2STBI/2B_1/2AB_1/2B1/QS<STBS)_1/2
(STBS) 1/2(STAS)(STBS)~1/?

Then H g; corresponds to

(STAS — 1;STBS) (STBS)™1/24, = 0,

~———
9i
le.
: A, = STAS,
(As — ;Bs)g; = 0 with { B. = STBS. (6.47)

If S is given, construct A,, Bs. The eigenvalues of A,z = uB,z are good approximations
to eigenvalues of (6.1). Compute the eigenvectors g; of (6.47), then Sg; are approxima-
tions to the eigenvectors of (6.1).

Some variant simultaneuous vector iterations (B = I):

(a)

(1) YW = AX¥—1)

(2) Orthonormahze Y® = Q,R, (QR decomposition),

(3) Compute H, = QZAQV,

(4) Solve the complete eigenvalue system for H,,
H,=G,0,GT G, : orthogonal and ©, : diagonal,

(5) X = Q,G, (The element of ©, are in decreasing order).

(6.48)

The computation of (1) and (3) are expansive, it can be avoided by the following way.
Since the invariant subspaces and eigenvectors of A and A~2 are equal, so we can consider
the matrix A~2 instead of A. The eigenvectors of Q1 A~2Q, are the good approximations
for the eigenvectors of A.

Compute
IP

QTAZQV_(V)Txul AA2AX(V1)R1
(Here Q, = AX® YR from (1) (2) above)
=R,"R;' = (R,R))™.

So we have the following new method:

(b)

(1) YO = AX ¥

(2) Orthonormahze Y™ =Q,R,,

(3) Compute H, = R,RT, (6.49)
(4) Solve H, = P,A2PT P, :orthogonal, A, : diagonal,

(5)

v-vrv

b} X(V)_Qu v
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(¢) Third variant compution of @,
Find F, such that Y®F, is orthogonal. So
FIyW'yWE, = 1 (6.50)
and
YyO'yw = prTpl = (F,FT)!,
On the other hand Y F, diagonalize A~2, i.e.,
FIYWA2y ™" F, = A>? diagonal. (6.51)

From (6.51) and because of Y ) = AX®=D follows

A2 = FT X" g2 Ax V| = FTF,

~
I

Thus I = A, FTF,A, and then F,A, is orthogonal. Using (6.50), we have

FyTADALATFT
(FVAV) ANy

v \v—/
ortho diag. ortho.

H, = y»y®

—~

(F,A,)™

The diagonal elements of AZ are the eigenvalues of H, and the column of F,A, are the

eigenvectors of H,, therefore we can compute F), as follows:

HY® = AX®#-D
2 Compute H, Y( "y ),

(1)

) A
(3)Compute H, = B,A2BT complete eigensystem of H,,,
(4)

HXV) =y B AT (=YWE).

The cost of computation of (6.52) is more favorable than of (6.49).

(6.52)
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Chapter 7

Lanczos Methods

In this chapter we develop the Lanczos method, a technique that is applicable to large
sparse, symmetric eigenproblems. The method involves tridiagonalizing the given matrix
A. However, unlike the Householder approach, no intermediate (an full) submatrices
are generated. Equally important, information about A’s extremal eigenvalues tends to
emerge long before the tridiagonalization is complete. This makes the Lanczos algorithm
particularly useful in situations where a few of A’s largest or smallest eigenvalues are
desired.

7.1 The Lanczos Algorithm

Suppose A € R™"™ is large, sparse and symmetric. There exists an orthogonal matrix @,
which transforms A to a tridiagonal matrix 7.

QTAQ = T = tridiagonal. (1.1)

Remark

(1) Such @ can be generated by Householder transformations or Givens rotations.

(2) Almost for all A (i.e. all eigenvalues are distinct) and almost for any ¢; € R™ with
lg1]|]2 = 1, there exists an orthogonal matrix ¢ with first column ¢; satisfying (1.1).
¢1 determines 7" uniquely up to the sign of the columns (that is, we can multiply each
column with -1).

Let (z € R")
Kz, A,m] = [z, Az, A%z, -, A" 2] € R™™. (1.2)

K[z, A,m] is called a Krylov-matrix.

Let
K(z,A,m) = Range(K[z, A,m]) = Span(z, Az,--- , A" z). (1.3)

K(z, A,m) is called the Krylov-subspace generated by K[z, A, m].

Remark: For each H € C™™ or R™™ (m < n) with rank(H) = m, there exists an
@ € C™™ or R™™ and an upper triangular R € C™*™ or R™*™ with Q*Q = I,,, such
that

H=QR. (1.4)
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@ is uniquely determined, if we require all r; > 0.

Theorem 7.1.1 Let A be symmetric (Hermitian), 1 < m <n be given and dim K(z, A
,m) =m then

(a) If
15 an QR decomposition, then QF, AQ., = T,, is an m xm tridiagonal matriz and satisfies
AQm = QuTom + rmely,  Qprm = 0. (1.6)

(b) Let ||z||e = 1. If Q. € C™*™ with the first column x and QF Q. = I, and satisfies
AQm = Qme + rmegw
where T, s tridiagonal, then

Kz, Am] =[x, Az, -, A" 2] = Quler, Tmer, -+, T e (1.7)

is an QR decomposition of K[z, A,m] .
Proof: (a) Since
AK (2, A,j) C K(z, A, j+1), j<m. (1.8)

From (1.5) we have
Span(qi,--- ,q;) = K(z, A1), i<m. (1.9)

So we have
. (19) )
Giv1 L K(x,Aji) D AK(x,Ai—1) = A(span(qi,- -+ ,¢i—1))-
This implies
q:(—i-lAQJ:Oa ]:1771_1a Z+1§m

That is

So T,, is upper Hessenberg and then tridiagonal (since 7T, is Hermitian).
It remains to show (1.6). Since

[z, Az, - - ,Am’lx] = QmRn

and
0 0
AK[z, Am] = Ko, Am] | + ATl
0 10
we have
0 0
AQuBm=QuRn | 1 b Q@ AT 4 (T = QunQ? ) A" e
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Then
" 0 0
AQu = QulRa |1 | QAR (1 - QuQ) AT R,
_ . 1.
= QulBa | T R QAT el 4 (T - Qui) A e,
| 0 | 1' 0 | ™
= QumHy + el with Q% r,, =0,
where H,, is an upper Hessenberg matrix. But Q;, AQ,, = H,, is Hermitian, so H,, = T,,

is tridiagonal.

(b) We check (1.7):
x = Qe coincides the first column. Suppose that i-th columns are equal, i.e.

AT = QT
Al = AQ,T: e
= (QuTo +rmeg) Ty e

i T ri—1
= Qul,e+rpe, T e

But el Ti"le; = 0 for i < m. Therefore, Az = Q,,T’e; the (i + 1)-th columns are equal.
It is clearly that (ey, Ti,er, -+, 7™ e;) is an upper triangular matrix. [ |

Theorem 7.1.2 [f x = q; with |q1]|2 = 1 satisfies
rank(K[z, A,n]) =n

(that is {x, Az,--- , A" 'z} are linearly independent), then there exists an unitary matriz
Q with first column q; such that Q*AQ =T 1is tridiagonal.

Proof: From Theorem 7.1.1(a) m = n we have @, = @ unitary and AQ = QT.
Uniqueness: Let Q*AQ =T, Q*AQ =T and Qie; = Qe;

= Klqp,An]=QR=QR
= Q=QD, R=DR.

Substitute @ by QD, where D = diag(ey,- - ,€,) with |¢;| = 1. Then
(@D)*A(QD) = D*Q*AQD = D*T'D = tridiagonal.
So @ is unique up to multiplying the columns of ) by a factor € with |e| = 1. |

In the following paragraph we will investigate the Lanczos algorithm for the real case,
ie., Ae R™"™
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How to find an orthogonal matrix Q = (g1, - , ¢,) with QTQ = I, such that QT AQ =

T = tridiagonal and @ is almost uniquely determined. Let

AQ = QT,
o B 0
Q=lq, - ,q) and T = b |
n- : ﬁn—l
O ﬁnfl 7%

It implies that the j-th column of (1.10) forms:

Aq; = Bj—1qj-1 + g5 + Bqi41,

for j=1,--- n with gy = 8, = 0. By multiplying (1.11) by qu we obtain

ququ = qj.

Define r; = (A — a;1)q; — Bj—1¢;—1. Then

Ty = 5ij+1
with

Bj = x|l
and if 3; # 0 then

¢j+1 =15/5;.

So we can determine the unknown «;, 3;, ¢; in the following order:

Given qi, 1,71, 51, G2, 02,7232, q3, - -
The above formula define the Lanczos iterations:

J=0,r0=q,060=1, =0
Do while (; # 0)

g1 =1;/B;, j=5+1

a; = q] Ag;
Ty = (A - ajf)%' - ﬁj—lq]'—b
B; = Herz-

(1.10)

(1.11)

(1.12)

(1.13)

(1.14)

(1.15)

There is no loss of generality in choosing the 3, to be positive. The g; are called Lanczos
vectors. With careful overwriting and use of the formula o; = qu(qu — Bj-1¢j—1), the

whole process can be implemented with only a pair of n-vectors.

Algorithm 7.1.1 (Lanczos Algorithm):

Given a symmetric A € R™" and w € R" having unit 2-norm. The following algorithm
computes a j x j symmetric tridiagonal matrix 7; with the property that o(7};) C o(A).
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The diagonal and subdiagonal elements of T} are stored in ay,---,a; and Bi,---, 351
respectively.

Bo:=1
7:=0
Do while (8; # 0)
if (7 40),
then forz=1,--- ,n,
ti=w;,w; = v;/B;,v; = —0Ft.
v:i=Aw + v,
j=g+,
a; = wlv,
V= — quw,

i = [lvll2-

Remark

(1) If the sparity is exploited and only kn flops are involved in each call (Aw) (k < n),
then each Lanczos step requires about (4+k)n flops to execute.

(2) The iteration stops before complete tridiagonalizaton if ¢; is contained in a proper
invariant subspace. From the iteration (1.15) we have

ar B
g T
A(Ql?”' qu) = (Qh'" 7Qm) ﬁl ﬁ ! +\<OJ 7076QO+1)
ﬁmfl (07%%) Tme%m

B =0 if and only if r,, = 0.

This implies
A(Qb e >Qm) - (Q17 T an)Tm

That is
Rang@(Qh T an) = Ra’nge(K[qla A7 m])

is the invariant subspace of A and the eigenvalues of T,, are the eigenvalues of A.

Theorem 7.1.3 Let A be symmetric and g, be a given vector with ||q1||2 = 1. The Lanc-

z0s iterations (1.15) runs until j = m where m = rank|q, Aqy,--- , A" 'q1]. Moreover,
for 3 =1,--- . m we have
AQj = Q;T; +rjef (1.16)
with
ar B
- - B
ﬁj—1 Qa5

has orthonormal columns satisfying Range(Q;) = K(q1, A, j).
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Proof: By induction on j. Suppose the iteration has produced Q; = [¢1,- - ,¢;] such
that Range(Q;) = K(q1, A,j) and QT Q; = I;. Tt is easy to see from (1.15) that (1.16)
holds. Thus

Q;AQ; =T; +Q;rye;.
Since o; = ¢l Aq; for i = 1,--- ,j and
Q¢T+1A%‘ = qz'T+1(5z‘qz'+1 + a;q; + ﬁi—l%‘—l) = qz‘T+1(ﬁiqz‘+1) = B
fori=1,---,7 —1 we have QJTAQJ- = T}. Consequently errj =0.
If r; # 0 then g;+1 = r;/||7;]|2 is orthogonal to ¢1, - - ,¢; and
¢j+1 € Span{Aqj,qj,¢j—1} C K(qi, A,j +1).

Thus Q7,,Q;+1 = Ij+1 and Range(Q;11) = K(q1, A, 7 +1).

On the other hand, if r; = 0, then AQ; = @Q,T;. This says that Range(Q;) =
K(q1, A, j) is invariant. From this we conclude that j = m = dim[K(q, A, n)]. u

Encountering a zero ; in the Lanczos iteration is a welcome event in that it signals the
computation of an exact invariant subspace. However an exactly zero or even small 3; is
rarly in practice. Consequently, other explanations for the convergence of T7s eigenvalues
must be sought.

Theorem 7.1.4 Suppose that j steps of the Lanczos algorithm have been performed and
that
SIT;S; = diag (0, ,6;)

is the Schur decomposition of the tridiagonal matriz T;, if Y; € R™ is defined by
Yi=1ly, ,yl=Q;S;
then fori=1,---,j we have
[ Ay; — Oiyill2 = 18;l]s5
where S; = (Spq)-
Proof: Post-multiplying (1.16) by S; gives
AY; = Ydiag(6:,--- ,0;) + rjel S;,

ie.,
Ayl = szz + Tj(@?Sjei) y 1= ]., v ,j.

The proof is complete by taking norms and recalling ||r;||2 = |3;] L}

Remark: The theorem provides error bounds for T}s eigenvalues:

min |0; — p| < |G;llsiu| i=1,---,7.
MEJ(A)’ 1l < 1Bjl1s;il J
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Note that in section 10 the (6;,;) are Ritz pairs for the subspace R(Q);).

If we use the Lanczos method to compute AQ; = Q;1; + rje]T and set £ = Tww’
where 7 = 1 and w = agq; + br;, then it can be shown that

(A+E)Q; = Q;(T; + T@erejr) +(1+ Tab)rjejr.
If 0 =1+ 7ab, then the eigenvalues of the tridiagonal matrix

Tj =1T; + Taere;F
are also eigenvalues of A+ FE. We may then conclude from theorem 6.1.2 that the interval
[(Xi(T5), Ni—1(T;)] where i = 2,--- ,j, each contains an eigenvalue of A + E.

Suppose we have an approximate eigenvalue X of A. One possibility is to choose Ta?
so that o 3 . .
det(T] — /\]]) = (Oéj + Ta,2 - /\)p]—l(/\) — ﬂ?_lpj_g(/\) = 0,

where the polynomial p;(z) = det(T; — xI;) can be evaluated at A using (5.3).

The following theorems are known as the Kaniel-Paige theory for the estimation of
eigenvalues which obtained via the Lanczos algorithm.

Theorem 7.1.5 Let A be n X n symmetric matrix with eigenvalues \y > --- > \,, and
corresponding orthonormal eigenvectors zi,--- , z,. If 01 > --- > 0; are the eigenvalues
of T; obtained after j steps of the Lanczos iteration, then

(A — Ay) tan (¢y)°
[ci1(1+2p1)]% 7

where cos g1 = |qf z1], pr = (M1 — X2)/ (A2 — A\n) and cj_; is the Chebychev polynomial of
degree j — 1.

Proof: From Courant-Fischer theorem we have

_ y' Ty Q)" AQyy) w’ Aw
f; = max o = max - = max —
y20  yTy v (Q;u)T(Qjy)  0#weK(qAj) wlw

Since \; is the maximum of w’ Aw/wTw over all nonzero w, it follows that A\; > 6;. To
obtain the lower bound for 6, note that

T
q1 P(A)Ap(A)qy
0, =
P ebn T dp(A)Pq

where P;_; is the set of all j — 1 degree polynomials. If

q1 = Z d;z;
i=1

then . - ,
G p(A)Ap(A)q _ >, dip(N)" A
i p(A)q > i dip(N)?
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T dip(\)?
Z )\1 - ()‘1 - )‘n) 2 ZQZZQ Z]:L( )2 9"
dip(A1)? + Z’i:2 d;p(A\i)
We can make the lower bound tight by selecting a polynomial p(x) that is large at z = A\,
in comparison to its value at the remaining eigenvalues. Set

T — Ay, ]
)\2 - /\n ’
where ¢;_;(z) is the (j — 1)-th Chebychev polynomial generated by

p(x) =cja[-1+2

ci(2) = 2z¢j-1(2) — ¢j_a(2), co=1,¢ = 2.

These polynomials are bounded by unity on [-1,1]. It follows that |p()\;)| is bounded by
unity for i = 2,--- ,n while p(A1) = ¢j_1(1 + 2p;). Thus,
1— @) 1

B L+

01 Z/\l—(/\l—/\n)(

The desired lower bound is obtained by noting that tan (¢;)? = (1 — d?)/d3. ]

Corollary 7.1.6 Using the same notation as the theorem 7.1.5

(>‘1 - )\n) tan2(¢n)
C?—l(l + 2pn)

)

where Pn = ()‘nfl - )\n)/()‘l - )\nfl) and cos (¢n) = IQ{an

Proof: Apply theorem 7.1.5 with A replaced by —A. ]
Example:
1 1
L1 = >
a [Ci-1(232 — D)2 7 [Cja(1 4 2p1)]?
A )
R,y = ()\—2)20_1) power methed
1
A1/ Ao j=b j=25

1.5 | 1.1x107%/3.9%x 1072 | 1.4x10727/3.5x 107" | L;_1/R;_;
1.01 |5.6x1071/9.2x 107! | 28 x107%/6.2 x 107" | L;_1/R;_1

Rounding errors greatly affect the behavior of algorithm 7.1.1, the Lanczos iteration.
The basic difficulty is caused by loss of orthogonality among the Lanczos vectors. To
avoid these difficulties we can reorthogonalize the Lanczos vectors.

(1) Complete reorthogonalization:
Orthogonalize g; to all ¢1,---,q;—1 by
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If we incorporate the Householder computations into the Lanczos process, we can produce
Lanczos vectors that are orthogonal to working accuracy:

ro := ¢1 (given unit vector)
Determine Py = I — 2vgug Jvg vo s0 Porg = €1
o = qg‘.FA%
Doj=1,---,n—1,
rj = (A —a;)¢; — Bj-1¢j-1(Boqo = 0),
w = (Pj_y--- Py)r;.
Determine P; = I — ZUjva/vavj such that
Pyw = (wy, -+ ,w;, 3,0, ’O)T_
i1 = (Do~ Pj)ejy,

T
Aji1 = @i Agi
This is the complete reorthogonalization Lanczos scheme.

(2) Selective reorthogonalization:
A remarkable, somewhat ironic consequence of the Paige (1971) error analysis is that
loss of orthogonality goes hand in hand with convergence of a Ritz pair.

For details of (1) and (2) see the books:
Parlett: “Symmetric Eigenvalue problem” (1980) pp.257—
Golub & Van Loan: “Matrix computation” (1981) pp.332-

Theorem 7.1.7 (Paige Theorem) Let y; = Q;5;, i =1,...,j (Ritz vector).
Then

ZU;‘FQJH = 13/ Bji = rii/ (8585i),
where ry; = O(e), > _(round-off-error).

Recall that || Ay; — 0;vill2 = |5;]]s;:] = 55| < O(e) (very small),

y; € span7(ﬂ'Qj),
4 Y = ﬂ—z ~ O(e) (very small)

[ 0@) yesl i ] = O(1)
1 O(1) no! if |8 = O(e).
Loss of orthogonality !

(1) Selective Reorthogonalization:
Select “good” Ritz vectors ( |5;i| = o(y/€) ) and do reorthogonalization
(ie. ¢i41 L “good” Ritz vector).

(2) Restart: — full reorthogonalization.
— Restart in m-steps (m = 30 ~ 50).
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Lanczos method

Given ¢; # 0
[ j=1,2,..m
a; = q; Ag;

rj = (A—a;l)g; + Bj-1¢;

B; = |Ir;ll2, if B; # 0, otherwise stop .
gj+1 =1/ 5

end m

A(Qm) = Qme + Tmeg;v

where
o B 0
Qﬁ@m = [ma Tm = ﬁl . .
i i ﬁm—l
0 ﬁm—l (0779
0, 0
sﬁTmsm =0,, = , Ritz value
0 0,,
[A(Qms;) — Qj(Qmsi)ll2 = Bjm = [8;l[sjml,
S=1s1," 8w, 7=1,...,m.
Paige Theorem
Since AQ; = Q;T; + rjel, let
AQ; — Q;Ty =rje] + F; (1.17)
1-QQ;=Cl +A;+Cj, (1.18)

where C} is strictly upper triangular and A; is diagonal.
(For simplicity, suppose (C}); ;41 = 0 and A; = 0.)
Ritz vector vy, = Q;s;.
01 0
Ritz value 5] Tjs; = =0; (Tys; =10;s)).
0 6,
Theorem 7.1.8 (Paige Theorem) Assume (a) S; and 0; are exact ! (. j < n)
(b) local orthogonality is maintained. ( i.e. ¢/ ;¢ =0,1=1,...,5 =1, ri¢q; =0, and
(Cj)@ﬂ.l =0 ) Let
AJT; - TjA; = N; — N,
Gj = SJT(KJ —+ Nj)Sj = (T2k>
Then
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(1) yl qjs1 = rii/ Bji, where y; = Q;S:, Bji = ;S (%)
(2) Fori#k,

S. S
(0; — O)y) yi = m(SLk) - Tkk(s—j) — (Tik = Thi)- (1.19)

Jt ik

Proof: From (1.17), AQ; — Q,T; = rje] + F;.
(1.17) is multiplied from left by Q]-T =

QT AQ; — Q] QTy = Qfrje] + Q] F;. (1.20)
920" = QTATQ; — T;Q;Q] = e;r] Q; + F] Q;
( ) - BJ(QT%)

(C%T T;CT) + (CfT) = T;C5) + (AT = TyA) + F Q) — Q;F
(OTT TC'T) (CjTj — T;Cy) + (N; = NJ) + (K; — KJ)

= (QTry)el = C/T; — T;C; + N + K, ()
ST (**) < S; gives
YL g8y = ST(C/T, — TyC))S, + ST(N; + K,)S,
=Y i = 5
(9.2.6) can be obtained by ST x (9.2.7) x S.

Remark: To (x): v/ qj11 = %, i=1,...,7.

v _ 1mi _ [ Oesp),if|B;] = O(1)(not converge!) (1.21)
Yi 41 = B | O(1),if|B;i| = O(esp)(converge for(6;,y;)) '

;19 = O(1), gj41 is not orthogonal to < Q; >, Q;S; = y;
(1) Full Reorthogonalization by MGS

G+1la, ... q
J
dj+1 ‘= qj+1 — Z<Qf+IQi>Qi'
i=1
(2) Selective Reorthogonalization by MGS
If |65 = O(/ep3). (6;,3;) “good” Ritz pair
Do gjy1lar, ..., q;
Else not to do Reorthogonalization
(3) Restart after m-steps
(Do full Reorthogonalization)
(4) Partial Reorthogonalization
Do reorthogonalization with previous (k=5) Lanczos vectors {qi, ..., qx}
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(B)To (9.2.6): The duplicate pairs can occur!
i 7k, (0, — 0k) yi y, = Olesp)
~ .
O(), ifyi = yr = Qi = Qy

How to avoid the duplicate pairs 7
The implicit Restart Lanczos algorithm:

Let {(A;, z;)}: eigenpair of A
k n

Ul :Z Ti$i+ Z riZx;
i=1 i=k+1

P(A)u; < P(\) : Filter poly of degree m — k

k

=1 i=k+1
A N 7

-~

expected unexpected

(]‘) >\k+17 .- '7>\m € [a7b]

Ay Ak Ea, b
P(X) = Chebychev poly of degree m-k
(2) ug,... Uk, Ukt - - - U Ritz values expected unexpected

P(t) = (t = psr) - (t = o)
Implicit Restarted Algorithm:
AQy = QTy + Brgryier, k <m
Tk
Lanczos = AQm = Qme + BQO+16%
choose a filter poly of degree m-k
Pit)y=(t—uv1) - (t — Vm—i), V1, .., VUm_k: convergent Ritz values.
mathemetician: P(A)u; = (A —1vq) - (A — Upp)u1 := @
Apply Lanczos on ¢;.
(A - KII)Qm = Qm (Tm - Klj) +5m61m+1€%
—_——

w1 R (QR — factorization)
(A = K\ I) Quuy = (Quur) (Riur) + B (ef,un)

Qm(l)
AQm(l) - Qm(l)Tm(l) + ﬂQObm—H(l)T
where bm+1(1)T =elur =(0,...,0, Up1m™, U ™)

T,V = Ryuy + K11 = Tridiag

Remark: The first column of Qm(l)el = Quier
=a(A-vl)q = CI1(1)
Repeat this process with vy, ..., vy g
= AQm(m_k) = Qm(m_k)Tm(m_k) + ﬁQOJrlberl(mik)T
Q™ Mey i=q = (A-—KiI)--- (A= Kpil)aa
Tumecate:
m—k m—k m—k m—k
AQI(C ) = Qz(g )ngk ) + tk+1,qu(g+1 )ef + 5kum,ka+1€g
Let Qp = QY ™", T = T3 7Y,
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m—k

B = teriwdiss” + Bitim iGm |2,
~ p - m—k
Qi1 = %, where P, = tk+1,kql(g+1 ) 4 Bl kGm+15
AQr = Qr = QiTik + BrGrs1€; -

(1) Implicit Restarted Lanczos

(2) Krylov-Schur cycle

[2] The symmetric eigenvalue problem , Parlett(1981)
CH.11 Approximation from a subspace
CH.12 Krylov subspace
Assumption: A: symmetric, Az, = ;2,1 =1,...,n.
ap Sap S-Sy
a,<-<a_
pla) = pla, A) = 24
Given a subspace S =< F >=< F(FTF) 2 >=< Q >
Rayleigh-Ritz-Quotient procedure
H:=p(Q)=Q"AQ,Q"Q =1
Hg; = 0,g;,(0;9;) : Ritz pair
y; = Q;9;(extension by Q)
Check : {(0;,y;)}]-,approximate eigenpair?
|Ay; — 0;y:l|2 < Tol,r; = Ay; — 0;y;residual

Optimality
(1) minmax:

aj = \;j(A) = min max p(f, A)

FiCRn feFi

;:= min max JA), 1< m
Bi Gicsm fecs p(f,A), j <

=0, =NH)
T EF eSS QG =G
SB; = min max p(S.H) =0; = \;(H), j=1,...,m.
GiCR™ SeGi
(2) Optimal Residual:
Let R(B) = AQ — QB
= [|[R(H)|2 < [|R(B)ll2
1AQ — QH|2 < [|AQ — QB2
(3) Projection on S™:
ng :ez‘gi, 1= 1,...,m
QTAQy; = b,y
QQTA(Q%) = 0;(Qg;)
Q9i = Vi, QQy; = Q(QTQ)% =Y
Py = QQT projection on < Q >
(QQT)A(QQT)% = 0y
(PsAPy)y; = b;y; < Pa(Ay; — b;y;) =0

Theorem 7.1.9 H = QTAQ, Jo; € o(A),
s.t.10; — o] < [ Rl = |AQ — QH|2
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(By extension Thm)

Theorem 7.1.10 Z (0; — a5)* < 2||R||% some o5
Wledlanclt Hoffmann

Theorem 7.1.11 Let y be a unit vector 6 = o(y), o be an EW of A closed to 6, z be the
EV. Let r —mm IXi(A) —0].

a;Fa

Then (1)6 — of < [Ir(y)[*/r.

(2)]sin| < |lr(y)ll/r,
where r(y) = Ay — 0y, v = L(y, 2).

Proof: Claim(2): Decompose y = z cost + wsin,zTw = 0.
r(y) = z(a — @) cosy + (A — 0)wsin 1.
cAz=az=2T(A-0)w=0
= [lr(y)ll5 = (o = 0)* cos® ¢ + [[(A — O)w|]3 sin” ¢,

and |wT (A —0)(A - 0)w| = (y —0)2Z,w=>" &2
aiFa ajFa

Z r2(zaﬁéa 512) = T27
= |lr()[I3 > [|(A — 8)w]||3 sin® <)
= ’Sinlﬂ < ||7”(£)||2'

Claim(1): r(y)Ly (r; = Ay; — Oy, L < Q >)
ie. 0=yTr(y) = (a — 0)cos? ) + wT (A — )wsin® ¢

wT —
Thus 2252 = 7t
cos® Y __ wT(A_g)w
ety =k = o
= sin®y = k+1 = wT(A a)wT
similarly, cos® ¢ = 25 = ﬁ

= r@)lz = (0 — a)w" (A — a)(A = O)w/w" (A — a)w
C(A—a)(A—0)z; = (o — a)(ay — 0)z

positive definite >0
wl(A—a)(A—=0w=>" |a; — al|la; — 0|22
o F
>r Y oy —alz22>r] Y (o —a)2?] = rwl (A - )w
a;Fa ajFa

10— af < Lol

100 years old and still alive : Eigenvalue problems

Hank / G. Gloub / Van der Vorst / 2000

A priori bounds for interior Ritzvalues

Given S™ =< @ > subspace, {(6;,y;)}™, Ritz pairs of H = QT AQ

Az =iz, i=1,...,n.

Lemma 7.1.12 For each j < m for any unit s € S™ satisfying sz, =0,i=1,...,5—1.
j—1

Then a; < 0; < p(s)+ Y. (a_y — ;) sin® ¢
i=1
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71
< p(s)+ > (a_y — ay)sin? 1y,
=1

where ¥; = 4(%,2‘)-

ji—1

J
Proof: Take s =t+ > ry;,
i=1

t=> ry, tly,i=1,...,j—1

i=j
Assumption: 7z =0,i=1,...,5 — 1.
Find bound of r;, 1 =1,...,5 — 1.
il = |sTyil = |s7 (i — zicos )| < Is]2| sinv)|.
lyi — zicoshill3 = (yi — zicos ;)" (yi — 2i cos i)

= 1 — cos?1); — cos?; + cos?
= 1 —cos®®; = sin®1;
ctTAy; =0, and y] Ayp =0, i # k,i=1,...,5 — 1.
(0=9l(QTAQ)gr = y] Ayr, i # k, i,k=1,... m. )

j—1
= p(s) =tTAt+ 3= (y Ay)r}
i=1
j—1
p(s) —a_y =tT(A—a_)t+ > (0; —a_y)r?

i=1

S T(A—a )t = 2
ey 5 (0 — oy
i=1

= tT't
-1
=1
and p(t) >0; ,tly;,i=1,...,7—1

= Assortion !
Let Pij :l<zzayj)7lz 17"'an7j: 17"'7m yPii = ¥s

J
> p(t) — a3 (6 — ay)sin’

yi = Y zcos; (1.22)
i=1
cos gyl < |sing (1.23)
n j—1
Z cos® p;; = sin’p; — Z cos® pij (1.24)
i=j+1 i=1

Lemma 7.1.13 For each j =1,...,m,

j—1
sing; < [(0; —a;)+ Y (041 — a;)sin® @] /(a1 — o) (1.25)
=1
Remark:
prove (9.3.10):] cos @ij| = |yj zi = ly; (yi cos i — zi)| - (. yjyi = 0,0 # j)
< lyjll2llyi cos i — zil|2 < | sin ;]
(. (i cos i — 2;) T (y; cos ; — 2;)| = sin® ;)

claim (1.24): y; =Y 2 cos @;;
i=1
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276
1= (y;,v;) ZZ cos? i
1 — cos? pj; = sin @, = Z cos” p;;+ Z cos” vij (1.26)
i=j+1
h
Proof: By (9.3.9), p(y;, A — a;I) = 0; — a; =Y (a; — a;) cos? @;;
i=1
Jj—1 n
0; — o+ > (o — i) cos? i = Y (i — ay) cos® gy
i=1 i=j+1

n
> (ajy1 — o) > cos® g
i=j+1

(9.3.13)

Solve sin? ; and use (9.3.10)= Inequation (9.3.12)
explanation: A priori bound for interior Ritz values
By Lemma 7.1.12, 7.1.13
j=1: 0, < p(s),sTz = O(Lemma 7.1.12)

=1 < .S
. Q2—aq ag—a]
J=2 0y <p(s )+(a_1—a1)81n 01
< p(s) + (g — o)
§T2 = 8Tz = 0,672 = 0(Lemma 7.1.12)

5 (Lemma7.1.13) (as—an)sin? o

C 9. : _ 3—ai 1

j=2: sin®y, < (02 — ag) + =
J=1,j=2

j—1
=" (aj41 — o) (sin® p;— 231 cos? ;)
1=

sin? p < f1zan < Ao (T (Lemma 7.1.13)

a2—0q

< [o(s) + (a1 = 041)(/)0(;;)_—_@(111) — (] + o (Ao

Chapter 12 Krylov subspace
Azj = ajz;,5 =1,2,....n
K™(f) = [f Af,..., "1 ]
S = K"(f) = (F.Af,... A1)
created by Lanczos(A:symmetric) or Arnoldi(A:unsymmetric)

= (Q%AQm%HmSJ = Gij,yj = QmSj,j = 1, e,

(0,y;) : Rayleigh - Ritz pair , 6;:R-Ritz value , y;: R-Ritz vector

Lemma 7.1.14 Let {(0;,y;)}, be Ritz pairs of K™(f),
then w(A)f Ly, < w(@) =0,k =1,...,m, where w € P™!

Proof: 7 <7 Let w(§) = (5 Op)m (&), 7(€) € P2
yrw(A) f=y; (A Or)m(A)f € K™(f)
=rim(A)f
=0 (.1 (Q) = K™(f))

? =7 exercise!
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[2] The symmetric eigenvalue problem , Parlett(1981)

Definition 7.1.15 4(¢) :ﬁl (€ — ), m(6) = 2.

Corollary 7.1.16 y;, = :Z(A)f

Proof: - m.(0;) =0,0; # Ok, 1 # k
Lemrr%?.l.14 7T]€(A>fJ_yZ,VZ 7& k

(A
ol m(AVF | g = g = L "

Lemma 7.1.17 Let H be the normalized projection of f orthogonal to Z7 | Z7 = span(z1, . . ., z;).
For each m € P™ 1 j <m,

sin Z(f, 27) |[w(A)h]

cos 2. 29) [n(ay]) (1.27)

p(m(A)f, A= ayl) < (an — aj)]

Proof: ¢ = Z(f, Z7)(= cos™" || f*Z7]))
f =gcosty+ hsint, - Zlis invariant.
=m(A)f =7m(A)gcosy + m(A)hsiny
—— ——

€z € (27)"
o5, A — a1y < A= DT (A)g oy + h*(A — oy Dy (A)hsin® ¢

e

oSS S

(a) v*(A — a;I)v < 0,Yv € Z7, in particular, v = w(4)g
(U*Av

(b) w*(A — ;1w < (o, — o) ||w||*, Yw € (Z7)*, in particular, w = w(A)h

reduction by (a), (b) = p(s, A — ;1) < (o, — aj)[%h

and [|s]|* = [|7(A)f[|* > 7*(a;) cos® £(f, z;), where f =37 (f*z)z
=1

= (9.2.4). m
The Error Bound of Kaniel and Saad:
The Error bounds come from choosing 7 € P! in Lemma 7.1.17
s.t. (1) |7T(oz])| is large,while ||7(A)h|| is small as possible,and
(i) pls, A — ;) > 0
To (i): By Chebychev poly:

S w2 () cos? Z(f, z4)
(A2 = =
> cos? L(f, z)
i=j+1
<max 7%(o;) < max  7w2(7)
>3 TE[0j41,0m]

Chebychev poly solves min ~ max 72(7)
TEPMITEatj41,0m]
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To (ii): (a) 0 < 6; — «; (Cauchy interlace Theorem)
(b) 0; —a; < p(s,A—oyl),sly;,i=1,...,7—1
(By minmax theorem)
(C) ej —a; < p(S,A )+ Z (an - az) sin Z(yzazz)
if slz,i=1,...,5—1, (by Chapll Lemma 7.1.12)

Theorem 7.1.18 (Saad) Let 0, < --- <0, be the Ritz values from K™ (f)
(by Lanczos or Arnoldi)

sin Z(f, 29) 1 (fa=an)

b1 O —aj

O[j)[cos Z(f, Z27) - (1 + 2r)

2

Forj=1,...,m, 0<6;—a; <(a,—

QAj+1 — On 4
sinZ(f,27) T (=)
and tan Z(z;, K™) < k=l

~ cos Z(f, Z7)Tr—;(1 4 2r)

Proof: Apply Lemma 7.1.17, Lemma 7.1.14,
To ensure (b), require s Lly;,i=1,...,5 —1
By Lemma 7.1.14, we construct

7€) = (€= 1)+ (€ — 0, 1)7(€) 7 € P

m(0) =0 m(A) fLy,Vi=1,...,j—1
By Lemma 7.1.17 for this 7(&) :

(ARl _ (A =61) - (A= 0 )[[l[T(A)A]

< . L h L7
|7 ()] [(aj = 61) - (o — 0;-1)[|7 ()]

i=1 oy, — |70 (7)]
<II max — , T € |lagq,Q
_k 1 |an_0k| p |7T(O[j)| [ J+1 J]
< H | Oék| min max |~7T(T)|

k=1 aj —ap wepm—i j  |7(a )]

-1 «a, — « 1
=TI | k

k=1 j — oy, |Tm_j(1 + 2r)

2t — Q41 — Qp

t € o1, am tel[-1,1],t=
(t € oy, an] — T € [ 1],F = == —

(9.2.4),(9.2.5)

g1
sin Z(f, 29) 1 (%=an)
0 S Gj — Q5 S (Oén — 2

k=1 O

aj)[cos L(f, Z9) - (14 2r)

To prove the second inequality:
7 is chosen to satisfy 7(a;) = 0,0 =1,...,5 —1
s=m(A)f = zjm(ay) cos ZL(f, z;) + m(A)hsiny

(1.28)
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sin Z(f, 27)[[x(A)h]

cos Z(f, zj)m(ay)| |
where m(§) = (§ — ay) -+ (£ — a;_1)7 (), 7(§) € P

7 is chosen by chebychev poly as above = inequality. |

= tan Z(s, z;) =

Theorem 7.1.19 Let 0_,, < ... < 6_; be Royleigh-Ritz values of K™ (f), Az_; =
a1 B
sm(f,27) I (55
= n,.. o lan,<-<a.,0<a—0_; < (a_;—a_ s 2
a_j2_j5,] n, y L& = S @ 1,0_06 7 J = (Oé T 1)[ COSZ(f,Z_j>Tm_j<].+2T) ] ’

-1

. ' I a,kfa_n)
Q_j1 — 0y Sin Z(f, Z_]) k=—jt1 FkTO—d
h = I 7 Km) < 2
e —a an(z—;, £7) < cos Z(f, Z—j)[ Tn—j(1+2r) |

Theorem 7.1.20 (Kaniel)
By (¢) and Lemma 7.1.12 of Chap11

s=m(A)f=(A-a) - (A=a;1)T(A)f

By Lemma 7.1.17 and Lemma 7.1.14

-1
sin Z(f, 27) (=2
k=1

ap—a;

CVj)[cos Z(f, 2))Trn—j(1 4 2r) 2

:>0§9j_a/j§(an_
j—1
+ 3 (o — ) sin® Z(yx, 2x)

k=1

7—1
(6; — )+ 2 (a1 — ag)sin® Z(yx, )
k=1

and sin? Z(y;, z;) <
i %] S

Q5 — Q1

Qjr1 — Qn

where r =
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7.2 Applications to linear Systems and Least Squares

7.2.1 Symmetric Positive Definite System

Recall: Let A be symmetric positive definite and Az* = b. Then x* minimizes the
functional

o(x) = %xTAa: — b, (2.1)

An approximate minimizer of ¢ can be regarded as an approximate solution to Az = b.

One way to produce a sequence {xj} that converges to z* is to generate a sequence
of orthonormal vectors {¢;} and to let z; minimize ¢ over span{q,--- ,q;}, where j =
1,---,n. Let Q; = [q1, -, ¢gj]. Since

vespanfan g} = 0(a) = 337 (@1 AQ)y — v (@)

for some y € R7, it follows that
zj = Q;Y;5, (2.2)
where
(QF AQy)y; = Qjb. (2.3)

Note that Ax, = b.

We now consider how this approach to solving Az = b can be made effective when A
is large and sparse. There are two hurdles to overcome:

(1) the linear system (2.3) must be easily solved;

(2) we must be able to compute z; without having to refer to ¢, - - - , g; explicitly as
(2.2) suggests.

To (1): we use Lanczos algorithm algorithm 7.1.1 to generate the ¢;. After j steps we
obtain

AQ; = QT + rje] (2.4)
where
ar S 0
- _ AT o B ooy AT
T; = Qj AQ; = - ‘ and Tjy; = Q; . (2.5)
n - B
0 ﬁj,1 Q;

With this approach, (2.3) becomes a symmetric positive definite tridiagonal system which
may be solved by LDLT Cholesky decomposition, i.e.,

T; = L;D,L" (2.6)

VIR

where
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Comparsion of the entries of (2.6):

dl = 0,
Po= 2,
) ) ) 2'7
Hi = Bifl/difla ( )
di = a;— Bi-1p.
Note that we need only calculate
pj = Bi-1/dj (2.8)
dj = o= By
in order to obtain L; and D; from L;_; and D;_;.
To (2): Trick: we define Cj = [¢1,- -+ ,¢;] € R™ and p; € R7 by the equations
) A— )
CiLy @ (2.9)

LiDjp; = Qjb
and observe that
z; = QT Qjb = Qi(L;D;Lj) 7' Q7 b = Cjp;.
It follows from (2.9) that
lc1, pocy + o, -+ pici—1 + ¢l = [q1, -+, g5l

and therefore
Ci=1[Cj-1.¢], ¢ =q; — pjci1.
If we set p; = [p1,---,p;]" in L;D;p; = Q7b, then that equation becomes

P1 [ CI?) ]
P2 g3 b
{ L 1D, 0} N
0---0p;di_q | d; : - :
LR P R
B2

Since L;_1D;_1pj—1 = QJT_lb, it follows that

pj-
pi = [ ,]0‘1 } .o = (a;b— pydi—api1)/d;
J
and thus
rj = Cjpj = Cjapj—1 + pi¢; = Tj1 + piCj.
This is precisely the kind of recursive formula for z; that we need. Together with (2.8)

and (2.9) it enables us to make the transition from (g;_1,cj_1,x;-1) to (g;, ¢j, z;) with a
minimal amount of work and storage.
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A further simplification results if we set ¢; = b/ 3y where By = ||b||2. For this choice of
a Lanczos starting vector we see that ¢/ b =0 for i = 2,3,--- . It follows from (2.4) that

Azj = AQyy; = QiTyy;+riejy; = QiQ5b +rjejy;
= b+ rjejryj.

Thus, if 3; = ||r;|l2 = 0 in the Lanczos iteration, then Ax; = b. Moreover, since ||Az; —
blla = BjleT y;1, the iteration provides estimates of the current residual.

Algorithm 7.2.1 Given b € R" and a symmetric positive definite A € R"*". The
following algorithm computes x € R™ such that Az = b.

Bo = Hb||2,6h = 5/507061 = Q1TAQ1,CZ1 = 01,0 = (1,11 = b/Oé1-
Forj=1,--- ,n—1,
rj = (A—a)g = Bi1g-1 (Pogo = 0),
B = llrjllz,
If 3; = 0 then
Set ™ = x; and stop; else
qj+1 =13/ B;,
a1 = q) 1 Agiga,
pjr1 = B;/d;,
djyr = o1 — w35,
Pi+1 = —pj+1d;p;/djsa,
Cj+1 = 441 — Hj41Cy,
Tjr1 = Tj + Pj+1Cj41,
5 = x,.

This algorithm requires one matrix-vector multiplication and 5n flops per iteration.

Symmetric Indefinite Systems

A key feature in the above development is the idea of computing LDLT Cholesky
decomposition of tridiagonal 7. Unfortunately, this is potentially unstable if A, and
consequently 75, is not positive definite. Paige and Saunders (1975) had developed the
recursion for z; by an L@ decomposition of T;. At the j-th step of the iteration we will
Given rotations Ji, -+, J;_1 such that

d 0
€2 dg
TpJy---Jja=Lj=| fs e ds

0 fi e d;

Note that with this factorization, x; is given by

rj = Qy; = QT 'Qfb=Wjs,,
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where W; € R and s; € R/ are defined by

Wj = ijl ce Jj,1 and Lij = Q?b

Scrutiny of these equations enables one to develop a formula for computing z; from
xj_1 and an easily computed multiple of w;, the last column of W.

Connection of Algorithm 14.1 and CG method:
Let

.IJL . Iterative vector generated by Algorithm 7.2.1

z¢Y . Tterative vector generated by CG method with , 2% = 0.

2

Since 7§% = b — Axg = b = p§°, then

ca ca b'd L
77 =0y po = bTAbble.

Claim: 2¢¢ =2l fori=1,2,--,

(1) CG method (A variant version):

To — O, ro = b,
Fork=1,---,n,

if r,_1 = 0 then set x = x;_; and quit.

else By =1L ri1/mi oreo (1 =0),
Pk = Th—1 + Bebr—1  (P1 = 70), (2.10)
Q= Tg_lrkfl/pZApka
Tk = Tp—1 + QkPr,
Tk = Th—1 — R ADL,

T =T,
Define Ry, = [rg, -+ ,r5_1] € R™* and
1 -5 0
B, = !
— D
0 1

From p; = rj_1 + Bjpj—1 (j = 2,--- ,k) and p; = r¢ it follows R, = P;Bj. Since the
columns of P, = [py,- -, px| are A-conjugate, we see that

RLARy, = Bl diag(p{ Ap:,- -+, pi Apk) By

is tridiagonal. Since span{py,--- ,p}=span{rg, - ,r,_1 }=span{b, Ab,--- , A*"1b} and
ro, -+ ,Tk_1 are mutually orthogonal, it follows that if

AVEES dmg(ﬁo, s ;519—1)7 Bi = ||7’z‘||2;
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then the columns of RyA, " form an orthonormal basis for span{b, Ab, - - - , A*~1b}. Con-
sequently the columns of this matrix are essentially the Lanczos vectors of algorithm
72.1,ie., ¢F =£rSS /By (i =1,--- k). Moreover,

Ty = Ay By diag(p; Api) By A;

The diagonal and subdiagonal of this matrix involve quantities that are readily avail-
able during the conjugate gradient iteration. Thus, we can obtain good estimate of A’s
extremal eigenvalues (and condition number) as we generate the zj in (2.11).

pZ-CG = ciL - constant.
Show that: ¢l are A-orthogonal.

C]Lf = Qj = Cj = Qij_T =

T —-1T —-T -1 -T

L7'L;D;,LTL;" = D;.

So {¢;})_, are A-orthogonal.

(2) It is well known that x“ minimizes the functional ¢(x) = 27 Az — b2 in the
subspace span{rg, Aro, - - - , A7 'rg} and 2¥ minimize ¢(x) = 327 Az—b" x in the subspace
span{q,--- ,q;}. We also know that K{q, A, j] = Q;R; which implies (q1, A, j) =span
{q1,--+ ,q;}. But ¢1 = b/||b||2, 70 = b, so span {ry, Arg, -+, A" 'rg} = K(q1, A, j) =span

{q1,--- ,q;} therefore we have ¢ = zF.

7.2.2 Bidiagonalization and the SVD
Suppose UT AV = B the bidiagonalization of A € R™*" and that

U = [uh"' 7um]7 UTU:]m7

Vo= [on-u), VIV =1, (2.11)
and ) )
ar B 0
B = g | (2.12)
0 Qy,
0 - - 0 |

Recall that this decomposition serves as a front end for the SV D algorithm. Unfortu-
nately, if A is large and sparse, then we can expect large, dense submatrices to arise
during the Householder transformation for the bidiagonalization. It would be nice to
develop a method for computing B directly without any orthogonal update of the matrix
A.

We compare columns in the equations AV = UB and ATU = VBT

_ T _
Av; = ojuj + Bicuj—r,  Boug = 0, A" u; = ovy + Bivjp1,  Batngr =0,
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for j =1,--- ,n. Define

f— . — . . . — T ¢ — . .
rj = Av; — Bj_1u;—1 and p; = A" u; — ojv;.

We may conclude that

aj = E|rill2,  wy = r5/a;,

Vj41 :Pj/ﬁj, ﬁj = i||pj||2'

These equations define the Lanczos method for bidiagonaling a rectangular matrix (by
Paige (1974)):

Given v; € R™, with unit 2-norm.

r = Avl, [ H?”1H2.

For j=1,--- ,n,

If a; = 0 then stop; else (2.13)
Uj; = rj/ozj, D = ATuj — ajvj, B = ||Pj||27

If 3; =0 then stop; else

Vj+1 = P;j/ By, Tj+1 = Avjsr — Bijug, g = (|74 ]l2-

It is essentially equivalent to applying the Lanczos tridiagonalization scheme to the sym-

0O A
AT 0 ] We know that

metric matrix C' = [

Ai(C) = 0i(A) = =Anim-i+1(C)

for ©+ = 1,--- ,n. Because of this, the large singular values of the bidiagonal matrix
ar B 0
B; = ' ' tend to be very good approximations to the large singular
e Bia
0 Oéj
values of A.

Least Squares: As detailed in chapter III the full-rank LS problem min||Az — b||s can be
solved by the bidiagonalization (2.11)-(2.12). In particular,

n
s = VyLs = E a;V;,
=1

where y = (a1, ,a,)? solves the bidiagonal system By = (ufb, - ulb)T.

Disadvantage: Note that because B is upper bidiagonal, we cannot solve for y until the
bidiagonalization is complete. We are required to save the vectors vy, - - - , v, an unhappy
circumstance if n is very large.

Modification: It can be accomplished more favorably if A is reduced to lower bidiagonal
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form:

o 07
P
UTAV =B = ' . om>n+l,
o
0 B
0 - - 0
where V' = [vy, -+ ,v,] and U = [uq, -+ ,up]. It is straightforward to develop a Lanczos
procedure which is very similar to (2.13). Let V; = [vy, -+ ,v;], U; = [uq, - -+ ,u;] and
o 0
b1
B; = e RUTLxJ
L
| 0 B; |

and consider minimizing || Az — b||s over all vectors of the form x = Vjy, y € R?. Since

1AVy = bll2 = [|UTAVyy — UTbllo = || By — Ufyiblla + Y (uf ),

i=j+2

it follows that z; = V,y; is the minimizer of the LS problem over span{V;} , where y;
minimizes the (j + 1) x j LS problem min||Bjy — U}, ,b[2. Since B; is lower bidiagonal,
it is easy to compute Jacobi rotations Ji,-- -, J; such that

Ji-- \Bj = [ }Sj } is upper bidiagonal.

Let Jj--~J1UjT+1b: [ ij ], then

R; d;
1By~ Ukt = 15y = -+ 0l = | 0 o= | 2 |l
SO yj = R;ldj, .l’j = jyj = V;R;ld] = Wjdj. Let

Wi = (W1, wj), w; = (vj — wjarj—15)/7j

(rj_1; and r;j; are elements of R;). R; can be computed from R;_;. Similarly, d; =

l dg_'l } , T; can be obtained from x;_;:
J
dj—l

7 = Wid; = (W1, w)) { 5,

:| = I/Vj_ldj_l + wjéj.

Thus
ZL‘]‘ = J]j_l —|— wj5j.
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For details see Paige-Saunders (1978).

Error Estimation of LS-problem
Continuity of A" of the function: R™*"™ — R™*"™ defined by A —— A™.

Lemma 7.2.2 If {A;} converges to A and rank(A;) = rank(A) = n, then {A;} also
converges to AT,

Proof: Since lim AT A; = AT A nonsingular, so

AF = (ATA) AT 2% (ATA) AT = AT
|

Example: Let A, = then A, — Ay as e — 0,

on o
™
\Y
o
N
o
|
oo~
o oo

1 . [100
0 1/e 0]/_”10_{0 0 o}a“ 0

Theorem 7.2.3 Let A, B € R™*", then holds

rank(Ap) < 2. But AF =

14T = B*|p < V2||A = Bllp max{||A*|3, | B¥|[3}.
Without proof.

Remark: It does not follow that A — B implies AT — BT. Because A" can diverges
to 0o, see example.

Theorem 7.2.4 If rank(A) = rank(B) then
AT = BT |[r < pllA7[|2[ BT]2[|A = BllF,
where
[ V2, ifrank(A) < min(m,n)
F=1 1, ifrank(A) = min(m,n).
Pseudo-Inverse of A: A% is the unique solution of equations
ATAAT = AT (AAT) = AAT,
AATA=A, (ATA) =ATA
Py = AAT is Hermitian. P, is idempotent, and R(Ps) = R(A). P4 is the orthogonal
projection onto R(A). Similarly, R(A) = A" A is the projection onto R(A*). Furthermore,
pLs = IIb— AATD|; = (T — AAT)Df3.

Banach Lemma: ||[B~! — A7Y| < [|[A— B||||A7YI|1B7Y -
Proof: From ((A+dA)' — A ) (A+0A) =1—1— A'5A follows Lemma immediately.
|
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Theorem 7.2.5 (1) The product PgPy can be written in the form

PpPy = (BT)"RpE" Py,
where Py =1 — Py, B= A+ E. Thus |PgPx| < [|BY|2|| E||.
(2) If rank(A) = rank(B), then [|Pg Py || < min{]| B¥[|z, [|A* [} E]] -
Proof:
PgPit = PPy = (B")'B*Py = (B")(A+ E)'P{ = (B")'E*P{
(BY)'B*(B*)'E*Py = (BY)'RpE"Py (|l < 1, Py < 1).

Part (2) follows from the fact that rank(A) < rank(B) = ||PgP1|| < ||Pg Pal|. Exercise!
(Using C-S decomposition). u

Theorem 7.2.6 It holds

Bt — At = - BTPRER,AT + B*PyPt — RER,AT.
Bt — AT = —-BTPgER AT + (B*B)"RgE*P{ — RgE*Py(AA*)T.

Proof:
~BT"BBY(B - A)ATAAT + BYBB"(I — AAT) — (I — B"B)(ATA)A"
= —BY"(B—-A)A"+BT(I - AA") — (I — BTB)A*
= BT — A" (Substitute Pg = BBY, E =B — A, Ry = AAT - ).

Theorem 7.2.7 If B= A+ FE, then
IBY = A%||r < V2 B[l r max{||A*[|3, | B¥[|3}.

Proof: Suppose rank(B) < rank(A). Then the column spaces of F; and F» are orthog-
onal to the column space of F3. Hence

1B — A = |1+ Bl + |1 Bl (I -B*B)B* =0).

Since Fy + Fy, = BT (PgEAY Py + PgPi), we have

|F+ B3 < IBY3(1PsEAT Pallf + | Pe Py || 7).
By theorem 7.2.5 and 7.2.6 follows that

1Ps EA* Pallf + |1Pe Pyl < || PeEA || + [|P5 Pall%

= |PeEAT|% + | P EATIG = IEAT|IE < | ElFIATIE.
Thus
1Py + Bollp < [A*[I BTl Bl (P3Pa = PFERsAT = Py EAY).

By theorem 7.2.6 we have

1Fslr < ATl R5Rallr = | AT 2| RaRE | ¢

= AT ATER5| < [|ATIZI Bl

The final bound is symmetric in A and B, it also holds when rank(B) > rank(A). ®
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Theorem 7.2.8 If rank(A) = rank(B), then

1BY — A% < V2 AT 2| BF Il Bllp.  (see Wedin (1973))

From above we have

1B+ — A*|s 1Elle
I W < \2%(A .
B < V2R,

This bound implies that as E approaches zero, the relative error in B* approaches zero,
which further implies that Bt approach AT.

Corollary 7.2.9 El;imA Bt = A" <= rank(A) = rank(B) as B appraches A.

(See Stewart 1977) u

Perturbation of solutions of the LS-problem
We first state two Corollarys of Theorem (SVD).

Theorem 7.2.10 (SVD) If A € R™ ™ then there exists orthogonal matrices U =
[y, U] € R™™ and V = [vy,-++ ,v,] € R™™ such that UTAV = diag(oy,- -+,
0p), p=min(m,n) where o1 > 0y > --- > g, > 0.

Corollary 7.2.11 If the SVD is given by theorem 7.2.10 and oy > --- > 0, > 0,41
=---=0,=0, then

(1) rank(A) =r.

(2) N(A) =span{v,sa, -+ on}.

(3) Range(A) =span{uy,--- ,u,}.

(4) A = X_oupn!l = UX VT where U, = [uy, - ,u,], Vo = [v1,-++ ,0,] and I, =
diag(oy,--- ,0,).

(5) Al = of + -+ + 0.

(6) [ Allz = o1 -

Proof: exercise !

Corollary 7.2.12 Let SVD of A € R™*" is given by theorem 7.2.10. If k < r = rank(A)
and A, = XF_oun?l, then

‘ A= X2 = l[A = Akllz = o311 2.14
Tank(X)I:n]gf)l(eRan || ||2 || k||2 Ok+1 ( )

Proof: Let X € R™™ with rank(X) = k. Let 7y, , 7, with 7y > --- > 7, > 0 be the
singular values of X. Since A = X + (A —NX) and 741 = 0, then o341 = |Tha1 — opr1] <
|A — X||o. For the matrix A, = USVT (X = diag(oy,- -+ ,0%,0,-++,0)) we have

1A = Allz = IU(S =)V |2 = |~ Zllz = ops1.

LS-problem: ||Az — b||s=min! = x;¢ = ATD.
Perturbated LS-problem: ||(A+ E)y — (b+ f)||2 = min!
= y=A+E)0b+ ).
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Lemma 7.2.13 Let A, E € R™ "™ and rank(A) = r.
(1) If rank(A + E) > r then holds |[(A+ E)* ]2 > m
(2) If rank(A+ E) <r and ||AT|]2]|El]2 < 1 then rank(A+ E) =r and

| A™]2
L — [|AT|l2[| £

1A+ E)*]l2 <

Proof: Let 7 > --- > 7, be the singular values of A + F.

To (1): If 74 is the smallest nonzero singular value, then k& > r + 1 because of rank(A +
E) > r. By corollary 7.2.6 we have ||E||s = |[(A+ E) — A||s > 7,41 > 7% and therefore
1A+ E)T 2 = 1/ = 1/[| El2.

To (2): Let 0y > -+ > 0, be the singular values of A, then o, # 0 because of rank(A) = r
and [|[AT |l = 1/0,. Since ||[AT|]2||El]2 < 1 so ||E|]2 < o,, and then by corollary 7.2.6 it
must be rank(A + E) > r, so we have rank(A + E) = r. By Weyl’s theorem (theorem
6.1.5) we have 7, > 0, — || E'||2 and furthermore here o, — || E||s > 0, so one obtains

A+ E)*lla = 1/7 < 1/ (07 = [|E]l2) = |AT]l2/(1 = [ AT [l2] | E]|2)-
m

Lemma 7.2.14 Let A,E € R™", b,f € R™ and x = A%b, y = (A+ E)T(b+ f) and
r =b— Az, then holds

y—x = [-(A+E)TEAT" +(A+ E)"(I — AA™)
+(I - (A+ E)Y(A+ E) AT )b+ (A+ E)*f
—(A+ EY'Ex +(A+ E)Y"(A+ E)*TETy
+(I - (A+E)"(A+ E)ETAT 2 + (A+ E)"f.
Proof: y —x = [(A+ E)" — AT]b+ (A+ E)*f and for (A + E)* — A" one has the
decomposition
(A+ Byt — A" = —(A+E)"EA"+(A+E)" — A"
+(A+E)Y"(A+E— A)A*
= —(A+E)"EAT+ (A+E) (I — AA™)
—(I—(A+E)t(A+ E))AT.

Let C' := A+ E and apply the generalized inverse to C' we obtain Ct = CTCCt =
CtC+ et and

AT(I = AATY = AT — ATAAY = AT — AT A" AT = AT — AT AT* AT — ),
also AT = ATA*" A+ and (I — C*C)CT = 0. Hence it holds
CHI — AAT) = CHCT ET(I — AAY)

and
(I —CTC)A* = (I — C*C)ETAT A+,
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If we substitute this into the second and third terms in the decomposition of (A+E)"—A*
then we have the result (r = (I — AAT)b, x = ATD):

y—z = [~(A+E)EAY + (A+E)f(A+ E)" ET(I — AAT)
+(I—(A+E)H(A+ E)ETAY AT )b+ (A+ E)*f
= —(A+E)'Ez+ (A+E)"(A+ E)t ETr
+(I—(A+E)VH(A+E)ETAY 24+ (A+ E)*f

Theorem 7.2.15 Let A,E € R™™, b, f € R™, andx = A0 #0,y=(A+ E)"(b+ f)
and r =b— Az. If rank(A) =r, rank(A+ E) <r and ||A"]|2]|E|l2 < 1, then holds

ly =l _ _lIAll2[lA]]2 [ Bl A2 1Bl flrfle - [IF]ls
[zl = 1= ATl Bl Al 1= [A*[(Ell2 [All2 ]l [|Allfl]l2

Proof: From Lemma 7.2.14 follows

ly —xlla < A+ E) LBzl + 1(A + E) 2l E N2l |2+ 11£1]2]
+HII = (A+ E)"(A+ E) |2l Ell2]| A7 [|2]|]]2-

Since I — (A+ E)" (A + FE) is symmetric and it holds
(I—(A+E)Y"(A+E)?=1—-(A+E)"(A+E).

From this follows ||[I — (A+ E)T(A+ E)|s =1,if (A+ E)T(A+ E) # I. Together with
the estimation of Lemma 7.2.13(2) we obtain

AT
L= [l A% ] £l

[A™ 2
1= [[A* 2] E]

ly =2 < 2l El2lzllz + 112 + ,2HEH2HTH2]

and

ly —lla 1Al A7[]2
[zl = 1= [[A*[lo[[ £l

[2||E||2Jr Al 1A% 1B fIrll2y
1Al [[Allllzllz 1= [[A*l2A £l [[All2 2]l




292 Chapter 7. Lanczos Methods
7.3 Unsymmetric Lanczos Method

Suppose A € R™™ and that a nonsingular matrix X exists such that
ar M 0

XAx =T = | P
i Tn—1
O ﬁn—l (679
Let
X =[xy, -+ ,x,] and X T=vy= Y1, Ynl-

Compare columns in AX = XT and ATY = YT7 we find that
A.fl?j = %’-1%—1 + Oéjilfj + ﬁjl'j_f_l, Yoo = 0

and
Aly; = Bjayj—1 + iy + VY01, Boyo =0
for j =1,--- ,n — 1. These equations together with Y7 X = I, imply «; = y]TAmj and

Bizjr =75 = (A —a;)z; — 751751 (3.1)
ViYi1 = pj = (A =)y — Bjay-1-

These is some flexibility in choosing the scale factors 3; and 7;. A “canonical” choice is
to set 3; = ||;ll2 and y; = 27, ,p; giving:

Biorthogonalization method of Lanczos:

Given z1,y; € R" with o7z, = yTy, = 1.
Forj=1,---,n—1,
"5 = (HA ﬂ @)z —Yj-1%j—1 (YTo = 0),
B = lr;lla-
If 3; > 0 then x4y = 1;/0; (3.2)
pi=(A—a;)"y; =By (Boyo = 0),
Vi = %THpj, else stop;
If v; # 0 then y; 11 = p;/v; else stop;
Qn = ngyn

Define X; = [z1,---,%j], Y; = [y, ,y;] and T to be the leading j x j principal
submatrix of T', it is easy to verify that

AX; = X;T) +vef (3.3)
ATY; = YT + pjef.
Remark: (1) pJT’yj = ﬁj’yjﬂﬁﬁlyjﬂ = fBjv; from (3.1).
(2) Break of the algorithm (3.2) occurs if p] y; = 0:
(a) 75 = 0= 8; = 0. Then X; is an invariant subspace of A (by (3.3)).
(b) p; = 0=-; = 0. Then Y; is an invariant subspace of A (by (3.3)).
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(¢) pjv; = 0 but [Ip;|l[lv;ll # 0, then (3.2) breaks down. We begin the algorithm (3.2)
with a new starting vector.

(3) If p]T'yj is very small, then v; or 3; small. Hence y;; or ;4 are large, so the algorithm
(3.2) is unstable.

Definition 7.3.1 An upper Hessenberg matrix H = (h;;) is called unreducible, if hiy1 ; #
0, fori=1,--- ,n—1 (that is subdiagonal entries are nonzero). A tridiagonal matriz T =
(tij) is called unreducible, ift;;—1 #0 fori=2,--- ,nandt;;y1 #0 fori=1,--- ,n—1

Theorem 7.3.2 Let A € R™™. Then

(1) If x # 0 so that K|z, A,n| = [x1, Axy, -+, A" 2] nonsingular and if X is a non-
singular matriz such that K[z,, A,n] = X R, where R is an upper triangular matriz, then
H = X'AX is an upper unreducible Hessenberg matrix.

(2) Let X be a nonsingular matriz with first column 1 and if H = X 'AX is an upper
Hessenberg matriz, then holds

K[z1,A,n]| = XKle1, H,n] = XR,
where R is an upper triangular matrixz. Furthermore, if H is unreducible, then R 1is
nonsingular.

(3) If H=X"1AX and H =Y YAY where H and H are both upper Hessenberg matrices,
H is unreducible and the first columns x1 and y; of X and Y, respectively, are linearly
dependent, then J = XY is an upper triangular matriz and H = J~1HJ.

Proof: ad(1): Since xy, Axy,- -+, A" 'z, are linearly independent, so A"x; is the linear
combination of {zy, Az, -+, A" 'z} i.e. there exists cg,- - , ¢, 1 such that
n—1
Anl’l = Z CZ‘Ale.
i=0
Let
0 -+ 0 ¢
1 -
C= “
0 :
0 1 Cn—1

Then we have K[z, A,n|C = [Axy, A%z, -, A" 'z, A"z = AK[zy,A,n]. Thus
XRC = AXR. We then have

X'AX = ROCR™ = H unreducible Hessenberg matrix.
ad(2): From A = XHX ! follows that A'z; = XH'X 'z; = XH'e;. Then

Klzy, A,n] = [y, Ay, -+ A" ] = [Xey, XHey, -, XH" ey
== X[el,Hel,--~ ,Hn_lel],
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If H is upper Hessenberg, then R = [e;, Hey,--- , H" le;] is upper triangular. If
H is unreducible upper Hessenberg, then R is nonsingular, since r; = 1, ro9 = hoy,
33 = h21h32, Ty, and so on.

ad(3): Let y; = Ax;. We apply (2) to the matrix H. It follows Kl[z1,A,n| = XR;.
Applying (2) to H, we also have K[y, A,n] = Y Ry. Here Ry and R, are upper triangular.
Since y; = A\xy, SO

)\K[I’l, A, n] = )\XRl = YRQ

Since R, is nonsingular, by (2) we have Rj is nonsingular and X 'Y = AR, R; ' = J
(upper triangular). So

H=YAY = (Y ' X)X AX(X'Y)=J'HJ.
|

Theorem 7.3.3 Let A € R™", z,y € R with K[z, A,n] and K[y, AT, n] nonsingular.
Then

(1) If B = K|y, A" n]"K[z,A,n] = (y"A™722),,_1 ., has a decomposition B =
LDLT, where L is a lower triangular with l; = 1 and D is diagonal (that is all princi-
pal determinants of B are nonzero) and if X = Kz, A,n]L™!, then T = X 'AX is an
unreducible tridiagonal matrizx.

(2) Let X, Y be nonsingualr with
(a) T = X 'AX, T =Y YAY unreducible tridiagonal,
(b) the first column of X and Y are linearly dependent,

(¢) the first row of X and Y are linearly dependent.
Then X~'Y = D diagonal and T = D'TD.

(3) If T = X YAX is unreducible tridiagonal, = 1is the first column of X and Y is the
first row of X1, then
B = K[y, A", n]" K[z, A,n]

has a LDLT decomposition.

Proof: ad(1):
X =Kz, An|L™" = XL" = K[z, A, n]. (3.4)

So the first column of X is x. From B = LDL™ follows
K[y, A", n)]" = LDL" K[z, A,n]™"

and then
K[y, A" )n] = K[z, A,n]"LDL" = X" 'DL". (3.5)

Apply theorem 7.3.2(1) to (3.4):
X'AX unreducible upper Hessenberg.
Apply theorem 7.3.2(1) to (3.5):

XTATX T = (X'AX)" unreducible upper Hessenberg.
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So X 'AX is an unreducible tridiagonal matrix.

ad(2): T and T are unreducible upper Hessenberg, by theorem 7.3.2(3) we have X 'Y
upper triangular on the other hand. Since

TT = XTATX-T upper Hessenberg nreducibl
TT = YTATY-T upper Hessenberg Hnrecucible,
then by theorem 7.3.2(3) we also have

YTX™T = (X'Y)T upper triangular.

Thus X 'Y is upper triangular, also lower triangular so the matrix X 'Y is diagonal.
ad(3): exercise! u
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Chapter 8

Arnoldi Method

8.1 Arnoldi decompositions
Suppose that the columns of Ky, are linearly independent and let
Kip1 = U1 Ry

be the QR factorization of K.

Theorem 8.1.1 Let ||ui||a =1 and the columns of Kyy1(A,u1) be linearly independent.
Let Upyr = [wr -+ ugs1 | be the Q-factor of Kixy1. Then there is a (kK + 1) x k
unreduced upper Hessenberg matriz

i EL” IR @1’“ 1
hoir hoy - ha,
H, = ’ ’ with hi+1,z‘ 7é 0
Bk,k—l ﬁkk
i Pt |
such that
AU}, = Upi1 Hy. (8.1.1)

Conversely, if U1 is orthonormal and satisfies (8.1.1), where Hy, is a (k+1)xk unreduced
upper Hessenberqg matriz, then Ugyy is the Q-factor of Kii1(A, uy).

Proof: (“=") Let K} = UpRy, be the QR factorization and Sy = R,;l. Then

0 0 o
AU, = AK},Sy = Kia { S, } = Ups1Re1 [ S, } = Ur41Hy,

where
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It implies that Hj, is a (k + 1) x k Hessenberg matrix and

i _ _ Tit1i4
i+1,i = Ti+1,i+15i = .
Tii

Thus by the nonsingularity of Ry, Hj, is unreduced.
(“<”) If k =1, then

Au1 = }ALHUl + }AL21U2.
It follows that

1 h
Kg(A,Ul) = [U,l Aul] = [Ul Ug] |: AH :| .
Since [uy ug] is orthonormal, [u; us] is the Q-factor of K.
Assume Uy, is the Q-factor of Kj (A, uy), i.e.
Kk<A7u1> = UkRka
where Ry is upper triangular. If we partition
0 hirgik
then from (8.1.1)
Kk+1(A7 U’l) = |: Kk:(Aa Ul) Auk: ]
= [ Ui Ry, Ukilk +Bk+1,kuk+1 }

B Ry hy
= G “’““}[ 0 ﬁkﬂ,k}

Hence Uy, is the Q-factor of Kjq. ]

Definition 8.1.1 Let Uyy; € C™+1) be orthonormal. If there is a (k1) x k unreduced
upper Hessenberg matrix Hy such that

AU, = Uy Hy, (8.1.2)

then (8.1.2) is called an Arnoldi decomposition of order k. If H, is reduced, we say the
Arnoldi decomposition is reduced.

Partition

A H,,
Hy,=| ; :
* [ hk+1,ke{ }

and set

B = Py 1 i
Then (8.1.2) is equivalent to

AU, = U Hy, + ﬁkuk+1e£-
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Theorem 8.1.2 Suppose the Krylov sequence Kii1(A,uy) does not terminate at k + 1.
Then up to scaling of the columns of Uyy1, the Arnoldi decomposition of Kyy1 is unique.

Proof:  Since the Krylov sequence Kj1(A, u;) does not terminate at k + 1, the columns
of Ki11(A,uyp) are linearly independent. By Theorem 8.1.1, there is an unreduced matrix
Hy. and () # 0 such that

AUk = Uka + ﬁkuk+1€£, (813)

where Uy, 1 = [Uy ukH] is an orthonormal basis for 1 (A, u1). Suppose there is another
orthonormal basis Uy = [Uk U] for Kii1(A,uq), unreduced matrix Hk and ﬁk £ 0
such that

AU, = U Hy, + Brligsel .
Then we claim that
0,? Ug+1 = 0.
For otherwise there is a column ; of U r such that
U = augrr + Uga, o #0.
Hence
Aty = aAugyr + AUga

which implies that A, contains a component along A*™u;. Since the Krylov sequence
Kj11(A,uy) does not terminate at k + 1, we have

Kria(A ur) # K (A, uy).

Therefore, At lies in ICpi9(A, u) but not in Kyy1(A, uy) which is a contradiction.
Since U1 and Ukﬂ are orthonormal bases for Ky41(A, u1) and UH o Ug+1 = 0, it follows
that

R(U) =R(U:) and Uiy, =0,
that is
Uy, = UxQ
for some unitary matrix (). Hence
A(UQ) = (UxQ)(Q" HyQ) + Briin1(ef Q),
or

AU, = Uk(QH]:]kQ) + Bkﬂk+1€"er. (814)



300 Chapter 8. Arnoldi Method
On premultiplying (8.1.3) and (8.1.4) by U/, we obtain

H, = U AU, = Q" H,Q.
Similarly, premultiplying by ukHH, we obtain
Bref = ugy AUy = B(ugy T )ef Q-

It follows that the last row of @ is wiel, where |wy| = 1. Since the norm of the last
column of () is one, the last column of () is wyex. Since Hy is unreduced, it follows from
the implicit ) theorem that

Q = diag(wy, -+ ,wg), |wi|l=1,7=1,... k.

Thus up to column scaling Uy, = UyQ is the same as U,. Subtracting (8.1.4) from (8.1.3),
we find that

Brug1 = WiBrlinrr1
so that up to scaling uxy; and g, are the same. |

Theorem 8.1.3 Let the orthonormal matriz U1 satisfy
AUy = Uy 1 Hy,

where Hy, is Hessenberg. Then H, is reduced if and only if R(Uy) contains an eigenspace
of A.

Proof: (“=") Suppose that H, is reduced, say that hj,;; = 0. Partition

. [ Hi Hy
H’“_l 0 Ha

:| and Uk = [ U11 U12 ]7
where Hyp is an j X j matrix and Uy is consisted the first j columns of Ugy1. Then

H, H
A[ Un U12]:[U11 Uiz Uk+1]|: - 12]~

0  Hpy
It implies that
AUy = U Hy

so that Uy is an eigenbasis of A. A
(“«<") Suppose that A has an eigenspace that is a subset of R(Uy) and Hj, is unre-
duced. Let (A, Uyw) for some w be an eigenpair of A. Then

0 = (A= M)Upw = (Uppr Hy — NUp)w

X I .
= (Uk—l—lHk — AUks1 { 0 }) w = Upr1 Hyw,
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o [ Hy— A
Hy = [ hk+1,k€£ } '

where

Since H \ is unreduced, the matrix U;CH]:I » is of full column rank. It follows that w = 0
which is a contradiction. ]
Write the k-th column of the Arnoldi decomposition

AUy, = UpHy + Brugs1€y
in the form
Auy = Uphy, + Brug41.
Then from the orthonormality of Uy, 1, we have
hy, = U Auy,.
Since
Brugs1 = Aug — Uphy
and [|ugs1|]2 = 1, we must have
B = || Aug — Uphi ||
and
U1 = By (Aug — Ughy,).
Algorithm 8.1.1 (Arnoldi process)
1. Fork=1,2,...
2 hk == U,fAuk
3. V= Auk - Ukhk
4 Br = higik = ]2
5 Upt1 = U{ﬁk
6
7

3 Hy v hy ]
H. —
F [ 0 hgtik

end for k

The computation of ux,q is actually a form of the well-known Gram-Schmidt algo-
rithm. In the presence of inexact arithmetic cancelation in statement 3 can cause it to
fail to produce orthogonal vectors. The cure is process called reorthogonalization.

Algorithm 8.1.2 (Reorthogonalized Arnoldi process)

Fork=1,2,...
v = Auk — Ukhk
w = Ufv.
hk = hk + w.

v=v—Uw.
Be = hir1x = [|v]]2
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Let yi(k) be an eigenvector of Hy associated with the eigenvalue /\Ek) and xl(k) = Ukygk)
the Ritz approximate eigenvector.

Theorem 8.1.4

(A - Agk)l)xik) = hk+1,k€gy§k)uk+1-
and therefore,

k k k
1A = A9 1)2P |y = il Ty®).

8.2 Krylov decompositions

Definition 8.2.1 Let uy,us, ..., ury1 be linearly independent and let Uy = [uy -+ wuy).
AUk = UkBk + Uk+1b£+1

is called a Krylov decomposition of order k. R(Uyy1) is called the space spanned by
the decomposition. Two Krylov decompositions spanning the same spaces are said to be
equivalent.

Let [V ] be any left inverse for Uy1;. Then it follows that
By =V7AU, and by, =" AU,.

In particular, By is a Rayleigh quotient of A.
Let

AUk = UkBk + uk-&-lbﬁ-l

be a Krylov decomposition and () be nonsingular. That is
~ . ~ By,

Then we get an equivalent Krylov decomposition of (8.2.5) in the form

e = (s 2])([94] 50

-1
= [ UrQ  upy1 } [ ng?kQ ]
= (Q)Q'BQ) + w1 (0,Q). (8.2.6)

The two Krylov decompositions (8.2.5) and (8.2.6) are said to be similar.
Let

Y1 = U1 — Uga.
Since uy, . .., U, Ugr1 are linearly independent, we have v # 0. Then it follows that
AUy = Ug(By, + abyyy) + i1 (v0¢41)-

Since R([Uk ug+1]) = R([Uk @x41]), this Krylov decomposition is equivalent to (8.2.5).
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Theorem 8.2.1 Every Krylov decomposition is equivalent to a (possibly reduced) Arnoldi
decomposition.

Proof: Let
AU = UB + ub”

be a Krylov decomposition and let

be the QR factorization of U. Then
AU = AUR™) = (URY)(RBR™Y) +u(®R™) = UB + ub”

is an equivalent decomposition. Let

i=~""(u—Ua)
be a vector with [|i]|; = 1 such that U”@ = 0. Then

AU = U(B + ab™) + a(yb'") = UB + ab'
is an equivalent orthonormal Krylov decomposition. Let () be a unitary matrix such that
bQ = [[bllac]
and Q" BQ is upper Hessenberg. Then the equivalent decomposition
AU = AUQ) = (UQ)(Q"BQ) + u(b"Q) = UB + ||b]|yiief,

is a possibly reduced Arnoldi decomposition where

U4 =Q"U e =Q"R U a = 0.

8.2.1 Reduction to Arnoldi form

Let
AU = UB + ub?

be the Krylov decomposition with B € C***. Let H; be a Householder transformation
such that

bHH1 = ﬁek.
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Reduce H BH, to Hessenberg form as the following illustration:

X X X X ® ¥ & X
| x x ox X o O ® ® x
B = v % % =B := BH, = ® @ ® X
X X X X 0 0 ® x
[+ + + + ® ® + +
+ + + + & & + +
- 2 + o+ |7 ’ 0 & + +
| 0 0 ® X 0 0 ® x
_>I< * * %
B — HHB _ * * * *
= 3 0 & + +
|0 0 ® X
Let
Q= HiHy - Hy1.
Then Q¥ BQ is upper Hessenberg and
bHQ = (bHHl)(HQ e Hk—l) = 565(1‘]2 ce Hk_1> = ﬁef
Therefore, the Krylov decomposition
AUQ) = (UQ)Q"BQ) + Buey, (8.2.7)

is an Arnoldi decomposition.

8.3 The implicitly restarted Arnoldi method

Let
AUy = UpHy, + Brugrer
be an Arnoldi decomposition.

e In principle, we can keep expanding the Arnoldi decomposition until the Ritz pairs
have converged.

Unfortunately, it is limited by the amount of memory to storage of Uy.

Restarted the Arnoldi process once k£ becomes so large that we cannot store Uj,.

— Implicitly restarting method

— Krylov-Schur decomposition

Choose a new starting vector for the underlying Krylov sequence

A natural choice would be a linear combination of Ritz vectors that we are interested

1.



8.3 The implicitly restarted Arnoldi method 305
8.3.1 Filter polynomials

Assume A has a complete system of eigenpairs (\;, x;) and we are interested in the first
k of these eigenpairs. Expand u; in the form

k n
up = Z’Yﬁﬂi + Z Vi
i=1 i=k+1
If p is any polynomial, we have

p(A)uy = Z%p(&)l’i + ) vip(N)zi.

i=k+1

e Choose p so that the values p(\;) (i = k+1,...,n) are small compared to the values

e Then p(A)u, is rich in the components of the z; that we want and deficient in the
ones that we do not want.

e p is called a filter polynomial.

e Suppose we have Ritz values p1, ...,y and pigiq, - . ., fby are not interesting. Then

take

p(t) = (t — prg1) - (£ — pim).

8.3.2 Implicitly restarted Arnoldi
Let
AU, = U Hpy + Bntims el (8.3.8)

be an Arnoldi decomposition with order m. Choose a filter polynomial p of degree m — k
and use the implicit restarting process to reduce the decomposition to a decomposition

AU = U Hy, + Bkﬂkﬂe;{

of order k with starting vector p(A)u;.
Let k1,..., Ky, be eigenvalues of H,, and suppose that k1,..., k,_r correspond to the
part of the spectrum we are not interested in. Then take

p(t) = (t — /ﬁ?l)<t — /.3;2) e (t _ 'Limfk)-
The starting vector p(A)u; is equal to

p(Au; = (A—FKmpl) - (A—kol)(A— K11y
= (A= fmpD) [ [(A = rl) (A= raD)ua]]].
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In the first, we construct an Arnoldi decomposition with starting vector (A — k11)u;.
From (8.3.8), we have

(A= kDU, = Un(Hpy — k1d) + Byl (8.3.9)
= UleRl + ﬁmuerleﬁv

where
Hpy — kil = Q1 Ry
is the QR factorization of H,, — k1I. Postmultiplying by (), we get
(A= w1 D) (Un@1) = (UnQ1)(R1Q1) + Bintimi1(e5,Q1)-
It implies that
AU = UDHD + Bt 1600,

where
UP = U@, HY =RiQu+ml, 005 =elQu.
(Hfﬁ) : one step of single shifted QR algorithm)

Theorem 8.3.1 Let H,, be an unreduced Hessenberg matriz. Then H,(YP has the form

HO — [ PAL(nl) iL12 }

m 0 K1

where HY is unreduced.
Proof: Let
Hy — kil = Q1 Ry
be the QR factorization of H,, — kI with
Q1=G(1,2,0)---G(m —1,m,0,,_1)

where G(i,i 4+ 1,6;) for i = 1,...,m — 1 are Given rotations. Since H,, is unreduced
upper Hessenberg, i.e., the subdiagonal elements of H,, are nonzero, we get
0; 20 for i=1,..., m—1 (8.3.10)
and
(R #0 for i=1,....m—1. (8.3.11)
Since k1 is an eigenvalue of H,,, we have that H,, — k1 is singular and then
(R1)mm = 0. (8.3.12)
Using the results of (8.3.10), (8.3.11) and (8.3.12), we get
HY = RiQi+ k] =RG(1,2,0,)-Gim—1,m,0p_1) + kil
_ { HYy o }
0 w |’

where I:IT(,}) is unreduced. [ |
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Remark 8.3.1

° Uy(nl) 18 orthonormal.

e Since H,, is upper Hessenberg and @)1 is the Q-factor of the QR factorization of
H,, — k11, it implies that ()1 and HT(,P are also upper Hessenberyg.

o The vector bﬁ}}f{ = el @, has the form

DT _ [ ... g 4O (1)

m+1 m=1m dmm |5

i.€., only the last two components of bf,lllrl are nonzero.
e For on postmultiplying (8.3.9) by ey, we get

(A — k1 D)uy = (A — kD) (Uper) = UV Rye; = rﬁ)ugl).
Since H,, is unreduced, 7"%11)

multiple of (A — k11)u;.

is monzero. Therefore, the first column of Ul s a

e By the definition of H,S%), we get
QL HYQY = Q1(RiQ1 + ki )QF = QiR + k1T = H,,.

Therefore, ki, kKo, ..., Ky are also eigenvalues of H,S%).
Similarly,
(A— ko HUD = UDHD — koI) + Bt 100 (8.3.13)

= Uml)Qsz + 6mum+1b1(71)+q7
where
H,(,}) — kol = Q2R

is the QR factorization of a» - kol with upper Hessenberg matrix ()o. Postmultiplying
by Q2, we get

(A= kD) (U Q2) = (UPQ2)(RoQ2) + Bmumﬂ(bSEQ?)-
It implies that
AUR) = UDHD + Bty bP8

where
U = U Qs

is orthonormal,

Hg) = RQQQ + K,QI = Ko
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is upper Hessenberg with unreduced matrix H,ﬂf)_Q and

2)H
bgnzl—l — m+1Q2 =gy 1m m— 1Q +q£n1)m Cm

[0 -+ 0 x x x].

(1

For on postmultiplying (8.3.13) by e, we get

(A— @I)ugl) = (A — ko) (UWey) = UP Ryey = r&l)uf).

m

Since HY is unreduced, 7“%21) is nonzero. Therefore, the first column of A

of (A= ko)l = 1/rV(A — kol )(A — k1w
Repeating thls process with ks, ..., Ky,_k, the result will be a Krylov decomposition

is a multiple

AUm=R) — glm=h) grm=k) L g 4, b0 P
with the following properties
1. U},zm_k) is orthonormal.
ii. H'" " is upper Hessenberg.
iii. The first £ — 1 components of bﬁ,ﬁ” glk)H are zero.
iv. The first column of U™ is a multiple of (A—ril) - (A= Em—irl)uy

Corollary 8.3.1 Let kq, ..., Kk, be eigenvalues of H,,. If the zmplzcztly restarted QR step

15 performed with shifts ki, ..., Km_x, then the matriz H( ) has the form
(m—k) (m— k)
H(m—k) — Hkk Hk ,m—
" 0 T (m= 8 |
where T %) is an upper triangular matriz with Ritz value k1, . .., Km_gp on its diagonal.

For k =3 and m = 6,

A[u U u‘u U u}

[ x x x|x x x]
X X X |X X X
0 X X|x X X
:[UUU‘UUU} OOXXXX
0 0 0|x x X
| 0 0 0]0 x x|

+u[0 0 qlq q q].
Therefore, the first k£ columns of the decomposition can be written in the form

m—k m—k m—Fk m—k
AU = UV HEY 4 higga5 Vel + Butmitimeel
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where U,Em_k) consists of the first k& columns of U}nm_k), H ,S:_k) is the leading principal

submatrix of order k of Hr(nmfk), and @, is from the matrix Q = Q1 - Q,n_r. Hence if
we set

U, = U™ ™,

o, = Hg™,

By = Hhm,ku;ﬁ’ﬁ}“ + BrGmktm+1||2,
Uy = B;;l(hkﬂ,ku;(:jfk) + BkGmktUm+1),

then
AUy, = UpHy, + Briig et

is an Arnoldi decomposition whose starting vector is proportional to (A — k1l)--- (A —
KD )u1.

e Avoid any matrix-vector multiplications in forming the new starting vector.
e Get its Arnoldi decomposition of order k for free.

e For large n the major cost will be in computing UQ.
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Chapter 9

Jacobi-Davidson method
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(iv) Lehoucg and Meerbergen, Using generalized Cauchy Transformation within an in-
exact rational Krylov subspace method, 2001

9.1 JOCC(Jacobi Orthogonal Component Correction)
Consider
Axr = Az,

where A is a nonsymmetric diagonal dominant matrix (i.e., |a;| > >, [ai;|). Let

a CT
=7 ]

with a being the largest diagonal element. Then

AB}:H?TH”:A{H (9.1.1)
That is
{ (AF:—O(;)ST:%—& (9.1.2)

s == E] 0] = [0 ]oert [ 0] fmcion
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Jacobi proposed to solve (9.1.2) by the following Jacobi iteration with z; = 0

for k=1,2,...
Qk =+ CTZk
(D = 6u1) 2501 = (D — F)zp — b (9-1.3)
end
where D = diag(F).
Remark: 0; is not a Ritz value
9.2 Davidson method
Davidson’s method as an accelerated JOCC method
Assume uy, = [ zl } ~ FEV =z (Ax = \z)
k
and 0, is the associated EW. The residual
B [ a—0g+ Tz
Davidson(1975) proposed computing ¢, from
(DA — (gk[)tk = —Tg, DA = dzag(A) (925)
. 0 1
For the component g, = ( y > of t; orthog to u; = [ 0 1
k
025 = (| ¢V [—gr ) (* )= g
- 0 D F ye ) | (F—=0,D)z,+b
iff
(D — Qk])(zk + yk) = (D — F) (927)

let (D — 60,1) (2 + y) = (D — 01) 2141
compare (9.2.7), (?7?): 2z + yx is the 241 (fixed k)
that we would have obtained with one step
JOCC starting with zj

Davidson suggested computing Ritz value/vector of A w.r.t
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Sk-Jrl =< Upy e vny U, Upyp1 >=< Uy, ..., U, L >

0.B. :
='<vy,...,U641 > (orthog basis)

" A 0
where uy = e, U1 = up + Yk = U + ( yk),

()G (3) ()~

i.e. compute a Ritz pair (01, ug1) which is “nearest” the target value.
Then compute 7541 = (A — 01 )ur 1 GOTO (9.2.4)

9.3 Jacobi Davidson method

In fact, we want to find the orthog comp for the current approx uy w.r.t the desired EW
u. We are interested in seeing explicitly what happens in the subspace u;*. Let

B = ([ — ukukT)A(I — ukukT), ukTuk =1

= A=B+ AukukT + ukukTA — QkukukT. (938)

ukTAuk

where (0, uy.) is a given Ritz pair 0, = ——
U™ U

We are in search of EW X of A choose to 6.

We want to have two correction v L wuy s.t.

A(ug, +v) = Mug +v) (9.3.9)
By (9.3.8) and Buy = 0,

= (B—=X)v=—1+(\— 0 —u,” Av)uy (9.3.10)

(B —M)v € u,t

Since the left hand side and r have no component in uy

r = Auk —Hkuk 1 U

= (B—X)v=—r (9.3.11)
)\%ek
= (B—0pl)v=—r (9.3.12)
vlug
& (I —upup ") (A — O D)t = =71, t L uy (9.3.13)

Remark:
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(1) If we take v = —r = Arnoldi or Lanzcos.
(2) If we take v = —(D4 — 0x1)"'r;, = Davidson method.
(3) Select sutable approx t L u, for the solution of (B — 0y1)t = —ry,, t L uy

Jacobi-Davidson Algorithm: SIMAX (1996)

1. Start: Choose v (||v1]]2 = 1w, = Avy, hyp = vlwy
Set Vi = [v1], Wy = [wy], H1 = [h11],u = v1,0 = hqy,
Compute r = w; — Ou

2. Iterate until convergence do

3. Inner loop For k=1,...,m—1do
a.Solve (approximately) t L u

(I —wu")(A—=00)(I —uul)t = —r
b.Orthog. t against Vj, by MGS and Vi1 = [Vi|vkia], virr =t — Vi(ViT?)
C-ijjdAVkH — Hya
d.Compute the largest (the nearest to the target)
(0,5) of Hepa([ls]l2=1)
e.Compute Ritz vector u := Vs
f.Compute residual r = Au — Qu
g.Test convergence ?

4. Restart set Vy = [u], H, = [0] go to 3.
main part: (9.3.12) or (9.3.13)

main step: Solving correction vector ¢t with ¢ L u, from the correction equation
(1 — wf)) A(O) (I — weuy, )t = —ry, (9.3.14)

where A(6) = A — 0. There are three methods to solve t.
(a) Method I: Use preconditioning iterative approximations, e.g., GMRES, to solve
(9.3.14). The method uses a preconditioner

M, = (I —ww)) M (I —wuf)) = (I —wpuy ) A(0r) (I — wpuy,)
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where M is an approximation of A () and an iterative method to solve Eq. (9.3.14). In
each of the iterative steps, it needs to solve the linear system

Myt =y, tLu (9.3.15)
for a given y. Since t L ug, Eq. (9.3.15) can be rewritten as

(I — ukuf) Mt=y = Mt= (ug/\/lt) ug + Yy = npug + Y.

Hence
t= My + My,
where
My
Nk = —m-

Let A(6r) =L+ D +U. Then
M = (D +wL)D YD + wU)

is a SSOR preconditioner of A ().
(b) Method II: Since ¢ L uy, Eq. (9.3.14) can be rewritten as

A(Op)t = (uf A(0k)t) up, — rp = ewp, — 7. (9.3.16)
Let t; and t5 be approximated solutions of the following linear systems:
AO )t =—r and  A(O0p)t = ug,
respectively. Then the approximated solution # for (9.3.16) is

Uztl

t=1t, + et for e=-— )
1 2 UZtQ

For the special case, the approximated solution ¢ for (9.3.16) can be

T pq-1
T —1 —1 o ukM rk
t=—-M"ry+eM u for —Wu
where M is an approximation of A(6y).
(c) Method III: Eq. (9.3.16) implies that
t= é?A(Hk)ilUk — A(Hk)*lrk = 8A<9k)71uk — Uk (9317)

Let t; be approximated solution of the following linear system:

Then the approximated solution ¢ for (9.3.16) is

t=ct; —up for e= (uftl)fl
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Solve

(I — ukukT)(A — ‘9k]> (I - ukukT)t = -, t L Up (9318)
since t L u, = (I — ukuf) t=t

(refeq:23) (I —wul) (A= O D)t = —r,tLuy

= (A—60 )t =cup —r
Determine € s.t. tLuy
t = 5(A—9k])_1uk - (A—é’kl)_lr

Define tTu;, = 0

A—0,1)"
Seo A BD) v

Choose a preconditioner M ~ A — 0,1

= t=eM tuy— M 1r (9.3.19)
ul M~y

h — k" 9.3.20

where € T M Tu ( )

Remark:
(1) If we choose € =0
M = D4 — 0,1 = Davidson method
(in this case t = —M~'r Juy, )
(2) If we choose e =0, M =1
= Arnoldi or Lanczos
(3) (9.3.17) is equivalent with t = (A — 1) " ug, (0t L uy).
Math equation to shift-invert iteration (locally quadratic convergence).
In finite arithmetics, the vector (A — 6,1)~" uj, may make a ”very small” angle with wu,
s.t. it will be impossible to compute a significant orthogonal search direction.
Discussion :

A= Dy + F : strongly diagonally dominant
IE] < [[Dall
aiq 3

Assume , "aq;” : the largest diagonally element.

S Ann

To Davidson method:
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From r = Auk — Gkuk = (DA + E) Uk — Gkuk,

gz (DA — (gk[)_l T = U + (DA - Qkf)_l Euk
(Dy — 9,6[)71 Euy, is not small compared with uy,

Davidson method works well for diagonal dominant problem.

(Dy — le)fl Euy, not small compared with uy, 6, ~ a1,
t is expected to recover some part of significant digits.

To Jacobi-Davidson method:

Z:g(DA —GkI)_luk - (DA —ekI)_l’f‘, fJ_uk

ul M~1r
i 11-det ined b — kM =(Ds—0.1.
¢ is well-determined by ¢ TN Ty (D4 — 01)

_ uTM T _
le (Da = 0u) ™ || = Iy k (DA-—9kU Fa|
IWHMDA WD)
< * 1 (Da — k1) g
HukHH(ll4——9kI) Fau|
= | (Da=6:D)""r|.

“up Lr={e (DA — 0, 1) ug, (Dg — 6, )" "} is linearly independent and
He(DA —0cl)” uk|| ~ |[(Ds—6,I)""7|. There will be hardly any cacellation in the
computation of .

Remark:

t = combination of ( Shift-Invert ) and ( Davidson ) ,

where Shift-Invert = e (D — QkI)_l uy, Davidson = (Dy — Hk)_l
Consider Ax = Az, A be simple.

Lemma 9.3.1 Consider w withw”z # 0. Then the map F, = (I — %) (A—XI) (I — %)
is a bijection from wt to w*.

T

(Extension:Fp:<I——>(A 0])( —&>t:—r. tJ_u,rJ_u,tGUL—M"GuL.)

ulu ulu
p

Proof: Let y € w” and Fpy =0

Claim: y =07
- Fyy = 0. ;»(1— )(A )J)( —%)y:().
= (A=A)y| =

=y and z € Ker(4 — \)°.
s Aissimplee=y || z. Buty Lw, 2 Jw=y=0
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Theorem 9.3.2 Assume that correction equation is solved exactly in each step of JD-
algorithm. Choose w = Au

uw” uw”
———
I—-P

Assume up =u — T, Wy = w — wy, Wiz 0.
Then if uy is sufficiently chosen to x,
then uy — x locally quadratically convergent
T
wy Au
Gk = k b — A

wguk

Proof: Ar=Xv. Letz=u+2, z L w
then (A—-60l)z=—-(A—-0Nu+AN—-0)z=—1r+AN—-0)zx (9.3.22)
Consider the exact solution z; L w of (9.3.21)
(I[-P)(A-0)zy=—{UI—-P)r (~(I—-P)r=r) (9.3.23)
r—(ut+z)=z—zand z=x—u
It suffices to show that ||z — (u+ 21) || = ||z — z1] = O (||2]]?) (9.3.24)
Multiplying (9.3.22) by (I — P) and subtracting the result from (9.3.23) yields
(I{-—P)(A-0)(z—2zn)=AN—-0)I—-P)z+(A—0)(I —P)u (9.3.25)

Multiplying (9.3.22) by w’ and using r | w,

éA—@Zgi%%;QE (9.3.26)
S =0y —P) ] = A2 pyy (9.3.27)

wlz

From (9.3.25), lemma9.3.1 and (I — P)u =0

le=al = 1[0-P)A-0Dl:] G0 -P)z|
:\WU—PMA_@DLAAWHié?DZU—PWH
= o(l-I?)
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9.3.1 Jacobi Davidson method as on accelerated Newton Scheme

Axr = Az, X : simple.
Choose wlz =1 (wa # O)

wl Au

wlu

Consider nonlinear equation F(z) =0«  F(u) =Au—0u, 0 =0 (u) =
(Jul| =1) or (w'u=1)

Au — 0 (u)u
F(u) =4 choose 0(u)=

wiu=1

T
w* Au _
wluy =0

F{uwTu=1} — wt

In particular, r = F (u) = Au — 0 (v)u L w

If up &~ z, the next Newton approximation uy, is given by w1 = ug + ¢,
where t 1 w.

< u;;FHw =1=(ug —1—t)Tw =1+tTw=uwlt= 0)

oF
(% \u:uk> t=F(u) =-—r

(wm o (g—f \uzuk> Cr (uw)

The Jacobian of F acts on w' and is given by

T
(g—F|Mk) t = (I— alind ) (A—60,0)t, t Lw
u

wlyy,
wl Au
v Au— 0 (u)u = Au — 7, U
E)_F A — (wTAu) uw! + 2(u)Tu) uwl A
Ju (wTu)
TA TA
= A—«9[—|—w—u2uwT— U
(wTu) wlu

On the other hand,

T T T
(J-%) (A=l = A—pr— A v A o

wlu wlhu  (WTu)

Hence the correction equation of Newton method read as :

ukwT

e LI

= correction equation of JD

wluy,
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9.3.2 Jacobi-Davidson with harmonic Ritz values

Ritz values : V;, C C"
(O, ur) is a Ritz pair.

Harmonic Ritz values : (Inverse of A implicitly)

0, € C is a harmonic Ritz value of A with respect to W, if Qk_l is a Ritz value of A~!
with respect to Wi

To avoid computing A~!

Remark: A is a normal matrix. A~! is normal.

Theorem 9.3.3 Let Vi, =< vq1,v,...,0; >, 0, € C is a harmonic Ritz value of A with
respect to Wy, = AV},

<~  Auy — Opur L AV, for some uy, € V, (9.3.29)
If AV, =W, =< ws,...,wg > and
Hy = (WIVD) ™ (W AV) (9.3.30)
then (9.3.29) <= HyS = 0,5, ux, = Vj.S

Remark: Compute Hj, := (%TATVk)_l (VVFATAV},). Compute HyS = 6.
Proof: By (9.3.28). (le,Auk) is a Ritz pair of A~! with respect to Wj, = AV}, some
ug € Vi..

(=

-1 (Auk) — 0,;1 (Auk) 1 AV}C

J

-~

—9];1 (A’Lbk — Hkuk) 1 AVk

<—  Auy — Opu, L AV},
<~ (9.3.29)
— Wl (Au, —Opui) =0
— W (AVS — 6,Vi.S) =0
= (WIAV,) S =6, Wi V) S
|
Remark: If V,, € R™" (In general, V}, € R"**)
Hy, = (WIvi)™ (WFAV)
= V'wtwl Ay,
H' ~ A7!

Bi-orthogonalization basis construction

Vi =< v1,...,05 >, Wy =< wy,...,wy >, Wy = AV}, and Ly = W'V, (Lower triangular),
we say Vi and W} be bi-orthogonal.

Let Hy = (WIV,) ™" (WFAW)
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If (0, S) is eigenpair of Hy, <= (6x, ViS) is a harmonic Ritz pair.

We bi-orthogonalize ¢ with respect to V;, and W.

E-: t— Vi L 'Wlt, vy =
= {v}, Wi = {w}.

Vk+1 =< Vi|vgs1 >, Wiy =< Wi wgsq >.

Correction equation:

i m)u-an(r )

t L Wi Auk, where HkS = ka, U = VkS

—t
[1#]]2

Solve correction equation:

<~ (A—le)t:&?uk T

= t=c(A—0,0) " up— (A—0,1)"
0=wlt=cwl (A—00) up —wl (A—6.0) "r

T —1
N ... w, M r
M =~ A — 0,1 preconditioner , ¢ = wI N Tuy

Remark:

Gr = QLAQ
H, = (VVAV) ™ (VT ATAV)
1

H. ' = (VATAV,) (VI AV)
Gk #Hkl

Algorithm 1 : JD with Ritz value and orthogonal

Algorithm 2 : JD with harmonic Ritz value and bi-orthogonal
(1) Start :

choose vy (J|v1]|2 = 1), wy = Avy

lll = U}{Ul, hll = 'LU,{’IUl

=1, Vi =[v], Wp = [ 1], L = [ln], Hy = [h1]
u-vl,w—wl,e— . Compute r = Au — OQu.

(2) Iterate until Convergence do :

(3) Inner loop. For k =1y,...,m—1do

Solve approximation ¢ L w

To solve ¢
e Bi-orthogonalize t against Vj, and Wj.

t=t—ViL,'Wlt, v = H
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e Compute

W1 = Avppr
Wi = [Wk’wk+1]

Vit = [Vi|ves] -
e Compute

Lk+1 = W1?+1Vk+1
Hyp1 = Lty (Wilia Vi)

= (VL AVi) ™ (VL AT AV, )
Hpp = V,EAV,

e Compute the smallest, largest eigenpair (0, s) of Hy 1.

e Compute the harmonic Ritz vector u; = H“ﬁ;ign

e Compute w := Au.
e Compute r := Au — Ou (= w — Ou).
e Test convergence 7
STOP if no go to Inner loop.
(4) Restart.

9.4 Jacobi-Davidson Type method for Generalized
Eigenproblems

Generalized eigenvalue problem
1) pAv =Bz (juf+ P =1)
(i, A), x) eigenpair.

The updating process for approx. EV:
Let (6,u) be Ritz pair of (A, B). Then

r=Au—0Bu L u.

The goal is to find an update z for u:

(2) z Lwu and A(u+ z) = AB(u + z).
- Aut)
A= u* B(u+z) . .
(3) zLlu and (I —“S)(A—AB)(I— ")z
= —r=—(Au — \Bu)
In practice, 0 = %, z 1w and
uu*

(4) (I -

J(A—=6B)|,. z=—r=—(Au— 0Bu)

u*u
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Other projection for approx. EV:

Assume
r=Au—0Bu L w for some w.

We look for an update z of u which is orthog. to @ (@ L u). i.e.
(5) z1la and A(u+2) =AB(u+ 2).

For convenience, © = Bu. Similarly, select w L w and consider

p:w:UN and szf*u
WD u*u
=
) B P(A=AB)(Qz+(I—Q)z) =0 &
(6) (A=AB)z =0+ { (I = P)(A=AB)(Qz + (I = Q)z) = 0.
With
(7) azw?uaﬁzw?u,a:fl“_o‘“’b:Bu_ﬁu
w*u wu
and n
u = (I— w?;UN) u.
w*W
(5) is equiv. to
_ wrA(u+z)
A= w* B(u+z) -
(8) cLli & (I 55)(A—AB)z

= —(a— b)) — (o — AP).
In practice, let
9:% and r =a— 0b= Au — 0Bu.

Lemma 9.4.1 Let (A — AB)x = 0. Consider w and @ with @*x # 0 and (Bz)*w # 0.

Then the map

Brw’y 4 apya - 205

u*xr

F,=(I—
P ( w*Bx

is a bijection from u* onto wt.

Proof: Suppose y L u and F,y =0=y = 0.

Theorem 9.4.1 Choose w = Bu. Assume u and w conv. and w*x and w*Bx -» 0. Then
if the initial u ~ x, the seq. of u conv. to x quadratically and 6 = w*Au/w*Bu — \.

Proof: Suppose (A — AB)x =0, with =« + z for z L @. Then

(10) (A-0B)z=—(A—-0B)u+ (A —0)Bx = —r+ (A — 0)Bx.
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Solve

(11) (I —P)(A—0B) |gr 21 =—(I — P)r.
r—(u+z)=2—2z and z =z — u. It suffices to show
lz = (u+ 2] = llz = 2] = O(ll=[)-
(I — P) x (10) — (11) =

(I—P)(A—0B)(z—z) = (A—6)(I—P)Bz
+ (A—6)(I — P)Bu.

w* x (10) and using r 1L w =

w*(A—60B)z
1 —0=
(12) A—0 —Ba
By assumption and (12) =

w*(A—60B)z
—-0)([ -P)B = |—————{U—-P)B
O R R
= O(ll=1),

provided (I — P)(A — 6B)|;+ nonsing. (by Lemma 1) and (I — P)Bu = 0. (.- @ = Bu)
In practice, w = w = Bu, u = B*w.
Equiv. formulation for the correction:

correction:

ww*
13 I— A—-0B)|; = —r, 1 a.
(13) (1= 2= B)pz = = 21 L@
is equiv. to

s [)
where € = —w*(A — B)z/w*w.

Theorem 9.4.2 The solution (13) is given by

(15) z=(A—0B) Y (—r+0) = —u+e(A—0B) 1w

~ %

uu

w(A—6B)"w’

with € =

Proof: With z in (15) = 4 L 2z, and (A —0B)z = —r + ew. Since r L w = (13) holds.
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