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Preface to the New Edition

This is a revised edition of a text on classical mechanics that was originally
published 20 years ago by Oxford University Press. I have taken the opportu-
nity to simplify some of the presentation, while keeping to the original inten-
tion of confronting rather than evading the various notational and pedagogical
difficulties that one encounters in the journey from Newton to Lagrange and
Hamilton. I have also responded to comments over the years from colleagues
and, more recently, from the new publisher’s referees.

There are two major changes. I have gathered together the material and
examples on systems with one degree of freedom into a separate chapter. The
intention here is to give a first introduction to the core ideas of the Lagrangian
theory in a context in which they make strong contact with familiar elementary
techniques from the treatment of ordinary differential equations, without the
distraction of indices and the summation convention. Second, I have added a
chapter on differential geometric methods.

I am grateful to the many students and colleagues who have commented on
the first edition, and pointed out mistakes.

N.M.J. Woodhouse
Oxford, February 2009
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Preface to the First Edition

It may seem odd that Newtonian mechanics should still hold a central place in
the university mathematics curriculum. But there are good reasons.

– It is one of the most accurate physical theories ever devised. Three hundred
years after the publication of Newton’s Philisophiae naturalis principia math-
ematica (1687), we should be surprised not that some of his ideas have been
superseded by relativity and quantum theory, but that it is still necessary to
exercise great subtlety and scientific ingenuity to detect any error at all in
the three laws of motion. Even in the prediction of the orbit of the planet
Mercury, for example, which was a crucial failure of the classical theory, the
discrepancy1 is only one part in 107.

Newton’s theory is the prime example of what Wigner calls the ‘unreasonable
effectiveness of mathematics’ as a tool for understanding the physical world
– an aspect of the truth of mathematics that can easily be lost in a course
overburdened with abstraction [14].

– Quantum theory and relativity have overthrown the classical view of physics,
but the mathematical formalism of classical mechanics still plays an essential
part. It provides both a framework for interpretation and a first introduction
to key ideas and techniques (frames of reference, general coordinate transfor-
mations, the connection between observables and symmetries,. . . ). It is an
essential prerequisite for any advanced course on applications of mathematics
in modern theoretical physics.

– It develops geometric intuition and gives invaluable practice in problem

1 The radius vector from the Sun to Mercury sweeps out a total angle of 150, 000◦

per century. The prediction of the Newtonian theory is 43′′ less than the observed
angle. For the other planets, it is much less.

vii



viii Introduction to Analytical Dynamics

solving and mathematical modelling. It is easy to poke fun at the seemingly
endless supply of light rods, inextensible strings, and smooth hemispheres.
But all undergraduate exercises are necessarily artificial, however cleverly
they are dressed. The strength of mechanics is the vast range of its exam-
ples, something that their familiarity can make us overlook, and the diversity
of different mathematical ideas that they illustrate.

– The problems of classical mechanics and, in particular, the centuries of
work on planetary motion, stimulated the development of much of mod-
ern mathematics. It is no coincidence that the great names of mechanics,
Newton, Euler, Poisson, Lagrange, Hamilton,. . . , also occur over and over
again throughout many branches of pure mathematics. It is essential to study
classical mechanics to understand the roots of mathematics.

– The influence of classical mechanics is still present in modern pure mathe-
matical research. The study of Hamilton’s equations, for example, led to the
development of symplectic geometry, which in turn has found recent applica-
tions in the analysis of partial differential equations and in the representation
theory of Lie groups.

A glance through the pages that follow will not reveal anything strikingly
unfamiliar. The range of topics is central and traditional, partly because I want
the book to be short and (OUP willing) cheap, and partly because I intend it
to be no more than an introduction. I hope that it will be read in conjunction
with the classics and that it will encourage further exploration (in, for example,
Arnol’d’s Mathematical methods of classical mechanics [1]).

The book is written for second year mathematics undergraduates and as-
sumes familiarity with elementary linear algebra, the chain rule for partial
derivatives, and vector mechanics in three dimensions (the last is not absolutely
essential). The main intention is, first, to give a confident understanding of the
chain of argument that leads from Newton’s laws through Lagrange’s equations
and Hamilton’s principle to Hamilton’s equations and canonical transforma-
tions; and, second, to give practice in problem solving. Most of the exercises
and examples are taken from recent Oxford examination papers.

I have concentrated on trying to clarify the points that come up most fre-
quently in tutorials and that I myself found confusing when I first met these
ideas. For example: why are you allowed to say that q and q̇ are independent?
and: why can I not deduce from ∂L/∂t = −∂h/∂t that h + L is independent
of t?

It is true, of course, that the most satisfactory way to come to terms with
the mathematics of classical mechanics would be to approach the subject from
modern differential geometry. But that would mean reducing analytical me-
chanics to a minority option at the end of the undergraduate course or in the
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first year of graduate work, which would be a great loss. Instead, I have tried to
make use of lessons that I have learnt from differential geometry, but without
ever going outside the framework of local, coordinate-based arguments.

I am particularly grateful to Paul Tod and Tom Cooper for many com-
ments on an earlier version of this book; and to Rob Baston, Andy Clark, Mike
Dobson, Steve Lloyd, Diana Mountain, Charles Sanderson, and Steve Thorsett
for working through the final version.

Oxford 1986
N.M.J. Woodhouse

Note. Examples and exercises marked with a dagger (†) are adapted from
examination questions set at the University of Oxford.
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1
Frames of Reference

1.1 Introduction

The solution to a mechanical problem begins with the kinematic analysis, the
analysis of how a system can move, as opposed to how it actually does move
under the influence of a particular set of forces. In this first stage, the essen-
tial step is the introduction of coordinates to label the configurations of the
system. These might be Cartesian coordinates for the position of a particle, or
angular coordinates for the orientation of a rigid body, or some complicated
combination of distances and angles. The only conditions are that each phys-
ically possible configuration should correspond to a particular set of values of
the coordinates; and that, conversely, the coordinates should be independent,
which can be understood informally to mean that each set of values of the co-
ordinates should determine a unique configuration. The number of coordinates
is called the number of degrees of freedom of the system.

Example 1.1

A particle moving in space has three degrees of freedom. Its position is deter-
mined by three Cartesian coordinates or by three spherical polar coordinates.

Example 1.2

A particle moving on the surface of a sphere has two degrees of freedom, labelled
by the two polar angles θ and ϕ (Figure 1.1)

N.M.J. Woodhouse, Introduction to Analytical Dynamics: New Edition, 1
Springer Undergraduate Mathematics Series, DOI 10.1007/978-1-84882-816-2 1,
c© Springer-Verlag London Limited 2009



2 Introduction to Analytical Dynamics

q

j

Figure 1.1

Example 1.3

Two particles connected by a rigid rod have five degrees of freedom: if the
position of one particle is given (three coordinates), then the other can be
anywhere on a sphere with its centre at the position of the first particle (two
further coordinates).

Example 1.4

A rigid body has six degrees of freedom: three for the position of the centre of
mass; two for the direction of some axis fixed in the body; and one for rotations
about this axis.

The second stage, the dynamical part of the problem, is to use Newton’s
second law to determine the actual motion: to find out how the coordinates
evolve as functions of time when the system is subjected to given forces. In the
next few chapters we look at a number of techniques for finding and solving
dynamical equations in general coordinate systems. These make it possible
to simplify the second stage of a variety of mechanical problems, particularly
problems involving constraints, by choosing well adapted coordinates in the
first stage.

First, however, let us get our bearings by considering a very simple problem,
the motion of a single particle moving in space under the influence of a given
force. The kinematic analysis is easy. We can describe the motion of the particle
by introducing a frame of reference R, which defines a standard of rest, but
we need to think about what freedom is available in the choice of frame, what
other coordinate systems could be used, and about how they are related.
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r(t)

x

y

z

Figure 1.2

Definition 1.5

A frame of reference is an origin together with a set of right-handed Cartesian
coordinate axes.

Let r denote the particle’s position vector from the origin of R. Then the
components of r along the axes, x, y, and z, are its Cartesian coordinates. A
motion of the particle is represented by a curve r = r(t) in space, along which
x, y, and z are functions of time (Figure 1.2).

Definition 1.6

The velocity and acceleration of the particle relative to R are the vectors v and
a with respective components (ẋ, ẏ, ż) and (ẍ, ÿ, z̈), where the dot denotes the
derivative with respect to time.

It is important to remember that ‘velocity’ and ‘acceleration’ do not make sense
unless one adds, either explicitly or by implication, ‘with respect to such-and-
such a frame of reference’.

Turning to the dynamics, it is an axiom of Newtonian mechanics that there
exist special frames of reference, called inertial frames, in which Newton’s sec-
ond law holds. If R is such a frame, then

ma = F (1.1)

where m is the mass of the particle and F = F (r,v, t) is the force acting on it,
which we allow to depend on the position and velocity of the particle, and on
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the time t. When written out in components, (1.1) becomes a system of three
simultaneous second-order differential equations,

ẍ = F1(x, y, z, ẋ, ẏ, ż, t)

ÿ = F2(x, y, z, ẋ, ẏ, ż, t)

z̈ = F3(x, y, z, ẋ, ẏ, ż, t)

which determine the three functions x(t), y(t), z(t) in terms of the initial
position and velocity.

There is considerable freedom in the choice of the inertial frame. We could
pick a different origin or we could choose new directions for the axes. We could
also replace R by a second frame R̃ moving relative to R without rotation
and at constant velocity. Then the particle would have the same acceleration
relative to R̃ and (1.1) would still hold.

If we ignore the effects of the Earth’s rotation and acceleration, then a set
of axes fixed on the Earth’s surface is an inertial frame. But, again ignoring
the effects of rotation and acceleration, Newton’s laws are equally valid on
the Moon, which is moving relative to the Earth at about one kilometre per
second, or on the sun (about 30 km s−1), or in the Andromeda galaxy (about
270 km s−1). Only an extreme geochauvinist would insist on giving special
status to terrestrial frames. As far as mechanical problems are concerned, all
non-accelerating, non-rotating frames must be treated equally. To develop this
idea in detail, we need to understand the relationship between coordinates and
vector components measured in different frames of reference.

Exercise 1.1

Count the number of degrees of freedom in each of the following systems.
(a) A small bead sliding on a wire.

(b) A lamina moving in its own plane.

(c) A double pendulum confined to a vertical plane. This consists of a
point mass A suspended from a fixed point by a thin rod; and a
second point mass B suspended from A by a second thin rod. The
rods are hinged at A.

(d) A double pendulum which is not confined to a vertical plane.

1.2 Frames of Reference

A general frame of reference consists of an origin and a set of right-handed
Cartesian coordinate axes. These should not be regarded as fixed: the origin
can be a moving point and the axes can be rotating.
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Such a frame is represented by a pair R = (O, T ), where O is the origin
and T = (e1, e2, e3) is the triad of unit vectors along the coordinate axes. The
eis satisfy three conditions. First,

e1 · e1 = e2 · e2 = e3 · e3 = 1

at all times because they are unit vectors. Second,

e1 · e2 = e2 · e3 = e3 · e1 = 0

because the Cartesian axes are orthogonal, and, third,

e1 · (e2 ∧ e3) = 1 (1.2)

because the axes are right-handed. The first two conditions can be combined
in the more compact form

ei · ej = δij , (1.3)

for i, j = 1, 2, 3. Here δij is the Kronecker delta symbol, defined by

δ11 = δ22 = δ33 = 1
δ12 = δ21 = δ23 = δ32 = δ31 = δ13 = 0.

Three vectors satisfying (1.2) and (1.3) at all times are said to make up a right-
handed orthonormal triad, which we shorten to ‘orthonormal triad’, taking
‘right-handed’ as understood.

Any vector x can be expressed as a linear combination of the triad vectors
in the form

x = x1ei + x2e2 + x3e3, (1.4)

where the xis are functions of time, called the T -components of x. By taking
the dot product with each triad vector in turn,

x1 = x · e1, x2 = x · e2, x3 = x · e3.

A point P can be specified by its O-position vector, which is the vector from
O to P . The components of this vector are the Cartesian coordinates of P in
the frame.

In thinking about the relationship between vector components and coordi-
nates in different frames of reference, one should keep in mind that a vector is
not localized at a point. It is simply a quantity with magnitude and direction.
If the distance from A to B is the same as the distance from Ã to B̃, and if
AB is parallel to ÃB̃, then the vector from A to B is the same as the vector
from Ã to B̃.
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1.3 Transition Matrices

Suppose that T = (e1, e2, e3) and T̃ = (ẽ1, ẽ2, ẽ3) are two orthonormal triads,
which may be rotating relative to each other. Then, for i, j = 1, 2, 3,

ei · ej = δij = ẽi · ẽj

at all times. Put Hij = ei · ẽj and put

H =

⎛
⎝
H11 H12 H13

H21 H22 H23

H31 H32 H33

⎞
⎠ . (1.5)

Definition 1.7

The matrix H is the transition matrix from T̃ to T .

Note the transition matrix from T to T̃ is the transposed matrix Ht. The Hijs
are nine functions of time, labelled by i and j. They determine the relative
orientation of the two triads. With i fixed, Hi1, Hi2, Hi3 are the T̃ -components
of ei. With j fixed, H1j , H2j , H3j are the T -components of ẽj . Thus

ei = Hi1ẽ1 +Hi2ẽ2 +Hi3ẽ3

ẽi = H1ie1 +H2ie2 +H3ie3,
(1.6)

for i = 1, 2, 3.

Example 1.8

Suppose that
ẽ1 = cos θ e1 − sin θ e2

ẽ2 = sin θ e1 + cos θ e2

ẽ3 = e3

Then

H =

⎛
⎝

cos θ sin θ 0
− sin θ cos θ 0

0 0 1

⎞
⎠

and
e1 = cos θ ẽ1 + sin θ ẽ2

e2 = − sin θ ẽ1 + cos θ ẽ2

e3 = ẽ3.
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θ
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~e3=e3

e2

e1
~e1

~e2

Figure 1.3

The triad T is obtained from T̃ by rotation through θ about an axis parallel to
ẽ3 (Figure 1.3). In the same way, rotations through θ about the axes parallel
to ẽ1 and ẽ2 are given respectively by the transition matrices⎛

⎝
1 0 0
0 cos θ sin θ
0 − sin θ cos θ

⎞
⎠ ,

⎛
⎝

cos θ 0 − sin θ
0 1 0

sin θ 0 cos θ

⎞
⎠ . (1.7)

Now let x be a general vector and put xi = x · ei, and x̃i = x · ẽi. The
xis are the T -components of x and the x̃is are the T̃ -components of x. By
substituting from (1.6), we obtain

xi = x · ei =
3∑
j=1

Hijx · ẽj =
3∑
j=1

Hij x̃j

and

x̃i = x · ẽi =
3∑
j=1

Hjix · ej =
3∑
j=1

Hjixj

or, in matrix notation,⎛
⎝
x1

x2

x3

⎞
⎠ = H

⎛
⎝
x̃1

x̃2

x̃3

⎞
⎠ and

⎛
⎝
x̃1

x̃2

x̃3

⎞
⎠ = Ht

⎛
⎝
x1

x2

x3

⎞
⎠ , (1.8)

where the ‘t’ denotes transposition. Because this holds for any x, Ht must also
be the inverse of H . Hence

HtH = I = HHt,

where I is the 3×3 identity matrix. In other words, H is an orthogonal matrix.
Exercise (1.7) contains an outline of a demonstration that the right-handedness
of the two triads implies that H is also proper in the sense that det(H) = 1.
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EXERCISES

1.2. Suppose that the matrix H in (1.5) is given by

H =
1√
6

⎛
⎝

√
2

√
2

√
2

−2 1 1
0 −

√
3

√
3

⎞
⎠

Check that HtH = HHt = I. Write down the components of e1,
e2, and e3 in T̃ , and the components of ẽ1, ẽ2, and ẽ3 in T .

1.3. What are the transition matrices for rotations through ±2π/3 about
an axis aligned with the vector with T -components (1, 1, 1)?

1.4. Show that if H is a proper orthogonal matrix such that H33 = 1,
then there is a unique angle α ∈ [0, 2π) such that

H =

⎛
⎝

cosα sinα 0
− sinα cosα 0

0 0 1

⎞
⎠

Show that if H33 = −1, then there is a unique angle α ∈ [0, 2π) such
that

H =

⎛
⎝

− cosα − sinα 0
− sinα cosα 0

0 0 −1

⎞
⎠ .

Sketch a diagram of two orthonormal triads with this transition ma-
trix, showing the angle α.

1.5. Show that if H is an orthogonal matrix, then Ht(H− I) = (I−H)t.
Deduce that ifH is also proper, then det(I−H) = 0. Hence show that
if T and T̃ are two (right-handed) orthonormal triads, then there
exists a nonzero vector that has the same components in both triads.

1.6. Show that if ẽi =
∑
j Hjiej where (e1, e2, e3) is an orthonormal

triad, then
ẽ1 · (ẽ2 ∧ ẽ3) = det(H)e1 · (e2 ∧ e3).

Deduce that if T̃ = (ẽ1, ẽ2, ẽ3) and T = (e1, e2, e3) are right-handed
orthonormal triads, then the transition matrix from T̃ to T is a
proper orthogonal matrix.
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1.4 Euler Angles

Let T a right-handed orthonormal triad and let H denote the transition matrix
from a second right-handed orthonormal triad T̃ to T . The nine entries in H

determine the relative orientation of the two triads, but we cannot specify them
independently of each other becauseH must satisfy the orthogonality condition

HHt = I.

There are six independent equations here, for example, three for the diagonal
entries and three for the entries above the diagonal, so we should be able to
express H in terms of three independent parameters. The following proposition
shows that this is indeed the case.

Proposition 1.9

Let H be a 3 × 3 proper orthogonal matrix. Then there exist angles θ ∈ [0, π],
ϕ, ψ ∈ [0, 2π) such that

H =

⎛
⎝

cosψ sinψ 0
− sinψ cosψ 0

0 0 1

⎞
⎠
⎛
⎝

cos θ 0 − sin θ
0 1 0

sin θ 0 cos θ

⎞
⎠
⎛
⎝

cosϕ sinϕ 0
− sinϕ cosϕ 0

0 0 1

⎞
⎠

Moreover ψ, θ, and ϕ are uniquely determined by H provided that |H33| �= 1.

Proof

First we deal with uniqueness. If ψ, θ, and ϕ exist, then

H33 = cos θ,
H31 = sin θ cosϕ, H32 = sin θ sinϕ,
H13 = − sin θ cosψ, H23 = sin θ sinψ.

(1.9)

The first equation fixes the value of θ uniquely in the interval [0, π]. The sec-
ond pair then determine ϕ uniquely in [0, 2π), provided that sin θ �= O, that
is, provided that |H33| �= 1. Finally, under the same condition, the last pair
determine ψ uniquely in [0, 2π).

To establish existence, we consider first the case |H33| �= 1. Choose ϕ and
ψ so that

H31 sinϕ−H32 cosϕ = 0, H13 sinψ +H23 cosψ = 0.

These determine ϕ and ψ up to the addition of integral multiples of π. Consider
the matrix K defined by

K =

⎛
⎝

cosψ − sinψ 0
sinψ cosψ 0

0 0 1

⎞
⎠H

⎛
⎝

cosϕ − sinϕ 0
sinϕ cosϕ 0

0 0 1

⎞
⎠ (1.10)
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Note that K33 = H33, and that

K32 = − sinϕH31 + cosϕH32 = 0, K23 = sinψH13 + cosψH23 = 0.

Because K is an orthogonal matrix, its second and third columns are orthogo-
nal, so we also have

K12K13 = 0.
Similarly, its second and third rows are orthogonal, so

K21K31 = 0.

Also its third row and its third column are unit vectors, so

K2
31 +K2

33 = K2
13 +K2

33 = 1.

But K2
33 = H2

33 �= 1, so K13 and K31 are both nonzero. It follows that K21 =
K12 = 0. Also the middle column and the middle row of K are unit vectors.
So finally K22 = ±1.

If we add an odd multiple of π to ψ, then these conclusions still hold, but
the entries in the first two rows of K are multiplied by −1. Similarly if we add
an odd multiple of π to ϕ, then the first two columns of K are multiplied by −1.
By using this freedom, we can fix ϕ and ψ uniquely in the interval [0, 2π) by
imposing the requirements that K22 = 1 and K31 > 0. We then have that K is
of the form

K =

⎛
⎝

cos θ 0 − sin θ
0 1 0

sin θ 0 cos θ

⎞
⎠

where θ ∈ (0, π). The displayed equation in the proposition now follows
from (1.10).

When H33 = ±1, we get the displayed equation directly by taking ψ = 0
and either θ = 0 or θ = π.

Definition 1.10

Let T and T̃ be two right-handed orthonormal triads and letH be the transition
matrix from T̃ to T . The angles θ, ϕ, and ψ are called the Euler angles of T
relative to T̃ .

Note from (1.9) that e3 has T̃ -components

(sin θ cosϕ, sin θ sinϕ, cos θ) (1.11)

so that θ and ϕ are the spherical polar angles of e3 in T̃ ; and that ẽ3, has
T -components

(− sin θ cosψ, sin θ sinψ, cos θ) (1.12)
so that θ and π − ψ are the spherical polar angles of ẽ3 in T .
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A key to understanding the geometry of the Euler angles is to introduce
the unit vector

j = sinψ e1 + cosψ e2. (1.13)

This is orthogonal to e3 and also, from (1.12), to ẽ3. It is the unit vector in
the direction of ẽ3 ∧e3 and its direction determines the so-called line of nodes.
From (1.11), it can also be written in the form

j = − sinϕ ẽ1 + cosϕ ẽ2. (1.14)

The proposition splits the transformation from T̃ to T into three steps:
a rotation about ẽ3 through ϕ, which brings ẽ2 into coincidence with j; a
rotation about j through θ, which brings ẽ3 into coincidence with e3; and,
finally, a rotation about e3 through ψ, which brings j into coincidence with e2

(Figure 1.4).

EXERCISES

1.7. Find the Euler angles of

H =

⎛
⎝

0 1 0
0 0 1
1 0 0

⎞
⎠ .

e3

e1

q

j

y

y

q

j

j

e2

j
e~3

e~2
e~1

Figure 1.4
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1.8. Show that the trace of any 3×3 proper orthogonal matrix H is given
in terms of Euler angles by

trH =
(
cos θ + 1

)(
cos(θ + ψ) + 1

)
− 1.

1.5 Angular Velocity

We now consider how to describe the rate of rotation of T relative to a second
orthonormal triad T̃ . By differentiating the orthogonality condition HHt = I

with respect to time, we obtain

ḢHt +HḢt = 0,

where Ḣ denotes the matrix whose entries are the time derivatives of the entries
in H . Because HḢt is the transpose of ḢHt, it follows that the matrix

Ω = HḢt = −ḢHt

is skew-symmetric. That is,

Ω =

⎛
⎝

0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

⎞
⎠ (1.15)

for some functions of time ω1, ω2, and ω3.

Definition 1.11

The angular velocity of T relative to T̃ is the vector ω =
∑3
i=1 ωiei.

We also use this to define the angular velocity of one frame R = (O, T ) relative
to another frame R̃ = (Õ, T̃ ) as the angular velocity of T relative to T̃ .

Angular velocity is not localized at a particular point or on a particular
axis. It is the ‘angular velocity of T relative to T̃ ’, not ‘the angular velocity of
T relative to T̃ about such-and-such an axis’. It is also related to Ω through
the following lemma.

Lemma 1.12

Suppose that x has T -components x1, x2, x3. Then

Ω

⎛
⎝
x1

x2

x3

⎞
⎠ =

⎛
⎝
ω2x3 − ω3x1

ω3x1 − ω1x3

ω1x2 − ω2x1

⎞
⎠ .
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The entries in the column vector on the right are the components of ω ∧ x.

Proof

The lemma follows by evaluating the matrix product on the left.

Example 1.13

Suppose that H is the matrix in Example (1.8), where θ is now a function of
time. Then

Ḣ = θ̇

⎛
⎝

− sin θ cos θ 0
− cos θ − sin θ 0

0 0 0

⎞
⎠ (1.16)

and so

Ω = −ḢHt =

⎛
⎝

0 −θ̇ 0
θ̇ 0 0
0 0 0

⎞
⎠ (1.17)

Therefore the angular velocity of T relative to T̃ is ω = θ̇e3 = θ̇ẽ3.

EXERCISES

1.9. Show that for the two rotations in (1.7), Ω is given by, respectively,
⎛
⎝

0 0 0
0 0 −θ̇
0 θ̇ 0

⎞
⎠ and

⎛
⎝

0 0 θ̇

0 0 0
−θ̇ 0 0

⎞
⎠ .

Show that the corresponding angular velocities are θ̇e1 and θ̇e2.

1.10. Show that if ω, and Ω are related by (1.15), then

ω · ω = − 1
2 tr(Ω2)

and also

Ω

⎛
⎝
ω1

ω2

ω3

⎞
⎠ = 0.

Show that if there are constants xi such

H

⎛
⎝
x1

x2

x3

⎞
⎠ = 0.

for all t, then ω is parallel to x =
∑

i xiei.
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1.6 The Coriolis Theorem

In any frame of reference, one can define the time derivative of a vector by
differentiating its components in the frame. This seems natural if one thinks of
the frame as fixed. However if one applies this definition in two different frames
which are rotating relative to each other, then the resulting vector depends on
the choice of frame. In fact the angular velocity of one frame relative to the
other has an alternative characterization in terms of the relationship between
the corresponding two notions of ‘vector time derivative’.

Definition 1.14

The time derivative of the time-dependent vector x = x1e1 + x2e2 + x3e3

relative to an orthonormal triad T = (e1, e2, e3) is the vector

Dx = ẋ1e1 + ẋ2e2 + ẋ3e3.

That is, Dx is obtained from x by taking the components of x in T and by
differentiating them with respect to time, or alternatively, by differentiating
the right-hand side of (1.4), treating the eis as constants. For example, if r is
the position vector of a particle from the origin of a frame R = (O, T ), then
Dr and D2r are the velocity and acceleration of the particle relative to R.

The derivative of a scalar quantity with respect to time is defined without
reference to a particular choice of axes. Because one can compare the values of
a scalar at two different times without ambiguity, it makes sense to talk about
the ‘rate of change of a scalar’ without adding a qualification.

The derivative of a vector, on the other hand, is a more subtle concept.
We know how to compare two vectors a and b at different points of space
at a fixed time: they are the same if they have the same magnitude and the
same direction. So there is no difficulty in differentiating vectors with respect
to parameters such as arc length along a curve, with the time held fixed. But
how do we compare a at time t1 with b at time t2? Comparing their lengths
is easy, but to compare their directions, we must know how to interpret the
statement ‘a(t1) and b(t2) point in the same direction’, and that depends on
who is doing the comparing. For example someone on Earth might say that
a(t1) and b(t2) pointed in the same direction if they both happened to point
vertically upwards. But then they would not appear to have the same directions
to an astronaut standing on the Moon because the Earth and the Moon rotate
relative to each other between t1, and t2.
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Proposition 1.15 (The Coriolis Theorem)

The time derivatives Dx and D̃x of x relative to T and T̃ are related by

D̃x = Dx + ω ∧ x (1.18)

where ω is the angular velocity of T relative to T̃ .

Proof

The components of x in two triads are related by
⎛
⎝
x̃1

x̃2

x̃3

⎞
⎠ = Ht

⎛
⎝
x1

x2

x3

⎞
⎠ .

On differentiating the matrix entries on each side, we get
⎛
⎝

˙̃x1

˙̃x2

˙̃x3

⎞
⎠ = Ht

⎛
⎝
ẋ1

ẋ2

ẋ3

⎞
⎠+ Ḣt

⎛
⎝
x1

x2

x3

⎞
⎠ .

and therefore, by multiplying on the left by H ,

H

⎛
⎝

˙̃x1

˙̃x2

˙̃x3

⎞
⎠ =

⎛
⎝
ẋ1

ẋ2

ẋ3

⎞
⎠+Ω

⎛
⎝
x1

x2

x3

⎞
⎠ .

The T̃ -components of D̃x are ˙̃x1, ˙̃x2, ˙̃x3, so the entries in the column vec-
tor on left-hand side are the T -components of D̃x. By using Lemma 1.12, we
conclude that

D̃x = Dx + ω ∧ x.

The Coriolis theorem is the key to the interpretation of angular velocity. If
x is a vector with fixed components in a triad T , so that Dx = 0, then its time
derivative with respect to a second triad T̃ is

D̃x = ω ∧ x, (1.19)

where ω is the angular velocity of T relative T̃ . Equation (1.19) determines
the way in which x changes relative to frame of reference (Õ, T̃ ). If we take R̃
as the standard of rest and ignore terms of order δt2, then x appears to change
between times t and t + δt by the addition of δx = ω ∧ x δt. This is a vector
orthogonal to ω and to x and of modulus |ω| |x| sin θ δt, where θ is the angle
between ω and x.
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|w |δt 

|x|sinq

δx

x

θ

w

Figure 1.5

Measured in R̃, therefore, the change in x between t and t+ δt is produced
by rotating x through an angle |ω|δt about an axis parallel to ω, in the right-
handed sense. That is, when the thumb of the right hand points along ω, the
fingers curl in the direction of the rotation; see Figure 1.5.

Equation 1.18 can be taken as the definition of ω. It determines ω uniquely
because if ω′ is another vector with the property

D̃x = Dx + ω′ ∧ x (1.20)

for all x, then (ω−ω′)∧x = 0 for all x, and so ω = ω′. However, some care is
needed. Without going into the construction of the matrix Ω, it is not obvious
that there exists a vector such that (1.18) holds for all x.

Immediate corollaries of the Coriolis theorem are the following.

Proposition 1.16

If the angular velocity of T relative to T̃ is ω, then the angular velocity of T̃
relative to T is −ω.

Proposition 1.17

If T has angular velocity ω relative to T̃ and T̃ has angular velocity ω̃ relative
to T ′, then T has angular velocity ω + ω′ relative to T ′.
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Proof

Because D̃x = Dx + ω ∧ x,

Dx = D̃x − ω ∧ x (1.21)

for all x. Hence the angular velocity of T̃ relative to T is −ω. Similarly, if D′

denotes the time derivative relative to T ′, then, for all x,

D̃x = Dx + ω ∧ x

D′x = D̃x + ω̃ ∧ x. (1.22)

Therefore
D′x = Dx + (ω + ω̃) ∧ x (1.23)

for all x and hence the angular velocity of T relative to T ′ is ω + ω̃.

We can specify the changing orientation of an orthonormal triad T relative
to a second orthonormal T̃ by giving the Euler angles θ, ϕ, and ψ as functions
of time. So we can express the angular velocity of T relative to T̃ in terms
of the derivatives of the Euler angles, by making use of Proposition 1.9. The
calculation is greatly simplified by appealing to Proposition 1.17.

In the notation of Section 1.4, we introduce two intermediate triads

T ′ = (j ∧ e3, j, e3) = (cosψ e1 − sinψ e2, sinψ e1 + cosψ e2, e3)

and

T ′′ = (j ∧ ẽ3, j, ẽ3) = (cosϕ ẽ1 + sinϕ ẽ2,− sinϕ ẽ1 + cosϕ ẽ2, ẽ3)

The respective transition matrices from T̃ to T ′′, from T ′′ to T ′, and from T ′

to T are
⎛
⎝

cosϕ sinϕ 0
− sinϕ cosϕ 0

0 0 1

⎞
⎠ ,

⎛
⎝

cos θ 0 − sin θ
0 1 0

sin θ 0 cos θ

⎞
⎠ ,

⎛
⎝

cosψ sinψ 0
− sinψ cosψ 0

0 0 1

⎞
⎠ .

So the angular velocity of T relative to T ′ is ψ̇e3, the angular velocity of T ′

relative to T ′′ is θ̇j, and the angular velocity of T ′′ relative to T̃ is ϕ̇ẽ3 (see
Example 1.13 and Exercise 1.9). Therefore the angular velocity of T relative
to T̃ is

ω = ψ̇ e3 + θ̇ j + ϕ̇ ẽ3

= ψ̇ e3 + θ̇(sinψ e1 + cosψ e2)

+ ϕ̇(− sin θ cosψ e1 + sin θ sinψ e2 + cos θ e3),
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where we have substituted for j and ẽ3 from (1.13) and (1.12). Hence the
T -components of ω are

ω1 = θ̇ sinψ − ϕ̇ sin θ cosψ
ω2 = θ̇ cosψ + ϕ̇ sin θ sinψ
ω3 = ψ̇ + ϕ̇ cos θ.

(1.24)

Similarly, the T̃ -components are

ω̃1 = −θ̇ sinϕ+ ψ̇ sin θ cosϕ
ω̃2 = θ̇ cosϕ+ ψ̇ sin θ sinϕ
ω̃3 = ϕ̇+ ψ̇ cos θ.

(1.25)

Put in less formal terms, ω is the sum of three vectors. The first, ψ̇e3

is the angular velocity of T relative to T̃ when θ and ϕ are held constant.
The second, θ̇j is the angular velocity when ψ and ϕ are held constant, and the
third, ϕ̇e3, is the angular velocity when θ and ψ are held constant. This is the
simplest way to obtain the angular velocity in practice.

EXERCISES

1.11. Show that

(i) D(a ∧ b) = (Da) ∧ b + a ∧ Db,

(ii)
d
dt
(
a · b

)
= (Da) · b + a · (Db).

1.12. Derive the addition law for angular velocities from the composition
rule H = H ′H ′′ for transition matrices.

1.7 Rotating, Accelerating, and Inertial Frames

Let us compare the motions of a particle relative to the two frames of reference,
R = (O, T ) and R̃ = (Õ, T̃ ). Let r denote the O-position vector of the parti-
cle, let r̃ denote its Õ-position vector, and let x denote the Õ-position vector
of O, that is the vector from Õ to O. Keep in mind that r, r̃, and x all depend
on time.

The position vectors of the particle in the two frames are related by

r̃ = r + x. (1.26)
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From this, we can determine the relationship between a = D2r, which is the
acceleration relative to R, and ã = D̃2r̃, which is the acceleration relative to
R̃. By taking the second time derivative of (1.26) relative to T̃ we get

ã = D̃2(r + x)

= D̃(Dr + ω ∧ r) + A

= a + (Dω) ∧ r + 2ω ∧ Dr + ω ∧ (ω ∧ r) + A (1.27)

where A = D̃2x is the acceleration of O relative to R̃ (see Exercise 1.11).
When ω = 0 and A = 0, we have ã = a. This is the case in which R is not

rotating relative to R̃, so the transition matrix from T̃ to T is constant, and
the point O is moving relative to R̃ in a straight line with constant velocity.
Under these conditions, the particle has the same acceleration relative to the
two frames, whatever its motion.

Definition 1.18

The two frames R and R̃ are equivalent if ω = 0 and O is moving relative to R̃
in a straight line with constant velocity.

It is easy to see that equivalence of frames is symmetric and transitive. If R is
equivalent to R̃, then R̃ is equivalent to R, and if R is equivalent to R̃ and R̃

is equivalent to R′, then R is equivalent to R′.
The inertial frames are an equivalence class of frames. Newton’s second law

holds in every inertial frame, and every frame in which it holds for every choice
of F in (1.1) is inertial. The axioms of classical mechanics assert the existence
of inertial frames, but they do not single out a particular frame. In classical
mechanics, there is no absolute standard of rest.

There is, however, an absolute standard of acceleration. We can say that a
particle has acceleration a if it has acceleration a relative to some, and hence to
every, inertial frame. Although it is not possible to test whether or not a frame
is ‘at rest’, it is possible to contrive mechanical experiments that test whether
or not a frame is rotating or accelerating. For example, Foucault’s pendulum
experiment (1851) demonstrated that axes fixed on the Earth’s surface are not
exactly inertial, although the delicacy of the experiment indicated that for most
practical purposes they can be treated as such.

Because the axes in two equivalent frames of reference are related by a con-
stant orthogonal matrix, the angular velocity of a frame relative to an equiv-
alent frame is zero. The following is therefore an immediate consequence of
Proposition 1.17.
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Proposition 1.19

If R has angular velocity ω relative to R̃, then every frame equivalent to R has
angular velocity ω relative to every frame equivalent to R̃.

It follows that the angular velocity of a frame relative to an inertial frame is
the same, whichever inertial frame is chosen.

Definition 1.20

The angular velocity of a frame is its angular velocity relative to an iner-
tial frame.

The idea that frames in uniform relative motion are equivalent for describing
mechanical phenomena predates Newton’s formulation of the laws of classical
mechanics. In Galileo’s Dialogue concerning the two chief world systems [5],
Salviati (who speaks for Galileo) argues, by considering the behaviour of but-
terflies and fish, that ‘in the main cabin below the decks on some large ship’
it is impossible to detect the motion of the ship in its effect on physical phe-
nomena so long as ‘the motion be uniform and not fluctuating this way and
that’. Newton himself stressed the idea. Corollary V to his laws of motion
states: ‘The motions of bodies included in a given space are the same among
themselves, whether that space is at rest or moves uniformly forward in a right
line without circular motion’. However, he also asserted the existence of ‘abso-
lute space’, which remains ‘always similar and immovable’, and distinguished
between absolute motion, that is, motion relative to absolute space, and relative
motion [9].

In the late nineteenth century, the electromagnetic ether was thought to
provide an absolute standard of rest, although attempts to detect the effects
of motion relative to the ether on electromagnetic processes, such as the ex-
periment of Michelson and Morley (1887), ended in failure. Einstein finally
abolished the ether and ‘absolute space’ in 1905. He asserted the equivalence
of inertial frames for describing all physical phenomena as a fundamental prin-
ciple, the principle of relativity.

In an inertial frame, the dynamical equations governing the motion of a
particle are particularly straightforward. Nevertheless sometimes it is simpler
to refer the motion to a non-inertial frame, even though it is then necessary
to introduce correction terms to compensate for the frame’s acceleration and
rotation.
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Suppose that R̃ = (Õ, T̃ ) is the inertial frame and that R = (O, T ) is some
other frame. Then,

mã = F ,

where F is the force acting on the particle, and so

mD2r +m(Dω) ∧ r + 2mω ∧ Dr +mω ∧ (ω ∧ r) +mA = F

by substituting for ã from (1.27). Here ω is the angular velocity of R and A is
the acceleration of O relative to R̃. On transferring terms from one side to the
other, this becomes

ma = F −m(Dω) ∧ r − 2mω ∧ Dr −mω ∧ (ω ∧ r) −mA, (1.28)

which is the same as the equation of motion that we would write down if R
were an inertial frame and there were additional forces

F 1 = −m(Dω) ∧ r, F 3 = −mω ∧ (ω ∧ r)
F 2 = −2mω ∧ Dr, F 4 = −mA,

acting on the particle. To think of them as real forces, however, is to court
disaster. They are nothing more than correction terms that compensate for the
acceleration and rotation of R.

The first, F 1 arises from the angular acceleration of R relative to R̃. The
second, F 2, is the ‘Coriolis force’. It is orthogonal to the angular velocity ω

and to the velocity of the particle relative to R. It is responsible, for example,
for the circulation of air around an area of low pressure, anti-clockwise in the
northern hemisphere. The third, F 3, is the ‘centrifugal force’, much exploited
in fairgrounds. The fourth, F 4, has the form of a uniform gravitational field.
It cancels the Earth’s gravitational field in a free-falling lift or aircraft.

The notation in (1.28) is not very convenient for calculation. It is simpler
to use a dot for the time derivative D relative to T and to rewrite the equation
of motion as

mr̈ +mω̇ ∧ r + 2mω ∧ (ω ∧ r) +mA = F . (1.29)

So long as we work entirely in the rotating frame R, and make no further
reference to the auxiliary inertial frame R̃, then there is no danger of ambiguity.

Example 1.21

†A small bead can slide on a smooth wire in the shape of a circle of radius a.
The wire is forced to rotate with constant angular speed ω about a vertical axis
through the centre of the circle. This axis makes a constant angle α ∈ (0, π/2)
with the normal to the plane of the circle. The problem is to find the positions
at which the bead can remain at rest relative to the wire.
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Choose the rotating frame R so that O is at the centre of the circle and
T = (i, j,k), where i, j, and k are fixed relative to the wire. Choose their
directions so that k is normal to the circle, j is horizontal, and the axis lies in
the plane spanned by i and k (see Figure 1.6). Then

ω = ω sinα i + ω cos αk

and the position vector of the bead is

r = a cos θi + a sin θj.

The forces on the bead are gravity

mg = −mg sinα i −mg cosαk

and the normal reaction N of the wire, which is orthogonal to the wire. Thus
the equation of motion is

mr̈ + 2mω ∧ ṙ +mω ∧ (ω ∧ r) = mg + N ,

where the dot is the time derivative relative to R. By taking the scalar product
with

dr

dθ
= −a sin θi + a cos θj,

which is orthogonal to N and parallel to r, we obtain

dr

dθ
· (r̈ + aω cos θ sinαω) = ga sinα sin θ.

This reduces to

a2θ̈ − a2ω2 cos θ sin θ sin2 α = ga sinα sin θ (1.30)
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on substituting

r̈ = −aθ̈ sin θi + aθ̈ cos j − aθ̇2 cos θi − aθ̇2 sin θj.

The positions of equilibrium relative to the wire are given by the constant
solutions to (1.30). These are θ = β, where

sinβ(g + aω2 cosβ sinα) = 0.

If ω2 sinα < g/a, then there are just two positions at β = 0 and β = π. If
ω2 sinα > g/a, then there are two additional values of β for which

cosβ = − g

aω2 sinα
.

If θ = π + ε, then, to the first order in ε,

ε̈− εω2 sin2 α+
g

a
ε sinα = 0,

Hence the lowest position is stable when ω2 sinα < g/a and unstable when
ω2 sinα > g/a.

Similarly, if θ = ε, then, to the first order in ε,

ε̈− εω2 sin2 α− g

a
ε sinα = 0.

Hence the highest position is always unstable.

EXERCISES

1.13. Two frames R and R̃ are moving relative to each other without rota-
tion. A particle has kinetic energy T measured in R and T̃ measured
in R̃. Show that

T = T̃ + u · p + c,

where p = mv is the momentum of the particle measure in R, u is
the velocity of R̃ relative to R, and c is a constant.

1.14. †A small bead is threaded on a smooth wire in the shape of a curve
given parametrically by r = r(q). The wire rotates with constant
angular velocity about a vertical axis. Show that

d
dt

[
1
2 q̇

2 dr

dq
· dr

dq

]
= q̇

dr

dq
· r̈,

where the dot is the time derivative relative to a frame rotating with
the wire, and r is measured from an origin on the axis.
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Deduce that

dr

dq
· dr

dq
q̇2 − (ω ∧ r) · (ω ∧ r) − 2g · r = constant.

Does this result still hold when the axis of rotation is not vertical?

1.15. A plastic ball is held at the bottom of a bucket of water and then
released. As it is released, the bucket is dropped over the edge of a
cliff. What happens?

1.16. In Example (1.21), investigate the stability of the two additional
equilibrium points in the case ω2 sinα > g/a.

1.17. †A pendulum consists of a light rod and a heavy bob. Initially it is
at rest in vertical stable equilibrium. The upper end is then made
to move down a straight line of slope α (with the horizontal) with
constant acceleration. Show that in the subsequent motion, the pen-
dulum just becomes horizontal if g = f(cosα+ sinα).

1.8 The Rotation of the Earth

Suppose that the frame R = (O, T ) is fixed relative to the Earth, with the
origin O on the Earth’s surface, and that the inertial frame R̃ = (Õ, T̃ ) has
its origin at the centre of the Earth (Figure 1.7). Then x, the vector from Õ

to O, is constant relative to R because both O and Õ are at rest relative to the
Earth. Therefore ẍ = 0 = ẋ, where the dot denotes the time derivative relative
to T , and so

A = ω ∧ (ω ∧ x).

x

Pr
o

r̃

w

õ

Figure 1.7
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We assume that ω, which is the angular velocity of the Earth, is constant
relative to the inertial frame. Then (1.29) reduces to

mr̈ + 2mω ∧ ṙ +mω ∧ (ω ∧ r) +mω ∧ (ω ∧ x) = mg + T , (1.31)

where g is the gravitational acceleration and T is the resultant of any other
forces acting on the particle.

If the Earth were not rotating, then we could measure the gravitational
acceleration g by measuring the force T needed to keep the particle at rest
relative to the Earth, for example by hanging the particle from a spring and
calculating T from the extension and direction of the direction of the spring.
But when we take account of the effects of the Earth’s rotation, T is no longer
equal to −mg. If the particle is at rest relative to R at the point P with
O-position vector r, then ṙ = r̈ = 0 and T = −mg′, where

g′ = g − ω ∧ (ω ∧ x) − ω ∧ (ω ∧ r). (1.32)

This vector is called the apparent gravity.
At the equator, where the difference is at its maximum, the magnitude of

g − g′ is 3.4 × 10−2 ms−2, which is less than half of one per cent of the true
gravitational acceleration.

By substituting (1.32) into (1.31), we obtain the final form of the equation
of motion

m(r̈ + 2ω ∧ ṙ) = T +mg′. (1.33)

The apparent gravity depends on r both through the last term in its definition
and through the dependence of g on P . For motion near O, however, we can
ignore the variation, and treat g′ as constant, relative to R.

At the Earth’s surface, the variations in g over 10km are of the same order
as the difference between real and apparent gravity. This puts a limit on the
distance over which it is sensible to take account of the difference between g

and g′, but to ignore the variations in g′.

Example 1.22 (Foucault’s Pendulum)

The motion of Foucault’s pendulum provides a concrete application of this
form of the equation of motion. The pendulum is named after Léon Foucault’s
demonstration of the Earth’s rotation at the Paris Exhibition in 1851. It consists
simply of a bob of mass m suspended from a fixed point by a long wire of
length a. It is so constructed that, when set in motion, it will swing for long
enough for the Coriolis term 2mω∧ṙ in (1.33) to have an appreciable cumulative
effect. In practice, additional energy is usually provided to keep the pendulum
swinging.
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Let the origin O of R be the point of suspension and denote the unit vectors
along the axes of R as i, j, and k. We suppose that these have been chosen so
that k is along the apparent vertical and i is a horizontal vector pointing due
north. Then,

g′ = −g′k
ω = Ω(cosλ i + sinλk)

r = r cos θ i + r sin θ j + zk,

where Ω is the angular speed of the Earth (2π/24 radians per hour), λ is
the apparent latitude, which is defined to be the angle between g′ and the
equatorial plane, and r, θ, and z are the cylindrical polar coordinates of the
bob. See Figures 1.8 and 1.9. Note that z < 0 in the configuration shown.

The equation of motion is

m(r̈ + 2ω ∧ ṙ) = −mg′k + T , (1.34)

where T is the tension in the wire and r is subject to the constraint r · r

= a2, which fixes the length of the wire. Note that the constraint implies that
r · ṙ = 0, so that ṙ is orthogonal to r and hence also to T , which is along the
wire. By taking the scalar product of (1.34) with ṙ, and by cancelling m, we
obtain

ṙ · r̈ = −g′k · ṙ = −g′ż

which, on integration with respect to time, yields the energy conservation
equation relative to R,

1
2 ṙ · ṙ + g′z = E (1.35)

in which E is a constant.
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Similarly, by taking the vector product with r and then the scalar product
with k, we obtain the angular momentum equation

ḣ− 2(k · ṙ)(r · ω) = 0 (1.36)

in which h = k · (r ∧ ṙ). Now

ṙ = ṙ(cos θ i + sin θ j) + θ̇(−r sin θ i + r cos θ j) + żk,

and by substituting this into (1.36) and (1.35), we obtain

ḣ = 2żΩ(r cos θ cosλ+ z sinλ) (1.37)

1
2

(
ṙ2 + ż2 +

h2

r2

)
+ g′z = E (1.38)

together with h = r2θ̇. The two equations (1.37) and (1.38), together with the
constraint z2+r2 = a2, determine r, θ, and z in terms of the initial position and
velocity. The second equation (1.38) does not involve the latitude explicitly.

When λ = π/2, so that the pendulum is over the North Pole, the first
equation (1.37) reduces to

ḣ = 2zżΩ. (1.39)

In this case, we know what happens without solving the equations: O is also at
rest relative to the inertial frame and the Earth simply turns under the swinging
pendulum. The rotation has no other effect on the motion. So, for example, if
the bob is pulled to one side and released, then the pendulum swings in a



28 Introduction to Analytical Dynamics

vertical plane, but this plane rotates relative to the Earth through a complete
revolution once every 24 h, in a clockwise direction.

For a general value of λ, (1.37) is

ḣ = 2zżΩ′ + 2żrΩ cos θ cosλ

where Ω′ = Ω sinλ. Apart from the replacement of Ω by Ω′, this differs from
(1.39) only by the term

2żrΩ cos θ cosλ.
For small oscillations, for which r/a � 1, this is less significant than the first
term on the right-hand side because |r/z| is then much less that 1. If we neglect
this term, then we obtain an equation identical to (1.39), but with Ω replaced
by Ω′. At a general latitude, therefore, the motion is the same as at the North
Pole, except that the rate of rotation is Ω sinλ, rather than Ω. For oscillations
in a vertical plane at 52◦N, for example, the plane of oscillation turns through
a complete revolution once every 30.5 h.

Although we have not considered the motion in any detail, this general
discussion has been sufficient to derive the result on which Foucault based
his demonstration. A more thorough analysis, such as is given in Synge and
Griffith’s Principles of mechanics [10], reveals, however, a serious difficulty:
there is another effect which causes a rotation of the plane of oscillation and
which can completely mask the effect of the Coriolis term. Without solving the
full equations, we can see the origin of the second effect by using phase-plane
techniques. We come back to this in Example 2.4.

1.9 The Kinematics of Rigid Bodies

A collection of particles make up a rigid body if there exists a frame R relative
to which all the particles are at rest at all times. Such a frame is called a rest
frame of the body. In general, rest frames are not inertial.

Equivalently, a rigid body is a collection of particles separated by fixed
distances. By taking a limit as the number of particles goes to infinity, we
can also think of a rigid body as a continuous distribution of matter, with the
separation between different elements remaining constant as the body moves.
The exact form of the limiting process is not easy to tie down, but in any case
both the ‘finite collection of particles’ and the ‘rigid distribution of matter’
models are of limited validity.

Provided that the particles do not all lie along a line, the rest frame is
determined by the particles up to a rotation of the axes by a constant orthogonal
transformation and a translation of the origin by a constant vector, that is, a
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vector constant in R. In particular, all the rest frames of a general rigid body
are equivalent. So a rigid body has a well-defined angular velocity relative to
some other frame R̃, namely the angular velocity of any rest frame relative to R̃.
If R̃ is inertial, then we speak simply of the ‘angular velocity of the body’.

Proposition 1.23

Let P and Q be two points fixed a rigid body and let r be the vector from
Q to P . Then the velocities vP and vQ of P and Q relative to a frame R̃ are
related by

vP = vQ + ω ∧ r (1.40)

where ω is the angular velocity of the body relative to R̃.

Proof

Let rP , rQ denote the respective position vectors of P and Q from the origin
of R̃. Then rP = rQ + r and

vP = D̃rP , vQ = D̃rQ

Therefore
vP = vQ + D̃r.

However r is constant in R, so D̃r = ω ∧ r by the Coriolis theorem.

At any instant, therefore, the motion of the body relative to R̃ is completely
specified by two vectors: the angular velocity ω and the velocity of any one
particle of the body. We use (1.40) to define vP at points outside the body, in
an ‘imaginary extension’ of the body.

Definition 1.24

A line L is an instantaneous axis of rotation at time t if vP (t) = 0 for every
P ∈ L.

If one can find an instantaneous axis L, either in the body or in its imaginary
extension, then it is easy to picture the motion: the points on L are at rest
relative to R̃ at time t and the body is ‘rotating about L’. In general, however,
every point of the body is moving relative to R̃ and there is no instantaneous
axis, as the following argument shows. From (1.40),

vP · ω = vQ · ω
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Figure 1.10 (a) Right-handed motion, (b) left-handed motion.

Therefore vP ·ω takes the same value at every point. If the body is set in motion
with vQ not orthogonal to ω, then vP cannot vanish for any P .

The converse is also true. If vQ · ω = 0 and ω �= Q, then the line L given
in terms of a parameter s by

r =
1

ω · ωω ∧ vQ + sω (1.41)

is an instantaneous axis.
The line L given by (1.41) is still significant even when vQ · ω �= 0. It is

characterized by the property that for any P on L, vP is proportional to ω.
In general, therefore, one can picture the body as having a ‘corkscrew’ motion,
moving along L as it rotates about it. If vQ · ω > 0, then vP is in the same
direction as ω on L and the corkscrew is right-handed. That is, when the thumb
of the right hand points in the direction of vP , the fingers curl in the sense of
the rotation. If vQ · ω < 0, then vP is anti-parallel to ω and the corkscrew is
left-handed (Figure 1.10).

Definition 1.25

A motion of a rigid body is right-handed (left-handed) relative to R̃ if v ·ω > 0
(v · ω < 0), where v is the velocity of any point of the body.

Example 1.26 (Rolling Conditions)

If two rigid bodies are in contact at a point P and if there is no slipping, then
the particles of the two bodies at P must have the same velocities. For example,
consider a sphere of radius a rolling without slipping on a rough plane. Let v

denote the velocity of the centre and let ω denote the angular velocity of the
sphere, both relative to a frame fixed on the plane. Then the velocity of the
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Figure 1.11 Rolling: the curves are the loci of the point of contact on the
plane and on the sphere.

particle of the sphere in contact with the plane is v + ω ∧ (−ak), where k is
the unit normal to the plane. The corresponding particle of the plane is at rest.
Hence we have the rolling condition

v − aω ∧ k = 0. (1.42)

There is a potential confusion here. Equation (1.42) is the condition that
the particle of the sphere in contact with the plane should be instantaneously
at rest. However, as the sphere rolls, different particles come into contact and
the point of contact moves both relative to the sphere and relative to the plane
(Figure 1.11).

Example 1.27 (A Rolling Problem)

†A rough hollow sphere S of radius 3a is free to rotate about its centre O. Inside
S are five rough solid spheres S0, S1, S2, S3, S4, each of radius a (Figure 1.12).
Initially the centre of S0 is at O and the centres of S1, S2, S3, and S4 are at
the vertices of a regular tetrahedron; S1, S2, S3, and S4 are in contact with the
inner surface of S and with the outer surface of S0. No slipping occurs.

The problem is to show that if S is forced to rotate about O with variable
angular velocity, then at all times during the subsequent motion the centres of
S1, S2, S3, and S4 form the vertices of a regular tetrahedron.

The first step is to establish the following: suppose that n moving points
have position vectors r1(t), r2(t),. . . , rn(t) from the origin of some frame R̃. If
there exists a single time-dependent vector θ(t) such that

ṙi = θ ∧ ri, i = 1, 2, . . . , n, (1.43)
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where the dot is the time derivative relative to R̃, then the distances between
the points are constant. This follows from

d
dt
(
(ri − rj) · (ri − rj)

)
= 2
(
θ ∧ (ri − rj)

)
· (ri − rj) = 0.

Now consider S1. Denote its angular velocity by ω1, and denote the
respective angular velocities of S0 and S by ω0 and ω. Let e1 be the unit
vector from O towards the centre P of S1, so that the O-position vector of P
is r1 = 2ae1.

The rolling condition at the point A of contact between S1 and S0 is

ω0 ∧ (ae1) = ṙ1 + ω1 ∧ (−ae1) (1.44)

because the left-hand side is the velocity of the particle of S0 at A and the
right-hand side is the velocity of the particle of S1 at A. Similarly, the rolling
condition at the point B of contact between S1 and S is

ω ∧ (3ae1) = ṙ1 + ω1 ∧ (ae1).

By adding,
ṙ1 =

a

2
(3ω + ω0) = (3

4ω + 1
4ω0) ∧ r1.

By the same argument applied to S2, S3, and S4,

ri = θ ∧ ri, i = 1, 2, 3, 4, (1.45)

where θ = 3
4ω+ 1

4ω0 and the ris are the O-position vectors of the centres of S1,
S2, S3, and S4. Therefore the distances between the centres remain constant
and the result follows.
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EXERCISES

1.18. Establish the properties of the line L defined by (1.41) for the general
motion of a rigid body. That is, show that if P is a point of L, then vP
is proportional to ω; and show conversely that if vP is proportional
to ω, then P lies on L. (Assume that ω �= 0.)

1.19. A rigid body has a right-handed motion relative to a frame R. If the
body is observed in a mirror, does the motion appear to be right or
left-handed? If the motion is recorded and the recording is then run
backwards, does the motion appear to be right- or left-handed?

1.20. †A rigid body has angular velocity ω and has one point O fixed
relative to a frame R̃. Show that if ω ∧ D̃ω �= 0, then O is the only
point with zero acceleration relative to R̃.

1.21. Show that the motion of a rigid body is determined at any instant
by the velocities of three non-collinear points.

Three particles A, B, and C have velocities u, v, and w respectively
relative to a frame R. Show that they can belong to a rigid body if
and only if

(a − b) · (u − v) = (b − c) · (v − w) = (c − a) · (w − u) = 0

where a, b, and c are the position vectors of A, B, and C from the
origin of R.

1.22. Two identical coins lie on a table top in contact. If the second coin
is rolled around the first, through what angle does the radius from
the centre of the first coin to the point of contact turn before the
second coin has rotated through an angle π? Check your answer
experimentally.

1.23. A sphere of radius a is rolling without slipping on a rough horizontal
plane in such a way that its centre traces out a horizontal circle,
radius b and centre O, with constant angular speed Ω. Let (i, j,k)
be an orthonormal triad with k vertical and i in the direction from
O to the centre of the sphere. Show that the angular velocity of the
sphere relative to the plane satisfies

ω = nk − b

a
Ωi

where n = ω · k. Show that if n is constant, then the locus of the
point of contact on the sphere is a circle. What is its radius?



2
One Degree of Freedom

2.1 The Equation of Motion

A system with one degree of freedom is one in which just one coordinate is
needed to determine the configuration. The motion is specified by expressing
the coordinate as a function of time. Typically this involves solving a second-
order differential equation, called the equation of motion.

An obvious example is a particle of mass m moving along the x-axis under
the influence of a force F , where the equation of motion is

mẍ = F.

The force could depend on the position of the particle, as in the case of tension
in a spring, or its velocity, as in the case of air resistance, or on time, or on all
three. In the latter case, we are confronted with the problem of solving an
ordinary differential equation of the form

mẍ = F (x, ẋ, t). (2.1)

Other examples are a pendulum swinging in a vertical plane, where the co-
ordinate is the angle with the vertical, or a system of interlocking cog-wheels
in a machine, such as old-fashioned watch, where there are a large number of
moving parts, but the rotation of one part determines the configuration of the
whole system, so there is only a single degree of freedom.

In coming to understand the dynamical behaviour of such systems, we are
faced with a number of problems.

N.M.J. Woodhouse, Introduction to Analytical Dynamics: New Edition, 35
Springer Undergraduate Mathematics Series, DOI 10.1007/978-1-84882-816-2 2,
c© Springer-Verlag London Limited 2009
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1. How to determine the equation of motion from the physical description of
the system.

2. How to transform the equation into a simpler form by changing the coor-
dinate.

3. How to find an exact solution of the equation of motion, when this is
possible.

4. How to find approximate solutions when it is not.

5. How to understand the general nature of the motion when an exact solution
is not possible.

The third problem (3) opens the door to a vast area of theory that we do
not explore in any depth, although we assume familiarity with the simpler
techniques for solving ordinary differential equations. In looking at the other
problems in the list, we concentrate in this chapter on ideas that extend in a
straightforward way to systems with many degrees of freedom, and on ideas
that illuminate the general behaviour of mechanical systems and shed light on
the underlying physical processes. We pay particular heed to aspects of classical
mechanics which connect with quantum theory and relativity.

2.2 The Phase Plane

A key idea that extends in a natural way to the more general setting is to
analyse the motion in the phase plane. Here we reinterpret (2.1) as a system
of first order differential equations by treating the velocity as a new dependent
variable. That is, we put v = ẋ and rewrite (2.1) in the form

mv̇ = F (x, v, t), ẋ = v.

There is a unique solution for each choice of initial values x(0) = x0, v(0) = v0,
so for each choice of initial point (x0, v0), the motion traces out a curve

x = x(t), v = v(t) (2.2)

in the x, v-plane.
In this context, the x, v-plane is called the phase plane, and is denoted

by P . The dynamical evolution of the system is pictured as a flow in the phase
plane, analogous to a fluid flow, with a point (x, v) flowing along the solution
curve (2.2) from the initial point (x0, v0) as t increases. The solution curves are
the dynamical trajectories of the system.
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Sometimes it is possible to determine broad features of the dynamical
behaviour by considering qualitative aspects of the flow in the phase plane
without actually solving the equation of motion. A simple case is that of a
system which is autonomous and conservative. To say that it is autonomous
means that F depends only on x and v, but not on t. It then follows that the
system behaves in the same way for given initial values of x and v whenever it
is set in motion. To say that it is also conservative means that F is independent
of v and is given by

F = −dU
dx

for some potential function U = U(x). So if it is both conservative and au-
tonomous, we can write the equation of motion in the form

mẍ+
dU
dx

= 0,

In this case, we have

d
dt

(
1
2mẋ

2 + U
)

= mẋẍ+ ẋ
dU
dx

= 0.

So
E = 1

2mv
2 + U(x)

is constant along the dynamical trajectories in the phase plane. It is the total
energy. By sketching the level curves of E, it is possible to deduce the general
behaviour of the system without solving the equation of motion explicitly.

Example 2.1 (The Harmonic Oscillator)

A particle of mass m moves along the x-axis under the influence of the force
F = −mx. The equation of motion is

mẍ = −mx (2.3)

The system is conservative and autonomous, with potential U = 1
2mx

2. Its
equations of motion in the phase plane are

mv̇ = −mx, ẋ = v. (2.4)

Because these imply that E = 1
2m(x2 + v2) is constant, the trajectories are

circles.
Figure 2.1 illustrates the ‘phase portrait’ of the system. The arrows point in

the direction of increasing x when v = ẋ > 0, and in the direction of decreasing
x when v = ẋ < 0. On each trajectory, x oscillates between two equal and
opposite extremes, namely the intersection points of the circle with the x-axis.
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The only point at which the particle can remain at rest is the origin x = 0. This
is a position of stable equilibrium because if the particle is displaced slightly,
then its trajectory in P is a small circle centre (0, 0), on which x and v remain
close to zero.

Example 2.2

If instead F = mx, then the trajectories are the hyperbolas

v2 − x2 = constant

and the origin is a position of unstable equilibrium. There are several different

types of trajectory, illustrated in Figure 2.2.

(A) v2 − x2 < 0, x > 0: the particle approaches the origin from x = ∞;
x comes to a minimum (the intersection point with the x-axis) and then
increases again without ever reaching x = 0.

(B) v2 − x2 = 0, x > 0, v > 0: here ẋ = x and the particle moves away from
the equilibrium position with x increasing exponentially with time.

(C) v2−x2 = 0, x > 0, v < 0: here ẋ = −x. The particle approaches the origin,
with x decreasing like e−t, but never reaches it.

(D) v2 −x2 > 0, v > 0: the particle approaches the origin from x = −∞, slows
down, passes through x = 0, and then accelerates again towards x = ∞.
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Example 2.3

A more interesting case is F = 2mx(1 − x2), for which the trajectories are
(x − 1)2(x+ 1)2 + v2 = constant (2.5)

(Figure 2.3). There are two positions of stable equilibrium at x = −1 and x = 1,
near which the system behaves like the harmonic oscillator; and one position of
unstable equilibrium at x = 0, near which it behaves like the previous example,
although the behaviour for larger values of |x| is very different.

In general, if F = F (x), then the equilibrium points are the values of x
for which F (x) = 0. If F ′(x) < 0 at equilibrium, then F (x + ε) is negative
for small positive ε and positive for small negative ε, so the force nearby is
towards x, making the equilibrium stable. If F ′(x) > 0, then the force near x
is directed away from x and the equilibrium is unstable. We consider motion
near equilibrium more systematically in Chapter 7.
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‘Phase plane analysis’ is a powerful tool for tackling nonlinear ordinary
differential equations in a general context [11]. As an illustration, we return to
Foucault’s pendulum.

Example 2.4 (The Area Effect)

This is a continuation of Example 1.22. By dividing (1.38) by 1
2 θ̇

2, and substi-
tuting h = r2θ̇ and r2 = a2 − z2 (which implies that rṙ = −zż), we obtain

v2 =
(a2 − z2)2

a2h2
(F (z) − h2) (2.6)

where v = dz/dθ and

F (z) = 2(E − g′z)(a2 − z2). (2.7)

See Figure 2.4. Apart from the fact that z rather than x is the dependent
variable and θ rather than t is the independent variable, this is the same sort
of equation as those that arose in the previous examples.

As the pendulum oscillates, both v and z vary as functions of θ and so the
different possible motions give rise to a family of curves in the z, v-plane, the
‘phase plane’ for this problem. See Figure 2.5.

For the moment, put Ω = 0, so the rotation of the Earth is ignored. Then
g′ = g, ḣ = 0, and the phase plane curves, which are given by (2.6), are labelled
by the various values of the constants E and h. We must exclude the singular
case h = 0 in which the pendulum oscillates in a vertical plane and θ is not a
good parameter.

–a

F

E/g
z0

a z

Figure 2.4 The graph of F (z).
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v=
dz
dq
−

zE/g

z0
–a

Figure 2.5 All the trajectories in the z, v-plane lie to the left of z = E/g.

Fix a value of E > −ag. Then there is a critical value h0 of h for which the
cubic F (z)− h2 has a repeated root z = z0. Because z0 is also a root of F ′(z),
we have

g(a2 − z2
0) + 2z0(E − gz0) = 0. (2.8)

Hence
z0 =

1
3g

(E −
√
E2 + 3a2g2), (2.9)

the sign of the square root being chosen by considering the graph of F (z). The
phase plane trajectory labelled by h = h0 is the single point (z0, 0). In this case
the path of the bob is a horizontal circle in the plane z = z0.

We now look at what happens when the motion is close to this horizontal
circle. The argument involves two approximations. We assume that the radius
of the circle is small compared with a, that is that a − |z0| � a. We further
assume that the departure of the path of the bob from the circle is small
compared with the radius of the circle, that is, that |z − z0| � a− |z0|.

When h is near the critical value h0, so that 0 < |h0 − h| � |h0|, we have
z = z0 + y where |y| � a − |z0|. By ignoring terms of order y3, we find from
(2.6) that the dependence of y on θ is determined by

1
2

(
dy
dθ

)2

=
(a2 − z2

0)2

2a2h2
0

(
h2

0 − h2 + 1
2y

2F ′′(z0)
)
.

This requires a little thought: the crucial point is that h2
0 − h2 is of the same

order as y2. On differentiating with respect to y,

d2y

dθ2
+ λ2y = 0
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where

λ2 = − (a2 − z2
0)

2F ′′(z0)
2a2h2

0

=
2z0(3gz0 − E)

a2g
. (2.10)

Here we have used (2.8) together with h2
0 = F (z0).

Therefore y, and hence also z, oscillate as functions of θ with period 2π/λ.
The bob moves close to a horizontal circle, but it rises and falls slightly as it
rotates about the vertical axis.

If λ were an integer, then we would have z(0) = z(2π) and the bob would
return to its initial position after each complete circuit. This is what happens
in the limit E → −ag, z0 → −a, when the circular path collapses to a point.
In that case, (2.10) gives λ2 = 4.

But if E is slightly above the limiting value, so that E = −ag + εg where
|y| � ε� a, then

z0 = −a+ 1
2ε+O(ε2/a2), (2.11)

from (2.8), and
λ2 = 4(1 − 3ε/4a) +O(ε2/a2), (2.12)

from (2.10). Thus the period of z as a function of θ is

π

(
1 +

3ε
8a

)
= π +

3A
8a2

(2.13)

where A is the area of the circular trajectory. On each complete revolution, the
point at which z reaches its maximum advances through an angle 3A/4a2, in
the same sense as the bob’s motion. This is the area effect.

The derivation is based on the assumption that |y| � ε� a. A more careful
analysis shows that the area effect is given by the same expression when y is
comparable with ε. In that case, the projection of the path of the bob into the
horizontal r, θ-plane is approximately an ellipse with its centre at the origin,
but the axes of the ellipse rotate through an angle 3A/4a2 in the forward sense
on each revolution, where A is the area of the ellipse.

When Ω �= 0, the area effect is superimposed on the Coriolis rotation and
dominates it unless the pendulum is set in motion in such a way that A2g �
Ω2a5.

EXERCISES

2.1. Sketch the phase portrait and describe the dynamical trajectories
for a particle of mass m moving under the following forces

(1) F = m(3
2x

2 − x)

(2) F = 2mx(x2 − 1)
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(3) F = −m sinx

(4) F = −mxẋ/(1 + ẋ)

In the fourth case, what at happens as the trajectories approach the
line v = −1 in the phase plane?

2.3 Phase Space and Extended Phase Space

In some problems, the coordinate labelling the configuration of the system is
an angle rather than a distance. An example is a simple pendulum, consisting
of a particle of mass m attached to one end of a light rod. The other end is
smoothly pivoted at a fixed point O, and the rod can swing freely under gravity
is a vertical plane. The equation of motion is

θ̈ = −g sin θ,

where θ is the angle between the rod and the downward vertical. We think of
the system as consisting of a single particle constrained to move on a circle in
a vertical plane.

Because θ and θ + 2π label the same configuration of the pendulum, we
should represent the space of configurations as a circle rather than a line. In-
stead of the phase plane, we consider the cylindrical phase space. The angular
coordinate θ increases around the circular cross-sections and the velocity co-
ordinate v = θ̇ increases along the generators of the cylinder. The trajectories
in the phase space are illustrated in Figure 2.6. There is a position of stable
equilibrium at θ = 0, shown at the front of the cylinder, and a position of
unstable equilibrium at θ = π, shown at the back.

We denote the phase space by P . In problems with one degree of freedom, P
is either the phase plane or a cylinder, as in the example above. In general
problems, with more degrees of freedom, both the configuration space and the
phase space can have more elaborate topologies.

In an autonomous system, there is a unique trajectory in P for given initial
values of x and v, independently of the time when the motion is initiated. That
is, if x = x(t), v = v(t) is the solution with

x(0) = x0, v(0) = v0,

then x̃ = x(t− τ), ṽ = v(t− τ) is the solution with initial conditions

x̃(τ) = x0, ṽ(τ) = v0.
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q

n

Figure 2.6 The phase space of the simple pendulum.

The path traced out in P is the same in both cases; only the parametrization
by time has changed. The system behaves in the same way whether it is set in
motion at time 0 or at time τ .

In non-autonomous systems, where F in (2.1) depends on t as well as on x
and v, this is no long true because the motion may change when the system is
set in motion at the later time, but with the same initial position and velocity.
So the trajectory in P will generally be different in the two cases.

It is helpful in such cases to represent the dynamical behaviour in terms
of a flow not in P , but in the extended phase space P × R, with coordinates
x, v, t (or θ, v, t in the example of the pendulum). In both autonomous and
non-autonomous systems, there is a unique trajectory through each point of
P × R. The trajectory through (x0, v0, t0) has parametric form

t 	→
(
x(t), v(t), t

)

where v(t) = ẋ(t), and x(t) is the unique solution to the equation of motion with

x(t0) = x0, ẋ(t0) = v0.

For the harmonic oscillator, for example, the trajectories in extended phase
space are the helices

t 	→
(
x0 cos(t− t0) + v0 sin(t− t0), v0 cos(t− t0) − x0 sin(t− t0), t

)
.

(See Figure 2.7.)
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(x0,v0, t)

v

x

t

Figure 2.7

To allow for the possibility that it might be either a distance or an angle or
some more general quantity, it is conventional to denote the position coordinate
by q rather that by x or θ. The coordinates on P are denoted q, v, with v = q̇

along the trajectory. Those on the extended phase space are q, v, t. In the case
of the harmonic oscillator, q = x. In the case of the pendulum, q = θ.

2.4 Constrained Systems

We now consider an example of the first problem in the list on p. 36, that of
determining the equation of motion from the physical description of a mechan-
ical problem with one degree of freedom. The example is important because it
illustrates some of the central ideas of the Lagrangian theory. It concerns the
motion of a particle in three dimensions, but in a case in which there is only one
degree of freedom because the particle is constrained to move on a particular
curve in space. The problem is to determine the equation of motion for the
single residual degree of freedom in the simplest and most direct possible way.
To be specific, the particle might be a bead sliding on a smooth wire in the
shape of the curve.

A curve in space can be represented in two ways. It can be given implicitly
in terms of two constraint equations

f1(x, y, z) = 0, f2(x, y, z) = 0.

For example, the unit circle in the x, y-plane is determined by the equations

x2 + y2 − 1 = 0, z = 0.
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In this representation, the curve is seen as the intersection of two surfaces,
the surfaces on which f1 and f2 individually vanish. Alternatively, it can be
specified parametrically by giving x, y, z as functions of a parameter q. For
example, the unit circle in the x, y-plane is determined by

x = cos q, y = sin q, z = 0.

Here the parameter is the angle q between the radius and the x-axis. Either way,
there are technical conditions that must be satisfied to ensure that the equations
really do determine a smooth curve with no kinks: in the first description, the
gradient vectors of f1 and f2 must be linearly independent at points of the
curve. In the second, the derivative dr/dq must be non-vanishing. This vector
is tangent to the curve.

In a dynamical context, we may want to allow for the possibility that the
curve itself may be changing its shape or moving in some predetermined way.
For example our wire might be rotating about a fixed axis as the bead slides
along it. The word ‘predetermined’ is important here. We must know in advance
how the curve is changing with time. If we do not, then determining its motion
becomes part of the dynamical problem, and we have gone beyond ‘one degree
of freedom’.

So we may have two moving constraints, given by equations of the form

f1(x, y, z, t) = 0, f2(x, y, z, t) = 0 (2.14)

or else by a parametric representation of the constraint curve of the form

r = r(q, t).

In the first case, the gradients of f1 and f2 must be linearly independent on
the curve at each fixed t . In the second, we must have ∂r/∂q �= 0 on the curve.

Let us focus now on the example of a bead sliding smoothly on a moving
wire. The forces on the bead are the normal reaction N of the wire on the
bead, which is orthogonal to the wire, but otherwise unknown, and some other
known force F , such as gravity. By Newton’s second law,

mẍ = N1 + F1, mÿ = N2 + F2, mz̈ = N3 + F3, (2.15)

In (2.15), we have three equations in the six unknowns x, y, z, N1, N2, and N3.
To these we can add the two constraint equations (2.14) and the condition that
N should be orthogonal to the wire,

N · ∂r

∂q
= N1

∂x

∂q
+N2

∂y

∂q
+N3

∂z

∂q
= 0. (2.16)

In all, six equations in six unknowns. In principle, therefore, the motion is
determined, but in practice a frontal attack by differentiation and elimination
might not lead very directly to the solution.
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In vector notation, (2.15) is

dp

dt
= N + F ,

where the time derivative is with respect to some fixed inertial frame of refer-
ence and

p = m
dr

dt
is the momentum. As is illustrated in Example 2.6 below, a single equation of
motion in which N does not appear follows on taking the scalar product with
∂r/∂q, which is tangent to the wire and therefore orthogonal to N . Rather
than go directly to this equation, however, we do what amounts to the same
manipulation, but in a slightly different way. At first reading, the steps may
seem a little obscure; but it is worth following them carefully because they
contain the key step to the Lagrangian theory.

Put
p = p · ∂r

∂q
, F = F · ∂r

∂q
, v = q̇. (2.17)

We call p, F , and v the q-components of the momentum p, of the force F ,
and of the velocity dr/dt. The variable v is also called the generalized velocity
corresponding to q.

Here, and below, we distinguish between d/dt, which is the derivative of
a quantity that varies with time during the motion, and ∂/∂t, which is the
partial derivative with respect to t of a quantity expressed as a function of q
and t or of q, v and t. So if f = f(q, v, t) is a function of q, v, t, then

1. The derivative along the motion df/dt is obtained by substituting q = q(t),
v = q̇(t) into f = f(q, v, t) and then differentiating with respect to t.

2. The partial derivative ∂f/∂t is obtained by differentiating f with respect
to t, holding the values of q and v fixed.

The difference is illustrated in Figure 2.8: when calculating df/dt, one com-
pares the values of f at two nearby points on the curve q = q(t), v = v(t); for
∂f/∂t, on the other hand, one compares the values of f at two different times,
but for the same values of q and v, that is, for the same position and state of
motion.

Example 2.5

Let f = qvt and suppose that the motion is q = t2. Then v = 2t and

∂f

∂t
= qv = 2t3

df
dt

=
d
dt

(2t4) = 8t3.
(2.18)
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For our bead sliding on a moving wire,

dr

dt
=
∂r

∂q
q̇ +

∂r

∂t

and therefore

p = m

(
∂r

∂q
q̇ +

∂r

∂t

)
.

By taking the time derivative of the first of Equations (2.17),

ṗ =
dp

dt
· ∂r

∂q
+ p ·

(
∂2r

∂q2
q̇ +

∂2r

∂q∂t

)
= F + p ·

(
d2r

dq2
v +

∂2r

∂q∂t

)
, (2.19)

because N is orthogonal to ∂r/∂q. But for the ‘correction term’

p ·
(
∂2r

∂q2
v +

∂2r

∂q∂t

)
, (2.20)

(2.19) gives a simple and appealing equality between the time derivative of the
q-component of momentum and the q-component of F .

The key fact that underlies the Lagrangian approach is that both p and the
correction term can be obtained very simply from the expression for the kinetic
energy, not just in this system, but, as we see below, in a wide class of systems
with an arbitrary number of degrees of freedom.

The kinetic energy in this case is

T = 1
2m

dr

dt
· dr

dt
= 1

2m

(
∂r

∂q
v +

∂r

∂t

)
·
(
∂r

∂q
v +

∂r

∂t

)
. (2.21)

It depends on the variables q and v, which together determine the position and
state of motion of the particle, and the time t. By taking the partial derivatives
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of T , first with respect to v with q and t held fixed and then with respect to q
with v and t held fixed, we find that

∂T

∂v
= m

∂r

∂q
·
(
∂r

∂q
v +

∂r

∂t

)
=
∂r

∂q
· p = p

∂T

∂q
= m

(
∂r

∂q
v +

∂r

∂t

)
·
(
∂2r

∂q2
v +

∂2r

∂q∂t

)
= p ·

(
∂2r

∂q2
v +

∂2r

∂q∂t

)
.

(2.22)

In other words, p is the partial derivative ∂T/∂v and the correction term is
∂T/∂q. Therefore the equation of motion is

d
dt

(
∂T

∂v

)
− ∂T

∂q
= F . (2.23)

Thus the work of finding the equation of motion is all but done once the kinetic
energy has been expressed in terms of q and v. The gain that represents will
soon be obvious.

There is considerable scope for confusion in the interpretation of the various
derivatives in (2.23), and some attention will be given to their precise meaning
when we come to derive the general version. For the moment, we must be
content with the following recipe for decoding the left-hand side.

1. Express T in terms of q, v and t.

2. Take the partial derivatives with respect to q and v by treating q and v as
if they were independent variables; in other words, forget that v = q̇.

3. After finding the partial derivatives, substitute q̇ for v and then take the
time derivative of ∂T/∂v, regarding q as a function of time.

The following examples illustrate the way in which the manipulations work
in a concrete setting. In the first, the wire is fixed, so the constraint equations
do not involve t.

Example 2.6

A bead of mass m is slides under gravity along a smooth wire in the shape of
the elliptical helix

x2

a2
+
y2

b2
= 1, x = a cos

(z
c

)
(2.24)

where x, y, and z are Cartesian coordinates in an inertial frame (Figure 2.9).
If we set about solving this problem by using vector methods, then we start

by writing the equation of the curve in parametric form r = r(q), by putting

x = a cos q, y = b sin q, z = cq. (2.25)
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Figure 2.9

So the components of the acceleration relative to R are

ẍ = −aq̇2 cos q − aq̈ sin q,

ÿ = −bq̇2 sin q + bq̈ cos q, (2.26)

z̈ = cq̈. (2.27)

By combining (2.16) and (2.15) to get

mẋẍ+mẏÿ +mż(z̈ + g) = 0 (2.28)

and then by substituting from (2.26), we obtain

q̈(a2 sin2 q + b2 cos2 q + c2) + q̇2(a2 − b2) cos q sin q + cg = 0, (2.29)

after some cancellation and rearrangement. This is a single second-order dif-
ferential equation for the single unknown q. The irrelevant normal reaction has
been eliminated. But, by approaching the problem in this way, we have had
to undertake the unnecessary task of calculating the components of the accel-
eration in terms of the first two time derivatives of q. It was easy enough in
this particular case, but it can be a source of complication in more general
problems.

If instead we follow the steps above, then we start with the expressions

T = 1
2m(a2 sin2 q + b2 cos2 q + c2)v2.

for the kinetic energy and

F = F · ∂r

∂q
= −mg∂z

∂q
= −mgc
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for the q component of the gravitational force. The second step gives

∂T

∂q
= m(a2 − b2)v2 sin q cos q ,

∂T

∂v
=
∂T

∂v
= m(a2 sin2 q + b2 cos2 q + c2)v.

(2.30)

Hence the equation of motion is

d
dt

(
m(a2 sin2 q + b2 cos2 q + c2)q̇

)
−m(a2 − b2)q̇2 sin q cos q = −mcg , (2.31)

which immediately reduces to (2.29).

Example 2.7

In Example 1.21, the velocity of the bead relative to the inertial frame is

ṙ + ω ∧ r = aθ̇(− sin θi + cos θj) + aω(sinαi + cosαk) ∧ (cos θi + sin θj).

Therefore

T = 1
2m(ṙ + ω ∧ r) · (ṙ + ω ∧ r)

= 1
2ma

2
(
v2 + 2ωv cosα+ ω2(cos2 α+ sin2 α sin2 q)

)
,

with q = θ and v = θ̇. Also we have

F = mg · dr

dθ
= mga sinα sin q.

Therefore the equation of motion is

d
dt

(
∂T

∂v

)
− ∂T

∂q
=

d
dt
(
ma2(v + ω cosα)

)
−ma2ω2 sin2 α sin q cos q

= ma2q̈ −ma2ω2 sin2 α sin q cos q

= mga sinα sin q,

in agreement with (1.30).

EXERCISES

2.2. The motion of a particle of mass m in space is subject to the two
constraint equations

x2 + y2 + z2 = 1 and x sin(ωt) − y cos(ωt) = 0,



52 Introduction to Analytical Dynamics

where ω is constant. Show that the particle is moving on a circle that
is rotating with constant angular speed ω about a vertical diameter.
Show that its position can be specified parametrically by

x = sin q cos(ωt), y = sin q sin(ωt), z = cos q,

and express the kinetic energy as a function of q, q̇, and t.

2.5 Lagrange’s Equation

We can further streamline the process when the known force F can be derived
from a potential function U(x, y, z, t). That is, F = −gradU , or in components,

F1 = −∂U
∂x

, F2 = −∂U
∂y

, F3 = −∂U
∂z

.

In this case, we put U(q, t) = U(r(q), t) and we find that

F = − gradU · dr

dq
= −∂U

∂x

dx
dq

− ∂U

∂y

dy
dq

− ∂U

∂z

dz
dq

= −∂U
∂q

by the chain rule. Thus the equation of motion can be written

d
dt

(
∂T

∂v

)
− ∂T

∂q
+
∂U

∂q
= 0 ,

or in a simpler form,
d
dt

(
∂L

∂v

)
− ∂L

∂q
= 0, (2.32)

where L(q, v, t) = T (q, v, t) − U(q, t). The function L is called the Lagrangian.
It determines the motion through (2.32), which is Lagrange’s equation.

Example 2.8

In Example 2.6, the kinetic energy is

T = 1
2m(a2 sin2 q + b2 cos2 q + c2)v2.

and the potential is U = mgz = mgcq. So

L = 1
2m(a2 sin2 q + b2 cos2 q + c2)v2 −mgcq.

Example 2.9

In Example 2.7, U = mga sinα cos θ and so the Lagrangian is

L = 1
2mv

2 +mωv cosα+ 1
2mω

2(cos2 α+sin2 α sin2 q)−mga sinα cos θ. (2.33)
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2.6 Conservation of Energy

The partial derivative ∂L/∂t is the derivative of L with respect to t with q

and v treated as constant, while dL/dt is the derivative taken after making the
substitution

q = q(t), v = q̇(t).

By applying the chain rule,

dL
dt

=
∂L

∂q
q̇ +

∂L

∂v
q̈ +

∂L

∂t
.

So if q = q(t) is a solution of Lagrange’s equation, then

d
dt

(
q̇
∂L

∂v

)
= q̈

∂L

∂v
+ q̇

d
dt

(
∂L

∂v

)
= q̈

∂L

∂v
+ q̇

∂L

∂q
=

dL
dt

− ∂L

∂t
. (2.34)

It follows that if
∂L

∂t
= 0,

which is the case when L is given by an expression in q and v with no explicit
dependence on t, then

h = v
∂L

∂v
− L

is constant during the motion. This quantity h is called the Hamiltonian.
When L = T − U , where the potential U is a function of q alone and the

kinetic energy T is an expression of the form

T = 1
2f(q)v2,

the Hamiltonian is

h = v
∂T

∂v
− T + U = 1

2f(q)v2 + U = T + U.

So it is the total energy, the sum of the kinetic and potential energies, that is
conserved in this case.

A system with the property that ∂L/∂t = 0 behaves in the same way
at whatever time it is set in motion because if L does not depend on t then
Lagrange’s equation is unchanged when t is replaced by t+k for any constant k.
Thus in Lagrangian mechanics, conservation of energy is intimately connected
with symmetry under time translation.

A word of warning: the Hamiltonian does not always coincide with the total
energy. There are examples in which the Hamiltonian is constant during the
motion, but the total energy is not.
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Example 2.10

In Example 2.8,

L = 1
2m(a2 sin2 q + b2 cos2 q + c2)v2 −mgcq.

Here ∂L/∂t = 0 and f = m(a2 sin2 q + b2 cos2 q + c2). So the Hamiltonian is

h = 1
2m(a2 sin2 q + b2 cos2 q + c2)v2 +mgcq.

It is constant during the motion, and is equal to the total energy.

Example 2.11

In Example 2.9, the Lagrangian is given by (2.33) and so the Hamiltonian is

h = 1
2mv

2 − 1
2mω

2(cos2 α+ sin2 α sin2 q) +mga sinα cos θ.

It is conserved because ∂L/∂t = 0, but is not equal to the total energy T +U .
The total energy is not conserved in this case because the force maintaining
the rotation of the wire does work during the motion of the bead.

2.7 The Calculus of Variations

Lagrange’s equation also arises in another context, the calculus of variations.
This is a method for determining which function within a certain class maxi-
mizes or minimizes an integral expression involving the function.

Example 2.12 (Minimal Surfaces of Revolution)

Amongst all continuously differentiable functions y = y(x) with given values
at x = a and x = b, find the one that minimizes the integral

A = 2π
∫ b

a

y
√

1 + y′2 dx.

This quantity is the area between a and b of the surface obtained by rotating
the graph of the function about the x axis. If we are given that y(a) = c

and y(b) = d, then we can think of the problem in physical terms as that of
finding the shape of a soap film between two circular hoops of wire of radius
c and d, respectively. The circles are in planes orthogonal to the x-axis, with
their respective centres at x = a and x = b.
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Example 2.13 (Brachistochrone Problem)

Consider a wire in the shape of a curve y = y(x), where the y-axis is vertical
and the x-axis is horizontal. The ends of the wire are at the points (a, c) and
(b, d), with c > d > 0.

A bead slides smoothly down the wire from (a, c), where it starts at rest,
to (b, d). Its velocity is

(ẋ, ẏ) = (1, y′)ẋ,

where y′ = dy/dx. Because energy is conserved, and because ẋ = 0 at the
initial point x = a, we have

1
2 ẋ

2(1 + y′2) + g(y − c) = 0.

Therefore

ẋ =

√
2g(c− y)
1 + y′2

and so the time taken to reach the lower end is

T =
∫ b

a

dx
ẋ

=
∫ b

a

√
1 + y′2

2g(c− y)
dx.

The brachistochrone problem is to find, with a, b, c, d fixed, the shape of the wire
that minimizes the time for the descent. That is, to find the function y = y(x)
with y(a) = c and y(b) = d that minimizes T .

Example 2.14

A problem that links mechanics and the calculus of variations in a way that we
revisit many times below is that of finding how a particle should move along
the x-axis between the point x = c at time a and x = d at time b if it is to
minimize its average (over time) kinetic energy. This is the problem of finding
a function x(t) with x(a) = c and x(b) = d which minimizes the integral

∫ b

a

1
2mẋ

2 dt.

We see below that the answer is that the motion should be at constant speed.
To put it the other way round, the force-free motion between c and d is singled
out amongst all possible motions from c at time a to d at time b by the condition
that the average kinetic energy should be minimal.
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In the calculus of variations, one tackles such problems in the same way
that one tackles the problem of finding the maxima and minima of a function
f(x) of one variable. If f achieves one of its extreme values at x, then x must
be a critical point. That is, a point at which the derivative f ′(x) is zero. Setting
aside analytical niceties, we can characterize the critical points by the condition
that the change δf in f should vanish when x is changed to x + δx for some
small value of δx. This is equivalent to the vanishing of the derivative because

f(t+ δx) − f(x) = δxf ′(x)

to the first order in δx. Not all critical points are maxima or minima, and in
any case f need not achieve its extreme values at finite values of x. For example
the function

f(x) = tan−1(x)

has no critical points and approaches the extreme values of ±π/2 only in the
limit x→ ±∞.

In problems like those in the examples above, we are given a function L =
L(q, v, t) of three variables, and we seek to find the extrema of

J =
∫ b

a

L
(
q(t), q̇(t), t

)
dt (2.35)

over all smooth functions q = q(t) such that q(a) = c, q(b) = d, with a, b, c, d

given and fixed. In order to avoid analytical complexity, we take ‘smooth’ to
mean ‘having a continuous second derivative’. We also assume that L has con-
tinuous second partial derivatives. It is worth noting, however, that the problem
still makes sense if we allow q(t) to vary over a wider class of functions with
only continuous first derivatives. With a little more work, one can show that
the functions q(t) that solve this problem necessarily have continuous second
derivatives. This is the du Bois-Reymond theorem [3].

As with the problem of finding the extrema of a function of a single variable,
one looks first for ‘critical functions’ q(t). That is, for functions q = q(t) such
that δJ = 0 when q(t) is replaced by any variation q(t) + δq(t), where δq(t) is
a small change in q(t), subject to the constraints

δq(a) = 0, δq(b) = 0.

Second-order terms in δq and its derivatives are ignored.

Proposition 2.15 (Euler’s Theorem)

The critical functions are the solutions of Lagrange’s equation

d
dt

(
∂L

∂v

)
− ∂L

∂q
= 0, v = q̇. (2.36)
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Proof

Make a variation in q(t) by putting

δq(t) = su(t).

where u(a) = u(b) = 0 and s is small. Then

J + δJ =
∫ b

a

L(q + su, q̇ + su̇, t) dt+O(s2)

= J + s

∫ b

a

(
∂L

∂q
u+

∂L

∂v
u̇

)
dt+O(s2).

(2.37)

Hence, by integrating by parts and by dropping second-order terms in s,

δJ = s

∫ b

a

(
∂L

∂q
u+

∂L

∂v
u̇

)
dt

= s

∫ b

a

[
∂L

∂q
− d

dt

(
∂L

∂v

)]
u dt+

[
∂L

∂v
u

]b
a

= s

∫ b

a

G(t)u(t) dt,

(2.38)

because u(a) = 0 = u(b), where

G(t) =
∂L

∂q
− d

dt

(
∂L

∂v

)
.

The definition of G is interpreted in the same way as before: first calculate the
partial derivatives of L with respect to q and v, then substitute q = q(t) and
v = q̇(t), and take the time derivative d/dt.

Suppose now that q(t) is a critical function. Then
∫ b

a

G(t)u(t) dt = 0 (2.39)

for every such variation. We deduce that G(t) = 0 by assuming that it is not
true and arriving at a contradiction. If G(τ) > 0 for some τ ∈ (a, b), then, by
continuity, G is also positive in a neighbourhood of τ in (a, b). So there exists
σ > 0 such that

(τ − σ, τ + σ) ⊂ (a, b)

and such that G(t) is positive for all t ∈ (τ − σ, τ + σ). Put

u(t) =
{

(τ + σ − t)3(t− τ + σ)3 t ∈ (τ − σ, τ + σ)
0 t �∈ (τ − σ, τ + σ)

(2.40)
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Then ∫ b

a

Gu dt =
∫ τ+σ

τ−σ
Gu dt > 0. (2.41)

But u vanishes at a and b and is twice continuously differentiable, with the third
power ensuring the continuity of the second derivative at τ ± σ. Hence (2.41)
contradicts (2.39). A similar argument disposes ofG(τ) < 0. ThereforeG(t) = 0
for all t ∈ (a, b), and by continuity, also at the endpoints of the interval.

Example 2.16

In Example 2.12, y plays the role of q and x the role of t. We have

L(y, v, x) = y
√

1 + v2,

where v = y′. Lagrange’s equations are

d
dx

(
yv√

1 + v2

)
−
√

1 + v2 = 0, v =
dy
dx
.

On substituting v = y′ = dy/dx and simplifying, we find

yy′′ = 1 + y′2.

It can be verified that the solution is y = A cosh(A−1x + B) for constant A
and B. The graph of such a function is called a catenary, because it is the
curve formed by a heavy chain hanging between two fixed points. Our surface
is therefore a catenoid, which is the surface formed by rotating a catenary about
the x-axis.

Example 2.17

In the brachistochrone problem (Example 2.13), we have

L =

√
1 + v2

2g(c− y)
,

with v = y′, again with x playing the role of t and y playing the role of q.
Because L is independent of x, the quantity

y′
∂L

∂v
− L =

y′2F
1 + y′2

− F = − 1√
1 + y′2

√
2g(c− y)

is constant. It is the ‘Hamiltonian’ for this problem (see Section 2.6).
We deduce that

(1 + y′2)(c− y) = 2k
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where k is constant. This is solved in terms of a parameter θ by

x = k(θ − sin θ), c− y = k(1 − cos θ),

which are the parametric equations of a cycloid.

EXERCISES

2.3. Find the critical functions in the case L = 1
2v

2−gq, with g constant.
Solve Lagrange’s equation with boundary condition q = 0 at t = 0
and at t = 1. Evaluate J for the family of functions q = st(t − 1)
labelled by s and show that the solution of Lagrange’s equation
minimizes J as a function of s.

2.8 One-Parameter Variations

The ‘δ’ notation used in the definition of critical curves and in the proof of
Euler’s theorem is convenient and familiar, but perhaps too informal to permit
complete confidence in the proof. One can instead phrase the definition and
the statement of the proposition in terms of one-parameter variations.

Denote by Γ the set of twice continuously differentiable functions

q : [a, b] → R with q(a) = c, q(b) = d.

A one-parameter variation of q ∈ Γ is a curve in Γ through q. The formal
definition is as follows.

Definition 2.18

Let q ∈ Γ . A one-parameter variation of q is a twice continuously differen-
tiable map

w : [a, b] × [−ε, ε] → R

such that

(1) w(a, s) = c and w(b, s) = d for all s ∈ [−ε, ε] and

(2) w(t, 0) = q(t) for all t ∈ [a, b].

In other words, if we define qs(t) = w(t, s), then qs is a family of functions in Γ
depending smoothly on s, with q0 = q. The integral (2.35) can be understood
to define a map

J : Γ → R.
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By evaluating J at each qs, we obtain a function of s, given by

J(s) =
∫ b

a

L
(
w(t, s), wt(t, s), t) dt,

where wt denotes the partial derivative ∂w/∂t.
With this definition, one avoids the delta notation by defining a critical

curve q to be one for which J ′(0) = 0 for every one-parameter variation of q.
Euler’s theorem remains true with this definition, and the proof is the same
except that the first step is to calculate J ′(0) by differentiation under the
integral sign to obtain

J ′(0) =
∫ b

a

(
∂L

∂q
u+

∂L

∂v
u̇

)
dt

where now u = ws(t, 0). If u is defined by (2.40), then w(t, s) = q(t) + su(t) is
a one-parameter variation of q.

EXERCISES

2.4. Suppose that L = v2, a = c = 0, and b = d = 1, with n = 1. Show
that the critical function is q = t. Show that w(s, t) = t+ st(t−1) is
a one-parameter variation. Show that J(s) = 1

3s
2 + 1 and so check

that J(s) is minimal when s = 0.

2.9 Hamilton’s Principle

Consider a system with one degree of freedom and with Lagrangian equation
of motion

d
dt

(
∂L

∂v

)
− ∂L

∂q
= 0,

where L = T − U . Suppose that we are given that q(a) = c and q(b) = d, so
that we know the initial and final position. How do we determine the position
q(t) when t is between a and b? The simple answer is ‘by solving the equation
of motion and imposing the given boundary conditions’.

Hamilton’s principle is an alternative way to characterize the solution q(t)
amongst all smooth functions with q(a) = c and q(b) = d. It follows from the
observation that the equation of motion determines the critical functions of

JL(q) =
∫ b

a

L(q, q̇, t)dt.

Thus we have the following corollary of Euler’s theorem.
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Proposition 2.19 (Hamilton’s Principle)

The dynamical trajectories of a system with Lagrangian L are the critical
functions of JL.

The integral JL is called the action and Hamilton’s principle is sometimes called
the principle of least action. However this is misleading. The trajectories are
critical functions of the action, but they are not necessarily minima.

Example 2.20 (The Harmonic Oscillator)

The force F = −mq is independent of time, so the system is conservative and
autonomous, with potential U = 1

2mq
2. The equation of motion

mq̈ = −mq

is generated by the Lagrangian L(q, v, t) = 1
2m(v2 − q2), with v = q̇.

If we impose the boundary conditions q(0) = 1, q(2π) = 1, then the solution
is q = cos t. When we evaluate the action with this choice of q(t), we obtain

JL(q) =
∫ 2π

0

1
2m(sin2 t− cos2 t) dt = 0.

However the boundary conditions, but not of course the equation of motion,
are also satisfied by the two functions q1(t) = 1 and q2(t) = cos 2t. For the first
of these, the action is

JL(q1) = −
∫ 2π

0

1
2m dt = −πm.

For the second, L = 2m sin2 2t− 1
2m cos2 2t and

JL(q2) =
∫ 2π

0

1
2m(4 sin2 2t− 1

2 cos2 2t) dt = 7πm/4.

So JL(q1) < JL(q) < JL(q2). Although the solution is a critical function for the
action, it is neither a maximum nor a minimum.

One must be wary in all this of the first fundamental confusion of calculus.
We have used q is two senses: when we write L(q, v, t), q is one of the three
independent real variables on which L depends. When we write q ∈ Γ or JL(q),
we are thinking of q as a function of t, with given values at a and b. One does
something similar in elementary calculus when one writes y = y(x), with the
y on the right denoting a function and that on the left denoting its value at a
particular value of x. The first fundamental confusion can result, particularly
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when functions with standard names, such as cos and sin are involved. It is
possible, and from some points of view it might be better, to draw a notational
distinction between the two meanings of ‘q’, but the result can be clumsy and
inelegant. As with the conventional misuse of notation in writing y = y(x), it is
better simply to be aware of the shifting meaning and to be resolute in agreeing
not to be confused by it. So we name the confusion in order to tame it.

2.10 Change of Coordinates

One technique for simplifying an equation of motion of the form

d
dt

(
∂T

∂v

)
− ∂T

∂q
= F . (2.42)

is to replace the dependent variable q by some function of q and t. For example,
in Example 2.6, one could change the parameter along the curve. It is usually a
simple matter to make the corresponding substitution to write the equation of
motion in terms of the new variable, although the need to express the second
derivatives of the new variable in terms of the derivatives of the old can be
a source of complication. In systems with more degrees of freedom, such a
head-on approach can be very inefficient.

A more direct method is to write the kinetic energy as a function of q,
v = q̇, and t, and then to express the kinetic energy in terms of the new
position variable and its derivative. If the new position variable is q̃ = q̃(q, t),
then along any trajectory

˙̃q =
∂q̃

∂q
q̇ +

∂q̃

∂t
.

So the new velocity variable ṽ is expressed in terms of q, v and t by

ṽ =
∂q̃

∂q
v +

∂q̃

∂t
.

In other words, we are looking at a change of coordinates on the extended phase
space of the form

q̃ = q̃(q, t), ṽ =
∂q̃

∂q
v +

∂q̃

∂t
, t̃ = t, (2.43)

with the last equation expressing the fact that the time coordinates in the
original system q, v, t and the transformed system q̃, ṽ, t̃ are the same. The
kinetic energy can be written either as a function of q, v, t or as a function of
the new variables q̃, ṽ, t̃.
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The following proposition enables us to obtain the equation of motion in
terms of the new variables without the need to make a direct determination of
the second derivatives.

Proposition 2.21

Let T be a twice continuously differentiable function of the three variable q, v, t
and suppose that q is given a function of t. Then under the change of vari-
ables (2.43),

d
dt

(
∂T

∂v

)
− ∂T

∂q
=
∂q̃

∂q

[
d
dt

(
∂T

∂ṽ

)
− ∂T

∂q̃

]
. (2.44)

Because this proposition and its generalization for systems with many degrees
of freedom is so central to the Lagrangian theory, we look at two proofs. The
first exploits the fact that

∫ b

a

T (q, q̇, t) dt =
∫ b

a

T (q̃, ˙̃q, t) dt. (2.45)

The second is a direct application of the chain rule.
Before turning to the proofs, we note that despite the fact that t = t̃,

the partial derivative ∂/∂t is not necessarily the same as ∂/∂t̃, although the
derivative d/dt along the motion is the same in both coordinate systems. An
illustration is provided by the behaviour of the derivatives of a function g(q, t)
under the coordinate transformation q̃ = q+t and t̃ = t. By using the chain rule,

∂g

∂t
=
∂g

∂q̃

∂q̃

∂t
+
∂g

∂t̃

∂t̃

∂t
=
∂g

∂q̃
+
∂g

∂t̃
(2.46)

so that ∂g/∂t �= ∂g/∂t̃, even though t = t̃. The difficulty is that there is a
potential ambiguity in the notation ∂g/∂t. It does not make sense unless one
knows which other variables are to be held fixed. In (2.46), we held q fixed
when we took the partial derivative with respect to t, and q̃ fixed when we
differentiated with respect to t̃.

Here and below we avoid this notational pitfall by adopting the following
device: when taking one of the partial derivatives ∂/∂q̃, ∂/∂ṽ, or ∂/∂t̃, we hold
fixed all the other variables with tildes, but when taking ∂/∂q, ∂/∂v, or ∂/∂t,
we hold fixed the other variables without tildes. This allows us to distinguish
between ∂/∂t and ∂/∂t̃ in spite of the fact that t = t̃.
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Proof (First Proof)

Fix a and b and consider the integral

JT =
∫ b

a

T (q, q̇, t) dt.

Now make a variation, replacing q(t) by q(t) + δq(t), with δq(a) = δq(b) = 0.
Then to the first order

δJT =
∫ b

a

[
d
dt

(
∂T

∂v

)
− ∂T

∂q

]
δq(t) dt,

as in the proof of Proposition 2.15. However, from (2.45), we also have

δJT =
∫ b

a

[
d
dt

(
∂T

∂ṽ

)
− ∂T

∂q̃

]
δq̃(t) dt,

where
δq̃ =

∂q̃

∂q
δq.

Therefore any δq(t) vanishing at a and b, we have
∫ b

a

{[
d
dt

(
∂T

∂v

)
− ∂T

∂q

]
−
[

d
dt

(
∂T

∂ṽ

)
− ∂T

∂q̃

]
∂q̃

∂q

}
δq dt = 0.

So the proposition follows by the same argument as in the proof of
Proposition 2.15.

Proof (Second Proof)

By the chain rule,

∂T
∂q =

∂T

∂q̃

∂q̃

∂q
+
∂T

∂ṽ

∂ṽ

∂q
+
∂T

∂t̃

∂t̃

∂q

=
∂T

∂q̃

∂q̃

∂q
+
∂T

∂ṽ

[
∂2q̃

∂q2
v +

∂2q̃

∂q∂t

] (2.47)

because ∂t̃/∂q = 0 and ∂ṽ/∂q is equal to the expression in square brackets, by
differentiating the second equation in (2.43). Similarly

∂T
∂v =

∂T

∂q̃

∂q̃

∂v
+
∂T

∂ṽ

∂ṽ

∂v
+
∂T

∂t̃

∂t̃

∂v

=
∂T

∂ṽ

∂q̃

∂q
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because ∂q̃/∂v = ∂t̃/∂v = 0 and ∂ṽ/∂v = ∂q̃/∂q, from (2.43). Now for any
function k = k(q, t) which depends only on q and t,

dk
dt

=
∂k

∂q

dq
dt

+
∂k

∂t
=
∂k

∂q
v +

∂k

∂t
.

Therefore
d
dt

(
∂q̃

∂q

)
=
∂2q̃

∂q2
v +

∂2q̃

∂q∂t

and hence

d
dt

(
∂T

∂v

)
=

d
dt

(
∂T

∂ṽ

)
∂q̃

∂q
+
∂T

∂ṽ

[
∂2q̃

∂q2
v +

∂2q̃

∂q∂t

]
. (2.48)

The proposition now follows on subtracting (2.47) from (2.48).

The proposition establishes that the combination of derivatives on the left-hand
side of (2.42) transforms in a simple way. The transformation rule is that of a
covector, a term that is explained in Chapter 8. If we transform the right-hand
side in the same way, then we arrive very simply at the transformed equation of
motion. In fact, it follows that if the equation of motion is (2.42) in the original
coordinates, then in the new coordinates it is

d
dt

(
∂T

∂ṽ

)
− ∂T

∂q̃
= F̃ where F̃ =

∂q

∂q̃
F.

In particular, if the equation of motion is in Lagrange’s form (2.32) in the
original coordinates, then it takes the same form in the new coordinates, with
the Lagrangian written in terms of the new coordinates. This follows from the
fact that if F = −∂U/∂q, then

F̃ = −∂q
∂q̃

∂U

∂q
= −∂U

∂q̃
.

by the chain rule.

EXERCISES

2.5. The Lagrangian L = 1
2 q̇

2 − 1
2q

2 generates the equation of simple
harmonic motion

q̈ + q = 0.

Show directly that under change of variable to q̃ = q2, the equation
of motion is transformed to

2q̃¨̃q − ˙̃q
2
+ 4q̃2 = 0.
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Derive the same result by showing that the transformed Lagrangian is

L =
˙̃q
2 − 4q̃2

8q̃

and by writing down the corresponding Lagrange equation.



3
Lagrangian Mechanics

3.1 Several Degrees of Freedom

In this chapter, we extend the techniques developed in Chapter 2 to systems
with several degrees of freedom. These are systems in which more than one
coordinate is needed to specify the configuration at any time. Our aim is to
determine and then to analyse the differential equations that determine the
evolution of the configuration by applying Newton’s laws of motion to the com-
ponent parts of the system. The Lagrangian method greatly simplifies the task.
Indeed, in many of the examples that we consider, any more direct approach
would be intractable.

The set of all possible configurations of a mechanical system is called its
configuration space and is denoted by C. The coordinates label the points of C.
Some simple examples illustrate this idea.

– For a particle moving in a plane, C is the plane itself. Here we need two
coordinates, for example the x and y coordinates of the particle, or its polar
coordinates r, θ.

– For a particle moving in space, C is Euclidean space E, and we can use
Cartesian coordinates x, y and z coordinates relative to some choice of axes.

– For two particles moving in space, C = E × E, and we need six coordinates,
three for the position of the first particle and three for the position of the
second.

– For a spherical pendulum made up of a particle attached to a rigid rod of

N.M.J. Woodhouse, Introduction to Analytical Dynamics: New Edition, 67
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length a, with the other end freely pivoted at a fixed point, C is the sphere
of radius a centred on the fixed point. If we take the fixed point as origin,
then the Cartesian coordinates of the particle satisfy the constraint

x2 + y2 + z2 = a2.

We can label the points of C by the two polar coordinates θ and ϕ, by writing

x = a sin θ cosϕ, y = a sin θ sinϕ, z = cos θ.

– For two particles moving in space connected by a rigid rod of length a, we
need five coordinates, three for the position of one particle, and then two
more, as in the spherical pendulum, to determine the position of the second
when that of the first is given.

– For a rigid body, we need six coordinates: three for the position of the centre
of mass, two to determine the orientation in space of some axis fixed in the
body, and one more for the rotations about this axis.

In systems involving many particles and constraints, the number of coordinates
can become large and the topology of the configuration space can be very
complicated.

3.2 Configuration Space and Phase Space

Our model for a general mechanical system is a collection of particles subject
to constraints, as in the example of two particles connected by a light rigid
rod. The ‘constraint’ in that case is that the distance between the particles
is constant. Because the rod is ‘light’, we ignore its effect on the dynamics,
beyond assuming that it exerts the forces needed to maintain the constraint.

A more general example is a rigid body, which we think of a collection of a
large number of particles, subject to the constraints that the distances between
them should be constant. This is not implausible if one thinks of the particles
as atoms, with the constraints maintained by inter-atomic forces. Despite its
artificiality and clear physical limitations, it gives good results in situations in
which ‘rigidity’ is maintained.

Suppose that our general system is made up of N particles with masses

m1,m2, . . . , mN

and position vectors
r1, r2, . . . , rN
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relative to some inertial frame. If for each α = 1, 2, . . . , N the particle with
position vector rα is subject to the force F α, then the equations of motion are

mαr̈α = Fα.

As the system evolves, each particle traces out a curve in space, so the
motion of the system can be represented by a set of N curves. The first step
in the Lagrangian theory is to make a shift in viewpoint and think of these
N curves as a single curve in a 3N -dimensional space, called the configuration
space of the particles. We denote this space by C. Its points are labelled by the
3N coordinates

r11, r12, r13, r21, r22, . . . , rN3

Each point of C corresponds to a particular configuration of the system. As the
particles move under the influence of the forces, their successive configurations
trace out the curve in C, which is the dynamical trajectory of the system.

The configuration space is the Cartesian product of N copies of three-
dimensional Euclidean space, but to emphasize that it is to be thought of as a
single space rather than as a product, we relabel the coordinates, by writing

q1 = r11, q2 = r12, q3 = r13, q4 = r21, q5 = r22, . . . , qn = rN3

where n = 3N ; and we relabel the masses, introducing constants

μ1 = m1, μ2 = m1, μ3 = m1, μ4 = m2, μ5 = m2, . . . , μn = mN (3.1)

Then the equations of motion become

μ1q̈1 = Q1, μ2q̈2 = Q2, . . . , μnq̈n = Qn (3.2)

where Q1, Q2, Q3 are the components of F 1, Q4, Q5, Q6 are the components
of F 2, and so on.

If we know the forces as functions of the positions and velocities of the
particles and of time, then the equations of motion form a system of differential
equations that determine the evolution from the initial values of qa and q̇a
(a = 1, 2, . . . , n). There are many dynamical trajectories through a given point
of C, depending on when and in what state of motion the system passes through
the corresponding configuration.

To get a cleaner picture, we double the number of variables, by introducing
the phase space P in which

q1, q2, . . . , qn, v1, v2, . . . , vn (3.3)

are coordinates and then write the equations of motion in the first-order form

μ1v̇1 = Q1, . . . , μnv̇n = Qn
q̇1 = v1, . . . , q̇n = vn.

(3.4)
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This is a common trick in the theory of differential equations. We have replaced
the n second-order differential equations (3.2) by 2n first-order equations (3.4).
Each point of P corresponds to a particular state of motion: a particular con-
figuration together with a particular set of velocities for the particles.

In an autonomous system, the forces Fα can depend on the positions and
velocities of the particles, but not on t. In this case, the dynamical behaviour
of the system does not depend on the time at which it is set in motion. So there
is just one dynamical trajectory through each point of phase space.

If, however, the forces depend on time as well as on configuration and ve-
locity, then this is no longer true. In this case the equations of motion are of
the form

μv̇ = Q(q, v, t), q̇ = v. (3.5)

If the system is set in motion at some time t0 with given initial values of
the coordinates qa and va, then the subsequent behaviour depends on t0. In
such non-autonomous systems, it is convenient to picture the motion in the
extended configuration space C×R, which has coordinates q1, q2, . . . qn, t, or in
the extended phase space P ×R, which has coordinates q1, . . . , qn, v1, . . . , vn, t.
There is always just one dynamical trajectory through each point of P × R,
whether or not the system is autonomous.

3.3 Coordinate Transformations

It is not always convenient to use their individual Cartesian coordinates to
label the configuration of a system of particles. This is particularly true when
the system is subject to constraints, which may look simpler when expressed,
for example, in terms of the separations of the particles rather than of the
positions relative to the frame of reference.

The techniques developed in the last chapter extend to a general method
for determining the equations of motion of a system of particles in a general
coordinate system. They enable us to transform the equations of motion from
the original Cartesian system qa to a new coordinate system q̃a which is related
to the original by expressions of the form

q̃a = q̃a(q1, q2, . . . , qn, t). (3.6)

The coordinates q̃a in the new system are called generalized coordinates.
By allowing the q̃as to depend on t as well as on the qas, we are allowing

for the possibility that the new coordinate system is moving relative to the
old. For a single particle, for example, the q̃as might be Cartesian coordinates
in a rotating frame, or spherical polar coordinates. For two particles, they
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might be the three coordinates of the centre of mass together with three other
coordinates that determine the position of one of the particles relative to the
centre of mass, and so on.

More formally, we are looking at a coordinate transformation in the ex-
tended configuration space C × R. The original coordinates on C × R are
q1, . . . , qn, t. The new ones are the tilded coordinates, given in terms of the
old by expressions of the form

q̃a = q̃a(q1, q2, . . . , qn, t), t̃ = t+ c,

where c is constant. By permitting c to be nonzero, we allow a change in the
origin of the time coordinate at the same time as a change in the configuration
coordinates. Even when c = 0, we maintain the distinction between t, the time
coordinate in the original system, and t̃, the time coordinate in the new system,
because the partial derivatives with respect to time in the two systems are not
the same: ∂/∂t denotes the derivative with respect to time with q1, . . . , qn held
fixed, while ∂/∂t̃ denotes the derivative with respect to time with q̃1, . . . , q̃n
held fixed.

The first step in determining the equations of motion in the new coordinates
is to extend the transformation to the coordinates on P ×R. During any kine-
matically possible motion of the system, not necessarily the one determined by
the equations of motion, the configuration of the system changes traces out a
curve γ in C × R, given by

qa = qa(t),

and its state of motion traces out a curve in P × R given by

qa = qa(t), va = q̇a(t). (3.7)

Such curves are called kinematic trajectories.
Any curve in C × R which can be parametrized by t is a possible kine-

matic trajectory. However, not every such curve in P×R is a possible kinematic
trajectory because the second of Equations (3.7) implies a special relationship
between the velocity and configuration coordinates along the curve, which does
not generally hold when the qas and vas are arbitrary functions of time.

Example 3.1

For a system with one degree of freedom, the kinematic trajectory given by
q = cos t has corresponding phase space trajectory given by

t 	→ (q, v, t) = (cos t,− sin t, t),

which is a helix in R
3, as in Figure 2.7, p. 45. However the curve in P ×R given

by q(t) = cos t, v(t) = −2 sin t is not a kinematic trajectory because v(t) �= q̇(t).
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The coordinate transformation in P × R is determined by the condition that
for any kinematic trajectory in C × R, the corresponding trajectory in P × R

should be the same in the new coordinates as in the old. In other words, when
we transform (3.7) from the original coordinate system qa, va, t to the new
system q̃a, ṽa, t, we have the same relationship

ṽa = ˙̃qa

as before for any motion of the system. By applying the chain rule,

˙̃qa(t) =
∂q̃a
∂q1

q̇1 +
∂q̃a
∂q2

q̇2 + · · · + ∂q̃a
∂qn

q̇n +
∂q̃a
∂t

for a = 1, 2, . . . , n. Therefore the coordinate transformation in P × R is

q̃a= q̃a(q, t)

ṽa= ṽa(q, v, t) =
n∑
b=1

∂q̃a
∂qb

vb +
∂q̃a
∂t

(3.8)

t̃ = t+ c.

It is necessary to add the condition that the coordinate transformation in
P ×R should be non-singular. We should be able to invert (3.8) and express the
original coordinates qa, va, t as smooth functions of q̃a, ṽa, and t̃. The condition
for this to be possible, at least locally, is given by the inverse function theorem.
To invert (3.6) and so obtain qa as a function of q̃1, ..., q̃n and t̃ = t, we require
that the Jacobian matrix with entries ∂q̃a/∂qb should have nowhere vanishing
determinant. When this condition holds, we can write qa = qa(q̃, t̃) and invert
(3.8) to obtain

va =
n∑
b=1

∂qa
∂q̃b

ṽb +
∂qa

∂t̃

The summation signs that appear in such coordinate transformations can
make the expressions involved look unnaturally complicated and hard to read.
It is therefore useful to introduce some new notation. First, we use q̃a = q̃a(q, t)
as a convenient shorthand for q̃a = q̃a(q1, . . . , qn, t), and so on. Second we apply
the Einstein conventions to the indices a, b, c, . . . = 1, 2, . . . , n. For an index
in the first part of the alphabet, a repetition of the index in a term is taken
to indicate a sum over 1, 2, ..., n, and any equation is understood to hold for
all possible values of its free (unsummed) indices. With these conventions, the
second of Equations (3.8) is understood to hold for a = 1, 2, . . . , n, and the sum
over b = 1, 2, . . . , n in the expression (∂q̃a/∂qb)vb is implied by the repetition
of b, so the summation sign is redundant.
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Example 3.2

With these conventions, we have

ṽa(q, v, t) =
∂q̃a
∂qb

vb +
∂q̃a
∂t

, va(q̃, ṽ, t̃) =
∂qa
∂q̃b

ṽb +
∂qa

∂t̃
.

Example 3.3

The Kronecker delta is defined by δab = 1 when a = b and δab = 0 when a �= b.
For any x1, x2, . . . , xn, we have δabxb = xa.

Example 3.4

The expression xaxa has the same value as xbxb. One can change dummy in-
dices, that is, indices which are summed over, in the same way that one can
change dummy variables in an integral.

The equation xa = ya can equally well be written xb = yb. Either way , it
is equivalent to

x1 = y1, x2 = y2, . . . , xn = yn.

But it is not equivalent to xa = yb because the conventions do not tell us
to take as understood the qualification “for a = b = 1, 2, . . . , n” that would
be necessary to get equations equivalent to xa = ya. For this reason, for an
equation to make sense according to the Einstein conventions, the free indices
on each must match up.

Example 3.5

Let L,M,N be n × n matrices. In terms of the entries in the matrices, the
matrix equation L = MN is

Lab =
n∑
c=1

MacNcb, a, b = 1, . . . , n.

With the Einstein conventions, this is

Lab = MacNcb,

with the summation over c and the range of the free indices a, b understood.
The entries in the identity matrix are given by the Kronecker delta, so for
example the condition for N to be the inverse of M is MabNbc = δac.
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Example 3.6

By the chain rule,
∂q̃b
∂qa

∂qa
∂q̃c

=
∂q̃b
∂q̃c

= δbc. (3.9)

3.4 Transformation of the Equations of Motion

Our task is to rewrite the equations of motion in terms of the new coordinates.
The direct substitution of (3.8) into (3.4) can lead to cumbersome and unman-
ageable expressions. A more elegant approach is to make use of the following
fundamental fact, which is a direct extension of Proposition 2.21 to several
degrees of freedom.

Proposition 3.7

Let γ be a kinematic trajectory in C × R given by qa = qa(t) and suppose
that T is a twice continuously differentiable function of the 2n+1 variables qa,
va, and t. Then

d
dt

(
∂T

∂va

)
− ∂T

∂qa
=
∂q̃b
∂qa

[
d
dt

(
∂T

∂ṽb

)
− ∂T

∂q̃b

]

where d/dt denotes differentiation with respect to time along the corresponding
phase space trajectory.

Remember that on the right-hand side, there is a sum over b = 1, 2, ..., n. Just
as in the case of one degree of freedom, there is a distinction between d/dt and
∂/∂t. If f = f(q, v, t) is a function on P × R, then

(i) df/dt is obtained by substituting qa = qa(t), va = q̇a(t) into f = f(q, v, t)
and then differentiating with respect to t;

(ii) ∂f/∂t is obtained by differentiating f with respect to t, holding the values
of qa and va fixed.

We follow the same convention as before in interpreting partial derivatives. The
partial derivative with respect to a variable without a tilde is taken with the
other variables without tildes held constant, and the partial derivative with
respect to a variable with a tilde is taken with the other variables with tildes
held constant. Thus ∂/∂t̃ is the partial derivate with respect to time with the
values of q̃a and ṽa held fixed. In particular, ∂/∂t is not the same derivative
operator as ∂/∂t̃, despite the fact that we may have t = t̃.
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Again there are two proofs of the proposition. We give here the longer
direct proof based on the chain rule and later give the shorter proof based on
the calculus of variations. As this first proof does no more that add suffices to
the variables in the first proof of Proposition 2.21 and make use of the Einstein
conventions to avoid covering the page in summation signs, it is a useful exercise
to try to write it out before reading the following.

Proof

The only difference from the case of a single degree of freedom is that when cal-
culating partial derivatives by the chain rule, we must sum over the subscripts
on the qa’s and va’s. Thus

∂T

∂qa
=
∂T

∂q̃b

∂q̃b
∂qa

+
∂T

∂ṽb

∂ṽb
∂qa

+
∂T

∂t̃

∂t̃

∂qa

=
∂T

∂q̃b

∂q̃b
∂qa

+
∂T

∂ṽb

[
∂2q̃b
∂qa∂qc

vc +
∂2q̃b
∂qa∂t

] (3.10)

∂T

∂va
=
∂T

∂q̃b

∂q̃b
∂va

+
∂T

∂ṽb

∂ṽb
∂va

+
∂T

∂t̃

∂t̃

∂va

=
∂T

∂ṽb

∂q̃b
∂qa

.

Hence

d
dt

(
∂T

∂va

)
=

d
dt

(
∂T

∂ṽb

)
∂q̃b
∂qa

+
∂T

∂ṽb

[
∂2q̃b
∂qa∂qc

vc +
∂2q̃b
∂qa∂t

]
(3.11)

because
d
dt

(
∂q̃b
∂qa

)
=

∂2q̃b
∂qa∂qc

vc +
∂2q̃b
∂qa∂t

.

Remember that the repetition of an index in a term implies a sum over
1, 2, . . . , n. As before, the proposition follows on subtracting (3.10) from (3.11).

The proposition shows that the combination of derivatives

d
dt

(
∂T

∂va

)
− ∂T

∂qa

has a very straightforward transformation rule under a change of coordinates,
although, as is clear from the proof, the individual terms do not behave in a
particularly simple way. The rule is characteristic of a covector, a term that
is explained in Chapter 8. As in the case of a single degree of freedom, if the
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forces on the right-hand side are transformed in the same way, then we arrive
very simply at the equations of motion in the new system.

The first step is to introduce the total kinetic energy

T = 1
2 (μ1v

2
1 + μ2v

2
2 + · · · + μnv

2
n),

where the μa’s are defined by (3.1). Because ∂T/∂qa = 0, the equations of
motion (3.2) can be written

d
dt

(
∂T

∂va

)
− ∂T

∂qa
= Qa,

dqa
dt

= va

The point of this apparent complication is that we can now use the transfor-
mation rule to write down the equations in the new coordinates. Apply the
proposition to the first equation to get

∂q̃b
∂qa

[
d
dt

(
∂T

∂ṽb

)
− ∂T

∂q̃b

]
= Qa

Multiply both sides by ∂qa/∂q̃c, sum over a, and make use of (3.9). The result is

δbc

[
d
dt

(
∂T

∂ṽb

)
− ∂T

∂q̃b

]
=

d
dt

(
∂T

∂ṽc

)
− ∂T

∂q̃c
= Q̃c,

where the Q̃cs are defined by

Q̃c =
∂qa
∂q̃c

Qa or equivalently by Qa =
∂q̃c
∂qa

Q̃c. (3.12)

Hence the equations of motion in the new coordinates are

d
dt

(
∂T

∂ṽa

)
− ∂T

∂q̃a
= Q̃a,

dq̃a
dt

= ṽa. (3.13)

The first equation in (3.12) is again the covector transformation rule. It
applies not only between the original Cartesian coordinates and the new coor-
dinates but also between two systems of generalized coordinates. If we have a
second generalized coordinate system q̂a, then the corresponding quantities Q̂a
are given by

Q̂a =
∂qb
∂q̂a

Qb =
∂qb
∂q̂a

∂q̃c
∂qb

Q̃c

by substituting from the second equation in (3.12). However

∂qb
∂q̂a

∂q̃c
∂qb

=
∂q̃c
∂q̂a

by the chain rule. Therefore, when we change from one generalized coordinate
system to another, we have the same transformation rule

Q̂a =
∂q̃c
∂q̂a

Q̃c. (3.14)

As always, remember that there is a sum here over c.
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3.5 Generalized Forces

In order to make use of the transformed equations of motion (3.13), we need a
rather more practical way to find the quantities Q̃a than working directly from
their definition in (3.12). This is provided by an analysis of the work done by
the forces acting on the particles under small displacements.

If we know the values of the q̃as and t̃, then we also know the qas and hence
the positions of all the particles. Therefore rα = rα(q̃, t̃) and we can rewrite
the definition in the form

Q̃a =
N∑
α=1

Fα · ∂rα
∂q̃a

.

Suppose now that we make a small displacement in the configuration of the
system by sending q̃a to q̃a + δq̃a, keeping t fixed (Figure 3.1). Then particle α
is moved from the point with position vector rα by translation through

δrα =
∂rα
∂q̃a

δq̃a

to the first order. Therefore

Q̃aδq̃a =
∑
α

F α · δrα.

The quantity on the right-hand side is the work done by the forces F α during
the displacement.

This observation gives a convenient method for calculating the Q̃a’s. To
find, for example, Q̃1, consider the displacement of the system given by q̃1 	→
q̃1 + δq̃1, with q̃2, . . . , q̃n, and t̃ held fixed. Calculate, to the first order in δq̃1,
the total work done by all the forces during this displacement and equate the
result to δq̃1Q̃1.

δra

δrb

ra

rb
Fb

ma

mb

Fa

Figure 3.1
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Many of the forces we come across in examples are conservative in the
sense that they can be derived from a potential function U . For these, there is a
simpler way of the finding the Q̃as. For suppose that there exists a function U
of the positions of the particles such that

Fα = −∇αU,

where ∇α is the gradient operator acting on U as a function of the position
particle α, with all the other particles held fixed. Then, in this case,

Q̃a = −
N∑
α=1

∇αU · ∂rα
∂q̃a

= − ∂U

∂q̃a
,

by the chain rule. So the Q̃as can be found simply by expressing U in terms of
the transformed coordinates and differentiating. This is still true if the forces are
time-dependent and U depends on t as well as the positions of the particles.
Most authors would not describe such forces as conservative because energy is
generally not conserved during motion under their influence. However, they are
conservative in the sense that they do no net work under imaginary displace-
ments around a closed path at a fixed value of t. For this reason, we still use
the term, with caution, for time-dependent forces that can be derived from a
potential. More is said about this below.

Example 3.8

A particle of mass m moves under the influence of a force F . The original
coordinates are

q1 = x, q2 = y, q3 = z,

where x, y, and z are Cartesian coordinates in some inertial frame. Take the
q̃a to be spherical polar coordinates: q̃1 = r, q̃2 = θ, q̃3 = ϕ where

x = r sin θ cosϕ

y = r sin θ sinϕ

z = r cos θ.

In terms of these

T = 1
2m(ṙ2 + r2θ̇2 + r2ϕ̇2 sin2 θ)

= 1
2m(ṽ2

1 + q̃21 ṽ
2
2 + q̃21 ṽ

2
3 sin2 q̃2).
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q3

q2

q1

j

q

dj

r

Figure 3.2

Thus the equations of motion are

d
dt

(
∂T

∂ṽ1

)
− ∂T

∂q̃1
= mr̈ −mr(θ̇2 + ϕ̇2 sin2 θ) = Q̃1

d
dt

(
∂T

∂ṽ2

)
− ∂T

∂q̃2
= mr2θ̈ + 2mrṙθ̇ −mr2ϕ̇2 sin θ cos θ = Q̃2

d
dt

(
∂T

∂ṽ3

)
− ∂T

∂q̃3
=

d
dt

(mr2ϕ̇ sin2 θ) = Q̃3

To find the Q̃1, Q̃2, and Q̃3, we follow the instructions. For example, for Q̃3,
we consider the displacement ϕ 	→ ϕ + δϕ, with r, θ, and t fixed (Figure 3.2).
This changes the position of the particle by

δx = −δϕ r sin θ sinϕ, δy = δϕ r sin θ cosϕ, δz = 0

to the first order in δϕ. Therefore, by cancelling δϕ,

Q̃3 = −Q1r sin θ sinϕ+Q2r sin θ cosϕ,

where Q1, Q2, and Q3 are the x, y, and z components of F .

Now that they have served their purpose, we drop the tildes. Henceforth
the qas and vas are arbitrary generalized coordinates and velocities. We have
shown that the equations of motion for a system of particles are
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d
dt

(
∂T

∂va

)
− ∂T

∂qa
= Qa, q̇a = va,

where the Qas are found by considering the work done by the forces acting on
the particles under small displacements at constant time.

Definition 3.9

The Qas are generalized forces and the vas are generalized velocities. The Qas
are also called the q-components of the Fαs.

We often omit the adjective ‘generalized’. At times we also use a common, but
potentially dangerous shorthand notation, in which va is replaced by q̇a, for
example in writing the equations of motion in the form

d
dt

(
∂T

∂q̇a

)
− ∂T

∂qa
= Qa. (3.15)

The danger is that of confusing two meanings of ‘q̇a’: at one stage it is a
generalized velocity coordinate on P × R, treated as independent of qa and t;
at another, it is the time derivative dqa/dt. The qa, va notation, in which the
two meanings are clearly distinguished, is safer, but more cumbersome.

We see later that a small displacement in the configuration of the system at
constant time is represented by a tangent vector to C. The generalized forces are
the components of a covector, and the work done under the displacement is the
quantity given by the natural pairing of vectors and covectors. Proposition 3.7
establishes that quantities

d
dt

(
∂T

∂va

)
− ∂T

∂qa

are also the components of a covector. So equations of motion equate two
covectors in a way that is independent of the choice of generalized coordinates.

EXERCISES

3.1. In Example 3.8, find Q̃1 and Q̃2 in terms of the components of F

by considering the work done under suitable small displacements.
Check that the same expressions for the Q̃as follow from the chain
rule in the case that F = −∇U .
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3.6 Lagrange’s Equations

There is a notable simplification in the case that the forces acting on the system
can be derived from a potential U = U(q, t), so that

Qa = − ∂U

∂qa
. (3.16)

If we change the system of generalized coordinates from qa to q̃a, then we have

∂U

∂q̃a
=
∂qb
∂q̃a

∂U

∂qb

while the generalized forces transform according to (3.14). Thus if (3.16) holds,
then we also have Q̃a = −∂U/q̃a. So the relationship between the generalized
forces and the potential does not depend on the choice of generalized coordi-
nates. Moreover, in this case the equations of motion take the form

d
dt

(
∂L

∂va

)
− ∂L

∂qa
= 0,

dqa
dt

= va.

where L = T − U , in any system of generalized coordinates. These are
Lagrange’s equations. Written out in full, they are

∂2L

∂va∂vb
q̈b +

∂2L

∂va∂qb
q̇b +

∂2L

∂va∂t
− ∂L

∂qa
= 0, q̇a = va.

Definition 3.10

The function L = T −U on the extended phase space is called the Lagrangian.

It is important to be able to recognize forces that can be derived from a poten-
tial function. The first point is that such forces can depend only on q1, . . . , qn
and t, but not, for example, on v1, . . . , vn. It must be possible to determine the
forces given the configuration and the time, but not the state of motion. There
are generalizations of the notion for velocity-dependent forces, but we do not
consider them.

The second point is concerned with the origin of the term ‘conservative’.
Consider, as before, imaginary displacements of the system at a fixed time t.
Suppose that we move the particles through a continuous sequence of con-
figurations represented by a curve qa = qa(s) in C, where s ∈ [s1, s2] is some
parameter (Figure 3.3). Then rα = rα(s) and the total work done by the forces
during this displacement is



82 Introduction to Analytical Dynamics

q3

q2
qa(s1)

qa(s2)

qa=qa(s)

q1

Figure 3.3

W =
∑
α

∫ s2

s1

F α · drα
ds

ds =
∫ s2

s1

Qa(q(s), t)
dqa
ds

ds.

If Qa = −∂U/∂qa for some potential function U(q, t), then

W = −
∫ s2

s1

∂U

∂qa

dqa
ds

ds = −
∫ s2

s1

d
ds

(
U(q(s), t)

)
ds

= U
(
q(s1), t

)
− U

(
q(s2), t

)
,

(3.17)

and so the work done depends only on qa(s1) and qa(s2). It depends only on
the initial and final configurations and not on the intermediate configurations.

The converse is also true. If for any curve in C, the work done in displacing
the system along the curve at fixed t depends only on the endpoints of the
curve, then the forces can be derived from a potential. Equivalently, the forces
are conservative if the work done in displacing the system around any closed
curve at fixed t vanishes (a curve is closed if its two endpoints coincide). Hence
the term ‘conservative’. For such curves, there is no net expenditure of energy,
but take care to note the qualification ‘at fixed t’. The displacement is not a
feasible motion, but an imaginary one undertaken with the values of the forces
frozen at the chosen value of t. If the forces are time-dependent, then energy
will generally not be conserved during actual motions.

One can see from this that gravitational and elastic forces are conservative.
For example, no net work is done by gravity in lifting a particle and then
returning it to its initial position, and no net work is done by elastic forces in
stretching and then relaxing a perfectly elastic string. However, friction is not
conservative.
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Equation (3.17) also gives an interpretation of U . The difference in the
values of U at two different configurations at the same time t is the energy
required to change the first configuration into the second. Thus in problems
involving gravitational or elastic forces, U is the potential energy, to within the
addition of an arbitrary constant.

At least locally, there exists a potential U(q, t) for forces Qa(q, t) if and
only if

∂Qa
∂qb

=
∂Qb
∂qa

.

This integrability condition is sometimes useful. The qualification ‘at least lo-
cally’ is needed to avoid problems that arise when C is not simply-connected.
In general the statement holds only in some neighbourhood in C.

Example 3.11

If the z-axis is vertical and the force F in Example 3.10 is gravity, then U =
mgz = mgr cos θ. From this, we can read off that Q1 = Q2 = 0, Q3 = −mg
and that

Q̃1 = −∂U
∂r

= −mg cos θ

Q̃2 = −∂U
∂θ

= mgr sin θ

Q̃3 = −∂U
∂ϕ

= 0.

Example 3.12

Suppose that q1, q2, q3 are the Cartesian coordinates of a particle of mass m in
an inertial frame R. Put

q̃1 = q1 − tu, q̃2 = q2, q̃3 = q3, t̃ = t.

Then the q̃as are Cartesian coordinates of a new inertial frame R̃, which is
moving relative to the original frame R at constant speed u in the q1-direction.

In the new coordinates, ṽ1 = v1 − u and the kinetic energy relative to R is

T = 1
2m(v2

1 + v2
2 + v2

3) = 1
2m(ṽ2

1 + ṽ2
2 + ṽ2

3 + 2uṽ1 + u2),

This is slightly alarming. If we had begun by referring the motion to R̃ instead
of R, then we would have started by writing

T̃ = 1
2m(ṽ2

1 + ṽ2
2 + ṽ2

3),
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which is the kinetic energy relative to R̃. However, the discrepancy is not serious
because

d
dt

(
∂T

∂va

)
=

d
dt

(
∂T̃

∂ṽa

)
,

∂T̃

∂q̃a
=
∂T

∂qa
= 0,

so the equations of motion are the same, whichever route is followed.

Example 3.13

We can transform from the Cartesian coordinates q1, q2, q3 of an inertial frame
R = (O, T ) to the Cartesian coordinates q̃1, q̃2, q̃3 of a uniformly rotating frame
R̃ = (O, T̃ ) by writing

q̃1 = q1 cosωt+ q2 sinωt

q̃2 = −q1 sinωt+ q2 cosωt

q̃3 = q3

where ω is constant. The q̃-axes are rotating relative to the q-axes with angular
speed ω about the q3-axis (Figure 3.4).

The corresponding velocity coordinates are related by

ṽ1 = v1 cosωt+ v2 sinωt− ωq1 sinωt+ ωq2 cosωt,

ṽ2 = −v1 sinωt+ v2 cosωt− ωq1 cosωt− ωq2 sinωt,

ṽ3 = v3.

q3=q
~
3

q1
q2

q~1

q~2

ω

wt

Figure 3.4



3. Lagrangian Mechanics 85

For a single particle, the kinetic energy relative to R is

T = 1
2m(v2

1 + v2
2 + v2

3)

= 1
2m(ṽ2

1 + ṽ2
2 + ṽ2

3 − 2ωq̃2ṽ1 + 2ωq̃1ṽ2 + ω2q̃21 + ω2q̃22).

Hence the equations of motion in the absence of forces are

m
d
dt

(ṽ1 − ωq̃2) −mωṽ2 −mω2q̃1 = 0,
dq̃1
dt

= ṽ1

m
d
dt

(ṽ2 + ωq̃1) +mωṽ1 −mω2q̃2 = 0,
dq̃2
dt

= ṽ2

m
d
dt

(ṽ3) = 0,
dq̃3
dt

= ṽ3.

It is easy to see that these are equivalent to

mr̈ + 2mω ∧ ṙ +mω ∧ (ω ∧ r) = 0,

where r is the position vector from O, ω = ωe3, and the dot denotes the time
derivative with respect to the non-inertial frame.

EXERCISES

3.2. A particle of mass m is subject to a force F . Obtain the equations
of motion in cylindrical polar coordinates.

3.3. A particle of unit mass is subject to an inverse-square-law central
force

F = − r

r3

where r = |r| and r is the position vector from the origin of an
inertial frame. Show that the motion is governed by the Lagrangian

L = 1
2 ṙ · ṙ +

1
r
.

Write down the equations of motion in spherical polar coordinates
and show that there are solutions with θ = π/2 throughout the
motion.

3.4. Two particles, each of mass m, are moving under their mutual grav-
itational attraction, which is given by the potential U = −γm/2r,
where 2r is their separation and γ is a constant. Find the equations
of motion in terms of the coordinates X , Y , Z, r, θ, ϕ, where X , Y ,
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and Z are the Cartesian coordinates of the centre of mass and r, θ,
and ϕ are the polar coordinates of one particle relative to the centre
of mass.

3.5. The dynamics of a system with n degrees of freedom are governed by
a Lagrangian L(q, v, t). Show that if f(q, t) is any function on CT ,
then

L′ = L+
∂f

∂qa
va +

∂f

∂t

generates the same dynamics.

3.6. A system has Lagrangian L = 1
2Tabvavb where the Tabs are functions

of the qas alone. Show that

dL
dt

= 0.

Show that if f is any function of one variable, then L′ = f(L) gen-
erates the same dynamics.

3.7. †Two particles P1 and P2 have respective masses m1 and m2 and are
attracted to each other by a force with time-independent potential
U(r), where r is the vector from P1 to P2.

(1) Show that the motion of the centre of mass is the same as in the
case U = 0.

(2) Show that the motion of P2 relative to P1 is the same as in the
case that P1 is fixed and P2 is attracted to P1 by a force with
potential

V =
m1 +m2

m1
U .

3.8. A particle of unit mass is moving in the x, y plane under the influence
of the potential

U = − 1
r1

− 1
r2
,

where r1 and r2 are the respective distances from the points (1, 0)
and (−1, 0). Show that if new coordinates are introduced by putting

x = coshϕ cos θ, y = sinhϕ sin θ ,

then the Lagrangian governing the motion becomes

L = 1
2Ω(θ̇2 + ϕ̇2) + 2Ω−1 coshϕ,

where Ω = cosh2 ϕ− cos2 θ.
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Write down the equations of motion and show that if the particle is
set in motion with T + U = 0, then

1
2 (θ̇2 + ϕ̇2) − 2 coshϕ

Ω2
= 0 .

Deduce that
d2θ

dτ2
= 0,

d2ϕ

dτ2
= 2 sinhϕ

where dt/dτ = Ω. Hence find the path of the particle.

3.7 Holonomic Constraints

In a wide class of mechanical problems we know that the motion of the system
satisfies certain constraints, but we are not interested in the forces that main-
tain the constraints. All that we want to understand is the behaviour of the
remaining unconstrained degrees of freedom. The Lagrangian formalism is par-
ticularly useful in this type of problem because it provides a simple general
method for eliminating unknown and unwanted constraint forces.

Before turning to the details, let us consider some examples.

Example 3.14

A particle confined to the surface of a smooth sphere of radius a. Here there is
one constraint equation

x2 + y2 + z2 = a2

and two remaining degrees of freedom, corresponding to the two polar angles θ
and ϕ. The force that maintains the constraint is the normal reaction N . To
find the motion of the particle, we need two differential equations for θ and ϕ

which do not involve N .

Example 3.15

A bead sliding along a smooth rotating wire. Here there are two constraint
equations and one degree of freedom, the position of the bead on the wire.

Example 3.16

In an idealized, and somewhat unrealistic model, a rigid body is a large
collection of N particles with position vectors are subject to the constraints

|rα − rβ | = constant. (3.18)
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These reduce the number of degrees of freedom from 3N to six, three for the
position of the centre of mass and three for rotations about the centre of mass.

Example 3.17

A rigid sphere rolling on a rough plane. Here, in addition to (3.18), we have
the extra condition

ṙ + ω ∧ (−ak) = 0

where r is the position vector of the centre, ω is the angular velocity of the
sphere, a is the radius, and k is the unit vector normal to the plane. This is
the condition that the particle of the sphere in contact with the plane should
be instantaneously at rest.

In the first and third examples, the constraint equations are of the form

f(q) = 0. (3.19)

In the second example, we have a moving constraint. The condition that the
bead remains on the wire is given by two equations of the form

f(q, t) = 0. (3.20)

In the final example, the constraint equations also involve the velocities of the
particles making up the sphere. Equation (2.4.3) gives rise to two additional
equations of the form

f(q, v, t) = 0. (3.21)

Constraints like (3.19) and (3.20) that do not involve the velocities are said to
be holonomic. Holonomic constraints are further subdivided into fixed or sclero-
nomic constraints that do not involve t, as in (3.19), and moving or rheonomic
constraints that do involve t, as in (3.20). For the moment we deal only with
holonomic constraints.

Suppose that we have a system of N particles, as in sections 3.2, subject to
n− n′ constraints of the form

fr(q, t) = 0; r = 1, 2, ..., n− n′ (3.22)

where the qas are generalized coordinates. We think of these as defining an
(n′ + 1)-dimensional constraint surface in C × R (Figure 3.5).

Provided that the constraints are independent, we should be able to use
(3.22) to determine the configuration of the system from a knowledge of t
and n′ of the coordinates qa. The constraints should reduce the number of
degrees of freedom from n = 3N to n′. This is made precise by the following.
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q1

q2

f (q ,t)=0

t

Figure 3.5 The constraint surface (n = 2, n′ = 1).

Definition 3.18

The constraints fr = 0 are independent if the (n− n′) × n matrix with entries
∂fr/∂qa has maximal rank at each point.

Proposition 3.19

If the constraints fr = 0 are independent, then there exists a system of gener-
alized coordinates q̃a in which the constraints are

q̃n′+1 = 0, q̃n′+2 = 0, . . . , q̃n = 0. (3.23)

Independence precludes meaningless constraints (such as t = 0) and prevents
double counting. It fails, for example, if fr = fs for some s �= r. We shall not
go through the proof of the proposition, but it would be a simple exercise in
any course on advanced calculus. All that is needed is to find n′ functions on
C × R which, together with t and the fr’s themselves, make up a coordinate
system on C × R.

Definition 3.20

If (3.23) holds, then the generalized coordinates q̃a are said to be adapted to
the constraints.

Example 3.21

For the particle moving on the surface of a sphere, the coordinates q1 = θ,
q2 = ϕ, q3 = r − a are adapted to the constraint x2 + y2 + z2 − a2 = 0.
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3.8 External and Constraint Forces

Suppose that we can write the force F α on each particle as the sum of two
terms

F α = Eα + Kα

where the Eα are known external forces such as gravity and the Kα are
constraint forces responsible for maintaining the constraints. In the first example
(3.14), the normal reaction of the sphere on the particle is a constraint force,
as are the normal reaction of the wire on the bead in the second example, and
the forces between the particles in the rigid body in the third example.

Then we can also write
Qa = Ea +Ka

where the Eas are the q-components of the Eαs and the Kas are q-components
of the Kαs.

The only assumption that we make about the constraint forces Ka is that
they are workless in the sense that they do no work during any instantaneous
displacement of the system consistent with the constraints. The precise meaning
of this assumption must be clearly understood. Fix a time t, and imagine that
at this time, we take a photograph of the system with a camera that records
not only the positions of the individual particles, but also the forces acting on
them (as in Figure 3.6). Now imagine making a small change in the recorded
configuration in which qa 	→ qa+ δqa with t held fixed. The particle α is moved
from the point with position vector rα to the point with position vector rα+δrα
where

δrα =
∂rα
∂qa

δqa,

E1
E2

E3

K1

K2

K3

m1
m2

m3

Figure 3.6
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ignoring second-order terms in δqa. The work done by the constraint forces is

W =
∑
α

Kα · δrα = Kaδqa,

to the first order.
The assumption is that W = 0 whenever the displacement is consistent

with the constraints. This means the displaced configuration must also be one
that satisfies the constraint equations at time t. That is,

0 = fr(q + δq, t) = δqa
∂fr
∂qa

(3.24)

to the first order for each r, because fr(q, t) = 0 when the constraints are
satisfied. Thus our assumption is that

Kaδqa = 0 whenever δqa
∂fr
∂qa

= 0 ∀r (3.25)

to the first order in the δqa.
We can express this in a less clumsy way. Put δqa = εua, where ua ∈ R

and ε is a small parameter. Then, by cancelling ε, (3.25) becomes

Kaua = 0 whenever ua
∂fr
∂qa

= 0 ∀r,

which is now required to hold exactly, without the qualification ‘to the first
order’.

When the generalized coordinates qa are adapted to the constraints, the
second of Equations (3.25) is equivalent to

δqn′+1 = δqn′+2 = · · · = δqn = 0.

In this case the condition that the constraint forces should be workless re-
duces to

K1 = K2 = · · · = Kn′ = 0

and the equations of motion for a = 1, 2, . . . , n′ become

d
dt

(
∂T

∂va

)
− ∂T

∂qa
= Ea,

dqa
dt

= va. (3.26)

These combine to give n′ second-order equations, the number needed, in which
the constraint forces do not appear.

It is sometimes convenient to work in coordinates that are not adapted to
the constraints. We can then still write

ua

[
d
dt

(
∂T

∂va

)
− ∂T

∂qa
− Ea

]
= 0, whenever ua

∂fr
∂qa

= 0 ∀r.
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This is a form of d’Alembert’s principle.
It is important to understand two points. First, in the case of moving con-

straints, when the frs depend on time, a displacement satisfying (3.24) need
not represent a possible motion of the system, whatever the external forces.
If in time δt, the configuration changes from qa to qa + δqa during the actual
motion, then the later configuration will satisfy fr(q + δq, t+ δt) = 0; that is

0 =
∂fr
∂qa

δqa +
∂fr
∂t

δt

to the first order in δqa and δt. In general this is incompatible with (3.24).
Second, one can give no general justification for the assumption about the

constraint forces. It is simply that in a large number of examples, and, in
particular in the first three cited above, one can split the forces Fα into a sum
of known external forces Eα and unknown constraint forces Kα that can easily
be seen to satisfy (3.25).

Example 3.22

For the bead sliding on a rotating wire, the constraint force is the normal
reaction N . If we freeze the motion of the wire and slide the bead a small
distance along the wire, then N does no work because it is orthogonal to the
wire. Hence the moving constraints in this system are workless. This is despite
of the fact that N does do work during the actual motion, because the rotation
contributes to the velocity of the bead a component normal to the wire.

It is not actually necessary to find all the coordinates qa to make use of
(3.26), and, for example, in the case of a rigid body made up of 1025 particles,
it would not be practical in any case. With the coordinates adapted to the
constraints, we know that qa = va = 0 for a = n′ + 1, . . . , n throughout
the actual motion. To write down (3.26), therefore, we need only know the
expression for T when qa = va = 0 for a = n′ + 1, . . . , n. So we can obtain
the equations of motion for the remaining coordinates q1, . . . , qn′ by doing the
following.

1. Choose coordinates q1, q2, . . . , qn′ that label the configurations satisfying
the constraints.

2. Express T in terms of q1, . . . , qn′ , v1, . . . , vn′ , and t on the assumption that
the constraints are satisfied at all times.

3. Find the q-components of the external forces by considering, for example,
a small displacement consistent with the constraints of the form

q1 	→ q1 + δq1, q2 	→ q2, . . . , qn′ 	→ qn′ ,
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with t held fixed, and equating E1δq1 to the work done by the external
forces.

When the external forces are conservative, the third step is much simpler.
In this case there is a potential U for the Eα and we can write

Ea = − ∂U

∂qa
a = 1, 2, . . . , n′.

The first of Equations (3.26) then reduces to the Lagrangian form

d
dt

(
∂L

∂va

)
− ∂L

∂qa
= 0

where L = T − U and a runs over 1, 2, . . . , n′.

Definition 3.23

The integer n′ is the number of residual degrees of freedom.

Unless otherwise stated, the qa in problems with constraints will always
be adapted coordinates; and the Einstein conventions will apply for a, b, . . . =
1, 2, . . . , n′, where n′ is the number of residual degrees of freedom.

The qas for a = 1, 2, . . . , n′ are coordinates in the constrained configuration
space; qa and va (a = 1, . . . , n′) are coordinates in the constrained phase space,
and so on. When there is no danger of confusion, the prime on n′ and the
qualifications ‘constrained’ and ‘residual’ will be dropped. The notation C,
C × R, P , and P × R will be used for the constrained spaces associated with
the residual degrees of freedom.

Example 3.24

Consider a particle of mass m moving on a smooth sphere of radius a, with
gravity as the only external force. The constraint force is the normal reaction,
which is workless, because it does no work during small displacements of the
particle along the surface.

Here we can take (Figure 3.7)

q1 = θ, q2 = ϕ

in terms of which the kinetic energy and the gravitational potential are given by

T = 1
2ma

2(θ̇2 + ϕ̇2 sin2 θ)

U = mga cos θ.



94 Introduction to Analytical Dynamics

q

j

Figure 3.7

Thus the equations of motion are

d
dt

(ma2θ̇) −ma2ϕ̇2 cos θ sin θ −mga sin θ = 0

d
dt

(ma2ϕ̇ sin2 θ) = 0.

Example 3.25

In Example 1.21, the bead has one residual degree of freedom corresponding to
the coordinate q = θ. The velocity of the bead relative to the inertial frame is
ṙ + ω ∧ r. That is

aθ̇(− sin θ i + cos θ j) + ωa(sinα sin θ k + cosα cos θ j − cosα sin θ i).

Hence

T = 1
2ma

2θ̇2 +ma2ωθ̇ cosα+ 1
2ma

2ω2(sin2 α sin2 θ + cos2 α)

and
U = mga sinα cos θ.

Therefore the equation of motion is

ma2 d
dt

(θ̇ + ω cosα) −ma2ω2 sin2 α sin θ cos θ −mga sinα sin θ = 0

in agreement with the result derived by vector methods.
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The constrained configuration and phase spaces can have complicated
topological properties and it may not be possible to use only a single coor-
dinate system. For example, for the particle moving on a sphere, the polar
coordinates θ and ϕ are singular on the polar axis at θ = 0. Other coordinate
systems must be used to describe motion near the north and south poles.

Example 3.26

Take k rods of various lengths which are smoothly jointed together at their
ends to form a chain. Fix the two ends of the chain at two points separated by
a distance slightly less than the total length of the rods. Then the configuration
space is the hypersphere S2k−1 in 2k-dimensional Euclidean space. The proof
is by Morse theory, as was explained to me by Graeme Segal.

EXERCISES

3.9. A particle of mass m is free to move in a horizontal plane. It is
attached to a fixed point O by a light elastic string, of natural length
a and modulus λ. Show that the tension in the string is conservative
and show that the Lagrangian for the motion when r > a is

L = 1
2m(ṙ2 + r2θ̇2) − λ

2a
(r − a)2

where r and θ are plane polar coordinates with origin O.

3.10. The double pendulum (Figure 3.8) is free to move in a vertical plane.
Show that the motion is governed by the Lagrangian

O

a

m

b

M

j

q

Figure 3.8
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L = 1
2ma

2θ̇2 + 1
2M(a2θ̇2 + b2ϕ̇2 + 2abθ̇ϕ̇ cos(θ − ϕ))

+mga cos θ +Mg(b cosϕ+ a cos θ).

3.11. A particle of mass m is constrained to move under gravity on the
surface of a smooth right circular cone of semi-vertical angle π/4.
The axis of the cone is vertical, with the vertex downwards. Find
the equations of motion in terms of z (the height above the vertex)
and θ (the angular coordinate around the circular cross-sections).
Show that

ż2 +
h2

2z2
+ gz = E

where E and h are constant. Sketch and interpret the trajectories in
the z, ż-plane for a fixed value of h.

3.12. A particle P of mass m is attached to two light inextensible strings,
each of length a. The strings pass over two smooth pegs A and B,
which are at the same height and distance 2b apart. At the other
ends of the strings hang two particles of mass m, which can move
up and down the vertical lines through A and B. The particle P can
move in the vertical plane containing A and B.

Show that if 2b coshϕ = PA + PB and 2b cos θ = PA − PB, then
the kinetic energy of P is

T = 1
2mb

2(cosh2 ϕ− cos2 θ)(θ̇2 + ϕ̇2).

Hence find the Lagrangian of the system in terms of θ and ϕ.

3.9 Stationary Action

As in the case of systems with one degree of freedom, Lagrange’s equations also
determine the critical curves of a variational problem. In fact we can extend the
theory developed in Chapter 2 to several degrees of freedom with little further
work.

Let C×R and P ×R denote the extended configuration and phase spaces of
some system with Lagrangian L, which we assume to be a twice continuously
differentiable function of the coordinates q1, . . . , qn, v1, . . . , vn, t. Fix two points
in C × R with respective coordinates

(qa, t) = (xa, t1), (qa, t) = (ya, t2),
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and let γ ⊂ C × R be a path from the first point to the second, given by
qa = qa(t), where the qa(t)s are twice continuously differentiable functions
of t. So γ represents a kinematically possible trajectory of the system from the
configuration qa = xa at time t1 to the configuration qa = ya at time t2. Define
the action by

JL(γ) =
∫ t2

t1

L
(
q(t), q̇(t), t

)
dt.

A variation in γ with fixed endpoints is represented by a small change δqa(t)
in the trajectory. with δqa(t1) = 0 = δqa(t2). As in the proof of Euler’s theorem,
Proposition 2.15,

δJL =
∫ t2

t1

(
∂L

∂qa
δqa +

∂L

∂va
δ̇qa

)
dt =

∫ t2

t1

[
∂L

∂qa
− d

dt

(
∂L

∂va

)]
δqa dt,

to the first order in δqa. Two immediate applications are the following.

Hamilton’s Principle

If qa = qa(t) is a solution of Lagrange’s then δJL = 0 for every such variation.
Conversely, if δJL = 0 for every variation with fixed end-points, then qa(t)
satisfies Lagrange’s equation. This follows from Proposition 2.15 by considering
variations in which all but one of the functions δqa vanish.

So, as before, the solutions to Lagrange’s equations are the critical curves
of the action JL. In other words, the actual dynamical motion from the config-
uration qa = xa at time t1 to qa = ya at time t2 is characterized amongst all
kinematically possible motions by the fact that the action is unchanged under
small variations. This is Hamilton’s principle. It is also called the principle of
least action or, more properly, stationary action, because the dynamical trajec-
tory need not minimize JL. Also one should not lose sight of the fact that there
may be more than one dynamical trajectory joining the two points of C × R.
An example can be found by considering Exercise 3.14.

Proof of Proposition 3.7

By replacing L by T , we have, as in first proof of Proposition 2.21

∫ t2

t1

{[
d
dt

(
∂T

∂va

)
− ∂T

∂qa

]
−
[

d
dt

(
∂T̃

∂ṽb

)
− ∂T̃

∂qb

]
∂q̃b
∂qa

}
δqa dt = 0.

Proposition 3.7 is an immediate consequence.
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EXERCISES

3.13. Show that if every curve from A to B is a critical curve of JL for a
system with one degree of freedom, then

L(q, v, t) =
∂f

∂qa
va +

∂f

∂t

for some function f = f(q, t) on C × R.

3.14. A particle of unit mass is constrained to move on the surface of a unit
sphere, but is otherwise free. Show that the dynamical trajectories
are great circles traversed at uniform speeds. Show that if γ is a
complete circuit of a great circle in time t, then

JL(v) = 2π2/t.

Does γ minimize JL over all curves on the sphere that start and end
at a point P on the equator and take time t for the round trip from
P back to P?



4
Noether’s Theorem

4.1 Ignorable Coordinates

A central recurring theme in mathematical physics is the connection between
symmetries and conservation laws, in particular the connection between the
symmetries of Euclidean space under rotation and translation and the
conservation laws for linear and angular momentum. The same connections
exist in quantum theory and in relativity, where the symmetry of Minkowski
space under translations and Lorentz transformations underlies the relativistic
interpretation of energy, momentum, and angular momentum. The connection
is particularly transparent in the Lagrangian formalism.

As an example, consider the motion of a free particle in spherical polar
coordinates. This is governed by the Lagrangian

L = 1
2m(ṙ2 + r2θ̇2 + r2ϕ̇2 sin2 θ). (4.1)

Because ∂L/∂ϕ = 0, we can read off from Lagrange’s equations that the angular
momentum about the z-axis,

∂L

∂ϕ̇
= mr2ϕ̇ sin2 θ (4.2)

is conserved.
More generally, suppose that we have a system of particles subject to con-

servative forces and that we have expressed the Lagrangian L = T − U as a

N.M.J. Woodhouse, Introduction to Analytical Dynamics: New Edition, 99
Springer Undergraduate Mathematics Series, DOI 10.1007/978-1-84882-816-2 4,
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function of t and of the generalized position and velocity coordinates qa and
va, with a = 1, 2, . . . , n. If L is independent of qa for some a, then

pa =
∂L

∂va
(4.3)

is constant along the dynamical trajectories in P × R because

d
dt

(
∂L

∂va

)
=
∂L

∂qa
= 0.

Definition 4.1

The quantity pa is called the generalized momentum conjugate to qa. A coor-
dinate qa such that ∂L/∂qa = 0 is said to be ignorable or cyclic.

Note that the condition
∂L

∂q1
= 0

is a property not just of the coordinate q1, but of the entire coordinate system
q1, . . . , qn. It is possible, for example, to introduce new coordinates q̃a such
that q̃1 = q1, but

∂L

∂q̃1
�= ∂L

∂q1
.

It can also happen that ∂L/∂ṽ1 �= ∂L/∂v1, so that the momentum conjugate
to q̃1 = q1 need not be the same in the two coordinate systems.

For small ε, the quantity εp1 is the energy needed to change the generalized
velocity v1 to v1 +ε, keeping the configuration and the other generalized veloc-
ities fixed. This is the sense in which p1 is a ‘momentum’. Linear momentum
is a measure of how much energy is needed to change linear velocity by a small
amount, angular momentum is a measure of how much energy is required to
alter angular velocity.

EXERCISES

4.1. A particle of unit mass moves under gravity on a smooth surface
given in cylindrical polar coordinates z, r, θ by z = f(r). Show that
the motion is governed by the Lagrangian

L = 1
2 ṙ

2
(
1 + f ′(r)2

)
+ 1

2r
2θ̇2 − gf(r).

Show that θ is an ignorable coordinate. Write down the conserved
conjugate momentum and give its physical interpretation.
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4.2 One-Parameter Transformation Groups

In a Lagrangian system with a cyclic coordinate qa, the equations of motion
are unchanged by adding a constant to qa. So the existence of cyclic coordi-
nates signals the presence of dynamical symmetry, that is, of the invariance of
the dynamics under transformations of the extended configuration space. For
example, the conservation of mr2ϕ̇ sin2 θ in our example arises from the fact
that the Lagrangian and the equations of motion are unchanged by adding a
constant to ϕ, so the dynamical behaviour is unchanged if the system is rotated
about the z-axis before being set in motion.

In this example, there is nothing special about the z-axis. We could just as
well measure the spherical polar coordinates from the x-axis. Then the cyclic
coordinate would be the one associated with symmetry under rotations about
the x-axis and the corresponding conserved quantity would be angular momen-
tum about the x-axis.

It would be useful to be able to obtain this second conservation law with-
out actually having to make the transformation to a new system of spherical
polar coordinates, and, in general, to be able to spot the presence of a cyclic
coordinate of one coordinate system when the Lagrangian is written in terms
of another set of generalized coordinates and velocities.

The key to this problem is the recognition that conserved quantities should
properly be associated with the action of symmetry groups, rather than with
coordinate systems. Linear momenta are associated with the group of trans-
lations in space, energy with translation in time, and angular momenta with
the action of the rotation group. If the Lagrangian is invariant under such an
action, then there is a corresponding conserved quantity.

For the moment, we focus on one-parameter groups of transformations,
where the group in question is the real numbers, under addition. The trans-
formations act on the extended configuration space C × R by changing the
configuration of the system, possibly in different ways at different times.

Definition 4.2

A one-parameter group of transformations of the extended configuration space
is a family of maps ρs : C × R → C × R labelled by s ∈ R such that

(i) ρ0 is the identity

(ii) ρs′ ◦ ρs = ρs+s′ for all s, s′ ∈ R

(iii) t ◦ ρs = t

Here t is interpreted as the map C × R → R that sends (qa, t) to t.



102 Introduction to Analytical Dynamics

In coordinates, ρs is a family of maps of the form

ρs : (q1, . . . , qn, t) 	→
(
x1(q, t, s), . . . , xn(q, t, s), t

)
.

So for small s, we have

(q1, . . . , qn, t) 	→ (q1, . . . , qn, t) + s(u1, . . . , un, 0) +O(s2),

where ua is the value of ∂xa/∂s at s = 0. The uas are functions of the qas and t,
but not s. We call the them the generators of the group of transformations.
They are the components of a time-dependent vector field on configuration
space, but we leave this geometric interpretation until later. For the moment,
we note the following two key properties.

– From the second property of ρs, if we ignore terms of order δs2, then we have

xa(q, t, s+ δs) = xa(q, t, s) + δs ua
(
x(q, t, s), t

)
.

Therefore, with the qas and t held fixed, xa(q, t, s) is determined by solving

dxa
ds

= ua(x1, . . . , xn, t), (4.4)

as a system of ordinary differential equations for the xas as a functions of s,
with the initial condition xa(q, t, 0) = qa. This is the sense in which the uas
generate ρs.

– We can express the generators in a different coordinate system by making a
coordinate transformation

q̃a = q̃a(q, t), t̃ = t.

For small δs,

q̃a(q + δs u, t) = q̃a(q, t) + δs
∂q̃a
∂qb

ub,

where we have ignored second order terms. Therefore in the new coordinates,
the generators are

ũa =
∂q̃a
∂qb

ub. (4.5)

Example 4.3

A key example is that in which ρs is given in a coordinate system by

ρs : (q1, . . . , qn, t) 	→ (q1 + su1, . . . , qn + sun, t) (4.6)

for some constants ua. Then the group translates the row vector (q1, . . . , qn)
along the constant vector (u1, . . . , un), leaving t unchanged, and the generators
are the components ua. By solving (4.4), we see that converse is also true. If
the generators are constant, then the one-parameter group is given by (4.6).



4. Noether’s Theorem 103

Example 4.4

For a single particle moving in space, the extended configuration space is R
3×R,

with coordinates (x, y, z, t). The one-parameter group of translations in the z
direction is given by

(x, y, z, t) 	→ (x, y, z + s, t).

The generators are u1 = u2 = 0, u3 = 1.
The one-parameter group of rotations about the z-axis is given by

(x, y, z, t) 	→ (x cos s− y sin s, x sin s+ y cos s, z, t).

The generators are u1 = −y, u2 = x, u3 = 0.

When the generators are constants, the transformations are translations of the
coordinates, as in Example 4.3. In this case we say that the one-parameter
group is a dynamical symmetry of a system with Lagrangian L if

ua
∂L

∂qa
= 0.

It then follows from Lagrange’s equations that

d
dt

(
ua

∂L

∂va

)
= ua

d
dt

(
∂L

∂va

)
= ua

∂L

∂qa
= 0.

So the quantity

p = ua
∂L

∂va

is a constant of the motion. It is called the momentum conjugate to the trans-
formation group. If u1 = 1 and the other uas are zero, then p = p1, so this
extends the terminology of ‘coordinates’ and ‘conjugate momenta’.

When we change to a general coordinate system, the generators transform
according to (4.5), and they are no longer constant. However, we do have the
following.

Lemma 4.5

Let ρs be a one-parameter group of transformations with generators ua in the
coordinate system qa and with generators ũa in the coordinate system q̃a, and
let L(q, v, t) be a function on P × R. Then

ua
∂L

∂qa
+
(
∂ua
∂qb

vb +
∂ua
∂t

)
∂L

∂va
= ũa

∂L

∂q̃a
+
(
∂ũa
∂q̃b

ṽb +
∂ũa
∂t

)
∂L

∂ṽa
,

where ũa and ua are related by (4.5).
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Proof

Suppose that γ is a kinematic trajectory in C×R. Then γs = ρs(γ) is a family
of trajectories, labelled by s. When we put

qa = qa(t), va = q̇a(t)

along a dynamical trajectory, L becomes a function of t. If we make this sub-
stitution for each trajectory in the family, then the result is a function L(s, t).

Now for small s, the trajectory γs is given by

qa = qa(t) + sua
(
q(t), t

)
+O(s2),

where qa = qa(t) is the equation of γ0 = γ. Therefore, along γs

va = q̇a(t) + s
∂ua
∂qb

q̇b(t) + s
∂ua
∂t

+O(s2).

It follows that at s = 0,

∂L

∂s
=

∂qa
∂s

∂L

∂qa
+
∂va
∂s

∂L

∂va

= ua
∂L

∂qa
+
(
∂ua
∂qb

vb +
∂ua
∂t

)
∂L

∂va
.

But ∂L/∂s is independent of the coordinate system in which it is evaluated.
So the lemma follows.

Definition 4.6

The derivative of L under the action of a one-parameter group of transforma-
tions is

ua
∂L

∂qa
+
(
∂ua
∂qb

vb +
∂ua
∂t

)
∂L

∂va

on P × R. It is independent of the coordinate system in which it is evaluated.

The proof of the lemma gives a method for calculating the derivative. Evaluate
L along a trajectory in C × R and find the change in L when the trajectory
is moved by the action of the group. In geometric language, the action of the
group determines a vector field on P × R and the derivative is the derivative
along this vector field.

The lemma itself gives a means for recognizing dynamical symmetry in
general coordinates. If ua∂L/∂qa = 0 in a coordinate system in which the uas
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are constant, then (4.6) is zero in this coordinate system and hence in every
coordinate system. From (4.5), we also have that

ua
∂L

∂va
= ũa

∂qb
∂q̃a

∂L

∂vb
= ũa

∂L

∂ṽa

so we get the same value for p = ua∂L/∂va in every coordinate system.

Definition 4.7

Let ρs : C × R → C × R be a one parameter group of transformations with
generators ua and let L be a Lagrangian function on P × R. The momentum
conjugate to ρs is the function

p = ua
∂L

∂va
(4.7)

on P×R. The group is said to be a dynamical symmetry whenever the derivative
of L under the action of the group vanishes.

Proposition 4.8 (Noether’s Theorem)

If ρs is a dynamical symmetry of a system with Lagrangian L(q, v, t), then its
conjugate momentum is constant during the motion of the system.

Proof

By differentiating (4.7) with respect to t along the dynamical trajectories in
P × R, we have

dp
dt

=
dua
dt

∂L

∂va
+ ua

d
dt

(
∂L

∂va

)

=
(
∂ua
∂qb

vb +
∂ua
∂t

)
∂L

∂va
+ ua

∂L

∂qa

= 0. (4.8)

In fact, every dynamical symmetry is given by Example 4.3 in some coordinate
system, at least in a neighbourhood of a point at which not all the uas van-
ish. However, the proof above establishes Noether’s theorem direct from the
definition, without having to use this result.
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Example 4.9

Suppose that q1 is cyclic. Then the one-parameter transformation group

ρs : (q1, q2, . . . , qn, t) 	→ (q1 + s, q2, . . . , qn, t)

is a dynamical symmetry, with generator u = (1, 0, . . . , 0). Noether’s theorem
gives the conservation of the conjugate momentum p1 = ∂L/∂v1.

Example 4.10

For a free particle of mass m moving without forces, the Lagrangian is

L = 1
2m(v2

1 + v2
2 + v2

3), (4.9)

in the coordinate system q1 = x, q2 = y, and q3 = z. For the one-parameter
group of rotations about the z-axis in Example 4.4, we have

u1 = −q2, u2 = q1, u3 = 0. (4.10)

This is a dynamical symmetry because

ua
∂L

∂qa
+
(
∂ua
∂qb

vb +
∂ua
∂t

)
∂L

∂va
= −v2

∂L

∂v1
+ v1

∂L

∂v2
= 0.

The conjugate conserved momentum is

p = ua
∂L

∂va
= −mq2v1 +mq1v3, (4.11)

which is the z-component of the angular momentum mr ∧ v.

EXERCISES

4.2. Identify the symmetry associated with the conserved quantity in
Exercise 4.1.

4.3. Write down the generators of rotations about the x and y axes for
the system in Example 4.10 and find the conjugate momenta. Verify
that they are the x- and y-components of angular momentum.
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4.3 Conservation of Energy

A conserved momentum arises when L is invariant under a group of
instantaneous displacements in the state of motion. Another conservation law
arises when L is independent of t. If L is such that

L(q, v, t+ s) = L(q, v, t),

then the system behaves in the same way irrespective of the time at which it
is set in motion and so there is symmetry under time translation.

We leave the general derivation of the corresponding conservation law for
later and deal here only with a special case. Suppose that L = T−U , where U =
U(q, t) is the potential and T , the kinetic energy, is a homogeneous quadratic
in the velocities,

T = 1
2Tab(q, t)vavb. (4.12)

Then E = T + U is the total energy of the system.

Proposition 4.11

Let L = T − U , where T is a homogeneous quadratic in the velocities. If

∂L

∂t
= 0,

then E is conserved.

Proof

Suppose that ∂L/∂t = 0. Then ∂U/∂t = 0 and ∂T/∂t = 0 because T and U are
homogeneous with different degrees in the velocities. Lagrange’s equations are

∂2T

∂va∂vb
v̇b +

∂2T

∂va∂qb
vb −

∂T

∂qa
+
∂U

∂qa
= 0. (4.13)

Hence, by multiplying by va and summing over a,

0 =
∂T

∂vb

dvb
dt

+
∂T

∂qb
vb + va

∂U

∂qa
=

d
dt

(T + U). (4.14)

Here we have used

va
∂2T

∂va∂vb
=
∂T

∂vb
and va

∂2T

∂va∂qb
= 2

∂T

∂qb
(4.15)

which follow from Euler’s theorem on homogeneous functions, because ∂T/∂vb
is homogeneous of degree one in the velocities and ∂T/∂qb is homogeneous of
degree two in the velocities.
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4.4 Momentum Principles

Noether’s theorem states that the momentum conjugate to a symmetry is a
constant of the motion. There is a weaker form of symmetry which, while it
does not give rise directly to constants of the motion, is still useful in the
analysis of general systems. Suppose that a system of particles has kinetic
energy T = T (q, v, t) in generalized coordinates.

Definition 4.12

A kinematic symmetry is a one-parameter group of transformations

ρs : C × R → C × R

such that the derivative of T under the action of the group vanishes. That is,

ua
∂T

∂qa
+
(
∂ua
∂qb

vb +
∂ua
∂t

)
∂T

∂va
= 0.

The momentum conjugate to a kinematic symmetry with generators ua is de-
fined to be the function p : P → R, where

p = ua
∂T

∂va
. (4.16)

This does not involve the dynamics of the system because the definition does
not involve the forces acting on the particles.

If ρs is a kinematic symmetry, then the same calculation as in the proof
of Noether’s theorem, but using now (3.13) rather than Lagrange’s equations,
shows that dp

dt
= uaQa (4.17)

where p is the conjugate momentum and the Qas are the generalized forces. In a
constrained system subject to workless constraints, they are the q-components
of the external forces. Thus a kinematic symmetry gives rise to a momentum
principle in the form of an equation: rate of change of momentum p equals
component of applied force uaQa.

We investigate the possibilities first for a single particle with kinetic energy

T = 1
2mv · v,

where v is the velocity relative an inertial frame. The linear momentum of the
particle is the vector p = mv and its angular momentum about the origin of
the inertial frame is the vector

J = mr ∧ v

where r is the position vector of the particle from the origin of the inertial frame.



4. Noether’s Theorem 109

Take the generalized coordinates to be the Cartesian coordinates of the
particle in the inertial frame. The corresponding coordinates on P ×R are the
three components of r, the three components of v, and t. We get evolution
equations for p and J from (4.17) by considering translations and rotations
about the origin of the inertial frame in this coordinate system.

Translations

Suppose that ρs moves the particle through distance s in the direction of a unit
vector k. That is

ρs : (r, t) 	→ (r + sk, t).

If we take the qas to be the Cartesian coordinates of the particle, then the
generators of the one-parameter group are the components of k. Because these
are constant and because T depends only on the generalized velocities, T is
unchanged by the transformations, so ρs is a kinematic symmetry. We have

p = mk · v = k · p

is the k component of the linear momentum and

uaQa = k · F ,

is the k-component of the force on the particle. The momentum principle is

ṗ = k · F , (4.18)

which is just the k-component of the equation of motion. Because this holds
for any k, we have the linear momentum equation ṗ = F .

Rotations about the Origin

In this case, the transformation ρs rotates the position vector of the particle
through an angle s in about an axis in the direction of a unit vector k. To the
first order in s, this changes the position and velocity of the particle by

(r,v, t) 	→ (r,v, t) + s(k ∧ r,k ∧ v, t),

which leaves T unchanged because v is orthogonal to k ∧ v. Therefore ρs is a
kinematic symmetry. We have

p = m(k ∧ r) · v = k · J
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and
uaQa = (k ∧ r) · F = k · (r ∧ F )

We deduce the principle of angular momentum
.

J= r ∧ F .

The right-hand side is the moment of the force F about the origin.

There is an immediate extension to a system of particles with kinetic energy

T = 1
2

∑
α

mαvα · vα.

The rotations and translations act on P × R by acting on the position and
velocity of each individual particle, and T is again invariant because each sep-
arate term in the sum is invariant. So from the action of the translations we
get the linear momentum equation

ṗ =
∑

Fα

and from the action of the rotations about the origin, we get the angular mo-
mentum equation .

J=
∑

rα ∧ F α,

where
p =

∑
mαvα and J =

∑
mαrα ∧ vα.

The forces on a system of particles can usually be split into a sum

Fα = Eα + Iα (4.19)

where the Eα are external forces (gravity and so on) and the Iα are inter-
nal forces that arise from the mutual interactions between the particles. The
only restriction on the internal forces is that they should do no work under
small instantaneous displacements that do not alter the relative positions of
the particles, that is, under rotations and translations of the whole system. For
example, the forces between the particles in a rigid body are internal in this
sense. In the absence of gravity and other external forces, one cannot extract
energy from a rock simply by moving it or rotating it.

Only the external forces contribute to uaQa. So we can rewrite the linear
and angular momentum equations in the form

ṗ =
∑

Eα and
.

J=
∑

rα ∧ Eα.
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4.5 Relative Angular Momentum

For a system of particles, we can get a further momentum principle by
considering rotations about a moving point C. If the point has position vector
c(t) from the origin of the inertial frame, then the angular momentum JC of a
particle relative to C is defined by

JC = m(r − c) ∧ (v − ċ)

where r is the position vector from the origin of the inertial frame, v is the veloc-
ity relative to the frame, and the dot is the time derivative relative to the inertial
frame. It depends on C, but is independent of the choice of inertial frame.

The relative angular momentum is related to rotations about the moving
point. Let ρs denote the one-parameter group of transformations of the ex-
tended configuration space of a particle given by rotating the vector r−c from
C to the particle through an angle s in about an axis in the direction of a fixed
unit vector k. To the first order in s,

ρs : (r, t) 	→ (r, t) + s
(
k ∧ (r − c), t

)
.

This changes the position and velocity of a moving particle by

(r,v, t) 	→ (r,v, t) + s
(
k ∧ (r − c),k ∧ (v − ċ), t

)
.

Therefore
p = m

(
k ∧ (r − c)

)
· v = k · JC .

The ‘momentum’ conjugate to the family of rotations is the k-component of
the angular momentum relative to C.

For a system of particles, we similarly have p = k · JC , where JC is now
the total angular momentum relative to C, defined by

JC =
∑

mα(rα − c) ∧ (vα − ċ).

In general, however, ρs is not a kinematic symmetry. For a single particle, the
infinitesimal change in T under the action of ρ̂s for small s is

sm
(
k ∧ (v − ċ)

)
· v = −s(k ∧ ċ) · p,

where p is the linear momentum. This does not vanish in general. Obvious
exceptions arise when C is fixed, which gives nothing new, or when C is moving
with the particle, so that ċ = v, in which case the momentum equation is trivial.

For a system of particles, however, there is a more interesting case in
which C is taken to be the centre of mass, so that

mc =
∑
α

mαrα,



112 Introduction to Analytical Dynamics

where m =
∑
mα is total mass. In this case the infinitesimal change in T under

ρ̂s is again
−s(k ∧ ċ) · p,

where p is now the total linear momentum. However, with C as the centre of
mass, p = mċ, so the change in T vanishes and therefore ρs is a kinematic
symmetry. We conclude that the time-dependence of the angular momentum
about the centre of mass is governed by

.
Jc=

∑
(r − c) ∧ E,

where the sum is over the points at which the external forces E are applied.
It is important to remember that the equality between rate of change of

angular momentum and total moment of external forces holds in general only
for either a fixed point in an inertial frame or for the centre of mass.

EXERCISES

4.4. The configuration space for a particle of mass m moving in space is
Euclidean space, with Cartesian coordinates x, y, z. Show that the
generator of the one-parameter group of rotations about the x-axis is

u = (0,−z, y).

Hence write down an expression for the x-component of angular
momentum in terms of the spherical polar coordinates defined by

x = r sin θ cosϕ

y = r sin θ sinϕ

z = r cos θ.

4.5. An astronaut is floating in empty space at rest relative to an inertial
frame with her arms by her side. Explain how it is that by waving
her arms and then returning them to their original position, she can
rotate her body, but cannot move her centre of mass.

4.6. A system of particles with masses mα moves in a gravitational field
g. Show that if F α = −mαg where g is constant, then

∑
α

Fα = mg and
∑
α

rα ∧ F α = mc ∧ g,

where c is the position vector of the centre of mass and m is the
total mass. Deduce that the effect of a uniform gravitational field
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on the total linear momentum and angular momentum is the same
as that of a single force mg acting through the centre of mass. Show
by counter-example that this is not true for a non-uniform field.

4.7. Let ρs : C ×R → C ×R be a dynamical symmetry of a system with
Lagrangian L, with generators ua. Show that under the action of ρs
for small s, the change in ∂L/∂va along a kinematic trajectory is

δ

(
∂L

∂va

)
= sub

∂2L

∂va∂qb
+ swb

∂2L

∂va∂vb

to the first order in s, where

wa =
∂ua
∂qb

vb +
∂ua
∂t

.

Deduce that

δ

(
∂L

∂va

)
= −s∂ub

∂qa

∂L

∂vb

and

δ

(
∂L

∂qa

)
= −s∂ub

∂qa

∂L

∂qb
− s

∂wb
∂qa

∂L

∂vb
.

Show that
d
dt

(
∂ub
∂qa

)
=
∂wb
∂qa

.

Hence show that if qa = qa(t) is a solution of Lagrange’s equations,
then so is qa = qa(t)+sua

(
q(t), t

)
, to the first order in s. Deduce that

if ρs is a dynamical symmetry, then it maps dynamical trajectories
in C × R to dynamical trajectories.

4.8. Establish the result of Exercise 4.7 by a variational argument.

4.10. Show that in the system in Exercise 3.7, if U depends only on the
distance between the particles, then the three components of total
angular momentum about the centre of mass are conserved.



5
Rigid Bodies

5.1 Rigid Body Motion

The motion of a rigid body at any instant is determined by the six components
of two vectors, the angular velocity ω and the velocity u of a chosen point O
of the body. There are therefore six degrees of freedom and we should be able
to describe the evolution by introducing six generalized coordinates: three for
position and three for orientation.

The position coordinates are straightforward because we can use the three
Cartesian coordinates of O in some inertial frame. The components of u are
then the corresponding generalized velocities. As we saw in Section 1.9, it is a
more complicated problem to find convenient coordinates to describe the ro-
tational degrees of freedom. It is, in fact, impossible to find three generalized
coordinates for which the three components of ω are the corresponding general-
ized velocities. Whatever angular coordinates are used, the task of expressing ω

in terms of their time derivatives is always a source of complication.
Having chosen coordinates, we must express the kinetic energy as a function

of qa, va, and t. We can then write down the equations of motion in terms of
the q-components of the external forces. In doing this, we think of the body as
a collection of a large number of particles, with position vectors rα, subject to
the constraints

|rα − rβ | = constant.

N.M.J. Woodhouse, Introduction to Analytical Dynamics: New Edition, 115
Springer Undergraduate Mathematics Series, DOI 10.1007/978-1-84882-816-2 5,
c© Springer-Verlag London Limited 2009
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The constraint forces are the forces between the particles and we assume that
they do no work during instantaneous displacements of the body which leave
unchanged the relative positions of the individual particles. They therefore
make no contribution to the equations of motion for the coordinates qa.

5.2 Kinetic Energy

Our first task is to express the kinetic energy of a rigid body in terms of u

and ω. Choose an inertial frame, choose a point O fixed in the body, and let
u denote the velocity of O relative to the inertial frame. The velocity of any
other point of the body is

v = u + ω ∧ r

where r is the vector from O to the point and ω is the angular velocity of the
body. So the total kinetic energy relative to the inertial frame is

T =
∑
α

1
2mα(u + ω ∧ rα) · (u + ω ∧ rα)

= 1
2mu · u + u ·

(
ω ∧

∑
α

mαrα
)

+ 1
2

∑
α

mα(ω ∧ rα) · (ω ∧ rα),

where the sum is over all the particles, m =
∑

αmα is the total mass, and the
position vector rα of particle α is from O as origin. The first term,

T1 = 1
2mu · u,

is the kinetic energy of a particle of mass m moving with velocity u relative to
the inertial frame. The second term can be simplified to

T2 = u ·
(
ω ∧

∑
α

mαrα
)

= mu · (ω ∧ c),

where c is the position vector from O of the centre of mass, defined by

mc =
∑
α

mαrα.

To make better sense of the third term, we replace the particles by a continuous
distribution of matter. Then

T3 = 1
2

∑
α

mα(ω ∧ rα) · (ω ∧ rα)

becomes an integral over the body

T3 = 1
2

∫
ρ(ω ∧ r) · (ω ∧ r) dV = 1

2

∫
ρ
(
(ω · ω)(r · r)2 − (ω · r)2

)
dV,
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in which ρ is the density, r is the position vector from O of a general point
of the body, and dV is the volume element. Now ω is constant over the body
at any time. So we can bring a factor of ω out of the integral, and write
T3 = 1

2ω · J , where

J =
∫
ρ
(
(r · r)ω − (ω · r)r

)
dV. (5.1)

This vector is the angular momentum relative to O. It is the sum over the
particles of the body of

mαrα ∧ (ω ∧ rα) = mαrα ∧ (vα − u),

where vα − u is the velocity of particle α relative to O, as measured in the
inertial frame. Because the body has the same angular velocity in any inertial
frame, T3 depends on the motion of the body and the choice of the point O, but
not on the choice of axes. On reassembling the three components of T , we have

T = 1
2mu · u +mu · (ω ∧ c) + 1

2J · ω. (5.2)

5.3 The Inertia Matrix

The relative angular momentum depends linearly on ω. That is, it is given
by a linear a transformation ω 	→ J . Given a frame fixed in the body, the
transformation is represented by a matrix called the inertia matrix.

Definition 5.1

Let R = (O, T ) be a rest frame of the body. The inertia matrix of the body in
the frame R is the 3 × 3 symmetric matrix J with entries

Jij =
∫
ρ(r2δij − rirj) dV

where r2 = r · r, the ris are the components of r, and δij is the Kronecker
delta, equal to one when i = j and to zero otherwise.

The notation is, perhaps, less than transparent. To bring it into a more familiar
form, write x, y, and z for r1, r2, and r3, and put

A =
∫
ρ(y2 + z2) dV F =

∫
ρyz dV

B =
∫
ρ(x2 + z2) dV G =

∫
ρxz dV

C =
∫
ρ(x2 + y2) dV H =

∫
ρxy dV.
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Then

J =

⎛
⎝

A −H −G
−H B −F
−G −F C

⎞
⎠

The entries are all independent of time.

Definition 5.2

The diagonal entries A, B, and C are the moments of inertia about the x, y,
and z coordinate axes, and F , G, and H are the products of inertia with respect
to the yz, zx, and xy coordinate planes.

Because the components of ω are constant over the body, (5.1) is equiva-
lent to

Ji =
∑
j

ωj

∫
ρ(r2δij − rirj) dV,

where the Jis and ωis are the components of J and ω in the frame R. Therefore
⎛
⎝
J1

J2

J3

⎞
⎠ = J

⎛
⎝
ω1

ω2

ω3

⎞
⎠ . (5.3)

Once we have evaluated the appropriate volume integrals to find the centre
of mass and the entries in the inertia matrix, we can use (5.3) to determine J

and hence write T in terms of u and ω. A good choice of rest frame can simplify
the calculation. In order to exploit the freedom in the choice of frame, we make
use of the following propositions, which determine the relationship between the
inertia matrices of the body in different rest frames.

Proposition 5.3 (Parallel Axes Theorem)

Let O′ be the centre of mass and let R = (O, T ) and R′ = (O′, T ) be two rest
frames with parallel coordinate axes, R′ having origin at the centre of mass.
Let Jij and J ′

ij denote the entries in the corresponding matrices J and J ′.
Then

Jij = J ′
ij +m(x2δij − xixj)

where x is the vector from O′ to O, x2 = x·x and the xis are the T -components
of x.



5. Rigid Bodies 119

Proof

If r is the position vector from O of a point of the body, then its position vector
from O′ is r′ = x + r. Because O′ is the centre of mass

∫
ρr′i dV = 0.

Therefore ∫
ρ(r′i − xi)(r′j − xj) dV = mxixj +

∫
ρr′ir

′
j dV.

By putting i = j and summing, we also have
∫
ρr2 dV = mx2 +

∫
ρr′2 dV.

The proposition follows.

In matrix notation, the proposition is

J = J ′ + +m
(
XtXI −XXt

)
,

whereX is the column vector with entries x1, x2, x3 and I is the identity matrix.
Note that XtX = x · x and that XXt is the 3 × 3 matrix with entries xixj .

The parallel axes theorem states that the inertia matrix in a rest frame R
is the sum of two terms: the inertia matrix of a single particle of mass m at the
centre of mass and the inertia matrix of the body in a frame with axes parallel
to those of R and origin at the centre of mass. For the diagonal entries, the
theorem reduces to the parallel axis theorem for moments of inertia.

Proposition 5.4 (The Tensor Property)

Let R = (O, T ) and R′ = (O, T ′) be two rest frames with the same origin
and let H be the transition matrix from T ′ to T . Let J and J ′ denote the
corresponding inertia matrices. Then

J = HJ ′Ht.

Proof

Let r denote the position vector from O of a point of the body, and let X
and X ′ denote the two column vectors with entries equal to the components of
r in, respectively, T and T ′. Then

J =
∫
ρ(XtXI −XXt) dV, J ′ =

∫
ρ(X ′tX ′I −X ′X ′t) dV,
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with the integrals of the matrix-valued integrands taken entry by entry. It
follows from X = HX ′ that

XtXI −XXt = H
(
X ′tX ′I −X ′X ′t)Ht

because HHt = I and XtX = r · r = X ′tX ′. Therefore J = HJ ′Ht, because
the entries in H are constant over the body.

We can also write J ′ = HtJH because Ht = H−1. For any symmetric ma-
trix J , there exists an orthogonal matrixH such that HtJH is diagonal. Given
O, therefore, it is possible to choose the orthonormal triad T ′ so that,

J ′ =

⎛
⎝

J ′
11 0 0
0 J ′

22 0
0 0 J ′

33

⎞
⎠ .

Definition 5.5

Let J be the inertia matrix in a rest frame R = (O, T ). A principal axis at
O is a line through O in the direction of an eigenvector of J ; that is, in the
direction of vector x such that

JX = AX (5.4)

for some A ∈ R, where X is the column vector formed from the components
of x. The eigenvalue A is the corresponding principal moment of inertia.

The principal axes and principal moments of inertia depend on O, but not
on the choice of triad. They are characterized, independently of T , as the
directions of ω for which J = Aω, that is, as the directions for which the
angular momentum relative to O is aligned with the angular velocity.

Some familiar results from linear algebra translate into statements about
principal axes and principal moments. For example, two eigenvectors of a sym-
metric matrix corresponding to distinct eigenvalues are necessarily orthogonal.
This becomes the statement that the principal axes at O of distinct principal
moments of inertia are orthogonal. If two vectors are eigenvectors of a ma-
trix with the same eigenvalue, then any linear combination of the two is also
an eigenvector with this eigenvalue. Thus if two lines through O are principal
axes corresponding to the same principal moment of inertia A, then every line
through O in the plane that they span is also a principal axis with principal
moment of inertia A.

If T is chosen so that J is diagonal, then the coordinate axes are principal
axes and the diagonal entries in J are the corresponding principal moments
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of inertia. Conversely, if one takes three orthogonal principal axes at O as
coordinate axes, then the inertia matrix is diagonal, with the principal moments
of inertia as diagonal entries.

Example 5.6

†The moment of inertia of a uniform spherical shell of mass m and radius a
about any axis through its centre is 2

3ma
2. Hence the inertia matrix at the

centre is 2
3ma

2I, irrespective of the choice of triad.
The upper and lower hemispheres contribute equally to the integrals for the

moments and products of inertia. Therefore the inertia matrix of a uniform
hemispherical shell of mass m and radius a at its centre O is also 2

3ma
2I, that

is, half the matrix of a spherical shell of mass 2m.
We use the parallel axes theorem to find the inertia matrix at a point P on

the rim of the hemisphere. Because neither O nor P is the centre of mass, we
must do this in two steps.

Let T = (i, j,k), where i and j are parallel to the base, with i pointing
from O to P , and k is normal to the base (Figure 5.1).

The position vector from O of the centre of mass C is − 1
2ak, by Archimedes’

theorem relating the area elements of a cylinder and an inscribed sphere. There-
fore if we take R′ = (C, T ) to be the frame with origin at the centre of mass in
the parallel axes theorem, then

J ′ = 2
3ma

2I − 1
4ma

2

⎡
⎣I −

⎛
⎝

0 0 0
0 0 0
0 0 1

⎞
⎠
⎤
⎦ .

k

ak+ai

i

j

− 2
-1

2
-1

O

P

C

ak

Figure 5.1
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The position vector of the point P from C is ai + 1
2ak. So if we take

R = (P, T ) in a second application of the theorem, we obtain

J = J ′ + 1
4ma

2

⎡
⎣5I −

⎛
⎝

4 0 2
0 0 0
2 0 1

⎞
⎠
⎤
⎦

= 1
6ma

2

⎛
⎝

4 0 −3
0 10 0
−3 0 10

⎞
⎠

for the inertia matrix at P . The principal moments of inertia at P are 1
6ma

2s,
where s is a root of the cubic∣∣∣∣∣∣

4 − s 0 −3
0 10 − s 0
−3 0 10 − s

∣∣∣∣∣∣
.

The roots are
5
3ma

2, and 1
6ma

2(7 ± 3
√

2);

and the principal axes are in the directions of the corresponding eigenvectors
⎛
⎝

0
1
0

⎞
⎠ ,

⎛
⎝

−1
0

1 +
√

2

⎞
⎠ ,

⎛
⎝

−1
0

1 −
√

2

⎞
⎠

Note that the parallel axes theorem cannot be used to go directly from O to P
because in each application of the theorem, one of the frames must have its
origin at the centre of mass.

Suppose that the rest frame R = (O, T ) has its axes aligned with principal
axes at O. Then F = G = H = 0 and

1
2J · ω = 1

2 (Aω2
1 +Bω2

2 + Cω2
3).

The expression (5.2) for T simplifies further in either of two cases.

1. The origin O of the rest frame is the centre of mass. Then c = 0 and

T = 1
2mu · u + 1

2 (Aω2
1 +Bω2

2 + Cω2
3), (5.5)

with the coordinate axes of the rest frame aligned with principal axes at
the centre of mass. In this case T is the sum of two parts. The first involves
only the translational degrees of freedom and the second involves only the
rotational degrees of freedom.

2. The origin O is at rest relative to the inertial frame. This is the case in
which the body is rotating about a fixed point. We then have u = 0 and

T = 1
2 (Aω2

1 +Bω2
2 + Cω2

3).
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EXERCISES

5.1. Let R = (O, T ) be a rest frame of a rigid body. Denote the entries
in the corresponding inertia matrix by Jij . Show that the moment
of inertia about an axis through O in the direction of a unit vector
with components xi is Jijxixj .

5.2. Show that the inertia matrix at the centre of a uniform solid cube
with mass m and edges of length 2a is 2

3ma
2I. Find the principal

axes and principal moments of inertia at a vertex.

5.3. †Show that the principal moments of inertia at the centre of mass of
a uniform solid circular cylinder, radius a, height 2h, and massm, are
1
2ma

2 and 1
12m(4h2 + 3a2) (repeated). Find the principal axes and

principal moments of inertia at a point distance D from the centre
of mass in the plane through the centre of mass perpendicular to the
axis of the cylinder.

5.4. Show that the kinetic energy of a uniform rod of mass m is

T = 1
6m(u · u + u · v + v · v)

where u and v are the velocities of the two ends.

5.5. †Show that if a line passing through the centre of mass of a rigid
body is a principal axis at one point of the line, then it is a principal
axis at every point of the line.

5.6. †A rigid body is said to have inertial symmetry at a point P if the
principal moments of inertia at P are all equal. Show that if a body
has inertial symmetry at a point other than the centre of mass, then
the principal moments of inertia at the centre of mass cannot all be
distinct.

A uniform solid right circular cone has height h and base of radius a.
For what values of h/a does the cone have inertial symmetry at its
vertex?

5.7. Show that the inertia matrix at the centre of any uniform Platonic
solid is a multiple of the identity matrix.

5.4 Linear and Angular Momentum

The principles of linear and angular momentum determine the motion of a rigid
body under that action of external forces. Let R = (O, T ) be a rest frame of
the rigid body, with its origin O at the centre of mass of the body. Consider
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the motion relative to some inertial frame. The total linear momentum relative
to the inertial frame is p = mu, where u is the velocity of O relative to the
inertial frame. The total angular momentum about the centre of mass is

JO =
∫
ρr ∧ ṙ dτ =

∫
ρr ∧ (ω ∧ r) dτ, (5.6)

where ω is the angular velocity of the body, r is the position vector of an
element of the body from O and the dot is the time derivative relative to the
inertial frame. As in Section 5.2,

⎛
⎝
J1

J2

J3

⎞
⎠ = J

⎛
⎝
ω1

ω2

ω3

⎞
⎠ .

where the Jis and ωis are the respective T -components of JO and ω, and J
is the inertia matrix at the centre of mass in the frame R. We can write down
the components of JO, therefore, once we know the angular velocity ω and the
moments and products of inertia at the centre of mass.

By the principles of linear and angular momentum,

ṗ =
∑

E and
.

JO=
∑

r ∧ E. (5.7)

In the first equation,
∑

E is the sum of the external forces. In the second, the
sum is over the points at which the external forces act.

In principle, the two vector equations (5.7) determine the evolution of the
six degrees of freedom. The second equation can, however, be written in a more
convenient form. Take the axes of R to be along principal axes at O. Then

J1 = Aω1, J2 = Bω2, J3 = Cω3, (5.8)

where A, B and C are the principal moments of inertia at O. It follows that
the time derivative DJO of JO with respect to R, has components Aω̇1, Bω̇2,
and Cω̇3. By the Coriolis theorem,

.
JO= DJO + ω ∧ JO.

Therefore

Aω̇1 + (C −B)ω2ω3 = G1

Bω̇2 + (A− C)ω3ω1 = G2

Cω̇3 + (B −A)ω1ω2 = G3

where G1, G2, and G3 are the components of
∑

r ∧ E in the rest frame R.
These are Euler’s equations. They determine the time-dependence of the angu-
lar velocity and hence of the orientation of the body.
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5.5 Rotation About a Fixed Point

We can also take moments about a fixed point P in an inertial frame, to obtain
.

JP=
∑

(r + x) ∧ E, (5.9)

where x is the vector from P to the centre of mass O and JP is the angular
momentum relative to P (p. 111). It is related to angular momentum about
the centre of mass by

JP = JO + x ∧ p.

The right-hand side of (5.9) is the moment of the external forces about P .
Equation (5.9) does not contain any new information because it is an im-

mediate consequence of (5.7). It is particularly useful, however, in the case of a
body rotating about a fixed point. In other words, when there is a point P of
the body which is at rest relative to the inertial frame at all times. Then the
velocity relative to the inertial frame of an element of the body with position
vector r from P is ω ∧ r. In this case,

JP =
∫
ρr ∧ (ω ∧ r) dV (5.10)

and the components of JP in an orthonormal triad T fixed in the body are
related to those of ω by (5.3), where J is now the inertia matrix at P in the
triad T . When T is aligned with principal axes at P , we once again obtain
Euler’s equations for the T -components of ω, only now A, B, and C are the
principal moments of inertia at P and G1, G2, and G3 are the T -components
of the total moment of the external forces about P .

It is important to remember that the relationship in (5.3) between the
components of the angular momentum and the angular velocity is valid in
general only for

1. Angular momentum about the centre of mass in the case of arbitrary mo-
tion

2. In the case of rotation about a fixed point of an inertial frame, for the
angular momentum about the fixed point

Similarly, Euler’s equations for the components of ω hold only if the rest
frame R either has its origin at the centre of mass, in the case of general
motion, or, in the case of rotation about a fixed point, has its origin at the
fixed point.
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Example 5.7 (Free Rotation)

Consider a rigid body rotating about a fixed point P . Let R = (P, T ) be a
rest frame with its axes aligned with the principal axes at P and suppose that
G1 = G2 = G3 = 0. Then Euler’s equations reduce to

Aω̇1 + (C −B)ω2ω3 = 0
Bω̇2 + (A− C)ω3ω1 = 0
Cω̇3 + (B −A)ω1ω2 = 0

(5.11)

We assume that A < B < C.
By multiplying the three equations first by ω1, ω2, and ω3 respectively and

adding, and second by Aω1, Bω2, Cω3 and adding, we find that

Aω2
1 +Bω2

2 + Cω2
3 = 2T (5.12)

A2ω2
1 +B2ω2

2 + C2ω2
3 = J2 (5.13)

where T and J are constants: T is the kinetic energy and J is the magnitude
of the angular momentum vector JP .

The instantaneous axis is the line through P in the direction of ω. By
studying the way in which it moves relative to R, we can discover a great deal
about the dynamical behaviour of the body.

By writing ω = λr and eliminating λ between (5.12) and (5.13), we see
that the instantaneous axis is a generator of a fixed quadric cone in the body.
In the rest frame R, the cone has equation

αx2 + βy2 + γz2 = 0

where

α =
A

2T
− A2

J2
, β =

B

2T
− B2

J2
, γ =

C

2T
− C2

J2
.

With A, B, and C fixed, the shape of the cone depends on the value of J2/2T ,
which must lie between A and C. There are three cases.

(1) J2 = 2BT . Then β = 0, α > 0, and γ < 0. The cone degenerates into a
pair of planes that intersect along the y-axis.

(2) 2CT ≥ J2 > 2BT . Then α > 0, β > 0, and γ ≤ 0. The intersection of the
cone with the plane z = 1 is one of the family of ellipses in Figure 5.2.

(3) 2BT > J2 ≥ 2AT . Then α ≥ 0, β < 0, and γ < 0. The intersection of the
cone with the plane x = 1 is one of the family of ellipses in Figure 5.3.

In the figures, the limiting case of the parallel lines arises as β → 0. The arrows
on the ellipses indicate the movement of the instantaneous axis relative to the
body. The directions are found by examining the signs in Euler’s equations.
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y

x

Figure 5.2 Case 2. The intersection with the plane z = 1 is one of the
ellipses αx2 + βy2 = −γ.

y

z

Figure 5.3 Case 3. The intersection with the plane x = 1 is one of the
ellipses −βy2 − γz2 = α.

By combining Figures 5.2 and 5.3, we obtain Figure 5.4, which shows the
quadric cone and the direction of movement of the instantaneous axis for various
values of J2/2T . In the limiting caseA = B, the plane pair coalesces into the xy-
plane, the quadric cones become circular and the picture reduces to Figure 5.5.

Motion with constant angular velocity is possible about any of the three
coordinate axes of the rest frame, with ω parallel to JP and the instantaneous
axis fixed both in the body and in the inertial frame. Such motion is stable
if ω2 = ω3 = 0 or if ω1 = ω2 = 0 because, if the body is disturbed slightly
when it is rotating about either the x-axis or the z-axis, then the instantaneous
axis must remain on a narrow cone surrounding the original axis of rotation.
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However, the motion is unstable when ω1 = ω3 = 0.
The case J2 = 2BT is worth investigating further. By substituting for ω1

and ω3 from (5.12) and (5.13) into the second equation in (5.11),

B2ω̇2
2 =

(2T −Bω2
2)(C −B)(B −A)
AC

. (5.14)

This can be solved analytically, but it is possible to deduce the qualitative
behaviour by sketching the trajectories in the ω2, ω̇2-plane (Figure 5.6) without
finding the explicit solutions. The trajectories are the curves given by (5.14) for
the different values of T . Unstable equilibrium is possible when ω2 = ±

√
2T/B

(rotation about the y-axis). But if the motion is disturbed, with the relationship
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Figure 5.6

between T and J2 maintained, then the system follows one of the curves in
Figure 5.6 and ω2 tends asymptotically to the negative of its original value. The
instantaneous axis sweeps out one or other of the J2 = 2BT pair of planes in
the body, eventually coming back into coincidence with the y-axis, but with ω2

having changed sign. During the process the angular momentum vector remains
fixed relative to the inertial frame. Thus the effect of the disturbance is to cause
the body to flip over. If the intersection points of the y-axis ofR with the surface
are marked red and blue, then, seen from the inertial frame, the body ends up
spinning in exactly the same way as initially, but with the red and blue points
interchanged.

This somewhat implausible behaviour depends, of course, on the exact rela-
tionship between T and J2 being maintained when the original rotation about
the y-axis is disturbed.

Example 5.8 (Motion of a Top, Vector Treatment)

A (symmetric) top is a rigid body with axial symmetry about a line through
its centre of mass.

Suppose that P is a point on the axis of symmetry at a distance a from the
centre of mass. Consider the motion in which P is fixed relative to an inertial
frame and the top is rotating about P without friction under the influence
of gravity. Let e denote the unit vector along the axis of symmetry pointing
from P towards the centre of mass (Figure 5.8). Then

ė = ω ∧ e
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where ω is the angular velocity of the top and the dot denotes the time
derivative with respect to the inertial frame. By taking the vector product
with e,

ω = e ∧ ė + ne

where n = ω · e.

The principal axes at P must be the axis of symmetry itself and all the
lines through P orthogonal to e. Denote the corresponding principal moments
of inertia by C, for the moment about the axis of symmetry, and by A, for the
moment about any orthogonal axis.

Because e is along the axis of symmetry and e∧ ė is orthogonal to the axis
of symmetry,

JP = Ae ∧ ė + Cne.

The external forces are the reaction force at P , which has no moment about P ,
and the gravitational forces on the various elements of the body. These have
total moment

−
∫
ρgr ∧ k dV

about P , where ρ is the density, g is the acceleration due to gravity, k is a unit
vector in the direction of the upward vertical and the integral is over the body.
But g and k are constant over the body, so the total moment is equal to

−
(∫

ρgr dV
)
∧ gk = −ame ∧ gk,

where m is the mass, by using the definition of the centre of mass. Thus gravity
acts as a single force −mgk through the centre of mass and therefore

.
JP= Ae ∧ ë + Cṅe + Cnė = −mgae ∧ k. (5.15)

By taking the scalar product with e, we deduce that ṅ = 0.
We do not investigate the motion in more detail at this stage, except to

remark that (5.15) has solutions for which

ė = Ωk ∧ e, (5.16)

where Ω is constant. These correspond to steady precession, in which e · k

is constant. The axis of symmetry makes a fixed angle with the vertical and
rotates about the vertical with constant angular speed Ω.

On substituting for ė from (5.16) into (5.15), one finds that in steady pre-
cession, n, Ω, and the angle α between e and k are related by

AΩ2 cosα− CnΩ +mga = 0.
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EXERCISES

5.8. Solve Equation (5.14) and verify the statements made about the
behaviour of ω2.

5.9. In Example 5.7, sketch and interpret the trajectories of the system
in the ω2, ω̇2-plane for different values of J2 and T .

5.10. The surface of a rigid body is an ellipsoid with equation

Ax2 +By2 + Cz2 = k2

in a rest frame with origin O at the centre of mass and axes aligned
with the principal axes at the centre of mass; A, B, and C are the
principal moments of inertia at O and k is a constant.

Show that if the body rotates freely about O, with O fixed relative
to an inertial frame, then the two tangent planes to the surface at
the intersection points between the surface and the instantaneous
axis are fixed relative to the inertial frame. Deduce that the body
moves as if it were rolling between these two planes.

5.11. †In Example 5.8, let N = e ∧ ė and let θ be the angle between e

and k. Show that

AN · N + 2mga cos θ and AN · k + Cn cos θ

are constant.

Show that if initially θ = β and N = 0, then during the subsequent
motion

2Amga/C2n2 ≥ cosβ − cos θ ≥ 0.

5.12. †A uniform solid sphere of radius a rolls without slipping inside a
fixed sphere of radius 2a. Show that if e is the unit vector pointing
from the centre of the larger sphere towards the centre of the smaller
sphere, then

7ae ∧ ë − 2anė + 5ge ∧ k = 0

where n is constant and k is a unit vector in the direction of the
upward vertical. The dot denotes the time derivative with respect to
fixed axes.

5.13. †A hollow right circular cylinder is fixed with its axis vertical. A
uniform solid sphere rolls without slipping on the inside surface of
the cylinder. Show that when the centre of the sphere does not move
on a vertical line, the height of the centre of the sphere performs



132 Introduction to Analytical Dynamics

simple harmonic motion, and that between oscillations the plane
containing the axis of the cylinder and the centre of the sphere turns
through an angle π

√
14.

5.6 Lagrange’s Equations

Euler’s equations determine the time-dependence of the angular velocity ω of
a rigid body, but, except in special cases, they are not a good starting point for
determining the evolution of the configuration. For that, we need coordinates in
the configuration space and the corresponding Lagrangian equations. We need
six coordinates in all, three to tie down the translational degrees of freedom
and three to specify the orientation of the body.

A natural choice when considering the general motion of the body is to use
the Cartesian coordinates of the centre of mass together with the Euler angles
relative to some inertial frame of a triad fixed in the body. Let R̃ = (Õ, T̃ )
denote the inertial frame and let R = (O, T ) be a rest frame of a rigid body,
with origin O at the centre of mass of the body and with axes aligned with the
principal axes at O. Let x, y, and z denote the coordinates of O in R̃, and let
θ, ϕ, and ψ denote the Euler angles of T relative to T̃ . Then x, y, z, θ, ϕ, and
ψ are coordinates on the configuration space of the body. By combining (5.5)
with (1.24), the kinetic energy of the body relative to R̃ is

T = 1
2m(ẋ2 + ẏ2 + ż2) + 1

2A(θ̇ sinψ − ϕ̇ sin θ cosψ)2

+ 1
2B(θ̇ cosψ + ϕ̇ sin θ sinψ)2 + 1

2C(ψ̇ + ϕ̇ cos θ)2,

where A, B, and C are the principal moments of inertia at O.
For rotations about a point P which is fixed both in R and in the body,

we instead take R = (P, T ), with T now aligned with the principal axes at P .
Then

T = 1
2A(θ̇ sinψ − ϕ̇ sin θ cosψ)2

+ 1
2B(θ̇ cosψ + ϕ̇ sin θ sinψ)2 + 1

2C(ψ̇ + ϕ̇ cos θ)2, (5.17)

where A, B, and C are now the principal moments of inertia at P .
Both coordinate systems are singular when θ = 0, in the same way that

spherical polar coordinates are singular on the polar axis. The problem arises
when the x, y-planes of the two frames become parallel, a configuration which
goes by the name of ‘gimbal lock’. One must use a different coordinate system
to study the motion near such a configuration. One could, for example, permute
the vectors in T before introducing the Euler angles.
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Example 5.9 (Motion of a Top: Lagrange’s Equations)

We now look in more detail at the motion of the top in Example 5.8. Choose
T = (e1, e2, e3) so that the eis are aligned with the principal axes at P , with
e = e3 along the axis of symmetry. Choose (ẽ1, ẽ2, ẽ3) so that k = ẽ3. Then
the Lagrangian is

L = 1
2A(ϕ̇2 sin2 θ + θ̇2) + 1

2C(ψ̇ + ϕ̇ cos θ)2 −mga cos θ,

by taking A = B in (5.17).
Because ψ and ϕ are cyclic

ψ̇ + ϕ̇ cos θ = n

Aϕ̇ sin2 θ + Cn cos θ = j

where n and j are constants, and because ∂L/∂t = 0,

Aθ̇2 + Aϕ̇2 sin2 θ + Cn2 + 2mga cosθ = 2E

where E is constant. The constants n, j, and E are, respectively, the e3-
component of ω, the angular momentum about the vertical axis through P ,
and the total energy.

By writing u = cos θ and by rearranging the equations

ϕ̇ =
j − Cnu

A(1 − u2)
and Au̇2 = F (u)

where

F (u) = (2E − Cn2 − 2mgau)(1 − u2) − (j − Cnu)2

A
.

The angles θ and ϕ are the spherical polar angles of e. That is, θ is the angle
between the axis of the top and the upward vertical and ϕ̇ is the angular speed
with which the axis rotates about the vertical.

Suppose that the top is set in motion with θ = cos−1(u1) and θ̇ = 0. We shall
keep j and n fixed, with n > 0 and 0 < j/Cn < 1, and investigate what happens
for various values of u1 by looking at the phase portrait in the u, u̇-plane. The
trajectories in the u, u̇-plane are the curves Au̇2 = F (u), the constant E in the
definition of F being determined by

0 = (2E − Cn2 − 2mgau1)(1 − u2
1) −

(j − Cnu1)2

A
.

The graph of F (u) for different values of u1 and the phase portrait are shown
in Figures 5.7 and 5.8. The dotted vertical line is u = j/Cn. To the left of the
line (that is for −1 < u < j/Cn), ϕ̇ is positive and to the right (j/Cn < u < 1),
ϕ̇ is negative. Remember that u must lie between −1 and 1. As the top moves,
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its axis traces out a curve on the unit sphere centred at P . The rough form of
the curve can be seen from the phase portrait (Figure 5.8).

There is a critical value u0 of u1 for which u1 = u0 is a root of both F (u) and
F ′(u). Here the graph of F (u) touches the u-axis at u = u0 and the trajectory
is u = u0 = constant. The axis precesses steadily about the vertical with θ and
ϕ constant and ϕ̇ > 0. It traces out a horizontal circle on the sphere on which
θ = θ0 = cos−1(u0) (Figure 5.8, top left).
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For u1 such that
u0 < u1 < j/Cn,

u oscillates between the two roots of F (u) on either side of u0, but ϕ̇ is always
positive. The axis rotates anticlockwise about the vertical (seen from above),
but its angle with the vertical oscillates between the two corresponding values
of θ (B, bottom left). The oscillatory behaviour of θ is called nutation.

If u1 = j/Cn, then ϕ̇ = 0 when θ reaches its minimum (C, bottom right). If

j/Cn < u1 < 1,

then ϕ̇ is negative during part of the motion and the curve on the sphere loops
back on itself (D, top right).

Example 5.10

†A thin circular disc of radius a moves on a smooth horizontal plane. The disc
makes contact with the plane at a point and can slip freely. Initially, the centre
is at rest and the disc is spinning with angular speed n about its axis, which
is at an angle α to the vertical. The problem is to show that the spin about
the axis, that is, the component of the angular velocity along the axis, remains
constant and that during the subsequent motion,

aθ̇2(1 + 4 cos2 θ) + 4an2(cosα− cos θ)2cosec 2θ + 8g(sin θ − sinα) = 0,

where θ is the angle that the axis makes with the vertical.
Because there are no horizontal forces, the horizontal coordinates of the

centre of mass remain constant. In effect, the system has three degrees of free-
dom. Let T̃ = (ẽ1, ẽ2, ẽ3) be a triad fixed relative to the plane, with ẽ3 normal
to the plane, and let T = (e1, e2, e3) be a triad fixed relative to the disc, with
e3 normal to the disc. We use the Euler angles of T relative to T̃ as coordinates
(Figure 5.9).

The angular velocity of the disc is

θ̇j + ψ̇e3 + ϕ̇ẽ3.

with j as in (1.13). The height of the centre above the plane is a sin θ and the
velocity of the centre is aθ̇ cos θ ẽ3.

The principal moments of inertia of the disc at its centre are 1
2ma

2 about
any diameter and 1

4ma
2 about the axis through the centre normal to the plane

of the disc. Therefore the Lagrangian is

L = 1
8ma

2
(
4θ̇2 cos2 θ + θ̇2 + ϕ̇2 sin2 θ + 2(ψ̇ + ϕ̇ cos θ)2

)
−mga sin θ.
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We see immediately that ψ and ϕ are cyclic coordinates, and therefore

ψ̇ + ϕ̇ cos θ = constant
1
4 ϕ̇ sin2 θ + 1

2 (ψ̇ + ϕ̇ cos θ) cos θ = constant.

Now ψ̇+ϕ̇ cos θ = e3 ·ω is the spin of the disc about its axis.1 The first equation
states that the spin is constant, as required. Initially, θ = α, ϕ̇ = θ̇ = 0, and
e3 · ω = n. Therefore

ψ̇ + ϕ̇ cos θ = n and ϕ̇ sin2 θ = 2n cosα− 2n cos θ.

Because ∂L/∂t = 0, the total energy

E = 1
8ma

2
(
θ̇2(1 + 4 cos2 θ) + 4(cos θ − cosα)2n2cosec 2θ + 2n2

)
+mga sin θ

is also constant, by Proposition 4.11. Initially E = 1
4ma

2n2 +mga sinα. Hence
the stated result.

Example 5.11

†Two uniform circular discs, each of radius a and mass m, are joined by a light
rod AB of length 4a connected to the discs at their centres A,B in such a way
that the planes of the discs are perpendicular to the rod and the discs can turn
freely about the rod. The system is placed on a horizontal table which is rough
enough to prevent slipping and which is forced to rotate with variable angular
velocity Ω about a vertical axis passing through the centre O of AB. Initially
the system is at rest. The problem is to find the angular velocity of the discs
in terms of Ω.

1 A common mistake in this type of problem is to equate the spin about the axis to
ψ̇, forgetting the contribution from ϕ̇.
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Let i be a unit vector along OA, let k denote the unit vertical vector, and
let j = k∧i. Let α denote the angle between a fixed line on the disc with centre
A and the vertical, and let ϕ denote the angle between AB and a horizontal
line fixed in space (see Figure 5.10).

The velocity of A is 2aϕ̇j and the angular velocity of the disc with centre
A is

ω = α̇i + ϕ̇k.

Hence its kinetic energy is

T = 1
2m(2aϕ̇)2 + 1

4ma
2α̇2 + 1

8ma
2ϕ̇2.

Let F denote the j-component of the friction force on the disc. Then

d
dt

(
∂T

∂ϕ̇

)
=

d
dt

(
17ma2ϕ̇

4

)
= 2aF

d
dt

(
∂T

∂α̇

)
=

d
dt

(
ma2α̇

2

)
= aF,

the generalized components of the friction force being found by considering
in turn the small displacements (1) δϕ = ε, δα = 0 and (2) δϕ = 0, δα = ε.
Therefore 17ϕ̇ = 4α̇, because ϕ̇ and α̇ are both zero initially.

The velocity of the point of the disc in contact with the table is

2aϕ̇j + (α̇i + ϕ̇k) ∧ (−ak).

This must be equal to the velocity of the point of the table in contact with the
disc, which is 2aΩj. Therefore

2aϕ̇+ aα̇ = 2aΩ,
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and so
ϕ̇ =

8Ω
25

and α̇ =
34Ω
25

.

EXERCISES

5.14. In Example 5.9,

(a) With 0 < j/Cn < 1, show that u0 is the root of

G(u) = (j − Cnu)(Cn− ju) −mgaA(1 − u2)2

in the interval (−1, 1). By sketching the graph of G and considering
G(−1), G(j/Cn) and G(1), show that u0 < j/Cn. Show that if j
and n are large, then u0 ∼ j/Cn. Describe the motion of the axis of
a top which is set in motion with large n, but with θ̇ = ϕ̇ = 0.

(b) For small oscillations about steady precession with ϕ̇ = Ω, show
by considering F ′′(u0) that

Av̈ + λ2v = 0

where v = u− u0 and λ2 = AΩ2 − 2mgau0 +m2g2a2/AΩ2. What is
the period of the oscillations when n is large?

(c) Repeat the analysis in the example for the case n > 0, −1 <

j/Cn < 0.

5.15. †A thin uniform disc, mass M , radius a and centre C, has a thin
uniform rod OC, mass m and length a

√
3, fixed to it at C, so that

OC is orthogonal to the disc. The end O of the rod is fixed but freely
pivoted at the centre O of a horizontal turntable, and the rim of the
disc rests on the surface of the turntable. No slipping occurs.

The turntable is forced to rotate about the vertical axis through O
with variable angular velocity Ω. Initially the system is at rest. Show
that if P is the point of contact between the disc and the turntable,
and ϕ is the angle between OP and a line fixed in the turntable, then

ϕ̇ = −
(

11M + 4m
19M + 4m

)
Ω.

5.16. †A thin uniform rod of length 2a and mass m has a small light ring
fixed at one end. The ring is threaded on a fixed vertical wire. Show
that if z is the height of the centre of the rod, θ the angle the rod
makes with the upward vertical, and ϕ the angle that the vertical
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plane containing the rod makes with a fixed vertical plane, then the
Lagrangian of the system is

L = 1
6m[3ż2 + a2θ̇2(1 + 3 cos2 θ) + 4a2ϕ̇2 sin2 θ] −mgz.

Initially the rod makes an acute angle α with the vertical and its
centre has velocity V perpendicular to the rod and the wire. Show
that the angle the rod makes with the wire oscillates between α and
π − α with period

a

V

∫ cosα

− cosα

[
1 + 3u2

cos2 α− u2

]1/2
du.

5.17. †A uniform hollow circular cylinder of massm, radius a, rolls without
slipping on a fixed rough horizontal plane. A similar cylinder of mass
m and the same length, but radius 1

2a, rolls without slipping inside
the larger cylinder. The two cylinders are positioned so that their
axes are parallel and their ends coincide. Consider the vertical plane
through the centre of mass. Show that if θ is the angle between the
downward vertical and the line in this plane joining the centre of
mass of the larger cylinder to a point fixed on the rim of the larger
cylinder, and if ϕ is the angle between the downward vertical and
the line joining the centres of mass, then

2ma2θ̇2 + 1
4ma

2ϕ̇2 − 1
2ma

2θ̇ϕ̇(1 + cosϕ) − 1
2mga cosϕ

is constant during the motion.

5.18. A top of mass m is pivoted at a point on its axis of symmetry at a
distance a from its centre of mass. The three principal moments of
inertia at the pivot are A,A,C, where C is the moment of inertia
about the symmetry axis. Show that, with an appropriate choice of
Euler angles, the Lagrangian is

L = 1
2A(θ̇2 + ϕ̇2 sin2 θ) + 1

2C(ψ̇ + ϕ̇ cos θ)2 −mga cos θ .

Show that n = ψ̇+ϕ̇ cos θ and k = Aϕ̇ sin2 θ+Cn cos θ are constants
of the motion. Write down the total energy and explain briefly why
it is also a constant of the motion.

The top is set in motion with

θ =
π

3
, θ̇ = 0, ϕ̇ =

2γ√
3
, ψ̇ =

(3A− C)γ
C
√

3
,
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where γ =
√
mga/A. Show that

(
du
dt

)2

= γ2(1 − u)2(2u− 1)

where u = cos θ. Verify that
1
u

= 1 +
1

cosh (γt)
.

What happens to the axis of the top as t→ ∞? See [13], p. 158.

5.19. Kovalevskaya’s top has Lagrangian

L = C
(
θ̇2 + ϕ̇2 sin2 θ + 1

2 (ψ̇ + ϕ̇ cos θ)2
)

+mga sin θ cosψ,

where C and m are constants. Describe the physical system that has
this Lagrangian. Note that L is independent of ϕ and t and write
down the corresponding conserved quantities. Put

z = C(ϕ̇ sin θ + i θ̇)2 +mga sin θ e−iψ.

Show that dz
dt

= i (ϕ̇ cos θ − ψ̇)z

and deduce that |z|2 is also conserved. See [13], p. 166.

5.7 Nonholonomic Constraints

We begin with an example. Consider a uniform solid sphere of radius a and
mass m, which rolls without slipping on a moving horizontal plane. The plane
passes through the origin of an inertial frame R̃ = (Õ, T̃ ) and is normal to the
z-axis of the frame. It is forced to move parallel to itself with velocity

U = uẽ1 + vẽ2

relative to the R̃, where u and v are given functions of time. We investigate
the motion of the sphere under the assumption that the only external forces
acting on it are the friction force and normal reaction at the point of contact,
and the gravitational force −mgẽ3.

Let R = (O, T ) be a frame fixed in the sphere, with its origin at the cen-
tre. Let

r = xẽ1 + yẽ2 + aẽ3

denote the vector from Õ to O and let θ, ϕ, and ψ denote the Euler angles of
T relative to T̃ (Figure 5.11).
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All axes through the centre of the sphere are principal axes, with moment
of inertia 2

5ma
2. Therefore the sphere’s total kinetic energy relative to R̃ is

T = 1
5ma

2(θ̇2 + ϕ̇2 + ψ̇2 + 2ϕ̇ψ̇ cos θ) + 1
2m(ẋ2 + ẏ2).

When we eliminate the holonomic constraint that fixes the height of O above
the plane, we are left with five degrees of freedom, corresponding to the five gen-
eralized coordinates q1 = x, q2 = y, q3 = θ, q4 = ϕ, and q5 = ψ. The equations
of motion are

d
dt

(
∂T

∂va

)
− ∂T

∂qa
= Ka

where the Kas are the q-components of the friction. Gravity and the normal
reaction do not contribute. Our problem is to find the Kas, knowing only that
they are the generalized forces responsible for maintaining the rolling condition

ṙ + ω ∧ (−aẽ3) = uẽ1 + vẽ2, (5.18)

where ω is the angular velocity of the sphere and the dot denotes the time
derivative relative to the inertial frame. The T̃ -components of ω are given by
(1.25). So by taking the T̃ -components of (5.18), we obtain two constraint
equations

ẋ− aθ̇ cosϕ− aψ̇ sin θ sinϕ = u

ẏ − aθ̇ sinϕ+ aψ̇ sin θ cosϕ = v.
(5.19)

In a more general problem of this type, we could be faced with the task of
solving

d
dt

(
∂T

∂va

)
− ∂T

∂qa
= Ea +Ka (5.20)

(a = 1, 2, ..., n) where the Eas are the components of given external forces,
and the Kas are the components of unknown constraint forces, responsible for
maintaining a number of constraints of the form
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Aa(q, t)va +B(q, t) = 0, (5.21)

in which the Aas and Bs are known functions of the qas and t.
It can happen that such a constraint is really a holonomic constraint in

disguise. If f(q, t) = 0 throughout the motion, then

df
dt

=
∂f

∂qa
va +

∂f

∂t
= 0,

which is of the same form as (5.21). Conversely, if there exists a function g(q, t)
such that

Aa = g
∂f

∂qa
, B = g

∂f

∂t
(5.22)

for some function f(q, t), then (5.21) is equivalent to the condition that f should
be constant during the motion. In this case, we can treat f = constant as a
holonomic constraint (for various different values of the constant).

Definition 5.12

If (5.22) holds, then the constraint equation (5.21) is integrable, and the function
f(q, t) is an integral of the constraint.

It can be shown that a necessary and sufficient condition for integrability is that

FabAc + FbcAa + FcaAb = 0

BFab +Ab
∂Aa
∂t

−Aa
∂Ab
∂t

+Aa
∂B

∂qb
−Ab

∂B

∂qa
= 0,

where
Fab =

∂Ab
∂qa

− ∂Aa
∂qb

.

By using this criterion, one can show that the constraints (5.19) are not inte-
grable. They are genuinely nonholonomic.

Suppose that we have k constraint equations of the form of (5.21),

Ara(q, t)va +Br(q, t) = 0, (5.23)

where r = 1, 2, . . . , k. If the constraints are integrable, with integrals fr(q, t),
and if the constraint forces are workless, then

KaXa = 0 whenever Xa
∂fr
∂qa

= 0

for all r (see p. 90). This is equivalent to

KaXa = 0 whenever XaAra = 0 for all r,

a condition that makes sense even when the constraints are not integrable.



5. Rigid Bodies 143

Definition 5.13

The generalized constraint forces Ka are said to be workless if KaXa = 0
whenever XaAra = 0 for all r.

This may seem a strange condition. Its usefulness lies in the fact that it is sat-
isfied by the constraint forces in a variety of systems and, in particular, in most
rolling problems. For example, for our sphere, the condition has the following
interpretation. Freeze the motion of the plane and the sphere, recording all
the forces acting on the system. Choose real numbers Xa (a = 1, 2, . . . , 5) and
consider the small change in the configuration given by

δx = εX1, δy = εX2, δθ = εX3, δϕ = εX4, δϕ = εX5,

where ε is some small parameter and t is held fixed. With the two constraint
equations (5.19), the condition XaAra = 0 (r = 1, 2) reads

X1 − aX3 cosϕ− aX5 sin θ sinϕ = 0

X2 − aX3 sinϕ+ aX5 sin θ cosϕ = 0,

or, equivalently,

δx− aδθ cosϕ− aδψ sin θ sinϕ = 0

δy − aδθ sinϕ+ aδψ sin θ cosϕ = 0

to the first order. But this is simply the condition that the displacement should
be produced by rolling the sphere a small distance along the plane with the
plane held fixed, by reversing the argument that led to (5.19). During such a
displacement, the point of the sphere initially in contact with the plane does
not move to the first order in ε, which is another way of saying that the dis-
placement is produced by rolling. It follows that if XaAra = 0 (r = 1, 2), then
the friction forces do no work during the displacement and KaXa = 0. In this
case, therefore, the constraint forces are workless in the sense of the definition.
Note, however, that this is not the same as saying that the friction forces do no
work during the actual motion, in which the motion of the plane is not frozen.
That would be false.

Now return to the general case and consider the values of the functions Ka,
Ara, and B at some fixed values of qa and t.

Proposition 5.14

If XaKa = 0 whenever XaAra = 0, then there exist real numbers λ1, . . . , λk
such that

Ka = λ1A1a + λ2A2a + · · · + λkAka. (5.24)
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Proof

The proposition is a restatement of a standard result in linear algebra. We
regard X1, X2,. . . ,Xn as the entries in a column vector X . Let A denote the
k × n matrix

A =

⎛
⎜⎜⎜⎝

A11 A12 . . . A1n

A21 A22 . . . A2n
...

...
...

Ak1 Ak2 . . . Akn

⎞
⎟⎟⎟⎠

and let ρ denote the rank of A, that is the dimension of the vector space V ⊂ R
n

spanned by the rows of A. Let N denote the space of column vectors X such
that AX = 0. Then the rank-nullity theorem tells us that dim (N) = n− ρ.

Let N0 denote the annihilator of N . That is, N0 is the space of row vectors

C = (c1, c2, . . . , cn)

such that CX = 0 whenever X ∈ N . Then

dim (N0) = n− dim (N) = ρ.

Now V is certainly contained in N0, by the definition of N . But V and N0

have the same dimension. Therefore V = N0.
The condition KaXa = 0 whenever AraXa = 0 is simply the condition that

the row vector K = (K1, . . . , Kn) should lie in N0. When it holds, K lies in V
and so there exist λ1, . . . , λk ∈ R such that (5.24) holds.

Suppose now that the constraint forces in (5.20) are workless. Then, by
applying the proposition at each time during the motion, we can deduce that

d
dt

(
∂T

∂va

)
− ∂T

∂qa
= Ea + λ1A1a + · · · + λkAka (5.25)

where λ1,. . . ,λk are now functions of time. Together with the original constraint
equations (5.23), this gives a system of n+ k equations in the n+ k unknown
functions of time q1(t), . . . , qn(t), λ1(t), . . . , λk(t).

When the external forces are conservative, so that Ea = −∂U/∂qa, (5.25)
becomes

d
dt

(
∂L

∂va

)
− ∂L

∂qa
= λ1A1a + · · · + λkAka (5.26)

where L = T − U .

Definition 5.15

The functions λ1(t),. . . ,λk(t) are called Lagrange multipliers.
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In our example of the sphere rolling on the moving plane, we have seven
equations, the two constraints, together with

(x)
d
dt
(
mẋ
)

= λ

(y)
d
dt
(
mẏ
)

= μ

(θ)
d
dt
(

2
5ma

2θ̇
)

+ 2
5ma

2ϕ̇ψ̇ sin θ = −aλ cosϕ− aμ sinϕ

(ϕ)
d
dt
(

2
5ma

2(ϕ̇+ ψ̇ cos θ)
)

= 0

(ψ)
d
dt
(

2
5ma

2(ψ̇ + ϕ̇ cos θ)
)

= −aλ sin θ sinϕ+ aμ sin θ cosϕ

where λ = λ1 and μ = λ2 are the two Lagrange multipliers corresponding to
the two constraints. We can see from the first two equations that they are in
fact the two components of the friction force at the point of contact.

EXERCISES

5.20. Rework example (5.11) by treating the rolling condition as if it were
a nonholonomic constraint.

5.21. A system is subject to workless nonholonomic constraints with

Br = 0.

Show that if T = 1
2Tabvavb where Tab = Tab(q), then

dT
dt

= vaEa.

5.22. Solve Exercise 5.13 by using coordinates and Lagrange multipliers.



6
Oscillations

6.1 Simple Harmonic Motion

In this chapter, we look at an analogue of simple harmonic motion in systems
with many degrees of freedom. This is not only of interest in itself, but it also
gives a good approximation to the behaviour near equilibrium of a general class
of mechanical systems.

With just one degree of freedom, one can characterize simple harmonic
motion by the equation of motion

q̈ + ω2q = 0,

or equivalently by the form of the Lagrangian

L = 1
2v

2 − 1
2ω

2q2

that generates the motion. The constant ω is the angular frequency of the
oscillations. Angular frequency is measured in radians per second and is re-
lated to frequency ν, which is measured in hertz (Hz), or cycles per second,
by ω = 2πν.

6.2 Several Degrees of Freedom

In a system with n degrees of freedom, the analogue is the motion generated by

L = 1
2Kabvavb − 1

2Pabqaqb

N.M.J. Woodhouse, Introduction to Analytical Dynamics: New Edition, 147
Springer Undergraduate Mathematics Series, DOI 10.1007/978-1-84882-816-2 6,
c© Springer-Verlag London Limited 2009
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where the Pabs are the entries in a constant n×n symmetric matrix P and the
Kabs are the entries in a constant positive definite symmetric matrix K. The
corresponding equations of motion are

Kabq̈b + Pabqb = 0 (6.1)

or, equivalently,
Kq̈ + Pq = 0

where q is the column vector with entries qa.
The key property of (6.1) is linearity. If qa = xa(t) and qa = ya(t) are

solutions, then so is the linear combination

qa = αxa(t) + βya(t)

for any constant α, β. By exploiting linearity, we shall break up the general
solution, which can be a complicated trajectory in configuration space, into
a superposition of fundamental solutions which have a more straightforward
time-dependence. First, however, we need a result from linear algebra.

Proposition 6.1

Let K and P be real symmetric n×n matrices and suppose that K is positive
definite. Then there exists a nonsingular matrix B such that BtKB is the
identity matrix and such that D = BtPB is a diagonal matrix.

Proof

Because K is symmetric, there exists an orthogonal matrix H such that

HtKH =

⎛
⎜⎜⎜⎝

k1 0 0 . . . 0
0 k2 0 . . . 0
...

...
0 0 0 . . . kn

⎞
⎟⎟⎟⎠ .

Moreover, because K is positive definite, the kas are all positive.
Let M denote the diagonal matrix with diagonal entries k−1/2

1 ,. . . , k−1/2
n .

Then
M tHtKHM = I,

where I is the n× n identity matrix, and

S = M tHtPHM
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is a symmetric matrix. Let N be an orthogonal matrix such that N tSN is
diagonal. Put D = N tSN and B = HMN . Then B is non-singular and

BtKB = N tM tHtKHMN = N tN = I

BtPB = N tStN = D,
(6.2)

which completes the proof.

In index notation, (6.2) reads

BcaKcdBdb = δab and BcaPcdBdb = Dab,

where Dab = 0 whenever a �= b. If we make a linear transformation to a new
system of coordinates q̃a which are related to the qas by

qa = Babq̃b,

then the Lagrangian becomes

L = 1
2 ṽaṽa −

1
2Dabq̃aq̃b

= 1
2 (ṽ2

1 + ṽ2
2 + · · · + ṽ2

n) − 1
2 (λ1q̃

2
1 + λ2ṽ

2
2 + · · · + λnq̃

2
n),

(6.3)

where λ1 = D11, λ2 = D22, and so on.

Definition 6.2

Generalized coordinates in which the Lagrangian takes the form (6.3) are called
normal coordinates.

In normal coordinates, the equations of motion are

¨̃q1 + λ1q̃1 = 0, ¨̃q2 + λ2q̃2 = 0, . . . (6.4)

and the dynamical problem is very much simpler. The system of simultaneous
linear differential equations for the qas has been transformed into n separate
equations for the q̃as, which can be solved independently of each other.

The general solution of
q̈ + λq = 0

takes a different form according to whether λ is positive, negative, or zero:

q = E cosωt+ F sinωt (λ = ω2 > 0)
q = Eeωt + F e−ωt (λ = −ω2 < 0)
q = E + Ft (λ = 0),

(6.5)
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where E and F are constants. Thus in the general solution of (6.4), the time-
dependence of each normal coordinate is of one of these forms, depending on
the sign of the corresponding λa. There are, in particular, special solutions
in which all but one of the normal coordinates vanish identically, and every
solution is a linear combination of these special solutions.

Let us consider how one of the special solutions looks in the original coor-
dinate system qa. Suppose, for example, that q̃2 = · · · = q̃n = 0 throughout the
motion and that q̃1 is of one of the three forms (6.5), with λ = λ1. Then

qa = (E cosωt+ F sinωt)Aa (if λ = λ1 = ω2 > 0)
qa = (Eeωt + F e−ωt)Aa (if λ = λ1 = −ω2 < 0)
qa = (E + Ft)Aa (if λ = λ1 = 0)

(6.6)

where the Aas are the entries in the first column of the matrix B. On substi-
tuting each of these into the equation of motion (6.1), we find that

(λKab − Pab)Ab = 0.

In all three cases, therefore, there exists a column vector A, which cannot be
zero because B is nonsingular, such that

(λK − P )A = 0. (6.7)

It follows that the matrix λK − P is singular and that λ must be one of the
roots of the characteristic equation

det(λK − P ) = 0,

which is a polynomial equation of degree n in λ.

Proposition 6.3

The roots of the characteristic equation are the diagonal entries in D. In par-
ticular, the roots are all real.

Proof

In the notation of Proposition 6.1,

(λ− λ1)(λ − λ2) · · · (λ− λn) = det(λI −D)

= det
(
Bt(λK − P )B

)

= det(λK − P ) det(B)2.

The proposition follows because det(B) �= 0.
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The point of all this is that it gives us a way of finding solutions in the form
of (6.6) without actually carrying out the transformation to normal coordinates.
All that we need to do is the following. First solve the characteristic equation.
Next, for each root λ, choose two constants E and F and a nonzero column
vector A with entries Aaa such that (6.7) holds. Finally, define qa as a function
of t by the appropriate expression in (6.6). Then qa = qa(t) is a solution.
Moreover the existence of the transformation to normal coordinates tells us
that the general solution is a linear combination of solutions of this form.

Definition 6.4

A solution of one of the forms

qa = (E cosωt+ F sinωt)Aa
qa = (Eeωt + F e−ωt)Aa
qa = (E + Ft)Aa,

where E, F , ω, and Aa are constant, is called a fundamental solution. The three
types are said to be, respectively, oscillatory, exponential, and linear.

Oscillatory fundamental solutions are also called normal modes of oscillation
and the corresponding angular frequencies ω =

√
λ are called the normal fre-

quencies. Note that a linear combination of two fundamental solutions corre-
sponding to roots λ and μ can itself be a fundamental solution only if λ = μ.

If the characteristic equation has any non-positive roots, then, except for
very special choices of initial conditions, the solution contains terms that grow
exponentially or linearly with time and the system is unstable; but if all the
roots are positive, then the system is stable and the general motion is a super-
position of simple harmonic motions at the normal frequencies.

Example 6.5 (Lissajous Figures)

Take n = 2, λ1 = ω2
1 and λ2 = ω2

2 . Then the general solution in normal
coordinates is

q̃1 = C1 cos(ω1t+ ε1), q̃2 = C2 cos(ω2t+ ε2),

where C1, C2, ε1 and ε2 are constants. The dynamical trajectories in the cor-
responding configuration space are called Lissajous figures. Such a trajectory
returns eventually to its initial configuration only if ω1/ω2 is rational. See
Figure 6.1.
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q1
~

q1
~

q2
~

q2
~

a

b

Figure 6.1 Trajectories in C (a) ω1/ω2 rational, (b) ω1/ω2 irrational.

When C1 = C2 = 1, and ε1 = ε2 = 0, ω1 = 1, and ω2 = N , where N is an
integer, we have

q̃1 = cos t, q̃2 = cosNt.

In this case, therefore,

q̃2 = cos(N cos−1 q̃1) = TN(q̃1),

and so the configuration oscillates back and forth along the graph of the func-
tion TN between q̃1 = −1 and q̃1 = 1. By using trigonometric identities, one
can see that TN is a polynomial of degree N in q̃1. It is called a Chebyshev
polynomial. If the values of ε1 and ε2 are changed slightly, then the Lissajous
figure becomes a closed curve near the graph of TN (Figure 6.2).

Consider a fundamental solution corresponding to a root λ of the charac-
teristic equation. The time-dependence of each of the qas and of each of the q̃as
is of the form of (6.5). But the normal coordinates q̃a must also satisfy (6.4),
whatever the motion. This is a contradiction unless q̃a vanishes identically for
every a for which λa �= λ. If all the roots of the characteristic equation are
distinct, then the λas are distinct and the fundamental solutions are precisely
the solutions in which all but one of the normal coordinates vanish identically.
However, if, for example, λ1 = λ2, then it is possible to have a fundamental
solution in which both q̃1 and q̃2 are excited.
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q~

q~

2

1

Figure 6.2 The solid curve is the graph of T3. The broken curve is a
Lissajous figure.

Example 6.6

Consider the Lagrangian

L = 1
2 (v2

1 + v2
2) − 1

2 (q21 + q22).

Here q1 and q2 form a system of normal coordinates, but q1 = cos t, q2 = cos t
is a fundamental solution in which both q1 and q2 are excited.

The procedure for finding normal coordinates is the same as that for diagonal-
izing a symmetric matrix, except that the role of the identity matrix is filled by
the positive definite matrix K. It follows from (6.2) that if A is the kth column
of B and λ is the kth diagonal entry in D, then

(λK − P )A = 0. (6.8)

To find the columns of B, therefore, we must first find the roots of the char-
acteristic equation and choose corresponding solutions of (6.8). The choices
cannot be made arbitrarily, however. To have BtKB = I, we must choose the
different column vectors A so that they are orthonormal with respect to K,
that is, they must be normalized in the sense that

AtKA = 1

and orthogonal in the sense that

AtKA′ = 0.
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Here A and A′ are two distinct columns vectors with

λKA = PA and λ′KA′ = PA′.

If λ �= λ′, then this latter condition is not a problem. It is an automatic conse-
quence of

(λ− λ′)AtKA′ = (λKA)tA′ −At(λ′KA′) = (PA)tA′ −AtPA′ = 0.

However, if m of the roots are all equal to λ, say, then the solution space of

(λK − P )A = 0

is m-dimensional, and one must choose the correspondingAs to be an orthonor-
mal basis of the solution space.

Example 6.7

Take n = 3 and

T = 1
2 (2v2

1 + v2
2 + 3v2

3 − 2v1v2 − 4v1v3 + 2v2v3)

U = 1
2 (3q21 + 2q22 + 4q23 − 4q1q2 − 6q1q3 + 4q2q3).

Then

K =

⎛
⎝

2 −1 −2
−1 1 1
−2 1 3

⎞
⎠ , P =

⎛
⎝

3 −2 −3
−2 2 2
−3 2 4

⎞
⎠ .

The characteristic equation is

det(λK − P ) =

∣∣∣∣∣∣
2λ− 3 −λ+ 2 −λ+ 3
−λ+ 2 λ− 2 λ− 2
−2λ+ 3 λ− 2 3λ− 4

∣∣∣∣∣∣
= 0.

Without expanding the determinant, we can spot that λ = 1 is a repeated root
and that the third root is λ = 2.

With λ = 1, the solutions of (λK − P )A = 0 are

A = α

⎛
⎝

1
0
1

⎞
⎠+ β

⎛
⎝

1
1
0

⎞
⎠ (6.9)

for any α and β. With λ = 2, the solutions are

A = γ

⎛
⎝

0
1
0

⎞
⎠ (6.10)
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for any γ. If A and A′ are as in (6.9), then

AtKA′ = αα′ + ββ′

and if A is given by (6.10), then

AtKA = γ2.

Hence we can choose the three columns of B to be as follows. For the first, we
take (6.9) with α = 1, β = 0, for the second, (6.9) with α = 0, β = 1, and for
the third (6.10) with γ = 1. This gives

B =

⎛
⎝

1 1 0
0 1 1
1 0 0

⎞
⎠ .

The corresponding normal coordinates are found from q̃ = B−1q. That is

q̃1 = q3,

q̃2 = q1 − q3,

q̃3 = −q1 + q2 + q3.

However, B is not unique because we could take different combinations of α
and β for the first two columns.

EXERCISES

6.1. In Example 6.7, show that the dynamical trajectories lie in surfaces
with equations of the form

aq̃21 + 2bq̃1q̃2 + cq̃22 = 1.

Sketch some typical trajectories on the cylinder q̃21 + q̃22 = 1.

6.2. Solve the characteristic equation and find normal coordinates in the
case that

T = 1
2 (3v2

1 + 3v2
2 + 3v2

3 − 2v1v2 − 2v2v3 − 2v3v1)

U = 1
2 (3q21 + 3q22 + 3q23 − 2q1q2 − 4q1q3).



156 Introduction to Analytical Dynamics

6.3 Oscillations Near Equilibrium

So far there has been no approximation. But now consider a system with La-
grangian

L = 1
2Tabvavb − U,

in which U and the Tabs are functions of the generalized coordinates qa, but not
of t. The equilibrium configurations of the system, that is the configurations
in which Lagrange’s equations admit solutions of the form qa = constant, are
given by

∂U

∂qa
= 0.

We are interested in how the system behaves when it is close to equilibrium.
Suppose that the coordinates have been chosen so that qa = 0 is an equilib-

rium configuration. There is no loss of generality in supposing that U(0) = 0.
Then, by ignoring terms of the third and higher orders in the coordinates and
velocities,

L = 1
2Kabvavb − 1

2Pabqaqb (6.11)

where Kab = Tab(0) and

Pab =
∂2U

∂qa∂qb

∣∣∣∣
q=0

.

The motions close to equilibrium are those in which both the qas and the vas
remain small. We should be able to analyse these by replacing the original
Lagrangian by its approximation (6.11), although it is far from obvious that
the exact solutions of the approximate equations of motion are in fact ap-
proximate solutions of the exact equations, particularly over a long period of
time. We shall make no attempt to unravel this problem beyond noting that
the method is clearly invalid if the characteristic equation of (6.11) has any
non-positive roots. There are then fundamental solutions containing exponen-
tial or linear terms, which certainly do not remain close to the equilibrium
configuration.

If there are negative roots, then the original system is unstable, and if all
the roots are positive, then it is stable. The presence of zero roots, on the other
hand, indicates no more than that the approximation is invalid. The stability
question is left unresolved.

The following example indicates how the analysis goes in practice.

Example 6.8

†A uniform rod of mass m and length 2L is suspended by two light elastic
strings of natural length a and modulus 1

2mg, as shown in Figure 6.3. It is free
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X Y

2a
2a

2L

A

B

q1
q2

q3

q4

Figure 6.3

to swing in the vertical plane through the points of suspension. The problem
is to find the normal modes of oscillation near equilibrium.

In equilibrium, the strings have length 2a. Take the equilibrium position of
A as the origin and introduce axes with the x-axis horizontal and the y-axis
vertically upwards. Let q1 and q2 denote, respectively, the y and x coordinates
of A; and let q3 and q4 + 2L denote the y and x coordinates of B.

In fact the system has only three degrees of freedom because q4 can be
eliminated by using the constraint equation

(2L+ q4 − q2)2 + (q3 − q1)2 = 4L2,

which fixes the length of the rod. This reduces to

q4 = q2 +O(q2)

in the first-order approximation.
The height of the centre of the rod above its equilibrium position is

1
2 (q1 + q3).

and the lengths of the strings XA and Y B are

XA =
√

(2a− q1)2 + q22 , Y B =
√

(2a− q3)2 + q24 . (6.12)

Hence the potential, which is the sum of the elastic and gravitational potential
energies, is

U = 1
2mg(q1 + q3) +

mg

4a
(XA− a)2 +

mg

4a
(Y B − a)2 − mga

2
,

the final constant being chosen to make U(0) = 0. We are always free to add
constants to U without changing the equations of motion.
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The theory demands that we should express U as a function of q1, q2, and
q3 and then calculate the entries in the matrix P by taking the second partial
derivatives. Of course, this works, but it is not quick. It is simpler to expand
U up to the second order in the qas. From (6.12),

XA = 2a

√
1 − q1

a
+
q22 + q21

4a2

= 2a− q1 +
q22
4a

+O(q3)

with a similar expression for Y B. Therefore

(XA− a)2 = a2 − 2aq1 + 1
2q

2
2 + q21 +O(q3).

Hence, to the second order in q1, q2, and q3,

U =
mg

4a
(q21 + 1

2q
2
2 + q23 + 1

2q
2
4)

=
mg

4a
(q21 + q22 + q23)

because q4 = q2 + O(q2). We have been lucky. Had the expression for U con-
tained linear terms in q4, we would not have got away with the substitution
q4 = q2.

It is easier to deal with the kinetic energy. We have only to write down
an expression for T in the equilibrium configuration. In equilibrium, we have
v2 = v4 without approximation and

T = 1
6m(v2

1 + 3v2
2 + v2

3 + v1v3),

from the formula for the kinetic energy of a rod. See Exercise 5.4.
The characteristic equation is

∣∣∣∣∣∣
2aλ− 3g 0 aλ

0 6aλ− 3g 0
aλ 0 2aλ− 3g

∣∣∣∣∣∣
= 0

Hence the normal angular frequencies are ω1 =
√
g/a, ω2 =

√
g/2a, and

ω3 =
√

3g/a. The corresponding normal modes are, first,
⎛
⎝
q1
q2
q3

⎞
⎠ = C1 cos

(
ω1t+ ε1

)
⎛
⎝

1
0
1

⎞
⎠ ,

where C1 and ε1 are constants. In this mode, the strings remain vertical and
the two ends of the rod oscillate up and down in phase. Second,

⎛
⎝
q1
q2
q3

⎞
⎠ = C2 cos

(
ω2t+ ε2

)
⎛
⎝

0
1
0

⎞
⎠ .
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The lengths of the strings are constant and the rod swings back and forth in
the vertical plane. Third,

⎛
⎝
q1
q2
q3

⎞
⎠ = C3 cos

(
ω3t+ ε3

)
⎛
⎝

1
0
−1

⎞
⎠ .

The strings remain vertical and the two ends oscillate up and down, exactly
out of phase.

EXERCISES

6.3. †A uniform rod AB of mass m and length 2a is suspended by two
light inextensible strings PA and QB, each of length 2a. The fixed
points P and Q are at the same level, distance 2a apart; and in
equilibrium, PA and QB are vertical. The system performs small
oscillations about its equilibrium configuration. Determine the nor-
mal frequencies and describe the normal modes.

6.4. †Four uniform rods AB, BC, CD, DA, each of mass m and length
2a, are smoothly jointed together at A, B, C, and D. They are
suspended by four light inextensible strings PA, QB, RC, SD, each
of length a, attached to fixed points P , Q, R, and S. In equilibrium
the strings are vertical and the rods lie in a horizontal plane in the
form of a square. Show that the normal frequencies are

√
g/a and√

3g/2a. Describe the normal modes.

6.5. †A particle of mass m is attached by identical light elastic strings
of natural length a and modulus of elasticity λ to four points A,
B, C, and D, which lie at the corners of a square of side 2a in a
horizontal plane. In equilibrium, the particle hangs under gravity at a
distance a

√
2 below ABCD. Show that mg = λ

√
8. Find the normal

frequencies for small oscillations about equilibrium and describe the
normal modes.

6.6. †A particle A of mass m is suspended from a fixed point O by a light
string of length 3a. A second particle B of mass m is suspended from
A by a second light string of length 2b and a third particle C of mass
m is suspended from B by a third light string of length c. The system
can move in a vertical plane through O.

Let x, y, z denote the horizontal displacements of A,B,C from
their equilibrium positions. Show that an approximate Lagrangian
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for small displacements of the system from equilibrium is

L =
m

2

(
ẋ2 + ẏ2 + ż2

)
− mg

2

(
x2

a
+

(y − x)2

b
+

(z − y)2

c

)
.

Show that there is a normal mode in which y(t) = 0 if and only if

1
a

+
1
b
− 1
c

= 0 .

6.7. †A double pendulum consists of a bob of mass m suspended under
gravity from a fixed point by a light string of length a, and a second
bob, also of mass m, suspended from the first by a further light
string, also of length a. Show that if the motion is near equilibrium
and is confined to a vertical plane through the fixed point then the

normal frequencies are
√

(2 ±
√

2)g/a. Describe the corresponding
normal modes.

Without doing further calculation, describe the normal modes when
the motion is not confined to a vertical plane.
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Hamiltonian Mechanics

7.1 The Legendre Transformation

Lagrange’s equations

d
dt

(
∂L

∂va

)
− ∂L

∂qa
= 0,

dqa
dt

= va (7.1)

determine the trajectories in the extended phase space of a holonomic system
subject to conservative forces. We have seen that it is possible to simplify the
dynamical analysis by making coordinate transformations of the form

q̃a = q̃a(q, t)

ṽa = ṽa(q, v, t) =
∂q̃a
∂qb

vb +
∂q̃a
∂t

t̃ = t,

(7.2)

a technique that proved particularly useful for handling constraints.
Here the transformation of the configuration coordinates is arbitrary, but

the transformation of the velocity coordinates is fixed by the choice made for
q̃a = q̃a(q, t). One might hope to achieve further simplification by allowing
transformations that mix up the velocity and configuration coordinates. But
because of the asymmetric way in which the qas and vas appear in (7.1), any
general substitution

q̃a = q̃a(q, v, t), ṽa = ṽa(q, v, t), t̃ = t

completely destroys Lagrange’s simple form of the equations of motion.

N.M.J. Woodhouse, Introduction to Analytical Dynamics: New Edition, 161
Springer Undergraduate Mathematics Series, DOI 10.1007/978-1-84882-816-2 7,
c© Springer-Verlag London Limited 2009
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The first step towards introducing more general transformations, therefore,
is to replace qa and va by new coordinates that appear more on the same footing
in the dynamical equations. The way in which the time derivative of ∂L/∂va
enters the first set of equations suggests using the following

q̃a = qa, p̃a =
∂L

∂va
, t̃ = t.

That is, the velocity coordinates va are replaced by the generalized momenta.
Together, q̃a, p̃a, and t̃ form a set of 2n+ 1 coordinates on the extended phase
space P × R. The transformation to these new coordinates is known as the
Legendre transformation. Because the momenta corresponding to cyclic coor-
dinates are conserved, we anticipate that the equations of motion should take
a simple form in these new coordinates.

As usual, the tildes are used to allow us to distinguish between derivative
operators that might otherwise be confused, such as

∂

∂qa
and

∂

∂q̃a
.

The first is the partial derivative holding fixed t, the remaining q coordinates,
and all the vas. The second is the partial derivative holding fixed t̃, the remain-
ing q̃ coordinates, and all the p̃as.

Example 7.1

Suppose that n = 1 and that

L = 1
2v

2
1 − q1v1.

Then the new coordinates are

q̃1 = q1, p̃1 = v1 − q1, t̃ = t.

Put f = v1. Expressed in the new coordinates, f = p̃1 + q̃1. So we have

∂f

∂q1
= 0 but

∂f

∂q̃1
= 1.

The notational distinction between the partial derivatives with respect to q1
and q̃1 is necessary, despite the fact that q1 = q̃1.

Provided that the matrix with entries

∂2L

∂va∂vb
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is invertible, the Legendre transformation itself can be inverted, at least in some
open neighbourhood in the extended phase space. The inverse transformation
is of the form

qa = q̃a, va = va(q̃, p̃, t̃), t = t̃.

Therefore
∂qb
∂q̃a

= δab,
∂t

∂q̃a
= 0,

∂qb
∂p̃a

= 0,
∂t

∂p̃a
= 0.

It follows that the q-derivatives of the Lagrangian in the two coordinate systems
are related by

∂L

∂q̃a
=
∂L

∂qb

∂qb
∂q̃a

+
∂L

∂vb

∂vb
∂q̃a

+
∂L

∂t

∂t

∂q̃a
=
∂L

∂qa
+ p̃b

∂vb
∂q̃a

.

In general they are not equal, as is to be expected from the example. We can,
however, make use the independence of q̃as and p̃as to write the relationship
between them in the suggestive form

∂L

∂qa
=

∂

∂q̃a

(
L− p̃bvb

)
= − ∂h

∂q̃a
, (7.3)

where h : P × R → R is the Hamiltonian, defined by

h = p̃ava − L. (7.4)

In a similar manner, we have

∂L

∂p̃a
=
∂L

∂qb

∂qb
∂p̃a

+
∂L

∂vb

∂vb
∂p̃a

+
∂L

∂t

∂t

∂p̃a
= p̃b

∂vb
∂p̃a

,

from which it follows that

va =
∂

∂p̃a

(
p̃bvb − L

)
=

∂h

∂p̃a
. (7.5)

A note of warning: h must be written entirely in terms of the coordinates
q̃a, p̃a, t̃ before taking the partial derivative with respect to q̃a in (7.3). The
tilde notation is unambiguous in its guidance on this point, but because the
definition of h involves a mixture of the old and new coordinates, it is only too
easy to forget the warning in solving problems, and to differentiate h before
expressing the vas in terms of the new coordinates.
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7.2 Hamilton’s Equations

In the new coordinates, the equations of motion are

dq̃a
dt

=
∂h

∂p̃a
,

dp̃a
dt

= − ∂h

∂q̃a
.

The first follows from (7.5) because

va =
dqa
dt

=
dq̃a
dt

.

The second follows from Lagrange’s equations and (7.3) because

− ∂h

∂q̃a
=
∂L

∂qa
=

d
dt

(
∂L

∂va

)
=

dp̃a
dt

.

There is now an obvious symmetry between the coordinates p̃a and q̃a. The
equations of motion in this form are called Hamilton’s equations and the coor-
dinates p̃1, . . . , p̃n, q̃1, . . . , q̃n are called canonical coordinates.

Hamilton’s equations are very important in understanding the general na-
ture of mechanical systems and also the connections between classical and
quantum mechanics, but they are not normally of much use in tackling specific
problems. The following proposition, however, often gives a quick way of using
the Hamiltonian theory to find a constant of the motion. It can be helpful in
cases in which Hamilton’s equations themselves do not open a useful avenue of
progress.

Proposition 7.2

If ∂L/∂t = 0, then h is a constant of the motion.

Proof

By differentiating h along the trajectories in P × R, we obtain

dh
dt

=
∂h

∂q̃a

dq̃a
dt

+
∂h

∂p̃a

dp̃a
dt

+
∂h

∂t̃

=
∂h

∂t̃

from Hamilton’s equations. But, from (7.4),

∂h

∂t̃
=

∂va

∂t̃
p̃a −

∂L

∂t̃
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=
∂va

∂t̃
p̃a −

∂L

∂qa

∂qa

∂t̃
− ∂L

∂va

∂va

∂t̃
− ∂L

∂t

∂t

∂t̃

= − ∂L

∂qa

∂qa

∂t̃
− ∂L

∂t

∂t

∂t̃

because p̃a = ∂L/∂va. When qa, va, and t are expressed as functions of q̃a, p̃a,
and t̃, we have

∂qa

∂t̃
= 0 and

∂t

∂t̃
= 1 (7.6)

Hence
∂h

∂t̃
= −∂L

∂t
(7.7)

and so dh/dt = 0 whenever ∂L/∂t = 0.

The proof illustrates the importance of keeping track of the distinction between
the partial derivatives ∂/∂t and ∂/∂t̃.

Example 7.3

Take n = 1 and
L = 1

2v
2
1 + v1t.

Then p̃1 = v1 + t, t̃ = t, and

h = 1
2v

2
1 = 1

2 (p̃1 − t̃)2.

We have
∂h

∂t̃
= −(p̃1 − t̃) = −v1 = −∂L

∂t
.

In generalized coordinates adapted to holonomic constraints, the Lagrangian
of a system of particles with n degrees of freedom is

L = 1
2Kabvavb +Aava + C,

where Kab, Aa, and C are all functions of the qa’s and t, but not of the va’s.
The generalized momenta are

p̃a = Kabvb +Aa.

Hence
h = 1

2Kabvavb − C. (7.8)

Thus the Hamiltonian is obtained from the Lagrangian by reversing the signs of
the terms that do not involve the velocities, deleting the terms that are linear
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in the velocities, and leaving unchanged the terms that are quadratic in the
velocities.

We saw in Section 4.3 that if ∂L/∂t = 0 and if L = T − U where T is a
homogeneous quadratic in the velocities and U = U(q), then the total energy

E = T + U

is a constant of the motion. When L has this form, h is also equal to T+U . Hence
the energy conservation result in Section 4.3 is a special case of Proposition
7.2. But it is important to note that in general h �= E, and that it is possible
for h to be a constant of the motion in a system in which the total energy itself
is not conserved. See Exercise 7.1.

Now that they have served their purpose, we shall now drop the tildes on
the coordinates in Hamilton’s equations. It is safe to do this provided that we
remember to express h as a function of qa, pa = ∂L/∂va, and t before taking
the partial derivative of h with respect to qa.

Example 7.4

Consider the motion of a particle P of mass m moving in the plane under the
influence of a force of magnitude λm/r2 directed towards a fixed point O, where
r is the distance from O to P . The motion is governed by the Lagrangian

L = 1
2m(ṙ2 + r2θ̇2) +

λm

r

where r and θ are polar coordinates with origin O. On putting q1 = r and
q2 = θ, we have, without the tildes,

p1 = mṙ, p2 = mr2θ̇

and

h = p1ṙ + p2θ̇ − L

= 1
2m(ṙ2 + r2θ̇2) − λm

r

=
1

2m

(
p2
1 +

p2
2

q21

)
− λm

r
.

In this case Hamilton’ s equations are

q̇1 =
p1

m
q̇2 =

p2

mq21

ṗ1 =
p2
2

mq31
− λm

q21
ṗ2 = 0.

Because ∂L/∂t = 0, the Hamiltonian is a constant of the motion.
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Whittaker points out in his Analytical dynamics [13] that the ‘Hamiltonian’,
which appeared in a paper by Hamilton published in 1834, also made an earlier
appearance in a paper by Poisson in 1809. Moreover, Poisson obtained half of
‘Hamilton’s equations’. The full set appeared in a paper by Lagrange in 1810, in
which he considered the effect of a perturbing force on solutions of dynamical
problems, with the role of h played by the potential of the disturbing force.
The equations also arose in the context of work on the characteristics of first-
order partial differential equations in papers by Pfaff (1814–1815) and Cauchy
(1819). Hamilton’s 1834 paper dealt only with the case in which h is a function
of pa and qa, but not t. The extension to the time-dependent case was carried
out in papers by Ostrogradsky (published 1848–1850) and Donkin (1854).

EXERCISES

7.1 Obtain the constant of the motion in Exercise 1.14 by the
Hamiltonian method.

7.2 Obtain Hamilton’s equations for a particle moving in space under an
inverse-square-law central force, taking the qas to be spherical polar
coordinates.

7.3 The ends A and B of a thin uniform rod of mass m and length 2a
can slide freely, A along a smooth horizontal wire OX and B along a
smooth vertical wire OZ, with OZ pointing vertically upwards. The
wire frame OXZ is made to rotate with constant angular velocity Ω
about OZ. Show that if B is above O and the angle OBA is θ, then

h = 2
3ma

2(θ̇2 −Ω2 sin2 θ) +mga cos θ

and that h is a constant of the motion. Is h equal to the total energy?

What is the Hamiltonian if, instead of being rotated about OZ, the
frame OXZ is made to rotate with constant angular velocity ω about
the horizontal axis OX? Is it conserved?
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7.3 Poisson Brackets

Suppose that f : P × R → R. Then

df
dt

=
∂f

∂qa
q̇a +

∂f

∂pa
ṗa +

∂f

∂t

=
∂f

∂qa

∂h

∂pa
− ∂f

∂pa

∂h

∂qa
+
∂f

∂t
,

(7.9)

where we have dropped the tildes on the coordinates qa, pa, and t. The combi-
nation of qa and pa derivatives on the right-hand side is of central importance in
the search for coordinate transformations that preserve Hamilton’s equations.

Definition 7.5

Let f and g be functions on P × R. The Poisson bracket of f and g is the
function

[f, g] =
∂f

∂qa

∂g

∂pa
− ∂f

∂pa

∂g

∂qa
.

The Poisson bracket is skew-symmetric, that is [f, g] = −[g, f ]. It also sat-
isfies the Jacobi identity. That is, for any three functions f , g, and k,

[
f, [g, k]

]
+
[
g, [k, f ]

]
+
[
k, [f, g]

]
= 0.

The proof is left as an exercise.
When written in terms of the Poisson bracket, Hamilton’s equations become

q̇a = [qa, h] and ṗa = [pa, h],

by taking f in (7.9) to be each of the coordinate functions in turn. This suggests
that a good starting point in the search for general transformations that will
simplify the equations of motion is to look for coordinate transformations that
preserve Poisson brackets.

EXERCISES

7.4. †The motion of a particle in three dimensions under an inverse-
square-law force is governed by the Lagrangian

L = 1
2mṙ.ṙ +

k

r
,
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where r = |r|. Show by vector methods, or otherwise, that the com-
ponents Ji, Ri of the two vectors

J = mr ∧ ṙ and R = ṙ ∧ J − kr

r

are constants of the motion.

Show that [J1, r] = 0. Find [J1, J2] and [J1, R2] in terms of compo-
nents of J and R.

7.4 Canonical Transformations

Suppose that new coordinates q′′a , p
′′
a, and t′′ are defined on the extended phase

space by expressions of the form

q′′a = q′′a(q, p, t), p′′a = p′′a(q, p, t), and t′′ = t.

Let f, g : P × R → R and put

[f, g]′′ =
∂f

∂q′′a

∂g

∂p′′a
− ∂g

∂q′′a

∂f

∂p′′a
.

We want to understand the conditions under which [f, g] = [f, g]′′ for every
f and g. The key to this problem is the introduction of a third system of
coordinates q′a, p′a, t′, which is intermediate between the unprimed system qa,
pa, t and the double-primed system q′′a , p′′a , t′′. It is defined by

q′a = qa, p′a = p′′a , t′ = t = t′′. (7.10)

The transformation from the unprimed to the double-primed system is thus
broken into two stages. First, there is the transformation from qa, pa, t to the
primed system q′a, p

′
a, t

′, which is of the form

qa = q′a, pa = pa(q′, p′, t′), t = t′. (7.11)

Second, there is the transformation from q′a, p′a, t′ to q′′a , p′′a, t′′, which is of the
form

q′′a = q′′a(q
′, p′, t′), p′′a = p′a, t′′ = t′. (7.12)

With three coordinate systems in play, we must take care in the interpreta-
tion of partial derivatives. We use the familiar device to identify which variables
are held fixed. When a partial derivative is taken with respect to a variable of
one type, unprimed, primed, or double-primed, the values of the other variables
of the same type are held fixed. For example, ∂/∂q1 is the partial derivative
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with respect to q1 with q2, . . . , qn, p1, . . . , pn, and t held fixed, while ∂/∂q′1 is
the partial derivative with q′2, . . . , q

′
n, p

′
1, . . . , p

′
n, and t′ held fixed. With this

convention, the expression
∂

∂q′1

(
∂f

∂q1

)

is legitimate and unambiguous. To unpack it, first express f as a function of
qa, pa, and t, and take the partial derivative with respect to q1. Then express
the result as a function of q′a, p

′
a, and t′ and take the partial derivative with

respect to q′1, with p′a, t
′, and the remaining q′a held fixed. In general,

∂

∂q′1

(
∂f

∂q1

)
�= ∂

∂q1

(
∂f

∂q′1

)
,

so the notation ∂2f/∂q′1∂q1 is very dangerous and should be avoided when the
two coordinate variables belong to different systems. Of course partial deriva-
tives with respect to coordinates of the same system can be interchanged, so
that, for example,

∂2f

∂q′1∂p
′
1

=
∂2f

∂p′1∂q
′
1

,

and it is safe to denote both sides by ∂2f/∂q′1∂p
′
1.

There is also a technical problem, over which we should take some care. It is
not obvious that the primed variables will be a good system of coordinates on
P ×R because it may not be possible to express pa and qa as smooth functions
of the q′as, p

′
as, and t′. For example, the double-primed system might be defined

by
q′′a = pa, p′′a = −qa,

in which case q′a = −p′a everywhere in P × R, and the values of the primed
variables cannot be used as unambiguous labels for the points of P × R. This
is a special situation, however. In general, (7.11) and (7.12) will hold and the
primed variables can be used as coordinates, in which case we say that the
coordinate systems qa, pa, t and q′′a , p′′a, t′′ are transversal.

The implicit function theorem gives as a necessary and sufficient condition
for transversality that the two n× n matrices L and M with entries

Lab =
∂p′′b
∂pa

and Mab =
∂qb
∂q′′a

should be nonsingular everywhere.
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Proposition 7.6

Suppose that the coordinate system qa, pa, t is transversal to the coordinate
system q′′a , p

′′
a, t

′′. If there exists a function F : P × R → R such that when F

is expressed as a function of q′a, p′a, and t′,

pa =
∂F

∂q′a
and q′′a =

∂F

∂p′a
, (7.13)

then [f, g] = [f, g]′′ for all f and g.

Proof

Let f and g be two functions on P×R. When applied to the first transformation
(7.11), the chain rule gives

∂g

∂q′a
=

∂g

∂qa
+

∂g

∂pb

∂pb
∂q′a

and
∂f

∂p′a
=

∂f

∂pb

∂pb
∂p′a

(7.14)

because
∂qb
∂q′a

= δab,
∂t

∂q′a
= 0,

∂qb
∂p′a

= 0,
∂t

∂p′a
= 0.

In the same way, we obtain from the second transformation (4.2.9),

∂g

∂q′a
=

∂g

∂q′′b

∂q′′b
∂q′a

and
∂f

∂p′a
=

∂f

∂p′′a
+

∂f

∂q′′b

∂q′′b
∂p′a

. (7.15)

Hence, by multiplying the first equations in each of (7.14) and (7.15) by ∂f/∂pa
and summing over a,

∂f

∂pa

(
∂g

∂qa
+

∂g

∂pb

∂pb
∂q′a

)
=

∂f

∂pa

∂g

∂q′′b

∂q′′b
∂q′a

. (7.16)

Similarly, by multiplying the second in each pair by ∂g/∂q′′a and summing,
(
∂f

∂p′′a
+

∂f

∂q′′b

∂q′′b
∂p′a

)
∂g

∂q′′a
=

∂f

∂pb

∂g

∂q′′a

∂pb
∂p′a

. (7.17)

From (7.13), we have

∂pa
∂q′b

− ∂pb
∂q′a

=
∂2F

∂q′a∂q′b
− ∂2F

∂q′b∂q′a
= 0,

∂q′′a
∂p′b

− ∂q′′b
∂p′a

=
∂2F

∂p′a∂p′b
− ∂2F

∂p′b∂p′a
= 0,

and
∂q′′b
∂q′a

=
∂2F

∂q′a∂p′b
=
∂pa
∂p′b

. (7.18)
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So, by subtracting (7.16) from the same equation with f and g interchanged,

[f, g] +
(
∂pa
∂q′b

− ∂pb
∂q′a

)
∂f

∂pa

∂g

∂pb
= [f, g] =

∂q′′b
∂q′a

(
∂g

∂pa

∂f

∂q′′b
− ∂f

∂pa

∂g

∂q′′b

)
. (7.19)

Similarly, from (7.17),

[f, g]′′ =
∂pa
∂p′b

(
∂g

∂pa

∂f

∂q′′b
− ∂f

∂pa

∂g

∂q′′b

)
.

Therefore [f, g] = [f, g]′′ for all f and g.

The converse is also true. That is, if [f, g] = [f, g]′′ for all f, g, then there exists
a function F such that the two coordinate systems are related by (7.13). This
is proved in Section 8.9.

Definition 7.7

The transformation from the coordinates qa, pa, t to the coordinates q′′a , p′′a,
t′′ = t is said to be canonical if

[f, g] = [f, g]′′

for every f and g. A function F : P × R → R such that (7.13) holds is called
a generating function for the transformation and the new coordinates are said
to be canonical.

The sense in which F generates the coordinate transformation is not entirely
straightforward. The first point to note is that it is not true that one can
construct a canonical transformation by picking an arbitrary function F on
P × R. In order to use (7.13) to obtain the relations between the new double-
primed coordinates and the old unprimed coordinates, one must first express
F in terms of the intermediate, primed, system of coordinates, and, of course,
that is not possible unless one knows the transformation in advance. Instead,
one must set about things in a slightly different order.

(1) Pick a family of functions on C × R

S = S(q1, . . . , qn, k1, . . . , kn, t)

labelled by n parameters k1, k2, . . . , kn.

(2) Construct functions p′1, . . . , p′n on P ×R by solving the system of equations

pa =
∂S

∂qa

∣∣∣∣
ka=p′a

(7.20)
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for the p′as as functions of the qas, pas, and t. Take care over the partial
differentiation: on the right-hand side, differentiate S with respect to qa,
holding the other q coordinates, t, and the parameters ka constant, and
then substitute p′1, . . . , p

′
n for k1, . . . , kn in the resulting expression.

(3) Define the intermediate coordinate system q′a, p′a, t′ by putting q′a = qa
and t′ = t and define F : P × R → R by setting

F (q′1, . . . , q
′
n, p

′
1, . . . , p

′
n, t

′) (7.21)

equal to the value of S at qa = q′a, ka = p′a, t = t′.

(4) Construct the final coordinate system q′′a , p′′a, t
′′ by putting

p′′a = p′a, q′′a =
∂F

∂p′a
, t′′ = t′ = t.

The three coordinate systems, the original unprimed system, the intermediate
primed system, and the final double-primed system-are then related by (7.10)
and (7.13), so that the transformation from qa, pa, t to q′′a , p′′a, t′′ is canonical.
There is a sense in which F and S are the same, but it is not the obvious one
because S is a family of functions on C × R, while F is a function on P × R.
The ‘generating’ is really being done by S rather than by F .

There is again a problem over ‘transversality’. The second step will work
only if one can, in fact, invert (7.20). By the implicit function theorem, this
requires that the n× n matrix with entries

∂2S

∂qa∂kb

should be nonsingular.

Example 7.8

With n = 2, take
S = 1

2k1q
2
1 + k2q2.

Then p1 = p′1q1 and p2 = p′2. Hence p′1 = p1/q1 and p′2 = p2. In terms of the
primed coordinates

F = 1
2p

′
1(q

′
1)

2 + p′2q
′
2.

The double-primed coordinates are

p′′1 = p′1 p′′2 = p′2

q′′1 =
∂F

∂p′1
= 1

2 (q′1)
2 q′′2 =

∂F

∂p′2
= q′2.
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Hence
p′′1 = p1/q1, p′′2 = p′2, q′′1 = 1

2q
2
1 , q′′2 = q2.

Note that [q′′1 , p′′1 ]′′ = 1, which is consistent with

[ 12q
2
1 , p1/q1] = 1.

Example 7.9

The identity transformation has the generating function F = paqa = p′aq
′
a, or,

equivalently, S = kaqa.

Example 7.10

The time-dependent transformation

q′′ = q + t, p′′ = p, t′′ = t

is canonical, with generating function F = p(q + t) = p′(q′ + t′).

EXERCISES

7.5. With n = 1, find the transformation generated by S = 1
6k

2q3 and
check that it is canonical.

7.6. With n = 1, show that canonical transformations preserve volumes
in P × R; that is

∂(q′′, p′′, t′′)
∂(q, p, t)

= 1.

7.7. With n = 1, show that if S = s(kq), where s is a function of a single
variable, then p′′q′′ = pq.

7.8. With n = 2, find S such that q′′1 = q2, q′′2 = q1, p′′1 = p2, p′′2 = p1.

7.9. Show that if q′′a = q′′a (q) and

pa =
∂q′′b
∂qa

p′′b ,

then the transformation from qa, pa, t to q′′a , p′′a, t′′ = t is canonical.
Show that a generating function is F = q′′ap′′a.
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7.5 Infinitesimal Canonical Transformations

Consider a family of canonical transformations which are close to the identity,
with F = p′aq′a + εf(q′, p′, t′), where ε is a small parameter. Then

pa = p′a + ε
∂f

∂q′a
and q′′a = q′a + ε

∂f

∂p′a
,

so that
p′′a = pa − ε

∂f

∂q′a
and q′′a = qa + ε

∂f

∂p′a
.

Thus the new double-primed coordinates differ from the old unprimed coordi-
nates by terms of order ε. Hence

∂f

∂q′a
=

∂f

∂qa
+O(ε) and

∂f

∂p′a
=

∂f

∂pa
+O(ε).

By ignoring terms of order ε2, therefore,

p′′a = pa − ε
∂f

∂qa
and q′′a = qa + ε

∂f

∂pa
. (7.22)

For small ε, we can construct the transformation directly for any choice of
f without going through all the steps in the previous section. So it is true
that an arbitrary function f on P × R generates an infinitesimal canonical
transformation.

Note that the derivatives of f that appear in (7.22) are the same as those
in Hamilton’s equations. If we take f = h, then the infinitesimal canonical
transformation is given by moving along the trajectories of the system in P ×R

through δt = ε.

7.6 The Hamilton–Jacobi Equation

We now consider how Hamilton’s equations behave under the canonical trans-
formation with generating function F (q′a, p

′
a, t

′). As before, qa, pa, t is the orig-
inal coordinate system, q′′a , p′′a, t

′′ is the transformed system, and q′a, p
′
a, t

′ is
the intermediate system defined by (7.10).

Proposition 7.11

For any function f on P × R,

∂f

∂t
=

∂f

∂t′′
+ [f, g] where g =

∂F

∂t′
.
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Proof

We use the notation in the proof of Proposition 7.6. For any function f on
P × R,

∂f

∂t′
=

∂f

∂pa

∂pa
∂t′

+
∂f

∂t
=

∂f

∂pa

∂g

∂q′a
+
∂f

∂t

because pa = ∂F/∂q′a. Similarly, from (7.12),

∂f

∂t′
=

∂f

∂q′′a

∂q′′a
∂t′

+
∂f

∂t′′
=

∂f

∂q′′a

∂g

∂p′a
+
∂f

∂t′′

because q′′a = ∂F/∂p′a. Hence

∂f

∂t
− ∂f

∂t′′
=

∂f

∂q′′a

∂g

∂p′a
− ∂f

∂pa

∂g

∂q′a

=
∂f

∂q′′a

∂g

∂pb

∂pb
∂p′a

− ∂f

∂pa

∂g

∂q′′b

∂q′′b
∂q′a

=
∂q′′b
∂q′a

(
∂g

∂pa

∂f

∂q′′b
− ∂f

∂pa

∂g

∂q′′b

)

= [f, g],

by using (7.10) and (7.11) to get the second equality, (7.18) to get the third,
and (7.19) to get the last.

Now consider the time derivative of f along the trajectories in P ×R. We know
from (7.9) that

df
dt

= [f, h] +
∂f

∂t
.

But [f, h] = [f, h]′′ because the transformation is canonical. Hence, by applying
the proposition,

df
dt

= [f, h] + [f, g] +
∂f

∂t′′
= [f, h′′]′′ +

∂f

∂t′′
,

where h′′ = h+ g. In particular

dq′′a
dt

=
∂h′′

∂p′′a
,

dp′′a
dt

= −∂h
′′

∂q′′a
.

Therefore the equations of motion of the system in the new coordinates are
again of Hamilton’s form, but with Hamiltonian h′′ = h+ g.

Canonical transformations offer wide scope for simplifying the equations of
motion. In fact, if we can find a transformation such that h′′ = 0, then the
trajectories in the extended phase space will be given by constant values of the
coordinates q′′a and p′′a, so the dynamical problem will be trivial.
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t

(q,t) =p

t

q
p

S

∂s
∂q

Figure 7.1

Suppose that the transformation is constructed from a family of functions
S(q, k, t) by the sequence of operations set out in Section 7.4. Fix, for the
moment, the values of the parameters k1, . . . , kn and let Σ denote the set of
points in P × R at which

pa =
∂S

∂qa
.

Then Σ is also the subset of P ×R on which p′a = ka, or equivalently, p′′a = ka.
The qas and t can be used as coordinates on Σ with (qa, t) labelling the

point with unprimed coordinates

qa, pa =
∂S

∂qa
, t

(Figure 7.1). On Σ, the Hamiltonian h is given as a function of qa and t by

h = h

(
q1, . . . , qn,

∂S

∂q1
, . . .

∂S

∂qn
, t

)
,

or in other words, by substituting ∂S/∂qa for pa in the expression for h in
the unprimed coordinate system qa, pa, t on P × R. Similarly, g is given as a
function of qa and t on Σ by

g =
∂S

∂t
,

because it follows from (7.21) that differentiating F with respect to t′ with p′a
and q′a held fixed is equivalent to differentiating S with respect to t with qa and
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ka held fixed. Therefore h′′ vanishes on Σ if S satisfies the partial differential
equation

h

(
q1, . . . , qn,

∂S

∂q1
, . . . ,

∂S

∂qn
, t

)
+
∂S

∂t
= 0. (7.23)

This is the Hamilton–Jacobi equation.
As the ka’s vary, the corresponding subsets fill out P ×R. We can conclude,

therefore, that a family of solutions S(q, k, t) of the Hamilton–Jacobi equation
gives rise to a canonical transformation for which h′′ vanishes.

The catch is that it is generally much harder to solve the Hamilton–Jacobi
equation, which is a first-order nonlinear partial differential equation, than it
is to solve Hamilton’s equations. In fact, except in very special systems, the
only generally applicable method is the ‘method of characteristics’, which is
based on the reverse construction, the first step being the return to Hamilton’s
equations.

For this reason, canonical transformations and the Hamilton–Jacobi equa-
tion are rarely of practical use for finding analytic solutions to mechanical
problems. They are, nevertheless, very important for a number of reasons. For
example, they provide the connecting link between classical and quantum me-
chanics, through the WKB approximation. They provide significant insights
into the qualitative behaviour of systems that defy analytical treatment. Fi-
nally, they play a key part in the theory of partial differential equations.

Even when one can find an n-parameter family of solutions, the best way
to proceed is not always to carry out the canonical transformation explicitly.
If Σ is the subset of P × R corresponding to a particular set of values for the
parameters ka, then

p′′a = p′a = ka = constant

on Σ. But the trajectories in P ×R are given in the double-primed coordinates
by constant values of q′′a and p′′a. It follows that a trajectory that passes through
one point of Σ lies in Σ. Moreover, the coordinates q′′a are also constant along
the trajectories. On Σ, q′′a is given as a function of the qa’s and t by

q′′a =
∂S

∂ka
,

by combining (7.13) and (7.21). Hence the trajectories that lie in Σ are the
curves given in the coordinate system qa, t by

∂S

∂ka
= constant. (7.24)

By rewriting these in the form qa = qa(t), one obtains a family of solutions of
the original dynamical problem. The members of the family are labelled by the
constants on the right-hand side.
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Example 7.12 (The Harmonic Oscillator)

Consider the harmonic oscillator Hamiltonian

h = 1
2p

2 + 1
2q

2.

The Hamilton–Jacobi equation is

∂S

∂t
+ 1

2

(
∂S

∂q

)2

+ 1
2q

2 = 0.

It has a one-parameter family of solutions S = −kt+ s(q, k), where

s(q, k) =
∫ √

2k − q2 dq

and the constant k labels the different solutions in the family.
We construct a canonical transformation from S by applying the instruc-

tions set out in Section 7.4. The intermediate coordinates are q′ = q, t′ = t′,
and p′, where p′ is determined as a function of q and p by solving

p =
∂S

∂q

∣∣∣∣
k=p′

=
√

2p′ − q2.

The generating function is

F = S|k=p′ = −p′t′ +
∫

(2p′ − q′ 2)1/2 dq′.

Therefore the double-primed coordinates (Figure 7.2) are

p′′ = p′ = 1
2 (p2 + q2)

q′′ =
∂F

∂p′
= −t′ +

∫
dq′√

2p′ − q′ 2
= −t+ sin−1(q/

√
2p′).

In this case, the extended phase space is R
3, with coordinates q, p, t, and it

is easy to solve the equations of motion. The dynamical trajectories are the
helices

q =
√

2E sin(t+ ε), p =
√

2E cos(t+ ε)

where ε and E are constants.
Let r and θ denote the polar coordinates defined by

p = r cos θ, q = r sin θ.

Then the trajectories can be written more simply as

r =
√

2E, θ = t+ ε.
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t

q
q=1 p

Figure 7.2 The cylinder is the surface p′′ = 1
2 and the helicoid is q′′ = π/2.

Their intersection, the helix through (q, p, t) = (1, 0, 0), is a trajectory of the
system in P × R.

In terms of r and θ, the new canonical coordinates are

p′′ = 1
2r

2, q′′ = θ − t, t′′ = t.

As the theory predicts, the dynamical trajectories are given by constant values
of p′′ and q′′.

Example 7.13 (Inverse-square-law central force)

In the inverse-square-law problem, Example 7.1, the Hamiltonian is

h =
1

2m

(
p2
1 +

p2
2

q21

)
− λm

q1

where q1 = r and q2 = θ. So the Hamilton–Jacobi equation is

∂S

∂t
+

1
2m

(
∂S

∂q1

)2

+
1

2mq21

(
∂S

∂q2

)2

− λm

q1
= 0. (7.25)

We solve this by separating the variables. That is, we look for solutions of the
form

S = τ(t) + s1(q1) + s2(q2).
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On substituting into (7.25),

−dτ
dt

=
1

2m

(
ds1
dq1

)2

+
1

2mq21

(
ds2
dq2

)2

− λm

q1
.

The left-hand side is a function of t alone and the right-hand side of q1 and q2
alone. Therefore both sides must be equal to a constant, which we shall denote
by k1.

We then have τ = −k1t+ constant, and

ds2
dq2

= q1

[
2mk1 −

(
ds1
dq1

)2

+
2mλm2

q1

]1/2

.

Again both sides must be equal to a constant, which we shall denote k2. It
follows that

s2 = k2q2 + constant,
ds1
dq1

= f(q1)

where

f(q1) =
(

2λm2

q1
− k2

2

q21
+ 2k1m

)1/2

.

Therefore
S(q, k, t) = −k1t+ k2q2 +

∫
f dq1

is a two-parameters family of solutions. There is an additional additive con-
stant of integration, which has been dropped because it has no effect on the
transformation generated by S.

Rather than look directly at the canonical transformation, which is compli-
cated, we shall use (7.24) to deduce that the dynamical trajectories are given
by

∂S

∂k1
= −t+

∫
m dq1
f

= constant (7.26)

and
∂S

∂k2
= q2 −

∫
k2 dq1
q21f

= constant (7.27)

for the different values of k1 and k2.
These become more familiar when we restore q1 = r and q2 = θ and re-

member that
1
2m

(
ṙ2 +

j2

m2r2

)
− λm

r
= E

where E and j = mr2θ̇ are constant. If we identify k2 with j and k1 with E,
then

ṙ =
1
m
f(r),

dθ
dr

=
j

r2f(r)
,

which integrate to give (7.26) and (7.27).
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The Hamilton–Jacobi theory has provided a sophisticated derivation of a
familiar and straightforward result, which is typical of its track record as an
analytical technique. There are occasional exceptions, however. For example, it
was used to find the orbits of bodies orbiting a rotating black hole in general
relativity [2].

EXERCISES

7.10. Consider a system with one degree of freedom and Hamiltonian
h(q, p, t). Show that the dynamical trajectories in PT = R

3 are
tangent to the vector field

x =
∂h

∂p
i − ∂h

∂q
j + k

where i, j, and k are unit vectors along the q, p, and t axes.

Let Σ be a surface in R
3 given by

p =
∂S

∂q

where S = S(q, t). Show that if S is a solution of the Hamilton–
Jacobi equation, then x is tangent to Σ. Show conversely that if x

is tangent to Σ, then

∂

∂q

[
∂S

∂t
+ h

(
q,
∂S

∂q
, t

)]
= 0.

7.11. Solve the Hamilton–Jacobi equation by separating the variables for
a particle moving in space under an inverse-square-law central force,
taking the qas to be spherical polar coordinates.

7.12. A particle P of mass m is moving in the plane under the influence of
two inverse-square-law forces: λ(PA)−2 directed towards the point
A and λ(PB)−2 directed towards the point B, where A and B are
separated by a distance 2b. Solve the Hamilton–Jacobi equation in
the coordinates θ and ϕ, where

2b coshϕ = PA+ PB, 2b cos θ = PA− PB.



8
Geometry of Classical Mechanics

8.1 Coordinate Choices

The analysis of the dynamics of a mechanical system begins with the
introduction of generalized coordinates to label the configurations. There is
a great deal of freedom in the choice of coordinates and a good choice can
greatly simplify the work. It is rarely the case, however, that a single coordi-
nate system can be used for all possible configurations. For example, the polar
coordinates used to label the configurations of the spherical pendulum (p. 67)
are singular when the rod is vertical, in the sense that these configurations do
not determine unique values of θ and ϕ. When θ = 0 or θ = π, we have

(x, y, z) = (0, 0, 1), or (x, y, z) = (0, 0,−1)

irrespective of the value of ϕ. In these special configurations, the coordinate
labels are not unique. A similar problem arises when Euler angles (p. 132) are
used to label the orientations of a rigid body. When the z-axes of the inertial
frame and of the body frame are aligned, which happens when θ = 0 or θ = π,
the orientation is completely determined by the values ϕ+ ψ. It is unchanged
when ϕ and ψ are replaced by ϕ+k and ψ−k, respectively. This is the ‘gimbal
lock’ problem.

The configuration space is not exactly synonymous with the range of possi-
ble values of the coordinate n-tuple (q1, q2, . . . , qn). The former is the set of all
possible configurations of the system. The latter is a subset of R

n and in gen-
eral is identified only with a subset of the configuration space. In the spherical

N.M.J. Woodhouse, Introduction to Analytical Dynamics: New Edition, 183
Springer Undergraduate Mathematics Series, DOI 10.1007/978-1-84882-816-2 8,
c© Springer-Verlag London Limited 2009
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pendulum, for example, the configuration space is a complete sphere while the
polar coordinates identify the interior of a rectangle,

{(θ, ϕ) : 0 < θ < ϕ, 0 < ϕ < 2π} ⊂ R
2,

with the complement of a great semi-circle joining the two vertical configura-
tions. In geographical language, one must exclude the north pole, where the
rod points vertically upwards, the south pole, where it points vertically down-
wards, and the Greenwich meridian, on which ϕ = 0. It is an ancient problem
for cartographers that one cannot identify the whole sphere with a subset of the
plane by a one-to-one mapping without tearing. Charts are intrinsically local.

A full analysis of a mechanical system should therefore allow for the possi-
bility of using different coordinate systems in different parts of the configura-
tion space. One should think in terms of covering the space with a mosaic of
‘coordinate charts’.

It is useful to develop a language in which different coordinate systems can
be considered simultaneously and in which the dynamics can be modelled in
a way that is independent of the particular choice of coordinates, preferably
without mentioning coordinates at all. Fortunately, this does not have to be
done from scratch: differential geometry and differential topology provide ex-
actly what is needed in the language of differentiable manifolds. This allows
a very precise clarification of the relationship between the global structure of
the configuration space and the choice of local coordinates. It also gives new
insights into the mathematical structures underlying some of the theory devel-
oped in the previous chapters. Not surprisingly, given the power of the analogies
above, the language borrows extensively from the vocabulary of geography and
map-making.

8.2 Manifolds

In the language of differential geometry, a mechanical configuration space is
a differentiable manifold.1 The definition of a manifold captures the idea that
the coordinate systems are local, and ties down the permitted transformations
between local coordinates.2 There are many possibilities, but we shall only

1 The following paragraphs are adapted from [15]. It is not surprising that they also
fit seamlessly here because the mathematical theory needed to deal with coordinate
transformations in space-time are exactly the same as those we need for the same
task in classical mechanics.

2 In relativity and many geometric contexts, it is conventional to write coordinates
with upper rather than lower indices, so that one can make a systematic distinction
between the components of covariant and contravariant tensors. It is not particu-
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allow smooth, that is infinitely differentiable, transformations. Our manifolds
are therefore of class C∞.

Definition 8.1

An n-dimensional differentiable manifold is

(1) a connected Hausdorff topological space M , together with

(2) a collection of charts or coordinate patches (U, xa), where U ⊂ M is an
open set and the xas are n functions on U such that the map

x : U → R
n : m 	→

(
x1(m), x2(m), . . . , xn−1(m)

)

is a homeomorphism from U to an open subset V ⊂ R
n.

Two conditions must hold. First, every point of M must lie in a coordinate
patch. Second, if (U, xa) and (Ũ , x̃a) are charts, then the x̃as can be expressed
as functions of the xas on the intersection. It is required that

x(U ∩ Ũ) → x̃(U ∩ Ũ) : (x1, . . . , xn) 	→ (x̃1, . . . , x̃n)

should be infinitely differentiable and one-to-one, with

det
(
∂x̃a
∂xb

)
�= 0. (8.1)

The qualification “differentiable” will often be omitted as understood.

The topological condition on M is required to rule out pathological behaviour.
In fact further technical conditions, such as ‘paracompactness’, are needed to
get sensible models. We should also specify completeness for the atlas (the set
of charts). We do not dwell on such matters here because they play no critical
part in the elementary development of the theory.

Because M is a topological space, it makes sense to talk about continuous
functions on M . These are the continuous maps f : M → R. The additional
structure of coordinate charts and infinitely differentiable coordinate transfor-
mations picks out a sub-class of smooth or infinitely differentiable functions.
These are maps f : M → R that can be expressed everywhere as infinitely
differentiable functions of the coordinates. The set of all smooth functions on

larly helpful to do that in a dynamical context because we are not making use of
raising and lowering operations and so there is little to gain from using notation
that easily confuses indices with exponents. Also the standard conventions become
rather awkward when applied to momentum phase space. Momenta are covector
components, so should have lower indices, but also coordinates on the cotangent
bundle, and so should have upper indices.
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M is denoted by C∞(M). One can add and multiply elements of C∞(M).
In formal terms, C∞(M) has the structure of a ring. It includes the constant
functions, but it is not immediately obvious that it includes anything else. In
fact it is possible to construct a smooth function that takes any given value at
a given point m and which vanishes outside some given open neighbourhood
of m. This may seem a somewhat technical point to worry about, but it is
not true for holomorphic functions and complex manifolds, which are defined
in the same way, but with complex coordinates and holomorphic coordinate
transformations.

It also makes sense to talk about smooth maps between manifolds. A con-
tinuous map ρ : M ′ → M from one manifold to another is smooth if in local
coordinates on the two manifolds, the coordinates xa of ρ(m′) are smooth func-
tions of the coordinates x′a of m′ ∈M ′. It is a diffeomorphism if it is bijective
and the determinant of the Jacobian matrix(

∂xa
∂x′b

)

is nonzero everywhere that it is defined for any pair of coordinate systems. This
can only be the case if the manifolds have the same dimension, so that there
are as many x′as as xas and the matrix is square. If there is a diffeomorphism
between them, then M and M ′ are diffeomorphic, which means that they are
indistinguishable as manifolds.

The manifolds that we consider are built from basic examples by two con-
structions.

Submanifolds

Let M ′ be a subset of an n-dimensional manifold M . Suppose that there is a
positive integer n′ ≤ n and that for each m ∈ M ′, there is a chart (U, xa) on
M such that m ∈ U and M ′ ∩ U is the subset on which

xa = 0 a = n′ + 1, . . . , n. (8.2)

Then M ′ is said to be an (embedded) submanifold of M . A submanifold is
a manifold, with the first n′ coordinates in these special charts providing the
coordinate labels.

Products

If M and M̃ are manifolds, of dimensions n and ñ, then the Cartesian product
M × M̃ is a manifold of dimension of n+ ñ. We construct a coordinate system
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in a neighbourhood of (m, m̃) ∈M×M̃ by picking systems of local coordinates
xa in a neighbourhood of m ∈ M and x̃a in a neighbourhood of m̃ ∈ M̃ , and
labelling the points of the product by (x1, . . . , xn, x̃1, . . . , x̃n).

EXERCISES

8.1. Show that the sphere in R
3 with equation

x2 + y2 + y2 = 1

is a manifold by defining suitable charts. Show that it is a subman-
ifold of R

3 by using spherical polar coordinates.

8.3 Tangent Vectors

The configuration space of a mechanical system is a differentiable manifold.
Each point represents a possible configuration of the system. The correspond-
ing phase space is also a manifold, of twice the dimension. Its points represent
particular configurations in particular states of motion. They are labelled by
the generalized coordinates q1, . . . , qn of the configuration together with the
generalized velocities v1, . . . , vn of the motion. In a short time δt, the configu-
ration changes from qa to qa + δt va, so it is natural to think of the vas as the
components of a vector v, pointing from the first configuration to a nearby one.

This idea makes sense in a general setting and finds its expression in the
definition of a tangent vector at a point of a manifold. A tangent vector should
be pictured as an arrow pointing from one point on the manifold to a nearby
one. As in Euclidean space, one specifies a vector v by giving its components va
in a coordinate system. Their key property, on which the general definition is
based, is their behaviour under change of coordinate system. In configuration
space, when the qas are replaced by a new coordinate system q̃a, corresponding
small displacements in the coordinates are related by

δq̃a =
∂q̃a
∂qb

δqb.

It is this behaviour that is built into the following.

Definition 8.2

Let M be an n-dimensional manifold and let m ∈M . A tangent vector v at m
is an object that assigns a set of n components va to each coordinate system
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xa on a neighbourhood of m, subject to the transformation rule

ṽa =
∂x̃a
∂xb

vb (8.3)

under change of coordinates, with the partial derivatives evaluated at m.

Two vectors at a point can be added by adding their components in a coordi-
nate system. Because the transformation rule is linear, the result is the same
whichever coordinate system is used. A tangent vector v can also be multiplied
by a scalar λ ∈ R by multiplying its components by λ. Again the product λv is
well defined independently of the choice of coordinates by the linearity of the
transformation. With these operations, the set of tangent vectors at m form a
vector space, which is called the tangent space at m and is denoted by TmM .
Each choice of local coordinates gives an identification of TmM with R

n, so the
tangent space is n dimensional.

From this definition, it is a simple step to the notion of a vector field on
a manifold, or a subset of a manifold. It is a map v that assigns an element
v(m) ∈ TmM to each m ∈ M , with the property that the components of v
at each point are smooth functions of the coordinates in any local coordinate
system. Of course if they are smooth functions in one chart, then they are also
smooth functions in the overlap of any overlapping chart. The set of all vector
fields on M is denoted by X(M), and the set of vector fields on U ⊂ M by
X(U). If u and v are vector fields, then so is their sum u+ v, which is formed
by adding their components at each point. We can also multiply a given vector
field v by a smooth function f . In formal terms, X(M) is a module over the
ring of smooth functions.

Vectors as Differential Operators

Given a vector field v and a smooth function f , we define a second smooth
function v(f), called the derivative of f along v, by

v(f) = va
∂f

∂xa
(8.4)

in local coordinates. The transformation rule for vector components combined
with the chain rule ensures that the right-hand side is independent of the choice
of coordinate system. It has two important properties

(1) v(rf + sg) = rv(f) + sv(g) for all f, g ∈ C∞(M), r, s ∈ R,

(2) v(fg) = fv(g) + v(f)g for all f, g ∈ C∞(M).
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The first property is linearity. The second is the Leibniz property. It is an
immediate consequence of the Leibniz rule for partial derivatives, and it justifies
the use of the term “derivative”. In fact these properties can be taken as the
basis of an alternative and more elegant definition of a vector field.

Basis Vectors

Given a coordinate system xa, we can define n basis vector fields, that is vector
fields that form a basis for the tangent space at each point of the coordinate
patch, by taking the ath basis vector field to have components in the coordinate
system

(0, . . . , 0, 1, 0, . . . , 0)

with a 1 in the ath place and zeros elsewhere. The derivative of f along the
vector field is simply the partial derivative

∂f

∂xa

with respect to the ath coordinate. For this reason, the ath basis vector field
is denoted by ∂a, in a notation that incorporates the view that a vector field is
really the same thing as the derivative along a vector field.

Trajectories

A trajectory in a manifold M is a map γ : I → M, where I ⊂ R is an open
interval, given in local coordinates by n smooth functions

s 	→ xa(s)

of a parameter s. The tangent vector at γ(s) is the vector v with components

va =
dxa
ds

.

If the map is given by smooth functions in one chart, then this is also true for
any other chart, in the overlap of the charts. The chain rule ensures that the
vas obey the transformation rule for vector components.
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Submanifolds

Suppose that M ′ ⊂ M is a submanifold and that m ∈ M ′. Then the tangent
space TmM ′ is identified in a natural way with a subspace of TmM , so we can
write TmM ′ ⊂ TmM . The identification is made by mapping the tangent vector
at m to a trajectory γ : I → M ′ through m to its tangent vector at m as a
trajectory in M . Alternatively, in a special chart on M in which M ′ is given
by (8.2), we identify the vector v ∈ TmM

′ with components

v1, . . . , vn′

with the vector in TmM with components v1, . . . , vn′ , 0, . . . , 0.

Derived Map

A smooth map ρ : M ′ → M from one manifold to another maps a small
displacement on the first manifold to a small displacement on the second, and
therefore induces a derived map

ρ∗ : Tm′M ′ → Tρ(m′)M

for each m′ ∈M ′. In coordinates the derived map sends the vector v′ ∈ Tm′M ′

with components v′1, . . . , v
′
n′ to the vector v ∈ Tρ(m′)M with components

va =
n′∑
b=1

∂xa
∂x′b

v′b a = 1, . . . , n.

The transformation rule ensures that the vas behave correctly under change of
coordinates on M ′ and on M .

Lie Bracket

Suppose that u, v are vector fields. Then a third vector field [u, v] can be defined
by specifying its components as

[u, v]a = ub
∂va
∂xb

− vb
∂ua
∂xb

. (8.5)

For any smooth function f , we have

[u, v](f) = u
(
v(f)

)
− v
(
u(f)

)
.

The vector [u, v] is called the Lie bracket of u and v. The last equation can be
used as the definition, if one first establishes that it has the two properties of
the derivative along a vector field.
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EXERCISES

8.2. Show that the definition of v(f) is independent of the choice of vector
fields.

8.3. Show that the quantities on the right-hand side of (8.5) have the
correct transformation rule for vector components.

8.4. Show that if ρ : M ′ → M is a smooth map, then ρ∗([u′, v′]) =
[ρ∗u′, ρ∗v′] for any vector fields u′, v′ on M ′.

8.4 The Tangent Bundle

At each point of a manifold M , there is a tangent vector space. The union of
all the tangent spaces

TM =
⋃
m∈M

TmM

is itself a manifold of twice the dimension of M . It is called the tangent bundle.
Each point of TM is a pair (m, v) consisting of a point m ∈M and a tangent
vector v ∈ TmM . Local coordinates are provided by the coordinates xa of m in
some chart on M and the corresponding components va of v.

In mechanics, a tangent vector at a point of the configuration manifold
determines a state of motion and the tangent bundle is the phase space. The
extended configuration space and the extended phase space are also manifolds.
The former has local coordinates (q1, . . . , qn, t) and the latter has coordinates
(q1, . . . , qn, v1, . . . , vn, t). So the extended configuration space differs from the
configuration space by the inclusion of time as an additional coordinate. For
example, in the case of a single particle moving in Euclidean space, the con-
figuration space is R

3 and the extended configuration space is space-time, with
coordinates (x, y, z, t).

A trajectory in configuration space is a possible evolution of the system. If
the parameter along the trajectory is time, then the components of its tangent
vector are the generalized velocities. In a mechanical context, we distinguish
between a kinematic trajectory, which represents some possible motion of the
system, and a dynamical trajectory, which represents the actual motion under
the influence of a particular set of forces. It is also useful in general to draw a
terminological distinction between a curve, which is the image of a trajectory
with no particular parametrization, and a trajectory, which is a curve together
with a particular labelling of points by a parameter. A curve in an extended
configuration space C×R has a natural parametrization by time, provided that
t does not have stationary points on the curve.
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8.5 Functions and Differential Forms

A number of constructions in classical mechanics, particularly the Hamiltonian
formalism and the theory of canonical transformations, become more transpar-
ent when restated in terms of objects on manifolds called differential forms.
The simplest of these are smooth functions on the manifold M . In this context,
a smooth function is regarded as a 0-form.

Next we have 1-forms. A covector at a point m of an n-dimensional dif-
ferentiable manifold M is a element of the dual space to TmM . To mirror the
definition of the tangent space, we define a covector p at m to be an object that
assigns a set of n components pa to each coordinate system on a neighbourhood
of m, subject to the transformation rule

p̃a =
∂xb
∂x̃a

pb, (8.6)

with the partial derivatives evaluated at m. Again the covectors form an n-
dimensional vector space, called the cotangent space atm and denoted by T ∗

mM .
If v ∈ TmM and p ∈ T ∗

mM , then the real number pava is denoted by p(v). It is
independent of the choice of coordinates because

∂xa
∂x̃b

∂x̃b
∂xc

= δac.

So a covector is alternatively defined as a map p : TmM → R that is linear in
the sense that

p(u+ v) = p(u) + p(v), p(λu) = λp(u)

for all u, v ∈ TmM , λ ∈ R. This is the standard definition of the dual space in
linear algebra.

Example 8.3 (Generalized Forces)

The transformation rule (3.14) for generalized forces establishes that they are
the components of a covector Q. This covector can be evaluated on a vector
v to give Q(v) ∈ R. If v represents a small displacement in the configura-
tion of a system, then Q(v) represents the work done under the displacement.
Proposition 3.7 establishes that the quantities

d
dt

(
∂T

∂va

)
− ∂T

∂qa

are also the components of a covector at each point of a trajectory in configu-
ration space.
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The set of all pairs (m, p), where m ∈M and p ∈ T ∗
mM is again a manifold,

with local coordinates x1, . . . , xn, p1, . . . , pn. The xas label the point m ∈ M

and the pas are the components of p. This manifold is called the cotangent
bundle.

A 1-form α is an object that assigns an element α(m) ∈ T ∗
mM to each point

m ∈ M , in such a way that the components αa are smooth functions of the
local coordinates. The set of all 1-forms on M is denoted by Ω1(M).

Example 8.4 (The gradient 1-form)

Let f ∈ C∞(M) and put αa = ∂f/∂xa. By the chain rule, under a coordinate
change we have

∂f

∂x̃a
=
∂xb
∂x̃a

∂f

∂xb
.

So the αas have the correct transformation rule for the components of a 1-form.
The 1-form with components αa = ∂f/∂xa is called the gradient 1-form, and
is denoted df . If v ∈ X(M), then

df(v) = va
∂f

∂xa
= v(f).

Example 8.5 (Submanifolds)

Suppose that M ′ is a subset of an n-dimensional manifold M , and that in some
open neighbourhood U of each point x ∈M , there are functions

fn′+1, fn′+2, . . . , fn : U → R

such that M ′ ∩ U is the subset on which all the fis vanish and such that the
gradient 1-forms dfis are linearly independent at each point of U . Then M ′ is
an n′-dimensional submanifold of M .

To introduce coordinates in a neighbourhood of m ∈M ′, we use a chart to
identify a neighbourhood of m in M with an open set in R

n. In R
n we can form

the gradient vectors of functions in the usual sense by taking the components to
be the partial derivatives with respect to the coordinates. Consider the gradient
vectors of the functions fi at m. These are n− n′ linearly independent vectors
in R

n. So we can pick exist n′ further vectors to make up a basis for R
n. The

further vectors are the gradients of n′ linear functions x1, . . . , xn′ . If we take

xa = fa a = n′ + 1, . . . , n,

then together all the xas can be used as local coordinates on a neighbourhood
U of m in M , and M ′ is given in this neighbourhood by the vanishing of the
last n− n′ coordinates.
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Example 8.6

If xa is a coordinate system, then the gradient 1-forms dxa have the property
that

dxa(∂b) =
∂xa
∂xb

= δab.

So the dxas make up the dual basis in T ∗
mM to the coordinate basis in TmM

at each point m.

One should perhaps own up here to a loose use of terminology, which can be
avoided at the expense of perhaps excessive formality. Because the coordinates
are defined only on an open subset U ⊂ M , the dxas are not defined on the
whole ofM , but only on this subset. So they are really elements ofΩ1(U), not of
Ω1(M), with Ω1(U) being defined by treating U as a manifold in its own right.
The offence here is really no worse than the universal transgression involved in
discussing functions without specifying their domains. In this example as well,
honesty is achieved at the expense of clarity.

A 1-form α determines a map α : X(M) → C∞(M) by

α(v) = αava v ∈ X(M),

with the linearity property that

α(fu+ gv) = fα(u) + gα(v)

for every u, v ∈ X(M) and f, g ∈ C∞(M). Forms of higher degree are analogous
multilinear maps. That is, they depend on a number of vector fields and are
separately linear in each argument. Objects of this sort are examples of tensors.
Differential forms have the additional property of being skew-symmetric, which
means that the value changes sign when two arguments are interchanged. The
reason for restricting to this special class of tensors is twofold. First, it provides
us with the objects we need to bring out the geometric structure of classical
mechanics. Second, there is a powerful differential calculus, called the exterior
calculus, for forms on any manifold. The derivative operator d defined above
extends to forms of any degree. It is also possible to integrate forms over appro-
priate subsets of M , although we shall not make any use of the general theory
of integration. General tensor calculus, without skew symmetry, requires addi-
tional structure on a manifold, for example a connection.

Definition 8.7

Let k be a positive integer. A differential form of degree k or k-form on a
manifold M is a map
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α :

k︷ ︸︸ ︷
X(M) × · · · × X(M) → C∞(M) : (u, . . . , w) 	→ α(u, . . . , w)

with the following properties

(1) It is linear over C∞(M) in each argument. That is

α(. . . , fu+ gv, . . .) = fα(. . . , u, . . .) + gα(. . . , v, . . .)

for all f, g ∈ C∞(M) and u, v ∈ X(M).

(2) It changes sign if any two arguments are interchanged. That is

α(. . . , u, . . . , v, . . .) = −α(. . . , v, . . . , u, . . .).

An element of C∞(M) is a 0-form.

A k-form α can be evaluated at any point m ∈M on any ordered set u, v, . . . ∈
TmM to give a real number α(u, v, . . .).

If xa is a coordinate system, and α is a k-form then the functions

αab · · · c︸ ︷︷ ︸
k

= α(∂a, ∂b, . . . , ∂c)

are called the components of α in the coordinate system. The components
determine α because, by multi-linearity, we have

α(u, v, . . . , w) = uavb · · · wcαab··· c.

By skew-symmetry, αab...c changes sign when two of the suffices are inter-
changed. So the only nonzero components are those for which the suffices are all
distinct. It follows that on an n-dimensional manifold, any k-form with k > n

vanishes identically.

EXERCISES

8.5. Show that if v is a vector and p is a covector at some point of
a manifold, then pava is independent of the coordinate system in
which it is evaluated.
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8.6 Operations on Differential Forms

Addition and Multiplication by Scalars

Two differential forms of the same degree can be added, so that if α, β ∈
Ωk(M), then

(α+ β)(u, v, . . . , w) = α(u, v, . . . , w) + β(u, v, . . . , w).

Forms can also be multiplied by functions, with the product of a k-form α and
a 0-form f ∈ C∞(M) defined by

(fα)(u, v, . . . , w) = fα(u, v, . . . , w).

Exterior Product

The last definition extends to a product, called the exterior product of two
forms of different degrees. If α ∈ Ωk(M) and β ∈ Ωl(M), then their exterior
product is the (k + l)-form denoted by α ∧ β and defined by

α ∧ β(v1, v2, . . . , vk+l) =
1

(k + l)!

∑
σ

sign(σ)α(vσ(1) , . . . , vσ(k))β(vσ(k+1), . . . , vσ(k+l)). (8.7)

This requires explanation. In (8.7), v1, v2, . . . , vk+l are k+ l elements of X(M).
They are k + l separate vector fields, not the components of a single vector.
The sum is over all permutations σ of k + l objects and sign(σ) is equal to 1
for even permutations and −1 for odd permutations. In terms of components

(α ∧ β)ab··· f =
1

(k + l)!

∑
σ

sign(σ)ασ(a)σ(b)··· σ(c)βσ(d)σ(e)··· σ(f).

In fact we do not really need the exterior product except for very low degree
forms. It is almost sufficient to restrict attention to the exterior product of two
1-forms α, β, which is defined by

(α ∧ β)(u, v) = 1
2

(
α(u)β(v) − β(u)α(v)

)
u, v ∈ X(M).

The components of α ∧ β in this case are 1
2 (αaβb − αbβa).
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Interior Product

Given α ∈ Ωk(M) (k > 0) and u ∈ X(M), the interior product iuα is the
(k − 1)-form defined by

(iuα)(v, . . . , w) = kα(u, v, . . . , w).

In terms of components,

(iuα)b··· c = kuaαab··· c.

Exterior Derivative

The exterior derivative bears the same relation to the exterior product as the
operator ‘curl’ does to the vector product in three dimensions. Indeed ‘curl’
can be interpreted as a special case of the exterior derivative.

Let α be a k form. The exterior derivative dα is the (k+1)-form defined by

(dα)abc··· e =
1

(k + 1)!

∑
σ

sign(σ)∂σ(a)ασ(b)σ(c)···σ(e), (8.8)

where the sum is over the permutations of k + 1 letters and ∂a = ∂/∂xa.
When we take the exterior derivative a second time, the result is a (k+2)-form
d2α = d(dα) with components

(d2α)abc... g =
1

(k + 1)!

∑
σ

sign(σ)∂σ(a)∂σ(b)ασ(c)... σ(g).

The terms in the sum on right can be paired by grouping together each pair
of terms in which the indices on α are the same, and in the same order. For
example,

∂a∂bαc··· e and − ∂b∂aαc··· e.

However, ∂a∂b = ∂b∂a, so the terms in each pair cancel.
This is perhaps a little clearer in the cases k = 0 and k = 1, which are the

only ones that we shall use. For f ∈ C∞(M),

(d2f)ab = 1
2 (∂a∂bf − ∂b∂af) = 0.

For α ∈ Ω1(M),

(d2α)abc = 1
6 (∂a∂bαc − ∂b∂aαc + ∂b∂cαa − ∂c∂bαa + ∂c∂aαb − ∂a∂cαb) = 0.

To show that the exterior derivative is well defined, it is necessary to es-
tablish that the right-hand side of (8.8) transforms correctly under change of
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coordinates. For 0-forms, this is already done in the context of defining the
gradient 1-form. For a 1-form α, the components αa and α̃a in two coordinate
systems xa and x̃a are related by

α̃a =
∂xc
∂x̃a

αc.

Therefore

∂̃aα̃b =
∂2xc
∂x̃a∂x̃b

αb +
∂xc
∂x̃a

∂αc
∂x̃b

=
∂2xc
∂x̃a∂x̃b

αb +
∂xc
∂x̃a

∂xd
∂x̃b

∂αc
∂xd

,

where ∂̃a = ∂/∂x̃a. Because the second partial derivative is symmetric under
interchange of a and b, it follows that

1
2 (∂̃aα̃b − ∂̃bα̃a) = 1

2

∂xc
∂x̃a

∂xd
∂x̃b

(∂cαd − ∂dαc),

which is the 2-form transformation rule for the components of dα. The general
case works in exactly the same way, and similarly hinges on the symmetry of
the second partial derivatives of the old coordinates with respect to the new
ones.

A k-form such that dα = 0 is said to be closed and one that is equal
to dβ for some (k − 1)-form β is said to be exact. The argument from the
interchangeability of partial derivatives establishes that every exact form is
closed. In fact the converse of this is very nearly true. The Poincaré lemma
states that if α is a closed k-form (k > 1), then there is an open neighbourhood
of each point in which α = dβ in the neighbourhood for some 1-form β. Again
this is a direct extension of the proposition in three-dimensional vector calculus
that curl v = 0 implies, locally, that there exists a potential function f such
v = gradf .

The fact that in the large there can exist closed forms that are not exact is
the basis of de Rham cohomology, which is an important tool for exploring the
topology of manifolds.

Restriction

Let M ′ ⊂ M be a submanifold and let α be a k-form on M . Its restriction to
M ′ is a k-form on M ′, denoted by α|M ′ , with the value at m′ ∈M ′ defined by

α|M ′(u, v, . . .) = α(u, v, . . .),
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for u, v, . . . ∈ Tm′M ′. In the special coordinates in which M ′ is given by (8.2),
the components of the restriction of α are simply the components αab··· c of α,
with a, b, . . . , c restricted to values in {1, 2, . . . , n′} and with αab··· c evaluated
at points of M ′. There are two aspects of ‘restriction’, to points of M ′ and to
vectors tangent to M ′.

Pull-Back

Let ρ : M ′ →M be a smooth map and let α be a k-form on M . The pull-back
ρ∗α is the k-form on M with the defining property

ρ∗α(u, v, . . .) = α(ρ∗u, ρ∗v, . . .).

Again, we have ρ∗(dα) = dρ∗(α). If M ′ ⊂ M is a submanifold and ρ is the
inclusion map M ′ →M , then ρ∗ is given by restriction.

The Lie Derivative

The Lie derivative of a 0-form f along a vector field v is simply the derivative
v(f) defined by (8.4). For a k-form α, the Lie derivative along v is denoted by
Lvα and is defined by

Lvα = ivdα+ d(ivα).

It has two key properties, which hold for any u, v ∈ X(M) and for any forms α
and β:

Lu(ivα) = i[u,v]α+ ivLuα, and Lu(α ∧ β) = (Luα) ∧ β + α ∧ Luβ.

Integration

If α ∈ Ω1(M) and if γ : [s1, s2] ⊂ R →M is a trajectory in M given by

xa = xa(s)

then the integral of α along γ is defined by
∫

γ

α =
∫ s2

s1

αa
dqa
ds

ds.

The result is independent of the coordinate system, and by the standard change
of variables formula, it is also unchanged when the parameter s is replaced any
increasing function of s.



200 Introduction to Analytical Dynamics

More generally, one can define the integral3
∫

M ′
α

of a k-form α over a k-dimensional submanifold M ′ ⊂M . Stokes’ theorem has
a very beautiful generalization in this context that connects integration and
exterior differentiation.

EXERCISES

8.6. Show that if α, β, and γ are 1-forms, then α∧β ∧γ has components

1
6 (αaβbγc + αbβcγa + αcβaγb − αaβcγb − αbβaγc − αcβbγa).

8.7. Let α be a 1-form with components αa and let ω be a 2-form with
components ωab. Show that dα and dω have respective components

(dα)ab = 1
2 (∂aαb − ∂bαa)

(dω)abc = 1
6 (∂aωbc + ∂bωca + ∂cωab − ∂aωcb − ∂bωac − ∂cωba)

= 1
3 (∂aωbc + ∂bωca + ∂cωab).

8.8. Let M be an n-dimensional manifold and let α ∈ Ωk(M). Show that
in local coordinates

α = αab··· cdxa ∧ dxb ∧ · · · ∧ dxc.

Deduce that if α �= 0 then k ≤ n.

8.9. One can define k-forms in a slightly different way by associating with
each tangent space TmM the vector space

∧k
T ∗
mM . The elements

of
∧k

T ∗
mM are maps

α :

k︷ ︸︸ ︷
TmM × · · · × TmM → R

with the properties

(a) they linear over R in each argument.

(b) they change sign when any two arguments are interchanged.

3 This is not quite the whole story: M ′ must have an orientation.
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Show that on an n-dimensional manifold,
∧k

T ∗
mM is a vector space

and that
dim

(∧k T ∗
mM

)
=
(
n

k

)
.

Restate the definition of differential forms in terms of objects that
map points of M to elements of the corresponding spaces

∧k
T ∗
mM .

8.10. Show that
(dα)|M ′ = d(α|M ′ ).

8.11. Show that for a 1-form α and for a 2-form ω, the components of the
Lie derivative along v ∈ X(M) are respectively

(Lvα)a = vb∂bαa + αb∂avb

(Lvω)ab = vc∂cωab + ωcb∂avc + ωac∂bvc.

Hence check the key properties of the Lie derivative for 1-forms and
2-forms.

8.7 Vector Fields and Flows

A very helpful analogy to keep in mind when thinking about vector fields on
manifolds comes from fluid dynamics. One can picture a vector field as an
assignment of a velocity to each point, like the velocity vector field of a fluid.
This suggests that one should also think of the manifold as ‘flowing’ along the
vector field, by analogy with the way in which, in the steady case, particles of
a fluid flow along the streamlines.

In more formal terms, given a vector field v on a manifold M , each point
is the starting point of a trajectory of the field and the flow is constructed as
a family of maps by moving points along their trajectories. For each m ∈ M ,
the trajectory

s 	→ ρs(m)

is determined in local coordinates by solving the system of differential equations

dxa
ds

= va(x) (8.9)

for the xas as functions of s, with the initial condition ρs(0) = m. That is,
the trajectory starting at m is characterized by the condition that its tangent
vector is v at each point. Picard’s theorem for differential equations ensures
that it is unique, and the characterization implies that it is independent of the
choice of coordinates. In the fluid analogy, the trajectories are the streamlines.
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The trajectories determine the flow of the vector field, which is the family
of maps

ρs : M →M : m 	→ ρs(m), s ∈ R (8.10)

with the defining property that for each m ∈ M , the trajectory s 	→ ρs(m) is
the solution of (8.9) with initial point m at s = 0. In fact, generally it is only
possible to solve (8.10) with given initial conditions for s in some interval in R

containing the origin. Thus the flow is only defined on some open neighbour-
hood of M ×{0} in M ×R. When it can be defined globally for all s, the vector
field is said to be complete.

Example 8.8

Suppose that M = R
2, with coordinates x1, x2, and that v1 = −x2, v2 = x1.

Then the trajectories are determined by

dx1

ds
= −x2,

dx2

ds
= x1.

These imply that
d2x1

ds2
= −x1,

and hence that x1 = A cos s+B sin s, x2 = A sin s−B cos s for constant A,B.
Therefore the flow is

ρs :
(
x1

x2

)
	→
(

cos s − sin s
sin s cos s

)(
x1

x2

)
.

Here the vector complete, and the flow is given by rotation through s about
the origin.

Example 8.9

Suppose that M = R+, with coordinate x > 0, and v has component x2. The
trajectories are given by

dx
ds

= x2,

which has solutions x = (A− s)−1 for constant A. Here the flow is

ρs : x 	→
(
x−1 − s

)−1 =
x

1 − sx
.

The vector field in this case is not complete The trajectory starting at x is
defined only for s < x−1.
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More generally, one can construct trajectories and define a flow for a
time-dependent vector field v. This is an object that assigns a vector in TmM

to each m ∈ M and t ∈ R. Its components va(x, t) are functions of the local
coordinates xa and the time t. They obey the transformation rule (8.3) for
vector components and are required to depend smoothly on the xas and t.

In the fluid analogy, a time-dependent vector field is the velocity field of
a non-steady flow, one in which the fluid velocity at each point changes with
time. In non-steady flows, there is a distinction between streamlines, which are
the curves tangent to the velocity field at a particular fixed time, and the paths
actually followed by the particles of the fluid. In steady flows, they coincide,
but in non-steady flows they generally do not.

In the same way, we note the distinction between two systems of ordinary
differential equations determined by a time-dependent vector field v. At each
fixed value of t, we have the autonomous system

dxa
ds

= va
(
x(s), t

)
. (8.11)

We also have the non-autonomous system

dxa
dt

= va
(
x(t), t

)
. (8.12)

For a time-independent vector field, they differ only by the substitution of t
for the parameter s, but in the general case the solutions are different. In fluid
flow, the first determines the streamlines and the second determines the actual
motion of the particles of the fluid.

The distinction becomes somewhat clearer when we associate with v two
vector fields on M × R. The first, which we also denote by v, has components

(v1, . . . , vn, 0). (8.13)

We call its flow ρs : M × R → M × R the fixed-time flow of v, or more often,
simply the flow of v. It is given by solving (8.11). It has the property that t is
constant along the flow, hence ‘fixed-time’.

The second vector field has components

(v1, . . . , vn, 1).

Its flow on M × R → M × R is called the dynamical flow of v. In the fluid
analogy, the fixed-time flow gives the streamlines and the dynamical flow gives
the actual motion of the fluid particles. In dynamics, the vector field gives the
state of motion and the dynamical flow gives the actual evolution of the system
under the influence of given forces.



204 Introduction to Analytical Dynamics

Example 8.10

With M = R
2, consider the time-dependent vector field with components

(v1, v2) = (1, t)

The autonomous system in this case is

dx1

ds
= 1,

dx2

ds
= t.

So the fixed time flow ρs : R
2×R → R

2×R sends (x1, x2, t) to (x1+s, x2+st, t).
In fluid terms, the curves s 	→ (x1 + s, x2 + st) for fixed x1, x2, and t are the
streamlines at time t. The non-autonomous system on the other hand is

dx1

dt
= 1,

dx2

dt
= t.

Its solutions give the dynamical flow.

A time-dependent function f on M is a function that depends on a point
m ∈ M and a time t, in other words a function on M × R. We define the
derivative of f along a time-dependent vector field v in the same way as in the
time-independent case, by

v(f) = va
∂f

∂xa
,

or in a coordinate-independent way, by

v(f)(m) =
d
ds

(
f
(
ρs(m)

))∣∣∣∣
s=0

.

There is also a notion of time-dependent differential form on M , which is
simply a differential form on M × R. We do not develop the theory of these
objects in any detail, except to note that if v is a time-dependent vector field
and α is a time-dependent form, then ivα is a well-defined time-dependent form,
given by taking the interior product of α, as a form on M ×R, with the vector
field in (8.13).

8.8 Commuting Flows

Suppose that we have two time-independent vector fields v, v′ on a manifold
M and we construct the corresponding flows ρs and ρ′s′ by solving

dxa
ds

= va(x) and
dxa
ds′

= v′a(x).
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Then in general it is not true that

ρs ◦ ρ′s′ = ρ′s′ ◦ ρs. (8.14)

When (8.14) does hold, the flows are said to commute. In this case, we define

ρs,s′(x) = ρs
(
ρs′(x)

)
= ρs′

(
ρs(x)

)

at least for (s, s′) in some neighbourhood of the origin in R
2, which may depend

on x. In coordinates, we have xa = xa(s, s′), with

∂xa
∂s

= va,
∂xa
∂s′

= v′a.

These two equations must be compatible, which implies that

∂2xa
∂s∂s′

=
∂v′a
∂s

=
∂va
∂s′

But
∂v′a
∂s

=
∂xb
∂s

∂v′a
∂xb

= vb
∂v′a
∂xb

and
∂va
∂s′

=
∂xb
∂s′

∂va
∂xb

= v′b
∂va
∂xb

.

It follows that a necessary condition for the flows to commute is that

vb
∂v′a
∂xb

− v′b
∂va
∂xb

= 0.

In fact, this condition is also sufficient. In the terminology of Section 8.3, the
condition is that the Lie bracket vector field [v, v′] should vanish.

8.9 Lagrangian and Hamiltonian Dynamics

In this geometric language, the problem of understanding the dynamics of a
mechanical system is the problem of determining the dynamical trajectories in
its configuration manifold C and in its phase space P = TC. We can view the
Lagrangian theory as a means of constructing of a time-dependent vector field
on the phase space. Its dynamical flow in the extended phase space then gives
the dynamics.

A choice of generalized coordinates qa on C extends to a coordinate system

(q1, . . . , qn, v1, . . . , vn, t)
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on TC × R. The qas label the configurations in C and the vas are the
components of the tangent vectors to C, which label the states of motion.
In such a coordinate system, a time-dependent vector field has components

(v1, . . . , vn, w1, . . . , wn),

where the was are functions of the qas, vas, and t. The corresponding dynamical
trajectories are the solutions to the system differential equations

dqa
dt

= va(q, v, t),
dva
dt

= wa(q, v, t).

When the vector field is determined from a Lagrangian, the was are found by
writing Lagrange’s equations in the form

∂2L

∂va∂vb
wb +

∂2L

∂va∂qb
vb +

∂2L

∂va∂t
− ∂L

∂qa
= 0,

which is a set of n linear equations in the unknown was. Provided that the
Lagrangian is nondegenerate, in the sense that the matrix with entries

∂2L

∂va∂vb

is everywhere nonsingular, it uniquely determines the was, and hence a time-
dependent vector field vL on TC. Without this condition, Lagrange’s equations
do not generate sensible dynamics, or rather, they give rise to constraints.
This is a significant point in field theories, particularly gauge theories, but in
our exploration of classical mechanics, we always assume implicitly that the
Lagrangian is nondegenerate.

One finds the dynamical trajectories of vL and hence the dynamical trajec-
tories of the system by solving Lagrange’s equations. The construction of vL is
somewhat more transparent in canonical coordinates, in which one again labels
the configurations by the qas, but uses the generalized momenta

pa =
∂L

∂va

in place of the vas to label the states of motion. In these coordinates, the
dynamical trajectories are determined by Hamilton’s equations

q̇a =
∂h

∂pa
, ṗa = − ∂h

∂qa
.

After a transformation of the configuration coordinates qa to a new system
q̃a, the generalized momenta are pa are replaced by new coordinates

p̃a =
∂L

∂ṽa
=
∂qb
∂q̃a

∂L

∂vb
=
∂qb
∂q̃a

pa,
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by using (3.8). But this is the transformation rule for the components of a
covector on C. So we should regard the qas and pas as coordinates on the
cotangent bundle T ∗C. From this point of view, the Legendre transformation

(q1, . . . , qn, v1, . . . , vn, t) 	→ (q1, . . . , qn, p1, . . . , pn, t), pa =
∂L

∂va

is interpreted as a map

λ : TC × R → T ∗C × R.

The Lagrangian is seen as a function on TC × R and the Hamiltonian as
a function on T ∗C × R. The Legendre transformation maps the dynamical
trajectories generated by L on TC × R to those generated by h on T ∗C × R.
In a well behaved system with a nondegenerate Lagrangian,

λ : TC × R → T ∗C × R

is invertible and is therefore a diffeomorphism. It identifies the two manifolds
in a natural way, so we can simply regard both as alternative representa-
tions of the extended phase space. However one has to be careful. When the
Lagrangian depends on time, TC and T ∗C are not naturally identified. Stan-
dard terminology uses ‘phase space’ for the latter, rather than, as in our usage,
for the former.

In the Hamiltonian picture, with the extended phase space represented as
T ∗C × R, the dynamical evolution is given by the time-dependent vector field
vh on T ∗C with components

(
∂h

∂p1
, . . . ,

∂h

∂pn
,− ∂h

∂q1
, . . . , − ∂h

∂qn

)
.

An altogether more pleasing characterization of vh is made by introducing the
symplectic 2-form ω on T ∗C, defined by

ω = dpa ∧ dqa. (8.15)

The interior product of vh with ω is the 1-form

ivh
ω = − ∂h

∂qa
dqa −

∂h

∂pa
dpa.

But this is simply minus the gradient 1-form of h, regarded as a time-dependent
function on T ∗C. Therefore vh is determined by

ivh
ω + dh = 0,

which is the coordinate-independent version of Hamilton’s equations.
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Proposition 8.11

The symplectic 2-form is invariant under canonical transformations.

Proof

Suppose that the coordinate systems qa, pa and q′′a , p
′′
a on T ∗C are related by a

canonical transformation. We have to show that

dpa ∧ dqa = dp′′a ∧ dq′′a . (8.16)

The left-hand side is the exterior derivative of pa dqa, and the right-hand side
is the exterior derivative of −q′′a dp′′a. So this is equivalent to showing that

d(pa dqa + q′′a dp′′a) = 0. (8.17)

But, in the notation of Section 7.4,

pa dqa + q′′a dp′′a =
∂F

∂p′a
dq′a +

∂F

∂p′a
dp′a = dF. (8.18)

So the proposition follows from the fact that d(dF ) = 0.

In particular, ω is unchanged under transformations of the configuration coordi-
nates qa (see Exercise 7.9), so it is a natural structure on T ∗C. Its construction
requires only the manifold structure of C, and is independent of the choice of
Lagrangian or Hamiltonian.

The proposition can be understood in another way by using the fact that ω
determines Poisson brackets. If f is a smooth function on T ∗C, then we define
the Hamiltonian vector field vf by

ivf
ω + df = 0.

That is by taking the components of vf to be
(
∂f

∂p1
, . . . ,

∂f

∂pn
,− ∂f

∂q1
, . . . , − ∂f

∂qn

)
.

For any other function g
vf (g) = −[f, g], (8.19)

This works equally well if f is a time-dependent function, in which case vf is
a time-dependent vector field.

It follows from (8.19) that the symplectic form determines Poisson brackets.
Thus a transformation to a new coordinate system q′′a , p

′′
a which is transverse

to pa, qa and satisfies (8.16) must preserve Poisson brackets and therefore be
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canonical. With this in mind, we widen slightly our earlier definitions and
remove the awkwardness over the ‘transversality’ by defining a canonical coor-
dinate system on T ∗C to be any local coordinate system q1, . . . , qn, p1, . . . , pn
in which

ω = dpa ∧ dqa (8.20)

and by designating any transformation between canonical coordinate systems as
canonical. Any system of generalized coordinates on C gives rise to a canonical
coordinate system, but the power of the Hamiltonian theory stems from the
fact that there is a much wider choice of canonical coordinates.

Finally, note that if (8.16) holds, then there exists a function F such that
(8.18) holds, at least locally by the Poincaré lemma. Thus in outline we have
a proof of the converse to Proposition 7.6.

8.10 Symmetry and Conservation Laws

Noether’s theorem gives a connection between one-parameter groups of dy-
namical symmetries and conserved momenta. The connection in Chapter 4 is
revealed more clearly in geometric language by observing that (4.5) charac-
terizes the generators ua of a one-parameter transformation group ρs as the
components of a time-dependent vector field u on configuration space. With
this interpretation, it follows from (4.4) that ρs is the fixed-time flow of u on C.

The condition (4.6) that ρs should be a dynamical symmetry also takes on
a simpler form. If we put

wa =
∂ua
∂qb

vb +
∂ua
∂t

,

then
u1, . . . , un, w1, . . . , wn (8.21)

are the components of a time-dependent vector field û on TC, called the lift
of u. With this notation, Equation (4.6) reads more simply as

û(L) = 0.

The conjugate momentum to ρs is

p = ua
∂L

∂va
= uapa.
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Lemma 8.12

Suppose that ρs : C × R → C × R is a dynamical symmetry of a system with
Lagrangian L, generated by a time-dependent vector field u on C. Let p be the
conjugate momentum. Then

iûdθ + dp = 0 where θ =
∂L

∂va
dqa.

Proof

Because û(L) = 0, we have

û(pa) = û

(
∂L

∂va

)
= −∂ub

∂va

∂L

∂qb
− ∂wb
∂va

∂L

∂vb
= −∂ub

∂qa

∂L

∂vb
= −∂ub

∂qa
pb.

Therefore

iû dθ = û(pa) dqa − û(qa) dpa = −∂ub
∂qa

pb dqa − uadpa = −dp.

When transferred to T ∗C×R by the Legendre transformation, this allows a very
elegant geometric restatement of Noether’s theorem: the momentum conjugate
to a dynamical symmetry is conserved and the symmetry is the flow along
Hamiltonian vector field of the conserved momentum. The conservation of p is
expressed by

dp
dt

= [p, h] +
∂p

∂t
= 0.

EXERCISES

8.12. Show that the components of û transform as vector components
under change of generalized coordinates.

8.11 Symplectic Manifolds

The phase space of a mechanical system is an example of a symplectic manifold.
More generally, we adopt the following definition.



8. Geometry of Classical Mechanics 211

Definition 8.13

A symplectic manifold is a manifold M on which there is given a symplectic
2-form ω. That is, a 2-form ω ∈ Ω2(M) which is

(1) Closed in the sense that dω = 0 and

(2) Nondegenerate in the sense that ivω = 0 for v ∈ X(M) only if v = 0.

A diffeomorphism ρ : M ′ → M from one symplectic manifold (M ′, ω′) to a
second symplectic manifold (M,ω) is a canonical transformation if ω′ = ρ∗ω.

Example 8.14

The Euclidean space R
2n with the symplectic form

ω = dpa ∧ dqa

is a symplectic manifold. Darboux’s theorem, below, shows that it is a local
model for all 2n-dimensional symplectic manifolds.

Example 8.15

Let C be an n-dimensional manifold. There is a natural 1-form θ on T ∗C, called
the canonical 1-form. In local coordinates qa on C, it is defined by

θ = pa dqa,

where q1, . . . , qn, p1, . . . , pn is the corresponding coordinate system onM . That
the definition does not depend on the choice of coordinates follows from the
transformation rule (8.6) for the pas, or else by defining θ intrinsically by the
formula

ivθ = p(π∗v) at (q, p) ∈ T ∗C

where π : M → C : (q, p) 	→ q and v is a tangent vector to T ∗C at (q, p). Thus
θ is the structure on T ∗C that gives expression to the fact that points of T ∗C
are covectors on C.

The exterior derivative ω = dθ is a natural symplectic form on T ∗C, given
in local coordinates by

ω = dpa ∧ dqa.

It is called the canonical 2-form.
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Example 8.16

Let C be an n dimensional manifold and let L : TC :→ R be a nondegenerate
time-independent Lagrangian. Put

θL =
∂L

∂va
dqa ∈ Ω1(TC).

Then θL is independent of the choice of coordinates and its exterior derivative
is a symplectic form on TC. Because L is time-independent, the Legendre
transformation in this case can be interpreted as the map λ : TC → T ∗C
given by

λ : (q, v) 	→ (q, p) pa =
∂L

∂va
.

Under the pull-back,

λ∗(θ) = θL, λ∗(ω) = ωL = dθL .

When L = T − U , where the kinetic energy T is a homogeneous quadratic in
the velocities, λ is a diffeomorphism, and hence a canonical transformation.

Example 8.17

Let M be the unit sphere in R
3, with

ω = sin θ dθ ∧ dϕ,

Then (M,ω) is a compact symplectic manifold. It is a very simple example of
coadjoint orbit associated with a Lie group, in this case the rotation group.
Any real Lie group acts as a group of linear transformations of the dual space
to its Lie algebra. The orbits of the group under this action have the natural
structure of symplectic manifolds. In the case of the rotation group, the Lie
algebra and its dual are both R3, the space of angular velocity vectors, and the
unit sphere is one of the orbits.

The dimension of a symplectic manifold is necessarily even because the
nondegeneracy condition implies that the determinant of the matrix (ωab) is
nonzero. But a skew-symmetric matrix can only have nonvanishing determinant
if it has an even number of columns.

On a symplectic manifold, we have the same relationship between functions
and Hamiltonian vector fields. Given f ∈ C∞(M), we define the Hamiltonian
vector field generated by f as before by

ivf
ω + df = 0.
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We also extend the definition of the Poisson bracket by putting

[f, g] = −vf (g) = −2ω(vf , vg) = −[g, f ],

for f, g ∈ C∞(M). A diffeomorphism ρ : M ′ → M from one symplectic mani-
fold to another is a canonical transformation if and only if it preserves Poisson
brackets. That is, if and only if

[f ◦ ρ, g ◦ ρ]′ = [f, g] ◦ ρ ∀f, g ∈ C∞(M),

where [ ·, ·] and [ ·, ·]′ are the respective Poisson brackets on M and M ′.
If v is the Hamiltonian vector field of some function, then the 1-form ivω

is closed, but the converse is not true. On a general symplectic manifold, it
is possible that ivω is closed, but not exact. Indeed we can construct such a
vector field from a closed 1-form α by putting

ivω + α = 0.

If α is not exact, then v is not Hamiltonian. A vector field such that ivω is closed
is said to be locally Hamiltonian. Because closed 1-forms become exact when
restricted to suitable open neighbourhoods in M , locally Hamilton vector fields
become Hamiltonian when restricted in the same way. Hence the terminology.

Lemma 8.18

Suppose that u and v are locally Hamiltonian vector fields. Then [u, v] is the
Hamiltonian vector field of the function h = 2ω(u, v).

Proof

Because u and v are locally Hamiltonian, we have

Luω = d(iuω) = 0 and Lvω = d(ivω) = 0

Therefore

i[u,v]ω = Lu(ivω) − ivLuω
= iud(ivω) + d(iu(ivω))

= −2d
(
ω(u, v)

)
.
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An immediate corollary is that for any f, g ∈ C∞(M), we have

[vf , vg] = −v[f,g].

A second corollary is that the Poisson bracket on a symplectic manifold satisfies
the Jacobi identity. In fact, the Jacobi identity is an equivalent form of the
closure condition for a nondegenerate 2-form ω.

Proposition 8.19

Let (M,ω) be a symplectic manifold and let f, g, h ∈ C
∞(M). Then the Jacobi

identity holds. That is
[
f, [g, k]

]
+
[
g, [k, f ]

]
+
[
k, [f, g]

]
= 0.

Proof

By Lemma 8.18,
2vf
(
ω(vg, vh)

)
=
[
f, [g, h]

]
.

But Lvf
ω = 0, so we also have

2vf
(
ω(vg, vh)

)
= 2ω

(
[vf , vg], vh

)
+ 2ω

(
vg, [vf , vh]

)

= 2ω
(
vh, v[f,g]

)
− 2ω

(
vg, v[f,h]

)

= −
[
h, [f, g]

]
−
[
g, [h, f ]

]
.

The proposition follows.

The product of two symplectic manifolds (M1, ω1) and (M2, ω2) is also a sym-
plectic manifold. Its symplectic form is the sum of the symplectic forms on M1

and M2, pulled back to M1 ×M2 by the projection maps

M1 ×M2 →M1, M1 ×M2 →M2.

In contrast, a submanifold M ′ of symplectic manifold (M,ω) need not be sym-
plectic. The restriction of

ω′ = ω|M ′

is a closed 2-form, but it may be degenerate. At each m′ ∈ M ′, we have a
tangent subspace

Km′ = {v ∈ Tm′M ′ | ivω′ = 0} ⊂ Tm′M ′.
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This can contain nonzero vectors. When it does not, that is when dimK is
everywhere zero, M ′ is symplectic. At the other extreme, when ω′ = 0, it is the
whole tangent space at each point and M ′ is said to isotropic. In this case,

dimM ′ ≤ 1
2dimM.

If M ′ is isotropic and of half the dimension on M , the maximal case, then it is
called a Lagrangian submanifold.

Example 8.20

Suppose that ω is given by (8.15).

(1) If M ′ is given by pn = qn = 0, then it is symplectic and

ω′ =
n−1∑

1

dpa ∧ dqa.

(2) If M ′ is given by pn = q1 = q2 = · · · = qn = 0, then it is isotropic.

(3) If M ′ is given by q1 = q2 = · · · = qn = 0, then it is Lagrangian.

(4) If S(q1, . . . , qn) is any smooth function of the qas, and if M ′ is given by

pa =
∂S

∂qa
, (8.22)

then M ′ is Lagrangian.

Although a submanifold of a symplectic manifold is not usually itself symplec-
tic, it is often possible to construct a symplectic manifold from it by symplectic
reduction. The idea, which we shall not explain in detail here, is that when
the dimension of K is constant on M ′, K is an integrable distribution, as a
result of the closure of ω. If the quotient space of leaves is a manifold, then
ω descends to the quotient, where is it closed and nondegenerate. In physical
terms, reduction removes irrelevant degrees of freedom. For example, for an
isolated system in space, the motion of the centre of mass is irrelevant. One
obtains a reduced phase space that describes the internal degrees of freedom by
fixing the linear momenta to define M ′, and factoring out overall translations,
to form the quotient space. See Marsden and Weinstein [7].
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8.12 Darboux’s Theorem

In fact, general symplectic manifolds are not very different from the phase
spaces we have already encountered, except in their large-scale structure, be-
cause it is always possible to find local coordinates q1, . . . , qn, p1, . . . , pn such
that

ω = dpa ∧ dqa. (8.23)

This is the content of the following proposition.

Proposition 8.21 (Darboux)

Let M be a symplectic manifold with symplectic form ω. Then in some neigh-
bourhood of each point, there exists a canonical coordinate system pa, qa in
which ω = dpa ∧ dqa.

A very elegant and informative proof is given by Weinstein [12], but it requires
further preliminary work on basic differential geometry. Instead, we sketch a
different proof.

Suppose that α is a closed 2-form on a manifold. At each point m, denote
by Km the space of vectors such that ivα = 0, and suppose that the dimension
of K is constant. We call K the kernel of α. If u, v are vector fields taking
values in K at each point, then so is [u, v]. This follows from the closure of α
by using

i[u,v]α = Lu(ivα) − ivLuα = −ivd(iuα) − iv(iudα) = 0.

The Frobenius integrability theorem [6] then implies the existence, locally, of
a nonconstant function f such that v(f) = 0 whenever v takes values in the
kernel.

For a closed 2-form ω of constant rank 2r, we prove by induction on r that
there exist functions p1, . . . , pr, q1, . . . , qr ∈ C∞(M) such that

ω =
r∑
1

dpa ∧ dqa.

Given ω with rank 2r, the argument above establishes the existence of a func-
tion p such that v(p) = for all v taking values in the kernel of ω. The argument
is then used again with the closed 2-form

α = ω + dt ∧ dp

on M × R to deduce the existence of a function f on M × R such that

v(f) + g ∂tf = 0 whenever ivω + g dp = 0 (8.24)
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with v ∈ X(M) and g ∈ C
∞(M). Now pick a constant value c for f and solve

the equation f = c for t to obtain t = q, where q ∈ C∞(M). The induction
step replaces ω by

ω − dp ∧ dq.

This has lower rank than ω because its kernel contains every vector satisfying
the second equation in (8.24) for some g. The details of this last step, as well
as some technical points in the proof, are left as exercises.

A coordinate system in which ω is given by (8.23) is said to be canonical. A
necessary and sufficient condition for a set of functions pa, qa to form a system
of canonical coordinates is that their Poisson brackets should satisfy

[pa, pb] = 0, [qa, qb] = 0, [qa, pb] = δab. (8.25)

8.13 Integrability

In many of the classical examples encountered in earlier chapters, it is possible
to solve the dynamical equations explicitly, or at least in terms of integrals, be-
cause there is a ‘full’ set of constants of the motion. Such systems are ‘integrable’
in a sense that we now try to capture in the general context of Hamiltonian
systems.

A time-independent Hamiltonian system consists of a 2n-dimensional sym-
plectic manifold (M,ω) and a Hamiltonian function h ∈ C∞(M). The dynamics
of the system are given by the flow of the Hamiltonian vector field vh on M . We
have in mind the example in which M = T ∗C is the cotangent bundle of con-
figuration space and h is the Hamiltonian constructed from a time-independent
Lagrangian, but the same ingredients, symplectic manifold and Hamiltonian,
are also found in other contexts.

Suppose that f ∈ C∞(M) is some other function on M , with Hamiltonian
vector field vf . Then

[f, h] = −2ω(vf , vh) = vh(f),

and by Lemma 8.18,
[vf , vh] = −v[f,h].

We therefore have the following lemma

Lemma 8.22

If vh(f) = 0, then [vf , vh] = 0 and the flows of vf and vh commute.
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So when [f, h] = 0, we can find a family of maps

ρ(s,t) : M →M s, t ∈ R

such that, with m and t constant,

s 	→ ρ(s,t)(m)

gives the trajectories of vf , and with m and s constant,

t 	→ ρ(s,t)(m)

gives the trajectories of vh. In particular, the flow of vf maps dynamical tra-
jectories h to dynamical trajectories of h.

A Hamiltonian system is integrable if there exist n functions ka ∈ C∞(M)
such that

(1) The vectors vk1 , . . . , vkn are everywhere linearly independent, and

(2) [ka, kb] = 0 = [ka, h] for all a, b.

Functions with vanishing Poisson brackets are said to be in involution and
functions with linearly independent gradients are said to be independent, so
the definition requires the existence of n independent constants in involution.
When the conditions are satisfied, the commuting flows of the vector fields vka

give a family of maps,

ρs : M →M s = (s1, . . . , sn).

The dynamical trajectories are contained within the n-dimensional submani-
folds on which the kas are constant, and the flows along the vector fields vka

map dynamical trajectories to dynamical trajectories.
Suppose that we are given an integrable system. Locally it is possible to

find functions s1, . . . , sn such that together the sas and kas form a canonical
system. That is, so that

ω = dsa ∧ dka.

The sas are constructed by choosing a Lagrangian submanifoldΣ transversal to
the vector fields vka , which means that at each m′ ∈ Σ, the vector space Tm′M

is the direct sum of Tm′Σ and the span of the vectors vka . Such submanifolds
are found by introducing local canonical coordinates pa, qa and defining Σ by
(8.22). Transversality holds for a generic choice of coordinates and of S.

For each point m in M near Σ, there is a unique vector s = (s1, . . . , sn)
near the origin in R

n and a unique point m′ ∈ Σ such that

m = ρs(m′).
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We take sa(m) = sa, so the Lagrangian submanifold Σ is given sa = 0. Because
ρs preserves ω for each s, all the submanifolds

sa = constant

are also Lagrangian. Therefore [sa, sb] = 0. We also have [ka, kb] = 0, and, by
construction,

[sa, kb] = vkb
(sa) = δab.

Hence (8.25) holds and therefore the sas and kas form a system of canonical
coordinates.

Because vka(h) = [h, ka] = 0, the Hamiltonian in these coordinates is inde-
pendent of the sas. It follows that Hamilton’s equations take the form

k̇a = 0, ṡa = − ∂h

∂ka
.

Therefore the dynamical evolution is given by

sa = �a − s
∂h

∂ka

with the ka and the �as constant. So the dynamical trajectories are straight
lines in the coordinates sa.

There are some rough edges to the definition of integrability which make
the concept somewhat elusive. Locally every Hamiltonian system is integrable
in the sense of the definition, at least in a neighbourhood of a point at which
vh �= 0, because it is easy to adapt the inductive proof of Darboux’s theorem
to construct a canonical coordinate system in which h = pn. The momentum
coordinates then provide the conserved quantities ka, at least locally.

What makes the definition nontrivial and the concept interesting is the
requirement that the kas should be defined globally on M . We need to ensure
here thatM is the ‘whole phase space’, otherwise the conditions in the definition
could be trivially satisfied by discarding all but a small portion of M . This is
done by requiring in addition that

(3) The vector fields vka are complete.

Still the concept is not captured in an entirely satisfactory way, as the following
example illustrates.

Example 8.23

The ‘Kepler system’ consists of the symplectic manifold M = T ∗C, where

C = R
3 \ {0}
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and the Hamiltonian

h = 1
2 (p2

1 + p2
2 + p2

3) −
1√

q21 + q22 + q33
.

With suitable normalization of the physical constants, it describes the dynam-
ics of a particle moving in space under the influence of an inverse-square-law
force. Here there are several conserved quantities: the Hamiltonian itself, the
components of the angular momentum vector

J = q ∧ p

and the components of the Runge-Lenz vector

R = p ∧ J − q

|q|

(see Exercise 7.4). Moreover, the equations of motion can be integrated explic-
itly, to obtain Kepler’s laws. According to any reasonable definition, the system
is integrable.

The origin is excluded from the configuration space because otherwise the
Hamiltonian is not defined everywhere. But the result is that the Hamiltonian
vector field is not complete. Radial trajectories, that is, the orbits of particles
falling directly towards the centre of force, reach the origin in finite time, and
so the corresponding trajectories of vh cannot be extended to all values of t.

In this example, one can in fact ‘regularize’ the problem by adding additional
points to M (Moser [8]), but in general our definition of integrability needs to
be relaxed to allow some incomplete trajectories. We do not attempt to explore
further exactly how this should be done.

Example 8.24 (Action-Angle Variables)

A subset Λ ⊂M on which the kas are constant is a Lagrangian submanifold of
M . At each m ∈ Λ, vectors vka(m) form a basis for TmM .

An obvious circumstance in which the completeness condition is satisfied
is when all these Lagrangian submanifolds are actually compact. In this case,
each Λ is an n-torus. That is, it is diffeomorphic to a product

C1 × C2 × · · · × Cn

of n circles. We do not prove this here, but it is a consequence of the fact that
Λ admits n everywhere linearly independent vector fields.

The constants ka label the different tori. We can change this labelling with-
out changing the Λs or disturbing the conditions for integrability. In particular,
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if ω is exact, so that ω = dθ for some θ ∈ Ω1(M), then we can take the kas to
be action variables, defined by integrating θ around the circles Ca:

ka =
1
2π

∮

Ca

θ.

The functions sa that make up a canonical coordinate system with the kas are
called angle variables. The ath angle variable runs from 0 to 2π around the
circle Ca, while the others are single-valued on this circle.

To see this, write θ in terms of its components in the canonical coordinates
sa, ka

θ = αa dsa + βa dka.

With ua = vsa , we then have
∮

Ca

dsb = −
∮

Ca

iub
ω

= −
∮

Ca

iub
d(αc dsc + βc dkc)

=
∮

Ca

(
∂αc
∂kb

dsc −
∂βb
∂sc

dsc

)

=
∂

∂kb

∮

Ca

αc dsc −
∮

Ca

dβb

= 2π
∂ka
∂kb

= 2πδab,

because the βbs are single-valued, and therefore the second integral in the penul-
timate line vanishes. In an integrable system, the action-angle variables form a
natural canonical coordinate system. The action variables label the Lagrangian
tori and the angle variables label the points on the circles making up the tori.

Example 8.25 (Separation of the Hamilton–Jacobi Equation)

Let M = T ∗C be a cotangent bundle, with its canonical symplectic structure,
and suppose that

h(q, p) = 1
2Tab(q)papb + U(q)

is the sum of the kinetic energy and the potential in some time-independent
system. If the system is integrable, then the transformation to the canonical
coordinates sa, ka is determined by a generating function

S(q1, . . . , qn, k1, . . . , kn)
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(see Section 7.4). The condition that h should be a function only of the kas,
and therefore that the kas should be constants of the motion, is that S should
be a family of solutions to the time-independent Hamilton–Jacobi equation

h

(
q1, . . . , qn,

∂S

∂q1
, . . . ,

∂S

∂qn

)
= constant, (8.26)

with the individual solutions labelled by the kas. For each fixed set of values of
the kas, the equations

pa =
∂S

∂qa

determine the Lagrangian submanifold of constant ka. The kas are expressed as
functions of the pas and qas, and thence as elements of C∞(T ∗C), by inverting
these equations.

It is not enough simply to show the existence of a local family of solutions
to establish integrability, because this only establishes the existence of a local
canonical coordinate system in which the Hamiltonian depends only on the
k-coordinates. Such systems always exist, although finding them explicitly is
not easy. To demonstrate integrability, it is necessary to find global constants
of the motion.

One case in which this can be done is that in which (8.26) is completely
separable, which means that all the coordinates can be separated in the equa-
tion. To say that the first coordinate q1 can be separated means that there is
a family of solutions of the form

S = S1(q1, k1, k2, . . . , kn) + S2(q2, q3, . . . , qn, k1, k2, . . . , kn)

where S1 depends on k1, . . . , kn and q1, but not on the other q variables, and
S2 is independent of q1. In this case, we can replace one of the kas by a constant
of the motion which is either linear or quadratic in the momenta.

To do this, we put

w(k1, k2, . . . , kn) =
∂S

∂q1

∣∣∣∣
q1=0

.

Because w is a function only of the kas, it is also a constant of the motion.
Now write h as a quadratic in p1,

h = Ap2
1 +Bp1 + C,

with coefficients that depend on the other pas and the qas, and put

b =
B(p2, . . . , pn, κ, q2, . . . , qn)
A(p2, . . . , pn, κ, q2, . . . , qn)

, c =
C(p2, . . . , pn, κ, q2, . . . , qn) − h

A(p2, . . . , pn, κ, q2, . . . , qn)
,
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where κ is some chosen constant. Then at q1 = κ,

w2 + bw + c = 0. (8.27)

In the coordinate system q1, . . . , qn, k1, . . . , kn, none of the terms in this equa-
tion depend on q1. It therefore holds everywhere.

On taking the Poisson bracket with h, we obtain

[b, h]w + [c, h] = 0

and hence from (8.27), either

[c, h]
(
[c, h] − b[b, h]

)
= −c[b, h]2 or [b, h] = [c, h] = 0.

All the terms in the first equation are polynomial in the pas. So if it holds, then
[b, h] divides [c, h], and w is a linear function of the momenta. In the second
case c, which is a quadratic function of the moment, and b, which is a linear
function of the momenta, are constants of the motion. It is possible that the
Hamiltonian contains no cross terms between p1 and the other momenta, in
which case b vanishes identically, but c certainly does not vanish identically.
We conclude that if q1 separates, then there exists a constant of the motion
that is either quadratic or linear in the pas.

By repeating this argument for the other coordinates, we see that when
the time-independent Hamilton–Jacobi equation is completely separable, the
kas can be replaced by constants that all are either quadratic or linear in the
momenta. The completeness conditions are not yet obviously satisfied, but at
least the result is a global description of the Lagrangian submanifolds.

For example, the r-coordinate in the Hamiltonian of the Kepler system in
spherical polar coordinates can be separated. Here

h = 1
2

(
p2
r +

p2
θ

r2
+

p2
ϕ

r2 sin2 θ

)
− 1
r

and so

c =
1
κ2

(
p2
θ +

p2
ϕ

sin2 θ

)
− 2
κ
− 2h

is a constant of the motion, quadratic in the momenta. It is a combination of
the total energy and the square of the angular momentum. The coordinate ϕ
also separates, giving rise to a linear constant.

Example 8.26 (Tops)

The symmetric top in Example 5.9, with Hamiltonian

h = 1
2A(ϕ̇2 sin2 θ + θ̇2) + 1

2C(ψ̇ + ϕ̇ cos θ)2 +mga cos θ,
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is integrable, with constants of the motion

n = ψ̇ + ϕ̇ cos θ

j = Aϕ̇ sin2 θ + Cn cos θ,

together with h itself. The constants can be found from the separability of the
Hamilton–Jacobi equation.

Another classical example is Kovaleskaya’s top, which has inertia matrix
⎛
⎝

1 0 0
0 1 0
0 0 1

2

⎞
⎠

and centre of mass at unit distance from the fixed point, in the plane orthogonal
to the axis of symmetry. See Exercise 5.19. This case is interesting because it
is not one in which the Hamilton–Jacobi equation is separable.



9
Epilogue: Relativity and Quantum Theory

9.1 The Relevance of Classical Mechanics

Classical mechanics is superseded as a physical theory by relativity and
quantum theory, but it still has a critical part to play in our understanding
of the world. First, and most obviously, as an approximation. The fact that
tests of relativity and quantum theory require delicate experiment and very
precise observation is testament to the great precision of the Newtonian the-
ory as a description of everyday phenomena. It still underpins a huge range of
engineering and scientific applications.

Second, as a paradigm of a good theory. Other applications of mathematics,
in economics, biology, and so forth, seek to emulate its self-consistency, clear
mathematical framework, and strong predictive power.

Third, even in the areas in which we now know that it is inapplicable,
classical mechanics is still very important as a source of technical tools and, in
quantum theory, as the framework for interpretation.

9.2 Relativity

Einstein’s special theory begins with a critical examination of the concept of ‘in-
ertial frame’ and of Galileo’s principle that all inertial frames are equivalent for
the description of physical phenomena. The difficulty that Einstein addressed

N.M.J. Woodhouse, Introduction to Analytical Dynamics: New Edition, 225
Springer Undergraduate Mathematics Series, DOI 10.1007/978-1-84882-816-2 9,
c© Springer-Verlag London Limited 2009
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was that the principle did not seem to apply to electromagnetism. Maxwell’s
equations are not invariant under transformations between uniformly moving
frames of reference, despite the fact that electromagnetic phenomena seem un-
affected by motion. His resolution kept the principle of relativity, but changed
the transformation between the coordinate systems of different frames: under
the new transformation, the Lorentz transformation, the time coordinate has a
more complicated behaviour than the simple translation

t 	→ t+ constant

in the classical picture. Both the time intervals between events and the notion
of simultaneity depend on the choice of frame. They are ‘relative’. A clear
understanding of the role of moving frames in classical theory is needed to
understand what has changed in the new theory.

The idea of using the calculus of variations and Hamilton’s principle to
determine the dynamical trajectories of a mechanical system is one that has
rich and central applications in relativistic physics. Relativistic particle motion
can be characterized in much the same way in variational terms. For example,
in both special and general relativity, the history of a free particle in space-time
maximizes proper time between two nearby events.

Classical field equations can similarly be derived from variations of an ‘ac-
tion functional’, which is an integral over space-time of a Lagrangian density
that depends on the field variables and their derivatives. This is true of the
electromagnetic field, of gauge fields and of the gravitational field itself. Such
action principles not only give a very compact and transparent way to en-
code field equations that may be far from simple when written out in full,
but also guarantee that the equations are independent of the choice of space-
time coordinates, and are therefore compatible with the principle of relativity.
The way in which Hamilton’s principle implies the invariance of Lagrange’s
equations under change of generalized coordinates provides the model for such
arguments.

9.3 Quantum Theory

The connection between classical mechanics and quantum theory is more in-
timate. Classical mechanics provides the starting point for the construction of
quantum theories through ‘quantization’, as well as the arena in which its pre-
dictions are interpreted. It also determines the limiting behaviour in contexts
in which the value of Planck’s constant is negligible.
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The connections between the classical and quantum worlds are deep and
varied. Indeed the formulation of classical mechanics in terms symplectic ge-
ometry enables the construction of a dictionary of analogies between the math-
ematical objects that appear in quantum theory and corresponding classical
geometrical objects: the quantum Hilbert space corresponds to the classical
phase space, quantum operators representing physical observables correspond
to functions on the classical phase space, commutators correspond to Poisson
brackets, quantum symmetries correspond to canonical transformations, and
irreducible representations correspond to coadjoint orbits.

Quantization methods exploit this network of analogies in seeking to recon-
struct a quantum theory from its classical limit. Dirac’s original method starts
with canonical coordinates pa, qa and replaces them with operators p̂a, q̂a sat-
isfying the canonical commutation relations

[q̂a, p̂b] = i�δab

More generally, “geometric quantization” seeks to recover a quantum theory
from the Hamiltonian formulation of the classical theory. The idea is to seek
to construct a Hilbert space from a symplectic manifold (M,ω), and to asso-
ciate operators on the Hilbert space with at least some classical observables,
represented by elements of C∞(M) act as operators. If f, g ∈ C∞(M), then
the corresponding operators, identified by carets, are required to satisfy the
quantization condition

[f̂ , ĝ] = i�[̂f, g],

where the bracket on the left is the commutator and that on the right is the
Poisson bracket. Thus classical functions with non-vanishing Poisson brackets
correspond to quantum observables that cannot be measured simultaneously.

Dirac’s quantization starts with the Hamiltonian formulation. Feynman’s
path-integral method instead starts from the Lagrangian. Given the Lagrangian
L(q, v, t) of a classical system, one constructs an amplitude

〈(x, t1), (y, t2)〉

for a pair of configurations, qa = xa at time t1 and qa = ya at time t2. The
square of its modulus is the probability of observing the configuration y at
time t2 given the configuration x at time t1. Feynman’s amplitude is given by
a “sum over histories”

〈(x, t1), (y, t2)〉 =
∫

exp
(

i
�

∫ t2

t1

L(q, q̇, t) dt
)

dγ

where the outer integral is over all trajectories from the first configuration at
time t1 to the second at time t2. It is a very difficult problem to make good
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sense of this integral over a space of paths, but whatever its formal definition,
an analogy with the principle of stationary phase suggests that the dominant
contribution should come from the stationary points of the action

∫ t2

t1

L(q, q̇, t) dt

and therefore, by Hamilton’s principle, from the classical dynamical trajectories.
In the other direction, Hamilton–Jacobi theory provides the connecting link

between the quantum description of particle motion by Schrödinger’s equation
and the limiting classical behaviour. For example, a particle moving in space
under the influence of a potential U , Schrödinger’s equation is

i�
∂ψ

∂t
= − �

2

2m
∇2ψ + Uψ.

In the WKB approximation, one substitutes

ψ = A(q, t, �) exp
(
i

�
S(q, t)

)
,

where A is an asymptotic series in powers of �, and considers the behaviour as
� → 0. The leading terms in the equation give

∂S

∂t
+ h

(
q,
∂S

∂q
, t

)
= 0

where
h =

1
2m
(
p2
1 + p2

2 + p2
3

)
+ U

is the classical Hamiltonian. So the leading approximation as � → 0 is the
Hamilton–Jacobi equation of the corresponding classical Hamiltonian. This
connection between quantum evolution equations and the limiting classical dy-
namics is universal.



Appendix A: Notes on Exercises

1.1 Solutions: (a) 1, (b) 3, (c) 2, (d) 4.

1.3 The rotations permute the coordinate axes: think what happens when
you rotate a cube through 120◦ about a long diagonal. So the matrices
are ⎛

⎝
0 1 0
0 0 1
1 0 0

⎞
⎠ and

⎛
⎝

0 0 1
1 0 0
0 0 1

⎞
⎠ .

1.8 It saves work to remember that tr(ABC) = tr(CAB).

1.20 Put r = αω + β D̃ω + γω ∧ D̃ω. Show that if D̃ω ∧ r + ω ∧ (ω ∧ r) = 0,
then α = β = γ = 0.

1.23 Consider the motion relative to the frame (O, (i, j,k)). The radius is
abΩ

(
a2(n−Ω)2 + b2Ω2)−1/2.

3.6 For the first part, multiply the equation of motion by va and sum over a.

3.12 Let O denote the midpoint of AB. Take the x-axis along OB and the y-
axis vertically upwards. Then the coordinates of P are x = b coshϕ cos θ,
y = −b sinhϕ sin θ.

3.13 Write (2.36) in the form

∂2L

∂va∂qb
vb +

∂2L

∂va∂vb
v̇b +

∂2L

∂va∂t
− ∂L

∂qa
= 0. (A.1)

This holds for all values of qa, va, v̇a and t. Deduce that ∂2L/∂va∂vb = 0
and hence that L = Aa(q, t)va +B(q, t). Substitute into (A.1) to get

∂Aa
∂qb

=
∂Ab
∂qa

,
∂Aa
∂t

=
∂B

∂qa
.

229
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These imply that Aa = ∂f/∂qa and B = ∂f/∂t for some function f =
f(q, t).

3.14 Use the polar angles θ and ϕ as coordinates. Without loss of generality,
choose the polar axis so that θ = π/2, θ̇ = 0 initially.

4.7 For the second part, differentiate

ua
∂L

∂qa
+
(
∂ua
∂qb

vb +
∂ua
∂t

)
∂L

∂va
= 0

with respect to vb.

5.4 Write

T = 1
2

∫ 1

0

m
(
tu + (1 − t)v

)
·
(
tu + (1 − t)v

)
dt.

5.6 For the last part, consider a circular disc of radius a and find a point of
inertial symmetry on the axis of the disc.

5.8 Substitute ω2 = K tanhu, where K is an appropriate constant.

5.9 Use (5.12) and (5.13) to write ω1 and ω3 in terms of T , J2, and ω2. Now
substitute for ω1 and ω3 in B2ω̇2

2 = (A− C)2ω2
3ω

2
1 .

5.10 The intersection of the instantaneous axis with the surface has coordinates
(λω1, λω2, λω3) where λ = ±k

√
2T . The tangent planes at these points

are given by

Aω1x+Bω2y + Cω3z = λ(Aω2
1 +Bω2

2 + Cω2
3)

or, alternatively, by J0 · r = ±k
√

2T . But J0 is fixed relative to the
inertial frame and T is constant.

The shape of the surface is not important: the ellipsoid can be an imagi-
nary surface in the body with equation Ax2+By2+Cz2 = k2. The motion
is then such that the imaginary surface appears to be rolling between two
fixed plane – a result due to Poinsot.

5.12 The angular momentum of the smaller sphere about its centre of mass is
2
5ma

2ω where m is its mass and ω is its angular velocity. Hence if R is
the force at the point of contact, then

maë = −mgk + R, 2
5ma

2ω̇ = ae ∧ R,

by the principles of linear and angular momentum. The rolling condition
at the point of contact is aė + ω ∧ (ae) = 0.
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5.13 C. E. Easthope gives a full discussion in [4]. He also makes an interesting
remark about golf.

Denote the mass of the sphere by m, its radius by a and let the radius
of the cylinder be a + c. The centre of the sphere has position vector
r = zk + ce from a fixed origin on the axis of the cylinder, where k

and e are orthogonal unit vectors, with k pointing vertically upwards.
Letf = k ∧ e.

The triad (e,f ,k) is orthonormal and has angular velocity Ωk with re-
spect to fixed axes, where Ω is some function of time.

Let ω denote the angular velocity of the sphere. Put n = ω · e and
N = ω · f .

With the dot denoting the time derivative with respect to fixed axes, the
equations of motion are

2
5ma

2ω̇ = ae ∧ R, m(z̈k + cë) = R −mgk,

where R is the force at the point of contact. The rolling condition is

żk + cė + aω ∧ e = 0.

The following steps lead to the stated result.

(1) From all three equations

2
5aω̇ = e ∧ (−aω̇ ∧ e − aω ∧ ė + gk).

Hence e · ω̇ = 0 and 7
5aω̇ = (Ωna− g)f .

(2) From the rolling condition

ż = aN and 0 = cΩ + aω · k.

(3) ω̇ · k = 0 and hence Ω is constant.

(4) By considering ω̇ · f ,
7N̈ + 2Ωṅ = 0.

(5) By considering ω̇ · e, ṅ = ΩN .

(6) 7
...
z +2Ω2ż = 0.

5.14 Part (b): remember that AΩ22u0 − CnΩ +mga = 0 and that

Ω =
j − Cnu0

A(1 − u2
0)
.
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5.16 Use the fact that ϕ is cyclic to show that

ϕ̇ =
V sinα
a sin2 θ

.

Show that
θ̇2(1 + 3 cos2 θ) + 4ϕ̇2 sin2 θ

is constant. Write u = cos θ and find an expression for dt/du.

5.17 Let α denote the angle between the downward vertical and a line joining
the centre of the smaller cylinder to a point on its rim and let x denote the
horizontal distance of the centre of the larger cylinder from a fixed point.
Let (i, j,k) be an orthonormal triad, with k vertical and i orthogonal to
the axes of the cylinders. Then the angular velocities of the cylinders are
θ̇j (large) and α̇j (small). The velocities of the centres are ẋi (large) and

ẋi − (1
2a cosϕ)ϕ̇i + (1

2a sinϕ)ϕ̇k

(small). The vector e = − cosϕk − sinϕi is a unit vector pointing from
the centre of the larger cylinder to the centre of the smaller cylinder. The
rolling conditions are

ẋ− aθ̇ = 0;

and

ẋi + θ̇j ∧ (ae) = ẋi − (1
2a cosϕ)ϕ̇i + (1

2a sinϕ)ϕ̇k + α̇j ∧ (1
2ae),

which gives α̇ = 2θ̇ − ϕ̇ and hence α = 2θ − ϕ+ constant.

Take θ and ϕ as generalized coordinates, and choose origins such that
x = aθ and α = 2θ − ϕ. Then the total kinetic energy is

1
2ma

2θ̇2+ 1
2m(aθ̇− 1

2aϕ̇ cosϕ)2+ 1
8ma

2ϕ̇2 sin2 ϕ+ 1
2ma

2θ̇2++ 1
8ma

2(2θ̇−ϕ̇)2.

The result follows from conservation of energy (∂L/∂t = 0).

5.22 In the notation of (5.13) above: use as coordinates θ, ϕ, ψ, χ, and z,
where θ, ϕ, and ψ are the Euler angles of a triad fixed relative in the
sphere relative to the triad (e,f ,k), χ is the angle between e and a fixed
horizontal line, and z is the height of the centre of the sphere above a
fixed origin on the axis of the cylinder.

Then

ω · k = χ̇+ ϕ̇+ ψ̇ cos θ

n = −θ̇ sinϕ+ ψ̇ sin θ cosϕ

N = θ̇ cosϕ+ ψ̇ sin θ sinϕ.
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The Lagrangian is

L = 1
5ma

2
(
θ̇2 + ψ̇2 + (ϕ̇+ χ̇)2 + 2ψ̇(ϕ̇ + χ̇) cos θ

)

+ 1
2m(ż2 + c2χ̇2) −mgz

and the rolling conditions are

ż − a(θ̇ cosϕ+ ψ̇ sin θ sinϕ) = 0

cχ̇+ a(ϕ̇+ χ̇+ ψ̇ cos θ) = 0,

corresponding to which we have the Lagrange multipliers λ and μ.

The ϕ and χ equations give that λ = 0 and that χ̇ = Ω is constant. After
some manipulation, the ψ and θ equations give

2
5maψ̈ sin θ + 4

5maψ̇θ̇ cos θ + 2
5mcχ̇θ̇ = −μ sinϕ

2
5maθ̈ −

2
5maψ̇

2 sin θ cos θ − 2
5mcχ̇ψ̇ sin θ = −μ cosϕ.

The z equation is mz̈ +mg = μ. A little further work leads to ṅ = ΩN

and 7Ṅ + 2Ωn+ 5g/a = 0 and hence 7
...
z +2Ω2ż = 0, as before.

6.2 The roots are λ = 1, λ = 1/2, and λ = 3/2.

6.3 One might be tempted to begin by introducing four coordinates, the
spherical polar angles θ1 and ϕ1 of A (with polar axis PA), and the
two spherical polar angles θ2 and ϕ2 of B (with polar axis QB). This will
not work, however. The polar coordinates are singular in the equilibrium
configuration, as is reflected by the fact that large changes in ϕ1 and ϕ2

can correspond to small displacements in the system.

6.4 Note that the system has four degrees of freedom.

6.5 Take the origin to be the equilibrium position of the particle, with axes
chosen so that the position vectors of A, B, C, and D are a = (1, 1,

√
2),

b = a(1,−1,
√

2), c = a(−1,−1,
√

2), and d = a(−1, 1,
√

2). Suppose that
the particle is at the point P with position vector r = (x, y, z). To the
second order in x, y, z,

PA = 2a
(

1 − a · r
4a2

+
r · r
8a2

− (a · r)2

32a4

)
.

Therefore, also to the second order, the elastic potential energy of the
string PA is

λ(PA− a)2

2a
=

λ

2a

(
a2 − a · r + 1

2r · r +
1

8a2
(a · r)2

)



234 Introduction to Analytical Dynamics

We have
(a + b + c + d) · r = 4a

√
2z

and

(a · r)2 + (b · r)2 + (c · r)2 + (d · r)2 = 4a2(x2 + y2 + 2z2).

Hence

U =
λa

2

(
4 − 4

√
2z
a

+
5x2

2a2
+

5y2

2a2
+

3z2

a2

)
+mgz.

7.6 Consider
∂(q, p, t)
∂(q′, p′, t′)

and
∂(q′′, p′′, t′′)
∂(q′, p′, t′)

.

7.10 The vector field x is tangent to Σ if and only if

x · grad
(
p− ∂S

∂q

)
= 0

on Σ, where grad is the gradient operator

grad = i
∂

∂q
+ j

∂

∂p
+ k

∂

∂t
.

This is equivalent to

0 = −∂h
∂q

− ∂2S

∂q2
∂h

∂p
− ∂2S

∂q∂t

= − ∂

∂q

(
∂S

∂t
+ h

(
q,
∂S

∂q
, t

))
.

7.12 See Exercise (3.12).

8.12 Suppose that γ ⊂ C × R is a kinematic trajectory given by qa = qa(t).
Then γ determines a lifted trajectory γ̂ ⊂ TC × R, given by

qa = qa(t), va = q̇a(t).

The flow of ρs carries a kinematic trajectory in γ ⊂ C × R into a family
γs of trajectories labelled by s, while the flow

ρ̂s : TC × R → TC × R

of û maps γ̂ to the family of lifted trajectories corresponding to γ̂s. If
one uses this property to characterize the flow ρ̂s, and takes û to be the
generating vector field, then it is simple to see that the components of û
are given by (8.21) and hence that they must transform as the components
of a vector on TC × R vector under change of coordinates on C × R.

8.10 Use the special coordinate system.
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accelerating frame, 21
acceleration, 3, 19
action, 61, 97
action-angle variables, 220
angular momentum, 27, 99, 101, 108,

124
– about the centre of mass, 112
– equation, 110
– principle of, 110
– relative, 111
angular velocity, 12, 16, 20
Archimedes, 121
autonomous system, 37, 70

basis vectors, 189
brachistochrone problem, 55, 58

calculus of variations, 54, 226
canonical commutation relations, 227
canonical coordinates, 164, 172, 209, 217
canonical transformation, 169, 172, 209,

211, 213
– infinitesimal, 175
catenoid, 58
Cauchy, 167
centre of mass, 111, 116, 122
centrifugal‘force’, 21
chain rule, 74
change of coordinates, 62
characteristic equation, 150
chart, 185
Chebyshev polynomial, 152
commuting flows, 204
configuration space, 67, 187

– constrained, 93
– extended, 70
conjugate momentum, 105
conservation of energy, 53, 78, 166
conservative system, 37
constraint
– equation, 45
– fixed, 88
– holonomic, 87
– independent, 89
– integrable, 142
– moving, 46, 88
– nonholonomic, 140
– rolling, 88
constraint force, 143
– workless, 143
coordinate
– adapted, 89
– cyclic, 100
– ignorable, 100
coordinate patch, 185
coordinate system, 2, 70
– transversal, 170
coordinate transformation, 72
Coriolis, 25
– ‘force’, 21
– theorem, 14
cotangent
– bundle, 193
– space, 192
covector, 65, 75, 80, 192
curve, 191
cycloid, 59
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d’Alembert’s principle, 92
Darboux’s theorem, 211, 216
de Rham cohomology, 198
degrees of freedom, 1
– residual, 93
derivative along the motion, 47
derived map, 190
diffeomorphism, 186
differentiable manifold, 185
differential form, 192, 194
– closed, 198
– components, 195
– degree, 194
– exact, 198
– pull-back, 199
– restriction, 198
– time-dependent, 204
Dirac, 227
Donkin, 167
du Bois-Reymond theorem, 56
dynamical symmetry, 104
dynamical trajectory, 36, 69, 191

Einstein, 20
– conventions, 72
Einstein conventions, 72
equation of motion, 35
equilibrium, 156
Euler
– angles, 9, 10, 17, 132, 183
– equations, 124
– theorem, 56
exterior
– calculus, 194
– derivative, 197
– product, 196

Feynman, 227
first fundamental confusion of calculus,

61
flow, 201
– dynamical, 203
– fixed-time, 203
force
– conservative, 78
– constraint, 90
– external, 90, 110
– internal, 110
– moment of, 110
– workless, 90
Foucault’s pendulum, 25
frame of reference, 3, 4
– equivalence, 19
function

– in involution, 218
– smooth, 185
– time-dependent, 204
fundamental solution, 151

Galileo, 20
generalized
– coordinates, 70, 183
– force, 77, 80, 192
– momentum, 100, 162
– velocity, 47, 80
generating function, 172
geometric quantization, 227
gimbal lock, 132, 183

Hamilton, 167
– equations, 164, 176, 206, 207
– principle, 60, 97, 226
Hamilton–Jacobi equation, 175, 178, 228
– completely separable, 222
– time-independent, 222
Hamiltonian, 53, 163, 176
Hamiltonian system, 217
harmonic oscillator, 37, 61, 179
Hausdorff, 185

index
– dummy, 73
– free, 72
inertia matrix, 117
inertial frame, 3, 19, 225
inertial symmetry, 123
instantaneous axis, 29, 126
integrable system, 217

Jacobi identity, 214

Kepler system, 219
kinematic symmetry, 108
kinematic trajectory, 71, 191
kinetic energy, 48, 132
Kovalevskaya’s top, 140
Kronecker delta, 5, 73

Lagrange
– equations, 52, 56
Lagrange multiplier, 144
Lagrange’s equations, 65, 81, 206
Lagrangian, 52, 81
– nondegenerate, 206
Lagrangian tori, 221
Legendre transformation, 162, 207, 212
Leibniz property, 189
Lie bracket, 190, 205
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Lie derivative, 201
line of nodes, 11
linear momentum, 101, 108, 124
– equation, 110
Lorentz transformation, 226

Mercury, vii
method of characteristics, 178
Michelson–Morley experiment, 20
minimal surface, 54
moment of inertia, 118
momentum principle, 108
motion
– left-handed, 30
– right-handed, 30

Newton, vii, 20
– laws of motion, 67
– second law, 3, 19
Noether’s theorem, 105, 209
normal
– coordinates, 149
– frequency, 151
– mode, 151
nutation, 135

O-position vector, 5
1-form, 193
– canonical, 211
– gradient, 193
– integral, 199
one-parameter transformation group,

101, 209
one-parameter variation, 59
orthogonal matrix, 7
– proper, 7, 9
orthonormal triad, 5
– right-handed, 5
oscillations, 147
– near equilibrium, 156
Ostrogradsky, 167

paracompactness, 185
parallel axes theorem, 118
Pfaff, 167
phase plane, 36
phase space, 43, 69, 191, 207
– constrained, 93
– extended, 44, 70
Picard’s theorem, 201
Poincaré lemma, 198
Poinsot, 230
Poisson, 167
– bracket, 168, 208

potential, 37, 52, 78
principal axis, 120
principal moment of inertia, 120
principle of least action, 61, 97
principle of relativity, 20
product manifold, 186
product of inertia, 118

q-components, 47, 80
quantum theory, 99, 226

relative angular momentum, 117
relativity, 99
rigid body, 68
– angular velocity, 29
– kinematics, 28
– kinetic energy, 116
– rest frame, 28
rotating frame, 21, 84
rotation, 7, 13, 109, 202
– about a fixed point, 122, 125
– free, 125
rotation group, 101
rotation of the Earth, 24

Schrödinger’s equation, 228
simple harmonic motion, 147
space-time, 191
special relativity, 225
spherical pendulum, 67
steady precession, 130
streamlines, 201, 203
submanifold, 186, 190, 193
– isotropic, 215
– Lagrangian, 215
sum over histories, 227
symplectic
– 2-form, 207, 211
– manifold, 211
symplectic reduction, 215

T -components, 5
tangent
– bundle, 191
– space, 188
– vector, 80, 187
tensor, 194
tensor property, 119
time translation, 53, 107
top, 129, 133
total energy, 37, 53, 107
trajectory, 189, 201
– tangent vector, 189
transition matrix, 6
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translation, 109
2-form
– canonical, 211

variation, 97
vector
– time derivative, 14
vector field, 188

– complete, 202
– derivative along, 188
– Hamiltonian, 208, 212
– locally Hamiltonian, 213
– time-dependent, 203
velocity, 3

Wigner, vii


	cover-large.BMP
	C.pdf
	Introduction to
Analytical Dynamics


	C_001.pdf
	1. Frames of Reference
	1.1 Introduction
	1.2 Frames of Reference
	1.3 Transition Matrices
	1.4 Euler Angles
	1.5 Angular Velocity
	1.6 The Coriolis Theorem
	1.7 Rotating, Accelerating, and Inertial Frames
	1.8 The Rotation of the Earth
	1.9 The Kinematics of Rigid Bodies


	C_002.pdf
	2. One Degree of Freedom
	2.1 The Equation of Motion
	2.2 The Phase Plane
	2.3 Phase Space and Extended Phase Space
	2.4 Constrained Systems
	2.5 Lagrange's Equation
	2.6 Conservation of Energy
	2.7 The Calculus of Variations
	2.8 One-Parameter Variations
	2.9 Hamilton's Principle
	2.10 Change of Coordinates


	C_003.pdf
	3. Lagrangian Mechanics
	3.1 Several Degrees of Freedom
	3.2 Configuration Space and Phase Space
	3.3 Coordinate Transformations
	3.4 Transformation of the Equations of Motion
	3.5 Generalized Forces
	3.6 Lagrange's Equations
	3.7 Holonomic Constraints
	3.8 External and Constraint Forces
	3.9 Stationary Action


	C_004.pdf
	4. Noether's Theorem
	4.1 Ignorable Coordinates
	4.2 One-Parameter Transformation Groups
	4.3 Conservation of Energy
	4.4 Momentum Principles
	4.5 Relative Angular Momentum


	C_005.pdf
	5. Rigid Bodies
	5.1 Rigid Body Motion
	5.2 Kinetic Energy
	5.3 The Inertia Matrix
	5.4 Linear and Angular Momentum
	5.5 Rotation About a Fixed Point
	5.6 Lagrange's Equations
	5.7 Nonholonomic Constraints


	C_006.pdf
	6. Oscillations
	6.1 Simple Harmonic Motion
	6.2 Several Degrees of Freedom
	6.3 Oscillations Near Equilibrium


	C_007.pdf
	7. Hamiltonian Mechanics
	7.1 The Legendre Transformation
	7.2 Hamilton's Equations
	7.3 Poisson Brackets
	7.4 Canonical Transformations
	7.5 Infinitesimal Canonical Transformations
	7.6 The Hamilton--Jacobi Equation


	C_008.pdf
	8. Geometry of Classical Mechanics
	8.1 Coordinate Choices
	8.2 Manifolds
	8.3 Tangent Vectors
	8.4 The Tangent Bundle
	8.5 Functions and Differential Forms
	8.6 Operations on Differential Forms
	8.7 Vector Fields and Flows
	8.8 Commuting Flows
	8.9 Lagrangian and Hamiltonian Dynamics
	8.10 Symmetry and Conservation Laws
	8.11 Symplectic Manifolds
	8.12 Darboux's Theorem
	8.13 Integrability


	C_009.pdf
	9. Epilogue: Relativity and Quantum Theory
	9.1 The Relevance of Classical Mechanics
	9.2 Relativity
	9.3 Quantum Theory


	C_010.pdf
	Notes on Exercises
	Bibliography
	Index


