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ABSTRACT

The computational difficulty of completing nonlinear PDE
to involutive form by differential elimination algorithms is
a significant obstacle in applications. We apply numerical
methods to this problem which, unlike existing symbolic
methods for exact systems, can be applied to approximate
systems arising in applications.

We use Numerical Algebraic Geometry to process the lower
order leading nonlinear parts of such PDE systems. The ir-
reducible components of such systems are represented by
certain generic points lying on each component and are com-
puted by numerically following paths from exactly given
points on components of a related system. To check the
conditions for involutivity Numerical Linear Algebra tech-
niques are applied to constant matrices which are the leading
linear parts of such systems evaluated at the generic points.
Representations for the constraints result from applying a
method based on Polynomial Matrix Theory.

Examples to illustrate the new approach are given. The
scope of the method, which applies to complexified prob-
lems, is discussed. Approximate ideal and differential ideal
membership testing are also discussed.

Categories and Subject Descriptors: G.1.8 General
Terms: Algorithms, Design

Keywords: Numerical Linear Algebra, SVD, Polynomial
Matrix, Numerical Algebraic Geometry, Partial Differential

Equations, Jet Spaces, Involutive Systems, Numeric Jet Ge-
ometry.

1. INTRODUCTION

Over and under-determined (non-square) systems of ODE
and PDE arise in applications such as constrained multibody
mechanics and control systems. For example, differential-
algebraic equations (DAE) arise from constrained Lagrangian
mechanics (see [1] and the references therein).

Much progress has been made in exact differential elimina-
tion methods, theory and algorithms for polynomially non-
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linear systems of PDE [3, 8, 14, 20, 19]. Such methods enable
the identification of all hidden constraints of PDE systems
and the computation of initial data and associated formal
power series solutions in the neighborhood of a given point.
Algorithmic membership tests (specifically in the radical of
a differential ideal) can be given [3, 8]. They can ease the
difficulty of numerical solution of DAE systems [1].

This paper is a sequel to [17] and [18] in which theory and
methods are developed for using numerical homotopy con-
tinuation techniques in the differential elimination process.
In [17] such methods were first introduced by combining
the Cartan-Kuranishni approach with homotopy methods
to identify missing constraints for PDE. Our tool to numer-
ically solve polynomial systems is homotopy continuation.
When applied to PDE we stress that the solutions obtained
by Homtopy continuation are not graphs of solutions of the
PDE but instead zeros of the functions defining the PDE.
Homotopy methods define families of systems, embedding a
system to be solved in a homotopy, connecting it to a start
system whose solutions are known. Such methods track the
paths defined by the homotopy, leading to the solutions.

In [23], a new field “Numerical Algebraic Geometry” was
described which led to the development of homotopies to
describe all irreducible components (all meaning: for all di-
mensions) of the solution set of a polynomial system. Wit-
ness Sets are the key data in a numerical irreducible decom-
position. A witness set for a k-dimensional solution com-
ponent consists of k random hyperplanes and all isolated
solutions in the intersection of the component with those
hyperplanes. The degree of the solution component equals
the number of witness points. Witness sets are equivalent
to lifting fibers in a geometric resolution [10].

During the application of the Cartan-Kuranishi approach
all equations are differentiated up to the current highest
derivative order, resulting in potentially large numbers of
PDE. These PDE are treated as polynomial equations in jet
space, and their large number implies that the number of
continuation paths that must be tracked can be impracti-
cally large in a direct application of Homotopy methods.

A hybrid method is introduced in [18] to exploit the struc-
ture of such systems to make progress in dealing with the
difficulty above. However the hybrid method uses exact lin-
ear algebra (Gaussian Elimination) to process the leading
linear part of such systems, and so is not applicable to ap-
proximate systems since it is unstable. In this paper we
instead use stable methods from Numerical Linear Algebra.

In particular we use a numerical version of the geomet-
ric Cartan-Kuranishi method. This yields a coordinate in-



dependent split between leading linear and nonlinear sys-
tems, which grades only by total order of derivative, and not
within derivatives of the same order. This independence aids
numerical stability. Since the derivatives of leading nonlin-
ear equations are leading linear with respect to highest order
jet variables, the new PDE are viewed as linear equations cor-
responding to a coefficient matrix with polynomial entries.
We apply the Singular Value Decomposition (a fundamental
technique of Numerical Linear Algebra) to the null spaces of
these polynomial matrices. This construction is based on a
modification due to [2] of the classical criterion of involution
for PDE (see [9, 15, 20] for the classical criterion).

2. PDE IN JET SPACE

There are several theoretical approaches to systems of PDE
such as differential algebra, exterior differential systems and
the so-called formal theory built on the jet bundle formal-
ism. Jet space methods associate a given PDE system with
a locus of points in a Jet space. Such methods concern the
geometrical study of this locus and its relationship with the
solutions of the differential equations [9, 20, 15].

2.1 Jet Space and Jet variety of a PDE

Our tools are applicable to systems of polynomially non-
linear PDE with complex-valued variables and solutions. Con-

sider a polynomially nonlinear system of PDE R = (Rl,
.., RY) = 0 with independent variables z = (21,...,z,) €
C" and complex-valued dependent variables u = (u, ..., u®).

We define a multi-index ¢ as an r-tuple [q1, g2, ..., ¢r] with
¢; € N. The order of the multi-index ¢, denoted |g|, is given
by the sum of the ¢;. Asin [3, 20] solutions and derivatives
are replaced by formal (jet) variables. In particular, denot-
ing the p-th order jet variables corresponding to derivatives
as IPL, the jet variety (locus) of a ¢-th order system in the jet

space JI(C",C%) ~ C" is
V(R) := {(x,u,ili,...,u) e J: R(x,u,’llL, wou)=0}. (1)
q q

Here 74 = r+s(""9) is the number of independent variables,
dependent variables and derivatives of order less than or
equal to g. We will use the shorthand J4(C",C*) = J4

EXAMPLE 2.1. We use the following running example
[16, 7]:
Pu(z,y)  Ou(z,y)
oy? dzxdy

(P52) 22 - ten

This is a differential polynomial system R = (Uyy —Usy, U2+
uz —u) = 0 in the jet space of second order J* ~ C® and has
jet variety V(R) = {(z, y, u, Uz, Uy, Usz, Uzy, Uyy) € J?:
Uyy — Ugy = 0, U2 + Uy — u=0}.

= 0,

Il
o

(2)

2.2 Prolongation and Projection

There are two fundamental operations, prolongation and
projection, to manipulate the locus in Jet space. We give a
brief description of them here. For details see [15]. Before
we define prolongation of a PDE system, we introduce the
operator of Formal Total Derivation

:”j 8$]+; xJ@Z

Given a list of equations R = 0, D(R) is the list of first
order total derivatives of all equations of R with respect to
all independent variables:

D(R) :={(w,u,..., u)€ J R =0,D,,R, =0}. (3)
q

It forms a single prolongation of R.

For example, let R = u2 + u, — v = 0, then:

R) = {(%, Y, U, Uz, Uy, U, Usyy, Uyyy) € J?

ui FUr—u = 07 2UgUge + Ugs — Uy, 2umuxy + Ugy — uy}~

Prolongation extends the locus of a PDE system from lower
order jet space to higher order space. An inverse operation,
the so-called projection, maps the locus from higher to lower
order jet space.

DEFINITION 2.1  (PROJECTION). Given a jet variety R
i J?, a single projection is:

m(R) = {(z,u,u,..., u )€ J": R(z,u,u,...,u) =0}
1 q—1 1 q

Let T,V (R) denote the tangent space to V(R) at a given
point p € V(R) and N (p) be a neighborhood of p. We
restrict to the case where dim 7% (M (p) N T,V (R)) = r, that
is the r variables = are independent and dim is the dimension
as a complex manifold. Here w?: J? — C" is the projection
onto the space of variables x € C".

2.3 Formally Integrable and Involutive
Systems

The symbol of a system of PDE R of order q is the jacobian
of its equations with respect to the highest derivatives:
OR
SR := . 4
du (4)
q
The computational characterization for the symbol being
involutive is that in a d-regular coordinate system

rank SDR = > k3" . (5)

k=1

Alternatively Spencer’s involutivity test based on homology
groups (and implementable using numerical linear algebra)
can be used and this avoids the difficulty of é-irregular co-
ordinate systems. See [15, 20] for details and the definition
of the characters ﬁ](f)A The most important properties of
an involutive system of PDE are that TDR = V(R) and the
symbol of R is involutive. An involutive system is also a
formally integrable system. That is for any £ > 0:

(7D)(D*R) = V(D*R) . (6)

REMARK 2.2. In this paper S means the Zariski Closure
of the set S which is the intersection of all varieties con-
taining S. Since the projection of a variety may not be a
variety, it is necessary to consider the Zariski closure. It is
easy to show that w DR = V(R) implies Tt DR = V(R).

2.4 Cartan-Kuranishi Completion

The full geometric method to complete systems of partial
differential equations is the Cartan-Kuranishni algorithm
[19, 20]. This method prolongs the system to order ¢ + 1,
then projects to order ¢ to test for the existence of new
constraints. This is continued until no new constraints are
found. If the symbol of the resulting ¢-th order system is



involutive, then the method has terminated and the system
is involutive. If the symbol is not involutive, the system is
prolonged until its symbol becomes involutive. The system
is again tested for the existence of constraints by prolonga-
tion and projection. See [19, 20] for the relevant definitions.
In particular the main iteration involves comparing R and
wD(R). Note in general the locus of R contains that of
wDR. A probabilistic method to check the involutivity of
the symbol using Numerical Linear Algebra, and in particu-
lar the Singular Value Decomposition, is given in [26, Section
6]. Numerical difficulties can occur, if there are multiplici-
ties, and that case is under investigation.

3. POLYNOMIAL MATRIX

In this section we will exploit the linearity of the PDE
which always appears after prolongation. Suppose R = (Rl,
.., RY) = 0 is a polynomially nonlinear system of PDE with
independent variables © = (z1,...,z,) and dependent vari-
ables u = (u',...,u*). If the order of R is g, then we can
represent the prolongation of R as:

DR={S u +r,R} (7)
q+1

where S is called the Symbol Matriz of DR. The corre-
sponding augmented matrix is denoted by [S,r]. Obviously
they are matrices with polynomial coefficients.

We briefly review some polynomial matrix theory and the
associated results on rank and null-space computation. We
let R denote the polynomial ring K|[z] in this paper, where
z = (#1,...,2s) and the field K can be R or C. The ring
R is an integral domain and also is a unique factorization
domain. Q(R) is the quotient field of R or say rational
functions in the variables 21, ..., 2s.

DEFINITION 3.1. The set of all m x n matrices with en-
tries from R is denoted by M™*"(R). Each member in
M™*™(R) is called a polynomial matriz over R.

3.1 Rank of Polynomial Matrix

Consider the column vectors of a polynomial matrix A =
(a1]az|...]an) € M™*™(R) and assume yr € R for k =
Loyn. X0 yeaw = 0™ implies yr, = 0 for k = 1, ..., 7,
then these vectors are said to be linearly independent. Oth-
erwise these vectors are said to be linearly dependent.

DEFINITION 3.2 (RANK). The (column) rank of poly-
nomial matriz A € M™*™(R) is the mazimum number of
linearly independent column vectors of A.

Several other frequently used definitions of rank are equiv-
alent to our definition over a polynomial ring R since it is
an integral domain. For example in the book [4], (algebraic)
rank is generalized to arbitrary commutative rings using ide-
als generated by the minors.

THEOREM 3.3. Let A € M™*"(R). Then rank(4) = k
if and only if any t X t minor of A is zero when t > k and
there exist some k X k nonzero minors.

By Theorem 3.3, the rank of a polynomial matrix with
coefficient field K = R will not change when the K is ex-
tended to C. Moreover the rank evaluation of a polynomial
matrix can be reduced to a constant matrix by choosing a
random point in C°. In Sommese and Wampler’s book [23],
the concept of a generic point over C is introduced, which

plays an essential role in “Numerical Algebraic Geometry”.
Suppose some property P is satisfied everywhere except on
a proper algebraic subset U of an irreducible variety V. We
call the points in V\U generic points. Then dim V' > dim U,
so V\U is dense in V (with the standard Lebesgue measure
1). So we say P holds with algebraic probability one for a
random point of V. The following proposition easily follows:

PROPOSITION 3.4. For any generic point zo € C® we have
rank(A) = rank(A.,).

REMARK 3.5. In Numerical Algebraic Geometry generic
points in C° can be produced by choosing points in C° ran-
domly. With probability 1, the rank of a polynomial matriz
is equal to the rank of the matriz evaluated at some random
point (actually this result is also wvalid in R by Schwartz-
Zippel theorem). That is, this will fail only on some alge-
braic variety with standard Lebesgue measure 0 in the whole
space. This reduces the cost of rank computation dramati-
cally.

The witness points of a variety V yield a finite number
of generic points on each irreducible component of V.. This
set is denoted by W (V). Note that the witness points of
a polynomial system R is W(V(R)) and shortly we denote
it by W(R). A useful result in [18] is that each point in
W (V) is contained in another variety V' implies V.C V'
with probability 1.

3.2 Computing the Null-space

Given a polynomial matrix A € M™*"(R), there exist
r = n — rank(A) linearly independent polynomial vectors
{f:} such that Af; = 0™*'. Let F := [fi, ..., fr], then AF =
0™*7. In particular F' generates a linear space of A over
quotient field Q(R), which is called the null-space of A over
Q(R) and is denoted by NullSpace(A). F is called a basis
of NullSpace(A). Note that F' may not be a module basis
of the Syzygy module of A. In this section, we propose a
method to compute F' in R by using Sylvester Matrices (see
[27] for more details).

There is a natural bijection: M™*™(K|[z]) «» M™*"™(K)|[z]
where K|z] is the polynomial ring R and M™*"(K) is the
matrix with entries in the field K. Hence, equivalently we
can consider a polynomial matrix as a polynomial with ma-
trix coefficients, a so-called matriz polynomial.

Let T'(d) = (Sgd) (for notational simplification the param-
eter s, which is the number of variables in the polynomial
ring, is omitted). The polynomial matrix A can be written
in terms of increasing total degree order of monomials of z:
A(z) = ZZT:(‘lil) A;z%. Here d; is the maximum total degree
of the entries of A and T'(d1) is maximum number of terms
of A(z). Assume f € N has degree dz. Similarly we have
f(z) =371 £;2% . Hence

T(d1+d2)
AQR)f(z) = Y Cpa™ =0""! (8)
k=1
where Cr, := Y. Aif;. This equation is equivalent to
;i +B ="k

each coefficient C = 0.

Naturally, we write the coefficients of f(z) as a vector:
vp 1= [fl,...,fT(dQ)}t. It is not hard to find a matrix Ma
whose entries are the coefficients of A(z), such that

M;nT(d1+d2)><nT(d2) . U?T(dQ)Xl OmT(lerdg)Xl . (9)



We call M4 the Sylvester Matriz. We make the relations
above clear by a diagram:

F 1)L vy,

AL A(z) L Ma,

= vy
A“ Ma (10)

where ¢, are bijections and w = 1) o ¢.

We can use the SVD to compute the null-space of the
Sylvester matrix M4, denoted by Na, then construct vy
and f from Na. If f; is in the null-space of A, then vy, must
be in N4. Note that dim N4 can be larger than r. First we
choose lowest degree columns from N4 which are linearly
independent vectors over the polynomial ring, denoted by
F. Second we ascend from lower degree to higher degree
columns to check the linear independency (using rank esti-
mation). If a column is linearly independent it is included
in F. Finally we obtain an updated F' with rank r, which is
a basis.

The remaining issue is the estimation of a degree bound
for a null-space basis to guarantee the termination of the
alogrithm. Henrion [6] gave a bound for such bases. Using
the Laplace Theorem in [4] we also give a similar result
which easily follows the standard linear algebra argument
about the degree of the determinant of a polynomial matrix
(or see [27] for the detail).

PROPOSITION 3.6. Suppose A € M™*™(R) is a polyno-
mial matriz. Suppose rank(A) = k < n, r = n —k, and
deg(Col;(A)) is the mazimum degree of all the elements in
the i-th column of A. We can always change the order of
columns to satisfy deg(Coli(A)) = deg(Col2(A)) > -+ >
deg(Col,(A)). Then there exists G which is a basis of the
null-space of A, such that

degree(G) < da = Zdeg(C’oli(A)) . (11)

i=1

If each degc(A;) = d, then di = d and d2 = (n—1)d. So the

maximum size of M4 is m(st"d) X n(sjrnsd*d).

4. NUMERICAL COMPLETION METHODS

In this section we will present a numerical completion
method based on polynomial matrix computation. In order
to use generic points to ease our computation, we extend the
coefficient field to C. Note that the key step in completion of
a PDE system is to determine whether R is equal to TDR or
not. The projection of a variety is not necessarily a variety.
So we compute the Zariski Closure of the projection. But
our method will fail to detect the singular cases of a PDE
system when the Zariski closure has more points than the
projection. Here we only consider the generic case and show
that this problem can be reduced to rank computation.

To avoid the order dependence on the independent vari-
ables we propose a modified definition of leading linear part
of PDE. An equation is modified leading linear (respectively,
modified leading nonlinear) if it is linear (respectively, non-
linear) in the jet variables u, where ¢ is the order of this

q
equation (this (partial) ranking is: U<u< .. <u< ).
q

The definition of modified leading linear and nonlinear
PDE partitions R into two subsystems, the leading linear
subsystem and the leading nonlinear subsystem respectively.
Then we compute the witness sets of the leading nonlinear

subsystem by (diagonal) homotopy continuation methods
[22, 18]. The leading linear subsystem will be processed
by numerical differential elimination methods using witness
sets.

4.1 Using Witness Points

Here we first use witness points to detect whether there
are some new constraints in lower order jet space. If they
exist, then we find them by numerical differential elimina-
tion methods introduced in the next section. The advantage
of this strategy is that it can avoid useless elimination of the
strategy in [18] whose cost is much higher than checking the
existence of new constraints.

THEOREM 4.1. For any p € W(R), V(R) = wDR if and
only if rank(Sp) = rank([Sp, 1p]).

Proof: Suppose for any p € W(R), we have rank(S,) =

rank([Sp,rp]). At point p, there exists at least one solution

up of S- v +r =0, so (p,up) must be in V(DR). Hence
q

p € #DR. This is true for any generic point of R, so V(R) C
7wDR. Consequently V(R) = 7DR.
Suppose V(R) = wDR, then each p € W(R) must be in
DR and 7~ 'p € V(DR). This means S- U, +r =0 has
q

at least one solution at point p, so rank(S,) = rank([S,, rp]).

4.2 Numerical Differential Elimination

Suppose there are some new constraints resulting from the
leading linear equations of DR (7). Consider a polynomial
vector f of order g, such that f-S =0, then

J(S w )= fox (12

which is a polynomial of order g. Obviously, this polynomial
is also in the ideal generated by the leading linear part.
To find all such polynomials in order to construct #DR,
naturally leads us to consider the null-space of S?.

THEOREM 4.2. Let F := NullSpace(S*), P := 1" F then

1. The inclusion # DR C V(R) NV (P) holds, and

2. Forallp € W(V(R)NV(P)), rank(S,) = rank([Sp, 1p])
implies tDR = V(R) NV (P).
Proof: (1) Because F := NullSpace(S"') and S- v +r=0,
a
F' (S u, +r)=F"-r=P'=0. Hence V(DR) C V(P)
a
and P only involves order ¢ jet variables, so ¥tDR C V(P).
And DR C V(R), hence (1) is proved.
(2) We only need to prove V(R) NV (P) C wDR. Because

for any p € W(V(R)NV(P)), rank(S,) = rank([Sp, rp]). At
point p, there exists at least one solution u, of S- 11 +r=
q

0, so (p,up) must be in V(DR). Hence p € wDR. This is
true for any generic point of V(R) NV (P), so (2) is true.

5. SIMPLE EXAMPLES

Recall the simple illustrative system (2). At first differen-
tiating R up to order 2 yields:

R<0):{ui—l—um—uzo7

2uzuzz + Uzx —

Uyy — Uzy = 0,

Up =0, 2ty + Ugy —uy =0} .



We can partition R(®) into a single leading nonlinear PDE
N© = {42 + u, —u =0} and 3 leading linear PDE L(®:

0 (I1+2uz) O Ugz Uy
(1+2uz) 0 0 Uzy = Uz
0 11 Uyy 0

(13

Applying WitnessSet [18] to N© yields a witness set
W with two approximate generic points in V(N(®). Ap-
plying rank test at the witness points of W(® shows that
there are no new constraints arising from projection. Since
symbol matrix has full rank, the algorithm has terminated.

Actually, for this example the second order jet variables, if
desired, can be expressed in terms of lower order jet variables
yielding the same answer as HybridRif [18] and the fully
symbolic algorithm rifsimp [16]. However our goal is to
obtain an involutive form rather than put the system into
triangular solved form. The advantage is that we can avoid
computing the inverse of a symbolic matrix which in some
cases yields an unmanageably large polynomial matrix.

EXAMPLE 5.1 (Use or AL WiTNEss Points). The in-
put system is (ug, ve —u(u — 1),u(v — 1)). First we prolong
u(v—1) once and obtain Di(u(v—1)) = (v—1)us +uv,. We
write the system in matriz form as:

(v§1) 3 (Z: ) = “(“Z— 1) (14)

with the constraint u(v — 1) = 0. The witness set contains
two points: (0,7) and (4,1), where @,0 are some random
complez floating point numbers. At (0,0), the rank of symbol
matriz is equal to the rank of the augmented matrix which
indicates that there are no new constraints in this case. At
(a,1), there exists a new constraint, since the ranks are not
equal. We construct the projected polynomial by computing
the null-space of the symbol matriz, which is (1 — v, —u,1).
So the new constraint is (1 — v, —u, 1) - (0,u(u — 1),0)" =
—u?(u—1). Appending the prolongation of the new equation
((3u® — 2u)uy) to the system, we obtain a new system in
matrix form:

1

wo) 3 ( o ) o B (15)
0 0

(3u? — 2u)

with constraints {u(v — 1) = 0,u?(u — 1) = 0}. This implies
two cases: uw = 0 which was found before and (u,v) = (1,1).
In this case the rank test shows that there are no new con-
straints. Hence our algorithm terminates.

6. PHYSICAL EXAMPLE

Systems such as the DAE below, often arise in applica-
tions. Such systems of higher index can become very chal-
lenging for symbolic differential elimination algorithms such
as rifsimp. Such algorithms attempt to triangularize the
systems, and expression swell, from the inversion of densely
filled symbolic matrices can follow. We briefly mention that
the size of these matrices below can be sharply reduced
when a strategy is applied to detect constant full rank sub-
matrices and reduce the number of variables by elimination.

EXAMPLE 6.1 (DISTILLATION STAGES [25]). Let us
consider the square DAE system:

Zt1 7f1(217uat) = 07 Zt2 7f2(217z27t) :Oa
Z = f2(2%2%0) = 0,z - fa(z%,248) =0, (16)
2t —outt) = 0

The unknown functions { f1, f2, f3, fa, out} are replaced with
random polynomials with degree 2. The system is prolonged
to order 1 to obtain 5 equations in J' and one equation
in J°. These 5 equations are written in matric form and
the rank test shows there are new constraints. We con-
struct them by null-space computation. In the next itera-
tion, the new equations are prolonged to order 1 and the
matriz updated and so on. After 5 iterations, our algo-
rithm stops and finds 5 constraints in J°. There are 11
equations in J'. The singular values of the symbol matriz
are [158.7,65.1,54.1,25.9,.316]. So it has full rank. The
largest matriz processed in this example is 1120 x 210. Since
the symbol matriz has an identity sub-matriz, the size of
Sylvester matriz can be reduced by solving the corresponding
sub-system first. We also applied rifsimp to this problem
using Maple 10, on a 1.5 GHZ Pentium M, with 512 MDB
of RAM, running under Windows XP. After 2 hours the
computation ezhausted RAM and failed.

7. RANDOM PDE EXAMPLES

In this section we use random systems of PDE to illustrate
the methods developed in this paper. By their generic form,
one would expect integrability conditions to impose new al-
gebraic conditions in Jet space, cascading until such systems
became algebraically inconsistent. However, we have:

THEOREM 7.1. Consider a system of s random PDE:
{R',R?,..,R*} inC[z,u, Uy u] with s dependent variables
q

ul, w?, ..., u® and r independent variables x1, ..., x, where

each PDE has order q. Then with probability 1 the system is
1nvolutive.

Outline of Proof: The proof follows directly from the defi-
nitions in the Cartan-Kuranishi approach.

Consider the s so-called highest class order ¢ jet variables
) k

Oy
order g jet variables by z (see [15, 20] for the definition of
the class of a jet variable). Then SR = ( g—g %—}: ) and
randomness implies that det (%) # 0 and rank (%) =s
on V(R) with probability 1.

Then by the definition of class of a jet variable ﬁﬁq) =3,
ﬁiq_)l = ... = BYZ) = 0. In addition it easily follows from
det (g—g) # 0 that rank (SDR) = rs. As a consequence (5)

is satisfied and rank (SDR) = rs = > ] k,é’,(f). Thus the
symbol of the system is involutive. Then DR is easily seen
to be of maximal rank, and hence there are no projected
conditions and the system is involutive.

q
w corresponding to ( ) u” and denote the remaining

EXAMPLE 7.1 (RANDOM SQUARE PDE). We gener-
ate a PDE system R’ randomly as follows. First generate two
random polynomial PDE with degree 2:

R= {RI(UQj,’LLy,/U;L‘,Uy,u, U),RZ(Ux,Uy,Ux,Uy,’LL, 7})}

Note that R is involutive by Theorem 7.1. This implies the
prolongation DR is also involutive. Then we obtain our test



system R’ (6 equations with order 2) using random linear
combination of DR. Since R’ has the same variety as DR
it is also an involutive system (in disguise). We show that
our method can determine the involutivity of R .

First we verify # DR’ = R, which requires tracing 2° ho-
motopy paths to compute the witness set of V(R') (if the
degree is 5, this number will be 15625!). Applying the rank
test at generic points in J* space shows there are no new
constraints. The test (5) shows that the symbol is involutive
since Zi:l kBr = 2x2+4+1x2 =6 and the rank of the
symbol matriz of DR’ is 6. This means R’ is involutive.

Actually R is leading linear, which motivates us to com-
pute wR'. Applying the rank test at generic points in J*
space shows there are new constraints. We use our algorithm
to construct the projected equations S*,S% in J*. They have
degree 2, which means only 4 (when the degree is 5, it is
25) homotopy paths need to be traced and this is much more
efficient. Let H = {R', D(S"), D(S?%), 5", S*}. Similarly we
can check that H is involutive. Using PHCpack [24] we ver-
ify V(S*, 8?) = V(R', R?), which shows our algorithm finds
the projected equations correctly.

When symbolic methods such as rifsimp are applied to R',
they can explode in memory as a result of trying to triangu-
larize (or invert) complicated high degree polynomial matri-
ces. Here rifsimp failed to terminate on the above systems
with degree > 2, while the method of this paper easily handled
systems up to degree 5 in a few minutes of CPU time.

8. EXPERIMENTS WITH APPROXIMATE
IDEAL MEMBERSHIP TESTING

It is natural to wonder how some sort of approximate
ideal membership testing might be done with the output
of symbolic-numeric methods. Simply following the same
strategy of exact membership testing, reducing first to a
Grobner Basis, then finding a normal form of an expression
h to test its ideal membership, will usually be unstable.

To test membership of an expression h in a differential
ideal generated by R, instead of finding a normal form for
R we use the tables of dimensions dim w*D*R. If done ex-
actly, when w*D*R is involutive, this information encodes
the differential Hilbert function of the differential ideal. See
[20] for a discussion of the Hilbert function of involutive sys-
tems. If an expression is not in the differential ideal, then it
must change the Hilbert function (a measure of the indeter-
minancy in the formal power series solutions of the system).
Thus, in our approach, if applied exactly, we would first de-
termine ¢ and k such that w°*D*R satisfies the involutive
dimension criteria. Then, exact involution would be applied
to the system R, h. If any of the dimensions, determining
the Hilbert function, at involution, change, then A is not in
the differential ideal generated by R. We follow a similar
strategy in the approximate case.

EXAMPLE 8.1
Consider the ODE

Yoo +5yz —6y° +6y=0. (17)

The symmetry vector fields &(x, y)a% +n(z, y)a% generating
Lie symmetries leaving its solution set invariant, have co-
efficients satisfying the linear homogeneous system of PDE
[18]. Most computer algebra systems have programs for au-
tomatically generating such systems. The symmetry defining
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Figure 1: Table of dim w*D*R for (18) with SVD tol-
erance 10~7. The location of the passing of the in-
volution test, is indicated by the box.

system R associated with ODE (17) is:

&y =0, 108y — 282y +1yy =0 (18)
(6 — 12y)n + (6y° — 6y)(ny — 262) + 50w +Now = O
56 +18(y — y*)€y — Eva + 20y = O

Consider the problem of testing whether h lies in the differ-
ential ideal generated by (18) where:

h = x(Nze — 1) +Y(29€ea +1e) + (33+2)(y277yy — YNy + Nay)

Reduction of R to a (linear) differential Grobner Basis easily
yields Nz —n, &z + im Ny — <n,&y in a ranking dominated
by total order of derwvative. ﬁeducing h with respect to this
basis yields 0, and so h lies in the differential ideal.

Instead of following this standard procedure, we first ap-
plied our symbolic-numeric projective involutive form method
[2]. We observed that the system 7° D° R approzimately sat-
isfies the dimension criteria for projective involution (see
Figure 1). Next, a perturbation of order 107° was added
to h to form h. An SVD tolerance 1077 was used to test
approximate involution, but this time for the system R, h.
We found that the relevant dimensions at involution did not
change. If these results were obtained exactly then h would
be in the ideal generated by R. However since the compu-
tations are approzimate they only offer some evidence that
some nearby exact R, h has h in the ideal generated by R.

Suppose we hgveN approximate E,E where the Hilbert di-
mensions for R, h at involution are the same as those for
R, using some reasonable tolerance. We then use refine-
ment processes to attempt to construct nearby systems I:B,
h which exactly satisfy all of the dimension criteria for (ex-
act) ideal membership.

EXAMPLE 8.2 (POLYNOMIAL IDEAL MEMBERSHIP).
Consider the system of polynomials in Q[z,y]

p = 2=y’ q=@E"+y+1)(z—y), (19)

f = —5y3x+7x2y3+wy4+12y4 —8y° — 3y’ — Ty a?
—129° +32° + 72® +82%y — 4y’ —dx +yr +4y

It is easily exactly verified by Grébner Basis computation
that (p, q) is positive dimensional and that f € (p,q).

To apply our approximate differential elimination meth-
ods, we exploit the well-known bijection between PDE and
polynomials where monomials in =,y are mapped to mono-
mials in the differential operators P57 By

We formp=p+6p, §=q+0q and f = f + 6f where
the perturbations ép, dq, df are randomly generated degree
3 dense polynomials with random coefficients of order 107°.
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Figure 2: Table of dim#w*D"*R for R, which is of de-
gree d = 3, given by p, § in (19) SVD tolerance 10~
(& also for p,§ with tolerance 107'%). The box gives
the location of the passing of the involution test.

We apply the approzimate projective involution method to
B, 4, with an SVD tolerance of 1077 and obtain the results
given in Figure 2. This gives some evidence of the possibility
of a nearby projectively involutive system. To give stronger
evidence, we actually now search for an eract such nearby
system. We set our search space as the following symbolic
class of polynomials in which p, G is embedded (this is a step
where there are often many choices):

3 3
P(a) = Z ajr @y", Qb)) = Z bk 2y" . (20)

j+k=0 Jj+k=0

Sop = Pa®), § = QDY) where a'®, b is the list of
10 + 10 = 20 coefficients defining p, q.

Scott’s STLS (Structured Total Least Squares) implemen-
tation in Maple of the method [11] is applied to p, G. In 2
iterations, it converges to a nearby system, {p = P(a(o) +
6a), G = Qb 4 4b)} (ie. ba and b were computed numer-
ically). Now, with the obtained p and q, the dimensions in
the table in Figure 2 can be recovered with tolerances roughly
equal to working precision.

We _apply the approzimate projective involution method to
P, G, f with an SVD tolerance of 107° and obtain the results
given in Figure 3. This gives some evidence of the possible
existence of a mearby projectively involutive system. The
nearby system was chosen to consist of p, ¢ and F(c). Here
the forms of p, ¢ are fixed as p = P(a(o) +da), ¢ = Q(b(o) +
db) and F(c) is a member of the class of polynomials:

F(C) = Z Cjk xjyk . (21)

Jj+k=0

So, f = F(c(0>) where 9 is the initial list of its 21 defining
coefficients, while the 20 coefficients of p, ¢ will not be altered
in the following refinement step.

This time, instead of STLS, Scott’s structured Newton in
Maple is applied to p, 4, f and converges to a nearby system
{p, 6, f = F(C(O) + dc)} in 1 iteration. This new system is
ezactly projectively involutive (to within working precision).
Now, with tolerances about working precision, the dimen-
sions of Figure 8 can be recovered. A

With the exact systems {p, G} and {p, q, f} in mind, Figure
2 and 8 can be compared. Note that the pattern of dimen-
sions is the same in both tables and implies that these two
systems have the same Hilbert Function. Thus f € (p,q).

9. DISCUSSION

Our method applies to inexact systems of polynomially
nonlinear PDE and relies on splitting the system into a lead-
ing linear subsystem and its complement. A new numerical

d=5 d=6 d=7 d=38
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=0 11 12 13
t=11] 9 10 11 12
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Figure 3: Table of dim ﬂeDIjR for R, which is of de-
gree d = 5, given by p, ¢, f with tolerance 107° (&
also for p, g, f with tolerance 10_13).The box gives
the location of the passing of the involution test.

differential elimination method based on polynomial matrix
solving is applied to the leading linear part of the system.
The success of this strategy enables the shrinking of the
number of genuinely nonlinear equations that are dealt with
by the numerical continuation methods.

A shortcoming of the new differential elimination method
is that the size of matrices we need to process can be very
large (see Example 6). Let us consider a polynomial matrix
A € M™*"™(R), if each deg(Col;(A)) = d and rank of A
is k, then di = d and d4a = kd. So the maximum size of
My is m(”djkd) X n(stkd). Assume m ~ n and kd > s,
the size of this matrix is bounded by n(k +1)°d®. We know
k < m, so the bound is n*T'd*. When s = 1, a symbolic
complexity result in [21] reports that the cost to compute
the rank and null-space is the same as the cost of multi-
plication of matrices O(n?7d), where O indicates missing
logarithmic factors a(logn)®(logd)” for three positive real
constants «, 3,7. Since the Sylvester matrix M4 is always
sparse with block Toeplitz structure [28] gives a numerical
algorithm with complexity O(n3d) using block LQ factoriza-
tion. However when s > 1, the block Toeplitz structure of
M 4 is much more complicated and further study is required.

In general, when the size, degree and number of unknowns
of the symbol matrix are large, it is unrealistic to solve the
corresponding matrix M4. However, in many applications
(e.g. multi-link pendula and Example 6) the symbol ma-
trix has a very special structure, enabling the easy solution
of subsystems. If we solve such sub-systems first, then the
projected relations can be obtained directly without poly-
nomial matrix solving. Hence our strategy is to find well-
conditioned constant sub-matrices and substitute the corre-
sponding solutions into the original system.

Geometric approaches have the advantage that they ap-
ply to both real (F = R) and and complex (F = C) smooth
manifolds. One of our main tools, numerical algebraic ge-
ometry, depends on F being algebraically closed (so that a
polynomial over F always has a root in F). Indeed many of
the main tools of (exact) algebraic geometry, although al-
gorithmically powerful suffer from the same restriction. To
apply our approach to a real system, the PDE, the problem is
first complexified, and the results for the real case, checked
heuristically on a case by case basis. However progress in
making numerical algebraic geometric techniques algorith-
mic for the real case is reported in [12].

Our experimental approach for testing approximate ideal
membership differs radically from Grobner type approaches,
that utilize normal forms and reductions which are not nu-
merically stable. In some sense, we are going back in his-
tory, to Macaulay and Hilbert’s initial studies. In particular



we are framing ideal membership, in terms of the dimen-
sions that determine the Hilbert function of an ideal. Anal-
ogously, the new methods of Numerical Algebraic Geometry,
in some sense go back to a more primitive notion of geometry
— that of a point on a variety.

This paper belongs to a series initiated in [26], continued
in [17], [7] and [18] aimed at developing “Numerical Jet
Geometry”, based on “Numerical Algebraic Geometry”.
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