
Lie symmetry and integrability of ordinarydi�erential equationsR.Z.ZhdanovInstitute of Mathematics, 3 Tereshchenkivska Street, 252004 Kyiv, Ukraine�AbstractCombining a Lie algebraic approach that is due to Wei and Nor-man (J. Math. Phys., 1963, 4, 475) and the ideas suggested byDrach (Comptes Rendus, 1919, 168, 337) we have constructed sev-eral classes of systems of linear ordinary di�erential equations thatare integrable by quadratures. Their integrability is ensured by in-tegrability of the corresponding stationary cubic Schr�odinger, KdVand Harry-Dym equations. Next, we obtain a hierarchy of integrablereductions of the Dirac equation of an electron moving in the exter-nal �eld. Their integrability is shown to be in correspondence withintegrability of the stationary mKdV hierarchy.I. IntroductionThe object of the study in the present paper is the system of �rst-orderordinary di�erential equations (ODEs) of the following structure:d dx + L(x) = 0: (1)Here  (x) is an n-component real-valued function column and L(x) is ann � n matrix function taking values in some real r-dimensional matrix Liealgebra g, namely L(x) = rXk=1 fk(x)Qk; (2)�e-mail: rzhdanov@apmat.freenet.kiev.ua1



where Qk are constant n� n matrices ful�lling the commutation relations[Qi; Qj] = rXk=1CkijQk: (3)The general Lie algebraic approach to integrating systems of ordinary dif-ferential equations having the structure (1) has been developed by Wei andNorman [1, 2]. The principal idea of their approach is a proper utilizationof the Baker-Campbell-Hausdor� formula in order to represent the generalsolution of (1) in the form (x) = exp( rXi=1 li(x)Qi)�; (4)where � is an arbitrary constant n component column.However, with all its elegance and simplicity the approach is still toogeneral and gives a kind of an existence theorem of a special representationof the general solution. The principal problem is that after representing thegeneral solution of (1) in the form (4) we have to integrate a system of non-linear ODEs for unknown functions l1(x); : : : ; lr(x). On the other hand, thereis the well-known inverse scattering method which reduces a problem of �nd-ing special solutions of nonlinear partial di�erential equations to an auxiliarylinear problem (see, e.g., [3]{[5]). So it is only natural to make an attemptof combining both approaches in order to develop a routine for choosing spe-cial subclasses of ODEs (1) that can be reduced to solving some nonlinear(stationary) solitonic equations. Namely, we pick out speci�c subclasses ofequations of the form (1) such that their integrability by quadratures is en-sured by integrability of the corresponding stationary solitonic equations. Tothis end we consider systems of ODEs of the following special form:L �  ddx + �F (x) +G(x)! = 0; (5)where F (x); G(x) are matrix-functions taking values in a real r-dimensionalmatrix Lie algebra g. The parameter � may be thought of as an auxiliaryindependent variable, i.e.  =  (x; �). Note that the functions F (x); G(x)are independent of �.Systems of ODEs (1) are of utmost importance for separation of variablesin systems of partial di�erential equations (say, in the Dirac equation of2



an electron). This is due to the fact that after separating variables in agiven system of partial di�erential equations we have to integrate separatedequations which are exactly of the form (1).Since we deal with more speci�c models as compared with ones consideredby Wei and Norman, it is possible to input more information into theAnsatz (4). To this end we make use of its "in�nitesimal analogue" in theform of Lie symmetry of system of ODEs (5), whose coe�cients are requiredto be polynomials in �. The last restriction is crucial and provides a link ofthe system of ODEs (5) to stationary solitonic equations whose integrabilityis ensured by the inverse scattering method. As we learned recently, a similaridea was used about eighty years ago by Drach [6] in order to integrate byquadratures the one-dimensional stationary Schr�odinger equation 00 � (�+ V (x)) = 0:He had made an Ansatz for a solution of the above equation by a proper�xing its dependence on �. As a result, he discovered a remarkable classof integrable stationary Schr�odinger equations. Namely, it had been provedthat, provided V (x) is a solution of the nonlinear ODE called now the equa-tion of the stationary KdV hierarchy, the stationary Schr�odinger equation isintegrable by quadratures. Moreover, Drach, in fact, suggested the methodfor integrating the stationary KdV hierarchy and discovered on this way thebasics of the theory of the �nite-gap solutions of the KdV equation. Asshown in [7] the results of [6] can be obtained with the use of Lie symmetryof the stationary Schr�odinger equation. One of the aims of the present pa-per is developing a technique that is a proper synthesis of the methods byDrach andWei & Norman in order to reduce the problem of integrabilityby quadratures of systems of ODEs (5) to integrable solitonic hierarchies. Aprincipal tool to be used in this respect is the Lie symmetry of (5).The paper is organized as follows. The second section is devoted to de-scription of our approach to integrating systems of ODEs of the form (5).The approach is based on utilization of symmetry properties of these systemswithin the class of Lie symmetries which are spanned by the basis elementsof the Lie algebra g with coe�cients being polynomials in parameter �. Theproblem of constructing such Lie symmetries is shown to be reduced to inte-grating some systems of nonlinear ODEs. Remarkably, for many interestingcases these ODEs are nothing else than equations of the stationary solitonic3



hierarchies (which is not unexpected in view of what was said above). Uti-lizing this approach we give in Section III a systematic treatment of the casewhen the Lie algebra g is three-dimensional. On this way we �nd a numberof linear systems of ODEs integrable in quadratures due to integrability ofthe stationary cubic Schr�odinger, KdV and Harry-Dim equations. Section IVis devoted to an analysis of a reduction of the Dirac equation for a particlemoving in a speci�c electric �eld that is integrable with the help of the sug-gested procedure. It occurs that the reduced system of ODEs is integrableprovided the non-zero component of the electro-magnetic �eld satisfy one ofthe equations of the stationary mKdV hierarchy. The last section contains abrief discussion of the results of the paper.II. The general schemeWe remind that a Lie vector �eldX = �(x; �) ddx + �(x; �);where � is a smooth scalar function and � is an n � n matrix whose entriesare smooth functions of x, is called the (Lie) symmetry of system (5) if Xtransforms the set of its solutions into itself, i.e.L = 0 =) LX = 0:The above relation can be represented in the form [8][L; X] = R(x; �)L; (6)where R is some n� n matrix function. This operator equality is to be un-derstood in the following way: the operators on the left- and right-hand sidesshould give the same result when acting on any continuously di�erentiablefunction.Making use of the formula (6) it is easy to become convinced of the factthat if X is a symmetry of the system of ODEs (5), then X +�(x; �)L withan arbitrary smooth function � is a symmetry as well. Consequently, withoutloss of generality we can restrict our considerations to symmetries of the formX = �(x; �): (7)4



Importantly, operator (7) is the symmetry of the system (5) if and only if in(6) R = 0, i.e. [L; X] = 0 (8)(this is proved by direct computation).The key idea of our approach is to �x a priori dependence of a symmetryon the parameter � and to consider the case when � is a polynomial in � ofthe order N with matrix coe�cients.So a Lie symmetry of system (5) is looked for as a polynomial in � whichcoe�cients are linear combinations of the basis elements Q1; : : : ; Qr of theLie algebra g X = NXl=1 rXk=1 skl(x)Qk�l; (9)where skl(x) are su�ciently smooth functions. From the invariance criterion(8) we get the following relation:NXl=1 rXk=1 s0klQk�l + NXl=18<: rXi;j;k=1 �fisjlCkijQk + �gisjlCkijQk�9=;�l = 0:Splitting it with respect to the powers of � yields�N+1 : rXi;j=1 gisjNCkij = 0; (10)�l : f 0kl + rXi;j=1(fisjl + gisjl�1)Ckij = 0; (11)�0 : f 0k0 + rXi;j=1 fisj0Ckij = 0; (12)where k = 1; : : : ; r, l = 1; : : : ; N .Equations (10) are purely algebraic. Solving these we obtain recursivelyfrom equations (11) the remaining coe�cients of the symmetry operator X.Inserting the obtained results into (12) we get a system of relations for func-tions fi; gi that form a system of nonlinear ODEs. The structure of thissystem is determined both by the form of the initial system of ODEs and bythe form of the commutation relations of the Lie algebra g.The next step depends on the kind of the problem we are dealing with. Ifthe problem is to check whether a given system of ODEs is integrable within5



the framework of our approach, then the only thing to be done is to verifywhether the obtained system of ODEs is identically satis�ed by the coe�-cients of system (5). If, on the contrary, we have to solve a classi�cationproblem, i.e. the one of describing functions fi; gi such that system (5) isintegrable, then we have to �nd (general or particular) solution of the men-tioned system of nonlinear ODEs. What makes the whole procedure e�cientit is the fact that the nonlinear ODEs obtained are often the well studiedstationary solitonic equations.Now with a Lie symmetry of system of ODEs (5) in hand we can integrateit with the use of the following procedure. We diagonalize of the operatorX with the help of a properly chosen linear transformation of the dependentvariables. The initial system of ODEs (5) being transformed in this waysimpli�es substantially and can be integrated by quadratures (at least, forthe low dimensional Lie algebras).The above procedure proves to be e�cient not only for integrating speci�cODEs but also for classi�cation of systems of ODEs integrable by quadra-tures.III. Integrable ODEsWe apply the above described method to classify integrable systems of ODEsof the form L �  ddx + 3Xa=1(fa(x) + �ga(x))Qa! = 0; (13)where Q1; Q2; Q3 are basis elements of a real three-dimensional Lie algebra g.It is not di�cult to show that if a three-dimensional Lie algebra g is a directsum of the lower dimensional Lie algebras, then the corresponding systemof ODEs (13) is integrated by quadratures. According to [9] the list of realinequivalent Lie algebras of the dimension three which are not direct sumsof lower dimensional Lie algebras is exhausted by the following algebras:A1 : [Q2; Q3] = 0;A2 : [Q1; Q3] = Q1; [Q2; Q3] = Q1 +Q2;A3 : [Q1; Q3] = Q1; [Q2; Q3] = Q2;A4 : [Q1; Q3] = Q1; [Q2; Q3] = �Q2;6



A5 : [Q1; Q3] = Q1; [Q2; Q3] = aQ2; (0 < jaj < 1);A6 : [Q1; Q3] = �Q2; [Q2; Q3] = Q1;A7 : [Q1; Q3] = aQ1 �Q2; [Q2; Q3] = Q1 + aQ2; (a > 0);A8 : [Q1; Q2] = �Q3; [Q1; Q3] = �Q2; [Q2; Q3] = Q1;A9 : [Q1; Q2] = Q3; [Q2; Q3] = Q1; [Q3; Q1] = Q2;the remaining commutation relations being zero.For all the algebras A1{A7 system of ODEs (13) is integrated by quadra-tures with arbitrary fa; ga. This is due to the fact that making a transfor-mation  ! ~ = expfF (x)Q1 +G(x)Q2gwith properly chosen functions F;G we can always reduce (13) to the systemof ODEs of the form d ~ dx + f(x; �)Q3 ~ = 0whose general solution is given by the quadrature~ = exp��Q3 Z f(x; �)dx��;where � is an arbitrary constant column.To complete the classi�cation of systems of ODEs (13) integrable byquadratures within the framework of the above suggested approach we haveto consider the two remaining algebras A8 = so(2; 1) and A9 = so(3). Bothalgebras lead to non-trivial results even if we restrict our considerations toLie symmetries which are second-order polynomials in �.We consider �rst the case when coe�cients of system (13) take values inthe so(2; 1) algebra. Using a sequence of transformations ! ~ = expf�(x)Qg; (14)where Q is one of the operators Q1; Q2; Q3, together with a transformationof the independent variable x! ~x = f(x)
7



we can reduce (13) to the form ~L ~ = 0 with~L = 8>>>><>>>>: ddx + V2(x)Q2 + V3(x)Q3 + �Q1; if � > 0;ddx + V1(x)Q1 + V2(x)Q2 + �Q3; if � < 0;ddx + V1(x)Q1 + V2(x)(Q2 +Q3) + �(Q2 �Q3); if � = 0:Here � stands for V 21 + V 22 � V 23 .We restrict our analysis of symmetries of the above enumerated systems tothe class of the second-order polynomials in �. This means that symmetriesof the systems of ODEs in question are looked for in the form (9) underN = 2. Omitting the details of calculations we present below the explicitforms of symmetries and corresponding nonlinear ODEs for the `potentials'V1(x); V2(x).Case 1. ~L = ddx + V2(x)Q2 + V3(x)Q3 + �Q1.In this case the symmetry X readsX = �2C1Q3 + �C2Q1 + �C1(V2(x)Q2 + V3(x)Q3)+�12C1(V 22 � V 23 ) + C3�Q1 + (C1V 03 + C2V2)Q2 + (C1V 02 + C2V3)Q3and what is more the functions V2; V3 satisfy the hyperbolic stationary cubicSchr�odinger equationC1V 002 + C2V 03 + �12C1(V 22 � V 23 ) + C3�V2 = 0;C1V 003 + C2V 02 + �12C1(V 22 � V 23 ) + C3�V3 = 0:As usual, when talking about stationary solitonic equations we mean theODEs obtained from standard (1+1)-dimensional solitonic equations via theAnsatz u(t; x) = u(x+ Ct); C = const.Case 2. ~L = ddx + V1(x)Q1 + V2(x)Q2 + �Q3.In this case the operator X has the formX = �2C1Q1 + �C1V1Q1 + �C1V2(x)Q2 + �C2Q3 + (�C1V 02 + C2V1)Q1+(C1V 01 + C2V2)Q2 + �12C1(V 21 + V 22 ) + C3�Q38



and what is more the functions V1; V2 satisfy the stationary cubic Schr�odingerequation C1V 001 + C2V 02 � �12C1(V 21 + V 22 ) + C3�V1 = 0;C1V 002 � C2V 01 � �12C1(V 21 + V 22 ) + C3�V2 = 0:Case 3. ~L = ddx + V1(x)Q1 + V2(x)(Q2 +Q3) + �(Q2 �Q3).Provided V2 = 0 the corresponding system of ODEs is integrable byquadratures with an arbitrary V1. If V2 6= 0, then we can transform theoperator ~L to obtainddx + V1(x)(Q2 +Q3) + V2(x)(Q2 �Q3) + �(Q2 �Q3):We have not succeeded in constructing the general form of V1; V2 andtherefore restrict our considerations to the particular cases (i) V1 = const,(ii) V2 = 0.Subcase 3.1. V1(x) = � � const.The Lie symmetry for this case readsX = �2(Q2 �Q3)C1 + �(�C1 + C2 + 12C1V2)Q2�(�C1 � C2 � 12C1V2)Q3 + 12C1V 02Q1(�C2 + (C2 � 12�C1)V2 � 12C1V 22 + 12�C1V 002 )Q2+(�C2 � (C2 + 12�C1)V2 + 12C1V 22 + 12�C1V 002 )Q3;the function V1(x) being a solution of the stationary KdV equation12�C1V 0002 � 3C1V 02V2 + 2C2V 02 = 0:Subcase 3.2. V2(x) = 0.The Lie symmetry for this case is of the formX = �2C1V �1=21 (Q2 �Q3) + 12�C1V 01V �3=21 Q19



+�(C2x+ C3 + C1V 1=21 )Q2 � �(C2x + C3 � C1V 1=21 )Q3+C2Q1 + f(C2x+ C3)V1 + 18C1(2V 001 V �3=21 � 3(V 01)2V �5=21 )gQ2+f(C2x+ C3)V1 + 18C1(2V 001 V �3=21 � 3(V 01)2V �5=21 )gQ3;the function V1(x) satisfying the nonlinear ODE12C1V 0001 V �3=21 �94C1V 001 V 01V �5=21 +158 C1(V 01)3V �7=21 +2(C2x+C3)V 01+4C2V1 = 0:With C2 = 0 the above equation is nothing else than the stationary HarryDym equation �C1 �V �1=21 �000 + 2C3V 01 = 0which is known to be integrable by quadratures and, furthermore, underC3 = 0 possesses solutions in terms of elementary functionsV1(x) = (�1x2 + �2x + �3)�2;where �1; �2; �3 are arbitrary real constants.Now we turn to the case of the algebra A9 = so(3) and consider systemof ODEs (13), where Q1; Q2; Q3 are constant matrices satisfying the commu-tation relations [Qa; Qb] = Qc; (a; b; c) = cycle (1; 2; 3):Using a sequence of transformations (14), where Q is one of the operatorsQ1; Q2; Q3, we can substantially simplify system (13) and reduce it to thefollowing equivalent form:L �  ddx + V1(x)Q1 + V2(x)Q2 + �Q3! = 0: (15)As above, a Lie symmetryX of system (15) is looked for as a second-orderpolynomial in � with matrix coe�cients. Inserting X into the invariance cri-terion [L; X] = 0 yields a system of determining equations for its coe�cients.Having solved these we obtain the explicit form of the Lie symmetry admittedby system of ODEs (15)X = �2C1Q3 + �C1(V1Q1 + V2Q2) + �C2Q3 + (�C1V 02 + C2V1)Q1+(C1V 01 + C2V2)Q2 + (12(V 21 + V 22 ) + C3)Q3;10



where V1(x); V2(x) are solutions of the stationary cubic Schr�odinger equationC1V 001 � C2V 02 � �12C1(V 21 + V 22 ) + C3�V1 = 0;C1V 002 + C2V 01 � �12C1(V 21 + V 22 ) + C3�V2 = 0and C1; C2; C3 are arbitrary constants.In what follows we will brie
y discuss a method for integrating systemsof ODEs (13), (15) based on their symmetry properties. Generally speaking,information about a Lie symmetry admitted by a system of ODEs is notsu�cient to provide its integrability by quadratures within the Lie group ap-proach (for more details see, e.g. [10]{[13]). However, due to the remarkablealgebraic structure of the ODEs under study knowledge of a Lie symme-try makes it possible to construct their general solutions by quadratures.Namely, the following assertions hold true.Lemma 1 Let the system of ODEsL �  ddx + fa(x)Qa! = 0; (16)where Q1; Q2; Q3 are constant matrices forming a basis of the Lie algebraso(2; 1), admit a Lie symmetryX = 3Xa=1 ga(x)Qa: (17)Then it is integrable by quadratures.Lemma 2 Let the system of ODEs (16), where Q1; Q2; Q3 are constant ma-trices forming a basis of the Lie algebra so(3), admit a Lie symmetry (17)Then it is integrable by quadratures.We adduce the proof of Lemma 2 (the �rst lemma is proved in a similarway). Making a change of dependent variables ! ~ = V(x) ; V(x) = expf 3Xa=1 ha(x)Qag11



we can always transform the operator X to become~X = V�1XV = g(x)Q1; g(x) 6= 0and what is more this transformation preserves the structure of system (16).The invariance criterion [ ~L; ~X] = 0, where~L = V�1LV = ddx + 3Xa=1 ~fa(x)Qa;implies that g( ~f2Q3 � f3Q2)� g0Q1 = 0:As the matrices Q1; Q2; Q3 are linearly independent, hence it follows that~f2 = 0; ~f3 = 0; g = const:Consequently, the transformed system of ODEs necessarily takes the form ddx + ~f1Q1! = 0and is evidently integrable by quadratures. Lemma 2 is proved.Consequently, all the systems of linear ODEs considered in Section 3 pos-sessing non-trivial symmetries of the form (9) can be integrated by quadra-tures with the use of the algebraic procedure described above. This is dueto the well-known fact that the stationary solitonic equations arising as theinvariance conditions are integrable by quadratures (see, e.g. [14, 15]).IV. The hierarchy of integrable reductions ofthe Dirac equationThe technique developed above applies straightforwardly to systems of ODEshaving complex-valued coe�cients. In this section we use this technique forobtaining integrable reductions of the Dirac equation of an electroni 3X�=0 
� x� � 0@e 3X�=0 
�A� +m1A = 0; (18)12



moving in the electric �eldA0 = A0(x3); A1 = A2 = A3 = 0:In the formulae (18) 
� are 4 � 4 Dirac matrices,  =  (x0; x1; x2; x3) is afour-component complex-valued function and e;m are constants.The form of the vector-potential A� imply the following Ansatz for thespinor �eld  (x):  (x) = '(x3):Inserting this expression into the Dirac equation (18) yields a system ofordinary di�erential equations for the four-component function '(x3)'0 � (ie
3
0A0 � im
3)' = 0: (19)Denoting x = 2x3; V (x) = eA0(x3);J1 = 12
0; J2 = i2
3; J3 = i2
3
0we rewrite (19) in the following form:L' � (Dx � V (x)J3 �mJ2)' = 0; Dx = ddx: (20)Note that the 4� 4 matrices J1; J2; J3 satisfy the commutation relationsof the Lie algebra so(3). Consequently, we can apply the routine developedin Section 2 in order to construct a Lie symmetry admitted by (20).First we consider the case when coe�cients of a Lie symmetry Q arethird-order polynomials in m and choose:X = 3Xk=1 (ak(x) + bk(x)m+ ck(x)m2 + dk(x)m3)Jk; (21)where ak; bk; ck; dk are some smooth complex-valued functions.Inserting the expression forX into the invariance criterion [L; X] = 0 andsplitting with respect to the powers of m and then with respect to linearly13



independent matrices J1; J2; J3 we get the system of determining equationsfor the functions ak; bk; ck; dkd1 = 0; d3 = 0;d02 � V d1 = 0; d01 + V d2 � c3 = 0; d03 � c1 = 0;c02 � V c1 = 0; c01 + V c2 � b3 = 0; d03 � b1 = 0;b02 � V b1 = 0; b01 + V b2 � a3 = 0; c03 � a1 = 0;a02 � V a1 = 0; a01 + V a2 = 0; a03 = 0:Integrating the above system of ODEs yieldsd1 = 0; d2 = C1; d3 = 0;c1 = 0; c2 = C2; c3 = C1V;b1 = C1V 0; b2 = 12C1V 2 + C3; b3 = C2V;a1 = C2V 0; a2 = 12C2V 2 + C4; a3 = C1(V 00 + 12V 3) + C3V;where C1; C2; C3; C4 are arbitrary constants and furthermore the potentialV (x) has to satisfy the following nonlinear ODEsC1(V 000 + 32V 2V 0) + C3V 0 = 0; C2(V 00 + 12V 3) + C4V = 0:Thus we have established that if the function V (x) is a solution of thestationary mKdV equationC1(V 000 + 32V 2V 0) + C3V 0 = 0; (22)then the initial system of ODEs (20) admits the Lie symmetryQ = C1J2m3 + C1V J3m2 + C1V 0 J1m + �12C1V 2 + C3� J2m+�C1(V 00 + 12V 3) + C3V � J3:This symmetry solves the problem of integrability of system of ODEs (20)by quadratures due to Lemma 2. Hence, we conclude that provided V (x) is14



a solution of the stationary mKdV equation (22), then system of ODEs (20)is integrable by quadratures.Now we turn to the case when a Lie symmetry is looked for as a polyno-mial in m of an arbitrary order nX = nXk=0 3Xa=1 fka (x)Jamn�k:The invariance criterion [L; X] = 0 yields the following system of deter-mining equations for the coe�cients of the operator Q:f 01 = 0; f 03 = 0;(fk3 )0 � fk+11 = 0; (fk1 )0 � V fk2 = 0;(fk2 )0 + V fk1 � fk+13 = 0; k = 0; : : : ; n� 1;(fn0 )0 = 0; (fn1 )0 � V fn2 = 0; (fn1 )0 + V fn2 = 0:We have obtained the two classes of solutions of the above system ofODEs which are given below1. n = 2N + 1; N 2 N,f 01 = 0; f 02 = 1; f 03 = 0;f 2k+11 = f 2k+12 = 0; fk+13 = Rk; k = 1; : : : ; N;f 2k+21 = DxRk; f 2k+11 = (V �D�1x V 0)Rk;f 2k+23 = 0; k = 0; : : : ; N � 1and the equation DxRN = 0 (23)holds.2. n = 2N + 2; N 2 Nf 01 = 0; f 02 = 1; f 03 = 0;f 2k+11 = f 2k+12 = 0; fk+13 = Rk; k = 1; : : : ; N;f 2k+21 = DxRk; f 2k+11 = (V �D�1x V 0)Rk;f 2k+23 = 0; k = 0; : : : ; N15



and the equation RN+1 = 0holds.In the above formulae we make use of the following notationsRk = kXj=0 Cj (D2x + V 2 � V D�1x V 0)j V; k = 0; : : : N + 1;where C0; : : : ; CN+1 are arbitrary real constants and D�1x is the inverse ofDx.A reader familiar with the soliton theory will immediately recognize theoperator X = D2x + V 2 � V D�1x Vx as the recursion operator for the mKdVequation [5, 11] Vt + Vxxx + 32V 2Vx = 0:Acting repeatedly with the operator X on the trivial conserved density I0 =V we get the whole set of conserved densities of the mKdV equation. Next,the operator Y = DxXD�1x � D2x + V 2 + VxD�1x Vis the second recursion operator for the mKdV equation. Its repeated actionon the trivial Lie symmetry S0 = Vx yields the whole hierarchy of the highersymmetries of the mKdV equation. Hence it follows, in particular, thatcondition (23) is rewritten in the formNXk=0CkSk = 0; Sk = YkV 0: (24)The above equation is nothing else than the higher stationary mKdVequation. Provided N = 1 it reduces to the standard stationary mKdVequation (22).Hence, due to Lemma 2 it follows the validity of the following assertion.Theorem 1 Let the function V (x) satisfy the higher stationary mKdV equa-tion (24) with some �xed N and C0; : : : ; CN . Then, the system of ODEs (20)is integrable by quadratures. 16



It is a common knowledge that the stationary mKdV hierarchy is reducedto the stationary KdV hierarchy with the help of the Miura transformation(see, e.g. [4, 5]). Furthermore, the latter are integrated in terms of �-functions[6, 15]. Consequently, the system of ODEs (19) is also integrable by quadra-tures thus giving rise to exact solutions of the initial Dirac equation (18).V. ConclusionsHere we have demonstrated how one can make use of powerful ideas andmethods developed in the theory of solitons in order to integrate systems ofODEs of the form (5). Here we have to give its due to the paper byDrach [6],where almost all the principal ideas necessary for consistent implementationof the technique described in Section 2 can be found (though Drach did notuse Lie symmetries explicitly).One more important remark is that the Lie symmetries of the reducedDirac equation (19) constructed in Section 4 have nothing to do with themaximal symmetry group C(1; 3)
U(1) admitted by the initial Dirac equa-tion. This means that they can not be obtained by an appropriate reductionof the group C(1; 3) 
 U(1). These symmetries correspond to conditionalsymmetry of the Dirac equation (for more details about conditional symme-tries of linear and nonlinear Dirac equations, see [16]). We believe that thereexist numerous reductions of the Dirac equations that could be integrated inthe way described in Section 4 thus giving principally new exact solutionsto (18) with speci�c electro-magnetic �elds. A further possible applicationof the results of the paper is integrating systems of ODEs obtained afterseparating variables in the Dirac equation (18).The next remark concerns with the restriction of our considerations tothe case of three-dimensional Lie algebras. This restriction is not at allessential and it is quite clear how to include into considerations the higherdimensional Lie algebras. The peculiarity of the three-dimensional case isthat all the systems of ODEs of the form (13) possessing a Lie symmetry(7) are integrable by quadratures. For the case of a higher dimensional Liealgebra this might not be the case.
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