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2 A.V.Bocharov, V.V.Sokolov and S.I.SvinolupovA classical choice would be to take point transformations or contact transforma-tions. With this choice the corresponding problem is called the Cartan's equiva-lence problem.The principal result of the present paper is a set of formulae that have beenmade as e�ective as possible so that in the simplest cases a decision whether or nota certain equation is equivalent to a linear may be made algorithmically.We may think of these formulae and of their prospective generalizations as apossible theoretical foundation for building a computer expert system on nonlineardi�erential equations.Since available Computer Algebraic Systems (such as Mathematica, Axiom, Re-duce, Maple...) facilitate straightforward algebraic and di�erential operations withsymbolic expressions but do not provide much help with the inverse and more so-phisticated operations, it is desirable to reduce each algorithm in the equivalencetheory to routine checking of appropriate di�erential identities.We believe that it is possible to reach this high level of e�ciency in many rea-sonable classes of equivalence problems.2. Point transform linearizability of thesecond order ordinary di�erential equationLet us show using the undergoing classical example ([1], [2]) how e�ective theanswer may be in a simple case.Problem 1. Find necessary and su�cient conditions for an ordinary di�erentialequation of the form d2ydx2 = F (x; y; dydx) (1)to be reduced by a transformation of the form~x = �(x; y); ~y =  (x; y) (2)to the equation d2~yd~x2 = 0: (3)Solution.(1) The equation (1) must be of the formd2ydx2 = a(x; y)� dydx�3 + 3b(x; y)�dydx�2 + 3c(x; y)dydx + d(x; y); (4)(2) Both of the following di�erential polynomials depending on the coe�cientsa; b; c; d of the expression (4) must be identically zero:K = �y + 
x + a� + 2b�+ c
; (5)M = �x + �y � b� � 2c�� d




On Some Equivalence Problems for Differential Equations 3where � = bx � cy + ad� bc;� = dy � cx + 2c2 � 2bd; (6)
 = by � ax + 2b2 � 2acAssuming the condition for the (5) holds (and thus the equation is proven to belinearizable), the next question would be how easy it is to �nd the functions � and giving the actual linearizing transformation. E.g. is it easier than to solve theoriginal equation directly?In a sense, it is, since it turns out that the required � and  satisfy an overde-termined system of linear di�erential equations.Here is the precise formulation of this fact.Proposition 1. Transformation (2) linearizes the equation (1) if � and  are anarbitrary pair of functionally independent solutions of the systemXxx = 2pXx + cXx � dXy;Xxy = qXx + pXy + bXx � cXy ; (7)Xyy = 2qXy + aXx � bXy :where p = �Sx=S; q = �Sy=S and where S stands for an arbitrary nonzerosolution of the system Sxx � cSx + dSy � �S = 0;Syy � aSx + bSy � 
S = 0; (8)Sxy � bSx + cSy + �S = 0:Remark 1.Provided conditions (5) hold, system (7), (8) is compatible in the following sense.De�ne S; Sx; Sy; X;Xx; Xy arbitrarily at a generic point (x0; y0) as initial con-ditions for the system. Then there is a unique solution (S;X) of the system (7),(8) with these initial conditions. In terms of the original unknowns � and  it is tobe observed that the required linearizing transformation is de�ned by 8 parameters(e.g. by values of �; �x; �y;  ;  x;  y; p; q at a generic point (x0; y0)).This degree of arbitrariness is to be expected. Indeed, if a certain transformation(2) linearizes equation (1), then its composition with any point symmetry of theequation (3) does the same. It is well known however (see [3]) that symmetries ofthe latter constitute the 8-parameter Lie group isomorphic to the SL(3). �Remark 2.It is easy to derive from system (7), (8) some relevant ordinary di�erential equa-tions in each of the variables x and y. Consider, for example, system (8). If a = 0then the second equation is ordinary. Assume that a 6= 0. Then it follows from thisequation that Sx = 1aSyy + baSy � 
aS:



4 A.V.Bocharov, V.V.Sokolov and S.I.SvinolupovSubstituting this expression for Sx to the third equation, we �nd that S satis�esthe following third-order liner ordinary di�erential equation:Syyy � aya Syy � �bay � abya + b2 � ac+ 
�Sy � �
ya� ay
a � b
 � a��S = 0In a similar way we get an ordinary di�erential equation in x. �It is true that to solve the resulting equations is sometimes more di�cult than tointegrate the original equation. Here is however a restricted version of linearizationproblem which can really be solved in quadratures:Restrict ourselves to transformations of the form~x = x; ~y =  (x; y): (9)Proposition 2.(1) Equation (4) is reduced to a linear equation of the formyxx = 3f(x)yx + g(x)y + h(x) (10)by a transformation of the form (9) if and only ifa = 0; 2bx � cy = 0; My = 0; (11)where M = 2dy � 6bd� 3cx + 9=2c2:(2) If (11) is valid, then equation (4) is reduced by the transformation (9),where  (x; y) is an arbitrary solution of the equation yy + 3b y = 0depending on y e�ectively1, to equation (10) withf = 23  yx y + c; g = 12M + 32fx � 94f2; h =  xx � 3f x + d y � gu: (12)� Remark 3.It is easy to check that, due to (11) the functions f; g; h do not depend on y.Thus the task of linearizing w.r.t. to the transformation group (9) is solved inquadratures. �Remark 4.It is known [3] that using a point transformation of the form~x = a(x); ~y = b(x)y + c(x)any equation of the form (10) may be brought to (3). However, in general, it cannot be done in quadratures [4]. �Note that the reduction of (4) to (10) while investigating a speci�c nonlinearequation means a considerable progress, because for linear equations the issue ofintegrability in quadratures is very well understood and perfectly algorithmized.Remark 5.With the help of an original code written in muMATH we have performed acomplete testing of the equations of the form (4) from the Kamke reference book [5].It turned out that more than one third of them are linearized using the algorithmdescribed in the Proposition 2. �1It is obvious that such a solution is obtainable in quadratures



On Some Equivalence Problems for Differential Equations 53. Contact linearizability of equations of the third orderOne of the results of the present paper is a list of conditions for reducibility ofa third-order ordinary di�erential equation to the equation y000 = 0 by a contacttransformation. Though the problem of contact linearizability for third order ODEhave been considered in several papers (see, for example, [6]) we could not �ndexplicit formulas solving this problem at the algorithmic level.Let us �rst recall some basic facts about contact transformations.The most popular example of a proper contact transformation is the Legendretransformation ~x = y1; ~y = y � xy1;where y1 = dydx etc.Using the chain rule for di�erentiation, it is not di�cult to �nd out how deriva-tives are a�ected by this transformation. In particular,~y1 = �x; ~y2 = � 1y2 :A generic contact transformation in the case of one independent variable is a trans-formation of the form: ~x = �(x; y; y1); ~y =  (x; y; y1); (13)where � and  are any functions, satisfying the contactness condition@�@y1 �y1 @ @y + @ @x � = @ @y1 �y1 @�@y + @�@x�: (14)The contactness condition means exactly that ~y1 does not depend on y2:~y1 = y2 @ @y1 + y1 @ @y + @ @xy2 @�@y1 + y1 @�@y + @�@x = �(x; y; y1):Of course, the functions  ; � and � must be functionally independent.In case when � and  do not depend on y1, condition (14) holds automati-cally. This means that the point transformation (2) is a special case of a contacttransformation.In virtue of results by B�acklund [7], (13) is the most general form of invertiblelocal transformation for the case of one dependent and one independent variable.Theorem 1. An equation d3ydx3 = F (x; y; dydx; d2ydx2 ) (15)is reduced by a contact transformation (13) tod3~yd~x3 = 0 (16)



6 A.V.Bocharov, V.V.Sokolov and S.I.Svinolupovif and only if(1) it has the formd3ydx3 = a(x; y; dydx)�d2ydx2 �3+3b(x; y; dydx)�d2ydx2 �2+3c(x; y; dydx )d2ydx2+d(x; y; dydx); (17)(2) the coe�cients a; b; c and d of equation (17) satisfy the following di�erentialidentities:L = 0; N = 0; 3H �K = 0; 3F �M = 0; (18)h = 0; G = 0; f = 0; � = 0; � = 0;where K = @1(�) + @(
) + a� + 2b�+ c
;M = @(�) + @1(�) � b� � 2c�� d
;L = @(�) � 2@y(d)� 2c� � 2d�;N = @1(
) � 2@y(a) + 2b
 + 2a�;F = @(�) + 2@y(c) + b� � d
;H = @1(�) + 2@y(b)� c
 + a�;Q = @(K) + @1(M ) + 3=2�2 � 3=2�
;G = �3@y(�)� @1(M ) + @(K) + 2bM + 2cK;f = 3@y(�) � 2@(M ) + 2cM + 2dK;h = 3@y(
) + 2@1(K) + 2aM + 2bK;� = 2@(Q) � 2@y(M ) + 2�M � 2�K;� = 2@1(Q) + 2@y(K) + 2�K � 2
M;� = @(b)� @1(c) + ad� bc;� = @1(d)� @(c) � 2bd+ 2c2;
 = @1(b) � @(a) � 2ac+ 2b2:Here @, @y and @1 stand for the @@x + y1 @@y , @@y and @@y1 respectively.Example 1.Let us �gure out when an equation of the fromd3ydx3 = f(x)d2ydx2 + g(x)dydx + h(x)y + s(x); (19)is transformable to equation (16).Substituting the right hand side of the equation into the (18) we �nd out thatall of them, except L = 0, hold trivially. The condition L = 0 is then equivalent tothe relation h = �16f 00 + 13ff 0 � 13fg � 227f3 + 12g0:



On Some Equivalence Problems for Differential Equations 7� Example 2.Consider an equation of the formd3ydx3 = c�d2ydx2 �2�dydx (20)with a constant parameter c in the right-hand side. The only nontrivial linearizationcondition for equation (20) is the relation N = 0. In this particular case it isequivalent to the equation 2c3 � 9c2 + 9c = 0:It follows that the nonlinear equation (20) is transformable into equation (16) ifand only if c = 3=2 or c = 3.4. Further Equivalence ProblemsHere we would like to discuss some unsolved or partially solved Cartan equiva-lence problems.4.1. Ordinary di�erential equations.We consider the following problem to be important:Problem 2. Find necessary and su�cient condition for equation (1) to be trans-formable by a point transformation (2) to one of the 6 Painlev�e transcendentalequations2.The importance of this problem is in particular due to the fact that the nowadaysfashionable Painlev�e integrability test ([8], [9]) has one basic drawback: it is notinvariant with respect to variable changes of the form (2).In the paper [10] the problem of reducibility of the equation (4) to the �rst orsecond Painlev�e transcendental equations has been considered.Recall that a standard form of these equations is:d2ydx2 = y2 + x; (21)d2ydx2 = y3 + xy + a (22)The reducing transformations were selected within the smaller group of trans-formations of the form ~x = �(x); ~y =  (x; y) (23)The equivalence problem has been solved in [10] for the equation (21), and asolution for the equation (22) has been suggested that appears to be incorrect forvarious reasons. In particular the authors of [10] make a wrong assertion thatequations of the from (22) with di�erent values of a are equivalent to each other.Below we generalize the results of [10] concerning equation (21) giving criteriafor reducing equation (4) to equation (21) by a general point transformation of theform (2).2It is easy to see that an equation, transformable to one of the Painlev�e's, must have the form(4).



8 A.V.Bocharov, V.V.Sokolov and S.I.SvinolupovLemma. Any equation of the form (4) withM = 0 is reduced to an equation withK = 0 by the substitution ~x = y; ~y = x. Here K andM are di�erential expressionsde�ned by (5).Proposition 2. If two equations of the form (4), both with K = 0, are related bya transformation of the form (2) then this transformation must actually have theform (23).This proposition is very important in the sequel, because the �rst Painlev�e equa-tion (21) has the property K = 0. Therefore if the source equation (4) has eitherK = 0 or M = 0, we easily fall into the context of the [10].Theorem 2.(1) Assume that for an equation (4) bothK 6= 0 andM 6= 0. Then the equationis reduced to the �rst Painlev�e (21) if and only if the following identitiesand inequations hold:k = 0; m = 0; Fx = Hy; R = 0; S1 6= 0; S3 6= 0; S4 6= 0;wherek = 13KKx + 43KMy �MKy � aM2 � 2bKM � cM2;m = 13MMy + 43MKx �KMx + bM2 + 2cKM + dK2;F = KyK + aMK + b;H = MxM � dKM � c;S1 = 25M2 �Hx � 15H2 � cH + dF + 5��;S2 = (S1)x + 65HS1;S3 = 4(S2M )x�M + 365 HS2�M2 + 8d�M3 � S21 ;S4 = 2(S3)x�M + 245 S3H�M:R = (S4)x + 3HS4:Here the expression for � de�ned in the same way as in the Theorem 1.(2) The required transformation is given by the explicit formulae~x = S3S�4=54 ; ~y = S1S�2=54Remark 6.Note that the this result is much more e�ective then in the case of the Problem1. The required transformation is built in a straightforward manner using thecoe�cients of the original equation (4).



On Some Equivalence Problems for Differential Equations 9The reason for such high e�ciency is that the �rst Painlev�e equation (21) doesnot have point symmetries and therefore the reducing transformation is unique (seeRemark 1). The situation with the rest �ve Painlev�e transcendental equations inthis respect is the same. �Along with the Painlev�e equations, integrable from the classical viewpoint arethose equations of the form (1) that admit a 2-dimensional Lie group of pointsymmetries [11, p. 200]. Consequently, the following problem is of major practicalinterestProblem 3. Find necessary and su�cient conditions for a given equation of thefrom (1) to be point-equivalent to one of the model equations, admitting a 2-dimensional Lie group of point symmetries.Remark 7.A list of model equations, admitting 2-dimensional symmetry groups can befound, for example, in [12]. The Problem 3 restricted to transformations of theform (23) was considered in [13]. The results of the latter work would be of muchpractical use should they be completed by providing recipes for building the requiredequivalence transformations in quadratures. �4.2. Partial di�erential equations.From the viewpoint of possible computer implementations, it would be importantto obtain criteria of linearizability of simpler partial di�erential equations.Let us point out the following generalization of the Problem 1 (that may comeunexpected for the reader).Problem 4. Find criteria of reducibility of the equationF (x; y; u; ux; uy; uxx; uxy; uyy) = 0 (24)to the linear ordinary di�erential equation~u~x~x = 0it by a point transformation~x = �(x; y; u); ~y =  (x; y; u); ~u = �(x; y; u) (25)Remark 8.We have come across a number of research papers dealing with formal propertiesof speci�c equations from the (24) class in the context when they are actuallyreducible to (3) by transformations (25) (in a nontrivial way, the circumstancebeing concealed from the authors). �Let us list some of the simplest results relevant to the partial di�erential equa-tions.Theorem 3.(1) Equation (24) is reduced to the ordinary di�erential equation ~u~x~x = 0 by apoint transformation~x = x; ~y = y; ~u = �(x; y; u)



10 A.V.Bocharov, V.V.Sokolov and S.I.Svinolupovif and only if it has the formuxy = A(x; y; u)uxuy + B(x; y; u)ux +C(x; y; u)uy +D(x; y; u)where the coe�cients A;B;C;D are related by the following identities:Cu = Ax; Bu = Ay; Bx = Cy; Du �Bx � AD + BC = 0:(2) The function �, de�ning the transformation, is available in quadratures asa solution of the following compatible system:(ln(�u))x = �C;(ln(�u))y = �B;(ln(�u))u = �A;�xy = ��uD:Theorem 4. For the equationut = A(t; x; u)uxx+ F (t; x; u; ux) (26)to reduce via a contact transformation to the equation~u~t = ~u ~xx (27)it is necessary and su�cient that(1) equation (26) is of the formut = A(t; x; u)uxx +B(t; x; u)u2x + C(t; x; u)ux+D(t; x; u);(2) the following identities hold:Au = 0; (28)Cu=A� 2(B=A)x = 0; (29)(2Cx � 4Du � 2CAx=A+ (C2 � 4BD)=A)u � 4(B=A)t = 0; (30)(K3)x = 0;where K3 = 2A1=2(K2)x +AttA�1 � 32A2tA�2K2 = A1=2(CA�1)t +A1=2(12Axx � 38A2xA�1 �AtA�1 � 2K1)x;K1 = 12Cx �Du � 12CAxA�1 + 14(C2 � 4BD)A�1:



On Some Equivalence Problems for Differential Equations 11Remark 9.In fact, it turns out that the required reducing contact transformation is neces-sarily a point transformation of the following special form:t = �(t); x = �(t; x); u =  (t; x; u):Equations for the required functions �; � and  may be found in the paper [14].� On the whole, situation here is much similar to the one described in section 1.That is the problem of reducing the source equation to (27) cannot generally besolved in quadratures. However, an important step for reducing it to a more generallinear equation vt = �(t; x)vxx + �(t; x)vx + 
(t; x)v + �(t; x)is done in quadratures provided the conditions (28)-(30) are satis�ed.5. A few words concerning the techniques usedThere are several formally di�erent ways to solve equivalence problems for dif-ferential equations.The most popularized are approaches related to the theory of invariants as wellis to the G-structure theory (cf.[15], [16]).Our approach however is based on a more or less straightforward step-by-step(often a computer-aided) study of the overdetermined partial di�erential systemde�ning the required transformation. In the process of bringing this overdeterminedsystem to "passive from" (cf.[17], [18] ), we get a number of compatibility conditions.These conditions are di�erential identities for the coe�cients of the source equation.Let us, for example, present an overdetermined de�ning system relevant to theproblem 1.It is easily seen that a transformation of the form (2) would imply the followingtransformation of the second derivative:d2~yd~x2 =J d2ydx2��y dydx + �x��3 + � yy(dydx)2 + 2 yx dydx +  xx���y dydx + �x��2�� y dydx +  x���yy(dydx )2 + 2�yx dydx + �xx���y dydx + �x��3;where J =  y�x �  x�y (32)is the Jacobian of the transformation (2).Substituting the above expressions into equation (3), we get the equation of theform (4) the coe�cients of which are de�ned by the formulae:a = J�1( y�yy � �y yy);b = J�1(13 x�yy � 13�x yy + 23 y�yx � 23�y yx)c = J�1(13 y�xx � 13�y xx + 23 x�xy � 23�x xy (33)d = J�1( x�xx � �x xx):
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