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Preface

This book contains the written accounts of a number of lectures given during
the CMI/IAS Workshop on mathematical aspects of nonlinear PDEs in the spring
of 2004 at the Institute for Advanced Study in Princeton, New Jersey. Several of
them have an expository nature, describing the state of the art and research direc-
tions.Topics that are discussed in this volume are new developments on Schrödinger
operators, non-linear Schrödinger and wave equations, hyperbolic conservation
laws, and the Euler and Navier-Stokes equations. There has been intensive activity
in recent years in each of these areas, leading in several cases to very significant
progress and almost always broadening the subject.

The workshop is the conclusion of a year-long program at IAS centered around the
analysis of nonlinear PDEs and the emergence of new analytical techniques. That
year is marked by at least two important breakthroughs. The first is in the under-
standing of the blowup mechanism for the critical focusing Schrödinger equation.
The other is a proof of global existence and scattering for the 3D quintic equation for
general smooth data. Both cases illustrate in a striking way the role of hard analysis
in addition to the more geometric approach and the role of energy estimates. This
point of view is also reflected through the material presented in this volume.

The articles are written in varying styles. As mentioned, some are mainly expos-
itory and meant for a broader audience. They are not an overall survey but present
more focused perspectives by a leader in the field. Others are more technical in
nature with an emphasis on a specific problem and the related analysis and are
addressed to active researchers. All of them are fully original accounts.

In conclusion, the editors would like to express their thanks to the Clay Mathe-
matical Institute for its involvement and funding of the workshop.
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Chapter One

On Strichartz’s Inequalities and the Nonlinear
Schrödinger Equation on Irrational Tori

J. Bourgain

1.0 INTRODUCTION

Strichartz’s inequalities and the Cauchy problem for the nonlinear Schrödinger equa-
tion are considerably less understood when the spatial domain is a compact manifold
M , compared with the Euclidean situation M = Rd . In the latter case, at least the
theory of Strichartz inequalities (i.e., moment inequalities for the linear evolution, of
the form ‖eit�φ‖Lpx,t ≤ C‖φ‖L2

x
) is basically completely understood and is closely

related to the theory of oscillatory integral operators. LetM =Td be a flat torus. If
M is the usual torus, i.e.,

(eit�φ)(x) =
∑
n∈Zd

φ̂(n)e2πi(nx+|n|
2t) (|n|2 = n2

1 + · · · + n2
d), (1.0.1)

a partial Strichartz theory was developed in [B1], leading to the almost exact counter-
parts of the Euclidean case for d = 1, 2 (the exact analogues of the p= 6 inequality
for d = 1 and p= 4 inequality for d = 2 are false with periodic boundary condi-
tions). Thus, assuming supp φ̂ ⊂ B(0, N),

‖eit�φ‖L6
([0,1]×[0,1])

� Nε‖φ‖2 for d = 1 (1.0.2)

and

‖eit�φ|L4
([0,1]2×[0,1])

� Nε‖φ‖2 for (d = 2). (1.0.3)

For d = 3, we have the inequality

‖eit�φ‖L4([0,1]3×[0,1]) � N
1
4+ε‖φ‖2 (d = 3), (1.0.4)

but the issue:

Problem. Does one have an inequality

‖eit�φ‖L10/3([0,1]3×[0,1) � Nε‖φ‖2 (d = 3)

for all ε > 0 and supp φ̂ ⊂ B(0, N)?
is still unanswered.
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There are two kinds of techniques involved in [B1]. The first kind are arithmetical,
more specifically the bound

#{(n1, n2) ∈ Z2
∣∣ |n1| + |n2| ≤ N and |n2

1 + n2
2 − A| ≤ 1} � Nε, (1.0.5)

which is a simple consequence of the divisor function bound in the ring of Gaussian
integers. Inequalities (1.0.2), (1.0.3), (1.0.4) are derived from that type of result.

The second technique used in [B1] to prove Strichartz inequalities is a combi-
nation of the Hardy-Littlewood circle method together with the Fourier-analytical
approach from the Euclidean case (a typical example is the proof of the Stein-Tomas
L2-restriction theorem for the sphere). This approach performs better for larger di-
mension d although the known results at this point still leave a significant gap with
the likely truth.

In any event, (1.0.2)–(1.0.4) permit us to recover most of the classical results for
NLS

iut +�u− u|u|p−2 = 0,
with u(0) ∈ H 1(Td), d ≤ 3 and assuming p < 6 (subcriticality) if d = 3.

Instead of considering the usual torus, we may define more generally

�φ(x) =
∑
n∈Zd

Q(n)φ̂(n)e2πin.x, (1.0.6)

with Q(n) = θ1n2
1 + · · · θdn2

d and, say, 1
C
≤ θi < C (1 ≤ 1 ≤ d) arbitrary (what

we refer to as “(irrational torus).”
In general, we do not have an analogue of (1.0.5), replacing n2

1 + n2
2 by θ1n2

1 +
θ2n

2
2. It is an interesting question what the optimal bounds are in N for

#{(n1, n2) ∈ Z2| |n1| + |n2| ≤ N and |θ1n2
1 + θ2n2

2 − A| ≤ 1} (1.0.7)

and
#{(n1, n2, n3) ∈ Z3

∣∣ |n1| + |n2| + |n3| ≤ N
and |θ1n2

1 + θ2n2
2 + θ3n2

3 − A| ≤ 1} (1.0.8)
valid for all 1

2 <θi < 2 and A.
Nontrivial estimates may be derived from geometric methods such as Jarnick’s

bound (cf. [Ja], [B-P]) for the number of lattice points on a strictly convex curve.
Likely stronger results are true, however, and almost certainly better results may be
obtained in a certain averaged sense when A ranges in a set of values (which is the
relevant situation in the Strichartz problem). Possibly the assumption of specific
diophantine properties (or genericity) for the θi may be of relevance.

In this paper, we consider the case of space dimension d = 3 (the techniques used
have a counterpart for d = 2 but are not explored here).

Taking 1
C
< θi <C arbitrary and defining� as in (1.0.6), we establish the follow-

ing:

Proposition 1.1 Let supp φ̂ ⊂ B(0, N). Then for p > 16
3 ,

‖eit�φ‖Lpt L4
x
≤ CN 3

4− 2
p ‖f ‖2, (1.0.9)

where Lpt refers to Lp[0,1](dt).
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Proposition 1.3′. Let supp φ̂ ⊂ B(0, N). Then

‖eit�φ‖L4
x,t
< CεN

1
3+ε‖φ‖2 for all ε > 0. (1.0.10)

The analytical ingredient involved in the proof of (1.0.9) is the well-known in-
equality for the squares∥∥∥∥ N∑

j=1

e2πij
2θ

∥∥∥∥
Lq(T)

< CN
1− 2
q for q > 4. (1.0.11)

The proof of (1.0.10) is more involved and relies on a geometrical approach to the
lattice point counting problems, in the spirit of Jarnick’s estimate mentioned earlier.
Some of our analysis may be of independent interest. Let us point out that both
(1.0.9), (1.0.10) are weaker than (1.0.4). Thus,

Problem. Does (1.0.4) hold in the context of (1.0.6)?

Using similar methods as in [B1, 2] (in particular Xs,b-spaces), the following
statements for the Cauchy problem for NLS on a 3D irrational torus may be derived.

Proposition 1.2 Let � be as in (1.0.6). Then the 3D defocusing NLS

iut +�u− u|u|p−2 = 0

is globally wellposed for 4 ≤ p < 6 and H 1-data.

Proposition 1.4′. Let � be as in (1.0.6). Then the 3D defocusing cubic NLS

iut +�u± u|u|2 = 0

is locally wellposed for data u(0) ∈ Hs(T3), s > 2
3 .

This work originates from discussion with P. Gerard (March, 04) and some prob-
lems left open in his joint paper [B-G-T] about NLS on general compact manifolds.
The issues in the particular case of irrational tori, explored here for the first time, we
believe, unquestionably deserve to be studied more. Undoubtedly, further progress
can be made on the underlying number theoretic problems.

1.1 AN INEQUALITY IN 3D

Q(n) = θ1n2
1 + θ2n2

2 + θ3n2
3, (1.1.1)

where the θi are arbitrary, θi and θ−1
i assumed bounded. Write

(eit�f )(x) =
∑
n∈Z3

f̂ (n)e2πi(n.x+Q(n)t). (1.1.2)
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Proposition 1.1 For p > 16
3 , we have

‖eit�f ‖Lpt L4
x
≤ CpN 3

4− 2
p ‖f ‖2 (1.1.3)

assuming suppf̂ ⊂ B(0, N). Here Lpt denotes Lpt (loc).

Remark. Taking f (x) = N−3/2∑|n|<N einx , we see that (1.1.3) is optimal.

Proof of Proposition 1.1.

‖eit�f ‖2
L
p
t L

4
x
= ‖(eit�f )2‖

L
p/2
t L

2
x

=
∥∥∥∥[∑
a∈Z3

∣∣∣∣∑
n

f̂ (n)f̂ (a − n)ei[Q(n)+Q(a−n)]t
∣∣∣∣2]1/2∥∥∥∥

L
p/2
t

≤
[∑
a∈Z3

∥∥∥∥∑
n

f̂ (n)f̂ (a − n)ei[Q(n)+Q(a−n)]t
∥∥∥∥2

L
p/2
t

]1/2

(1.1.4)

since p ≥ 4.
Denote cn = |f̂ (n)|. Applying Hausdorff-Young,

‖ · · · ‖
L
p/2
t

�
[∑
k∈Z

∣∣∣∣ ∑
|Q(n)+Q(a−n)−k|≤ 1

2

cnca−n
∣∣∣∣
p
p−2
] p−2
p

. (1.1.5)

Rewrite |Q(n)+Q(a − n)− k| ≤ 1
2 as |Q(2n− a)+Q(a)− 2k| ≤ 1 and hence

2n ∈ a +S�,

where

� = 2k −Q(a) and S� = {m ∈ Z3| |Q(m)− �| ≤ 1}. (1.1.6)

Clearly (1.1.5) may be replaced by[∑
�∈Z

∣∣∣∣ ∑
2n∈a+S�

cnca−n
∣∣∣∣
p
p−2
] p−2
p

(1.1.6′)

and an application of Hölder’s inequality yields[∑
�

|S�|
p

2(p−2)

( ∑
2n∈a+S�

c2nc
2
a−n

) p
2(p−2)

] p−2
p

�
(∑
�

|S�|
p
p−4

) p−4
2p
[∑
n

c2nc
2
a−n

]1/2

(1.1.7)

(since the S� are essentially disjoint).
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Substitution of (1.1.7) in (1.1.4) gives the bound

‖eit�f ‖Lpt L4
x
≤ C

(∑
�

|S�|
p
p−4

) p−4
4p ‖f ‖2. (1.1.8)

Next, write

|S�| ≤
∫ [ ∑

|m|≤N
eiQ(m)t

]
e−i�tϕ(t)dt, (1.1.8′)

where ϕ is compactly supported and ϕ̂ ≥ 0, ϕ̂ ≥ 1 on [−1, 1].
Assume p ≤ 8, so that p

p−4 ≥ 2 and from the Hausdorff-Young inequality again(∑
|S�|

p
p−4

) p−4
p

�
[ ∫

loc

∏3

j=1

∣∣∣∣ ∑
0≤m≤N

eiθjm
2t

∣∣∣∣
p
4

dt

] 4
p

�
[ ∫

loc

∣∣∣∣ ∑
0≤m≤N

eim
2t

∣∣∣∣
3p
4

dt

] 4
p

. (1.1.9)

Since p > 16
3 , q = 3p

4 > 4 and∫
loc

∣∣∣∣ ∑
0≤m≤N

eim
2t

∣∣∣∣qdt ∼ Nq−2 (1.1.10)

(immediate from Hardy-Littlewood).
Therefore,

(1.1.9) � N3− 8
p ,

and substituting in (1.1.8), we obtain (1.1.3)

‖eit�f ‖Lpt L4
x
≤ CN 3

4− 2
p ‖f ‖2

for p ≤ 8. For p > 8, the result simply follows from

‖eit�f ‖Lpt L4
x
≤ N2( 1

8− 1
p )‖eit�f ‖L8

t L
4
x
. (1.1.11)

This proves Proposition 1.

Remarks.

1. For p = 16
3 , we have the inequality

‖eit�f ‖
L

16/3
t L4

x
≤ N 3

8+‖f ‖2 (1.1.12)

assuming suppf̂ ⊂ B(0, N).
2. Inequalities (1.1.3) and (1.1.12) remain valid if supp f̂ ⊂B(a,N) with
a ∈ Z3 arbitrary.
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Indeed,

|eit�f | =
∣∣∣∣ ∑
|m|≤N

f̂ (a +m)ei[(x+2(θ1a1+θ2a2+θ3a3)t).m+Q(m)t]
∣∣∣∣

so that

‖eit�f ‖Lpt L4
x
=
∥∥∥∥ ∑
|m|≤N

f̂ (a +m)ei(x.m+Q(m)t)
∥∥∥∥
L
p
t L

4
x

.

1.2 APPLICATION TO THE 3D NLS

Consider the defocusing 3D NLS

iut +�u− u|u|p−2 = 0 (1.2.1)

on T3 and with � as in (1.1.2).
Assume 4 ≤ p < 6.

Proposition 1.2 (1.2.1) is locally and globally wellposed in H 1 for p < 6.

Sketch of Proof. UsingXs,b-spaces (see [B1]), the issue of bounding the nonlinearity
reduces to an estimate on an expression

‖ |eit�φ1| |eit�φ2| |eit�ψ |p−2‖1,

with ‖φ1‖2, ‖φ2‖2 ≤ 1 and ‖ψ‖H 1 ≤ 1.
Thus we need to estimate

‖ |eit�φ1| |eit�ψ | p−2
2 ‖2. (1.2.2)

By dyadic restriction of the Fourier transform, we assume further

supp φ̂1 ⊂ B(0, 2M)\B(0,M) (1.2.3)

supp ψ̂ ⊂ B(0, 2N)\B(0, N) (1.2.4)

for some dyadicM,N > 1.
Write

(1.2.2) ≤ ‖[eit�φ1][eit�ψ](1 + |eit�ψ |2) p4 −1‖2, (1.2.5)

where (1 + |z|2) p4 −1 is a smooth function of z.
If in (1.2.3), (1.2.4),M > N , partition Z3 in boxes I of size N and write

φ1 =
∑
I

PIφ1,

and by almost orthogonality

(1.2.5) �
[∑
I

‖ |eit�PIφ1| |eit�ψ |(1 + |eit�ψ |2) p4 −1‖2
2

]1/2

. (1.2.6)
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For fixed I , estimate

‖ |eit�PIφ1| |eit�ψ |(1 + |eit�ψ |2) p4 −1‖2

≤ ‖eit�PIφ1‖L16/3
t L4

x
‖eit�ψ‖

L
16/3
t L4

x

(
1 + ‖eit�ψ‖

L
8( p2 −2)
t L∞x

) p
2 −2
, (1.2.7)

and in view of (1.1.12) and Remarks (1), (2) above and (1.2.4),

‖eit�PIφ1‖L16/3
t L4

x
≤ N 3

8+‖PIφ1‖2 (1.2.8)

‖eit�ψ‖
L

16/3
t L4

x
≤ N 3

8+N−1‖ψ‖H 1 < N− 5
8+. (1.2.9)

To bound the last factor in (1.2.7), distinguish the cases

(A) 4 ≤ p ≤ 16
3

Then 8(p2 − 2) ≤ 16
3 and by (1.2.9)

‖eit�ψ‖
L

8( p2 −2)
t L∞x

≤ ‖eit�ψ‖
L

16/3
t L∞x ≤ N3/4‖eit�ψ‖

L
16/3
t L4

x
< N1/8+. (1.2.10)

Substitution of (1.2.8)–(1.2.10) in (1.2.7) gives

N− 1
4+N

1
8 (
p
2 −2)+‖PIφ1‖2 ≤ N− 1

6+‖PIφ1‖, (1.2.11)

hence

(1.2.6) < N− 1
6+.

(B) 16
3 < p < 6

‖eit�ψ‖
L

8( p2 −2)
t L∞x

≤ N 3
8− 1

2p−8+ 3
4 ‖eit�ψ‖

L
16/3
t L4

x
< N

1
2− 1

2(p−4)+ (1.2.12)

and

(1.2.7) ≤ N p4 − 3
2+‖PIφ1‖2 (1.2.13)

(1.2.6) < N
p
4 − 3

2+.

This proves Proposition 1.2.

1.3 IMPROVED L4-BOUND

It follows from (1.1.12) that

‖eit�f ‖L4
t,x
≤ N 3

8+‖f ‖2 if supp f̂ ⊂ B(0, N). (1.3.1)



8 CHAPTER 1

In this section, we will obtain the following first improvement:

‖eit�f ‖L4
t,x
≤ N 7

20 ‖f ‖2 for supp f̂ ⊂ B(0, N). (1.3.2)

Restrict f̂ to a one level set, thus

f̂ = f̂ χ�μ (1.3.3)

with

�μ = {n ∈ [−N,N ]3| |f̂ (n)| ∼ μ}

|�μ| ≤ μ−2. (1.3.4)

In what follows, we assume f of the form (1.3.3).

Lemma 1.1

‖eit�f ‖L4
x,t
< μ1/6N

1
2+ (1.3.5)

Proof. From estimates (1.1.4) and (1.1.5′) with p = 4 and letting

cn =
{
μ if n ∈ �μ
0 otherwise

we get the following bound on ‖eit�f ‖2
4:

μ2

[∑
a∈Z3

∑
�∈Z

|(a +S�) ∩ (2�μ) ∩ (2a − 2�μ)|2
]1/2

. (1.3.6)

Recall also estimate (1.1.9) for p = 16
3 ,(∑

|S�|4
)1/4
< N

3
2+. (1.3.7)

Hence, if we denote for L ≥ 1 (a dyadic integer)

LL = {� ∈ Z
∣∣ |S�| ∼ N 3

2+L−1/4}, (1.3.8)

it follows that

|LL| < L. (1.3.9)

Estimate (1.3.6) by

μ2

[∑
�∈Z

|S�|
∑
a

|(a +S�) ∩ (2�μ) ∩ (2a − 2�μ)|
]1/2

(1.3.10)

and restrict in (1.3.10) the �-summation to LL.
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There are the following two bounds:

μ2

[ ∑
�∈LL

|S�|
∑
a

|(a +S�) ∩ (2�μ)|
]1/2

≤μ2

[ ∑
�∈LL

|S�|2|�μ|
]1/2

<μN
3
2+L1/4 (1.3.11)

and also

μ2N
3
4+L−1/8

[∑
�,a

|(a +S�) ∩ (2�μ) ∩ (2a − 2�μ)|
]1/2

< μ2N
3
4+L−1/8|�μ| < N 3

4+L−1/8. (1.3.12)

Taking the minimum of (1.3.11), (1.3.12), we obtain μ1/3N1+. Summing over
dyadic values of L � N2, the estimate follows.

Next, we need a discrete maximal inequality of independent interest.

Lemma 1.2 Consider the following maximal function on Z3

F ∗(x) = max
1<�<N2

∑
|Q(y)−�|≤1

F(x + y). (1.3.13)

For

λ > N
1
2 ‖F‖2 (1.3.14)

we have

|[F ∗ > λ]| < N 3
2+‖F‖2

2 λ
−2. (1.3.15)

(‖F‖2 denotes (
∑
x∈Z3 |F(x)|2)1/2).

Proof. Let A = [F ∗ > λ] ⊂ Z3. Thus for x ∈ A, there is �x s.t.

〈F, χx+S�x
〉 > λ.

Estimate as usual

λ.|A| ≤
〈
F,
∑
x∈A
χx+S�x

〉
≤‖F‖2

∥∥∥∥∑
x∈A
χx+S�x

∥∥∥∥
2

=‖F‖2[|A|max
�
|S�| + |A|2 max

x �=y |(x +Sx) ∩ (y +Sy)|]1/2. (1.3.16)

Use the crude bound |S�| < N 3
2+ from (1.3.7) and denote

K = max
x,y∈Z3,x �=y

|(x +Sx) ∩ (y +Sy)|. (1.3.17)
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From (1.3.16), we conclude that

|A| < N 3
2+‖F‖2

2 λ
−2 (1.3.18)

if

λ > ‖F‖2K
1/2. (1.3.19)

It remains to evaluate K .
If n ∈ Z3 lies in (x +S�x ) ∩ (y +S�y ), then

|Q(x − n)− �x | ≤ 1

|Q(y − n)− �y | ≤ 1,

and subtracting

|2θ1(x1 − y1)n1 + 2θ2(x2 − y2)n2 + 2θ3(x3 − y3)n3

−Q(x)+Q(y)+ �x − �y | ≤ 2. (1.3.20)

Since x �= y in Z3, |x− y| ≥ 1 and (1.3.20) restricts n to a 1-neighborhood
∏
(1) of

some plane
∏

. Therefore (fig. 1.1.),

|(x +Sx) ∩ (y +Sy)

∣∣∣∣ < max
�,
∏ |S� ∩

∏
(1)

∣∣∣∣ (1.3.21)

Fig. 1.1.

Recall that S� is a 1√
�
-neighborhood of a “regular” ellipsoid E of size

√
�. Esti-

mate the number of lattice points |S� ∩∏(1) | in S� ∩∏(1) by the area of E inside∏
(1). By affine transformation, we may assume E a sphere of radius at most N . A

simple calculation shows that this area is at most ∼ N . HenceK � N and (1.3.18)
holds if (1.3.14).

This proves Lemma 1.2.
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Remark. The number K in (1.3.17) allows more refined estimates that will be
pointed out later.

Taking in Lemma 1.2 F = χ2�μ , we get

Corollary 1.3 If λ > N
1
2μ−1, then

|{a ∈ Z3| max
��N2

|(a +S�) ∩ 2�μ| > λ}| < N 3
2+(μλ)−2. (1.3.22)

Now we establish

Lemma 1.4

‖eit�f ‖4 < N
3

16+ +N 1
8μ−

1
4 . (1.3.23)

Proof. We return to (1.3.6).
Denote for dyadic λ

Aλ = {a ∈ Z3 ∩ [−N,N ]3|max
�
|(a +S�) ∩ (2�μ)| ∼ λ}.

For a ∈ Aλ, there are at most μ−2λ−1 values of � ∈ Z s.t.

|(a +S�) ∩ (2�μ)| > λ (1.3.24)

(since the S� are disjoint).

We estimate ∑
a∈Aλ

∑
�∈Z

(1.3.24)

|(a +S�) ∩ (2�μ) ∩ (2a − 2�μ)|2 (1.3.25)

distinguishing the following two cases:

Case 1.1 λ ≤ N 1
2μ−1.

Write

(1.3.25)≤λ
∑
a

∑
�∈Z

|(a +S�) ∩ (2�μ) ∩ (2a − 2�μ)|

<λ|�μ|2 < N 1
2μ−5. (1.3.26)

Case 1.2 λ > N
1
2μ−1.

Then (1.3.22) applies and |Aλ| < N 3
2+(μλ)−2. Hence

(1.3.25) < |Aλ|μ−2λ < N
3
2+μ−4λ−1. (1.3.27)

Since there is also the obvious bound given by (1.3.26)

(1.3.25) < λμ−4, (1.3.28)
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we obtain

(1.3.25) < N
3
4+μ−4. (1.3.29)

Substitution of (1.3.26), (1.3.29) implies

‖eit�f ‖2
4 ≤ (1.3.6) < N

1
4μ−

1
2 +N 3

8+.

Proposition 1.3 ‖eit�f ‖L4
x,t
≤ N 7

20+‖f ‖2 if suppf̂ ⊂ B(0, N).
Proof. With f as above, it follows from Lemma 1.1 and 1.4 that

‖eit�f ‖4 < N
3

16+ + min(μ
1
6N

1
2+, N

1
8μ−

1
4 ) < N

7
20+.

As a corollary of Proposition 1.3, we get the following wellposedness result for
cubic NLS in 3D.

Proposition 1.4 Consider iut + �u ± u|u|2 = 0 on T3 and with � as above.
There is local wellposedness for u(0) ∈ Hs(T3), s > 7

10 .

1.4 A REFINEMENT OF PROPOSITION 3

Our purpose is to improve upon Lemma 1.2 by a better estimate on the quantity K
in (1.3.17), thus

|(x + Eε) ∩ (x ′ + E ′ε) ∩ Z3|, (1.4.1)

where E, E ′ are nondegenerated ellipsoids centered at 0 of size∼ R < N and ε = 1
R

refers to an ε′-neighborhood, x �= x ′ in Z3.
The main ingredients are versions of the the standard Jarnick argument to estimate

the number of lattice points on a curve (cf. [Ja]). Here we will have to deal with
neighborhoods.

We start with a 2-dimensional result.

Lemma 1.5 Let E be a “regular” oval in R2 of size R. Then

max
a
|B(a,R1/3) ∩ E 1

R
∩ Z2| < C. (1.4.2)

In particular

|E 1
R
∩ Z2| < CR2/3 (1.4.3)

and for all ρ > 1

|B(a, ρ) ∩ E 1
R
∩ Z2| < Cρ2/3 (1.4.4)

(E 1
R

denotes a 1
R

-neighborhood of E).
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Proof. Let P1, P2, P3 be noncolinear points in B(a, cR1/3) ∩ E 1
R
∩ Z2, letting c be

a sufficiently small constant. Following Jarnick’s argument,

0 �= area triangle (P1, P2, P3) = 1

2
|
∣∣∣∣ 1 1 1
P1 P2 P3

∣∣∣∣ ∈ 1

2
Z+

and hence

area (P1, P2, P3) ≥ 1

2
. (1.4.5)

Take P ′1, P ′2, P ′3 ∈ E so that |Pj − P ′j | < 1
R

. Clearly,∣∣∣∣ ∣∣∣∣ 1 1 1
P1 P2 P3

∣∣∣∣− ∣∣∣∣ 1 1 1
P ′1 P ′2 P ′3

∣∣∣∣ ∣∣∣∣ < R 1
3R−1 � 1

so that

area (P ′1, P
′
2, P

′
3) >

1

4
. (1.4.6)

On the other hand, obviously

area (P ′1, P
′
2, P

′
3) ≤ cR1/3R

2/3

R
� 1 (1.4.7)

a contradiction. This proves (1.4.2), observing that if� is a line, then clearly�∩E 1
R

is at most of bounded length. Hence |E 1
R
∩� ∩ Z2| < C.

Partitioning E 1
R

in sets of size cR1/3 (1.4.3) follows.

Finally, estimate (1.4.4) by min(1 + ρR−1/3, R2/3) � ρ2/3.

Remark. Projecting on one of the coordinate planes, Lemma 1.5 applies equally
well to a regular oval E in a 2-plane

∏
in R3 and

max
a
|B(a,R1/3) ∩ E 1

R
∩ Z3| < C (1.4.8)

and

max
a
|B(a, ρ) ∩ E 1

R
∩ Z3| < Cρ2/3, (1.4.9)

where E is of size R and E 1
R

denotes an 1
R

-neighborhood of E .

There is an obvious extension of (1.4.2) in dimension 3. One has

Lemma 1.6 Let E be a 2-dim regular oval in R3 of size R. Then, for all a ∈ R3

and appropriate c, B(a, cR1/4) ∩ E 1
R
∩ Z3 does not contain 4 noncoplanar points.

Proof. If P1, P2, P3, P4 are noncoplanar points in B(a, cR1/4) ∩ E 1
R
∩ Z3 and

|Pj − P ′j | < 1
R
, P ′j ∈ E , write

1

6
Z+ � Vol (P1, P2, P3, P4) = Vol (P ′1, P

′
2, P

′
3, P

′
4)+ 0(R1/2R−1),
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and hence

Vol (P ′1, P
′
2, P

′
3, P

′
4) >

1

7
. (1.4.10)

On the other hand, this volume may be estimated by the volume of the cap obtained

as convex hull conv(E ∩ B(a, cR1/4) bounded by (cR1/4)2 R
1
2

R
� 1. This proves

Lemma 1.6.

We now return to (1.3.21) and estimate |E 1
R
∩ ∏(1) ∩Z3|, where

∏
(1) is a 1-

neighborhood of a plane
∏

in R3. Our purpose is to show

Lemma 1.7 ∣∣∣∣E 1
R
∩
∏
(1)
∩Z3

∣∣∣∣ < R2/3+. (1.4.11)

Proof. (see fig. 1.2.).

Fig. 1.2.

Thus E ∩∏(1) is a truncated conical region of base-size Rθ , slope θ and height 1,
for some θ > 1

R
.

Consider first the case θ < R−1/4. Partition E 1
R
∩∏(1) in ∼ R− 1

2 (Rθ) 1
θ

regions

D of size cR1/4. According to Lemma 1.6, D ∩ Z3 consists of coplanar points,
therefore lying in some plane P ⊂ R3 and

D ∩ Z = D ∩ P ∩ E 1
R
∩ Z3. (1.4.12)
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P ∩E is an ellipse E ′ of size r (we may assume r � 1) and we claim that P ∩E 1
R
⊂

E ′1
r

= 1
r
-neighborhood of E ′. To see this, we may by affine transformation assume

E to be a sphere of radius R, in which case it is a straightforward calculation.
From (1.4.12) and the preceding,

|D ∩ Z3| ≤ |D ∩ E ′1
r

∩ Z3|
<C(diam D)2/3
<CR1/6, (1.4.13)

applying (1.4.9) to E ′1
r

in the plane P .

We conclude that for θ < R−1/4,∣∣∣E 1
R
∩
∏
(1)
∩Z3

∣∣∣ < CR 1
2R

1
6 < CR

2
3 (1.4.14)

and hence (1.4.12).
Assume next that θ > R−1/4.
LetD > 1 be such that B(a,D) ∩ E 1

R
∩∏(1) ∩Z3 (for some a ∈ R3) contains 4

noncoplanar points P1, P2, P3, P4. Assume

D < (θR)1/2. (1.4.15)

Repeating the argument in Lemma 1.6, let |Pj −P ′j | ≤ 1
R

, P ′j ∈ B(a,D+ 1)∩ E ∩∏
(2).
By (1.4.15),

Vol (P ′1, P
′
2, P

′
3, P

′
4) >

1

6
− 0(D2R−1) >

1

7
. (1.4.16)

Considering sections parallel to
∏

, write an upper bound on the left side of (1.4.16)
by

Vol
(

conv(B(a, 2D) ∩ E ∩
∏
(2)

)
≤ DD

2

Rθ
. (1.4.17)

Together with (1.4.16), (1.4.17) implies

D � (Rθ)1/3 � 1

θ
, (1.4.18)

which therefore holds independently from assumption (1.4.15).
Next, we consider a cover of E 1

R
∩∏(1) by essentially disjoint balls B(aα,Dα)

chosen in such a way that the following properties hold:

1. (1.4.19) All elements of B(aα,Dα) ∩ E 1
R
∩∏(1) ∩Z3 are coplanar.

2. (1.4.20) B(aα, 2Dα) ∩ E 1
R
∩∏(1) ∩Z3 contains 4 noncoplanar points.

By (1.4.18),Dα > 1
θ
. Fixing a dyadic size θR >D> 1

θ
and considering α’s such

that

Dα ∼ D, (1.4.21)



16 CHAPTER 1

their number is at most

Rθ

D
. (1.4.22)

Proceeding as earlier, let P be a plane containing the elements of

B(aα,Dα) ∩ E 1
R
∩
∏
(1)
∩Z3 (1.4.23)

and E ′ an ellipse of size r in P such that E ′ = P ∩ E, E ′1
r

⊃ E 1
R
∩ P .

Let P1 be any point in (1.4.23) and denote τ the tangent plane to E at P1, ψ the
angle of τ and P . Thus (fig. 1.3.),

r ∼ Rψ

Fig. 1.3.

If ψ � θ , then r ∼ Rψ � Rθ and we estimate∣∣∣B(P1, 2D) ∩
∏
(1)
∩ E ′1

r

∩ Z3
∣∣∣ � D.r−1/3. (1.4.24)

The corresponding contribution to E 1
R
∩∏(1) ∩Z3 is at most

Rθ

D
D(Rθ)−1/3 � R2/3. (1.4.25)

Assume thus ψ � θ , in which case θ ≈ angle (
∏
,P) and

diam
(
E ′ ∩

∏
(1)

)
∼
√
r

θ
. (1.4.26)
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Estimate∣∣∣∣B(P1, 2D) ∩
∏
(1)
∩E ′1

r

∩ Z3

∣∣∣∣ � min

(
D,

√
r

θ

)
r−1/3 < θ−1/3D1/3, (1.4.27)

which collected contribution to E ∩∏(1) ∩Z is bounded by

Rθ

D
θ−1/3D1/3 = Rθ

2/3

D2/3
≤ R

D2/3
. (1.4.28)

We may thus assume D < R1/2.
Assume (1.4.23) contains K points and denote d < D the diameter of (1.4.23).

Hence, from (1.4.26),

θd2 � r. (1.4.29)

Partitioning E ′ in arcs of size d
K

, we get thus a set E ′1
r

∩B(P1,
d
K
)∩Z3 containing 3

noncollinear points P1, P2, P3 from (1.4.23). Recalling assumption (1.4.20) there
is P ∈ B(P1, 2D) ∩ E 1

R
∩∏(1) ∩Z3 such that P1, P2, P3, P are noncoplanar and

therefore

Vol (P1, P2, P3, P ) ≥ 1

6
. (1.4.30)

Estimate from above (since P1, P2, P3 ∈ P)
Vol (P1, P2, P3, P )≤ area (P1, P2, P3) dist (P,P)

� 1

r

(
d

K

)3

dist (P,P). (1.4.31)

(We use here the fact that P1, P2, P3 ∈ E ′1/r and diam{P1, P2, P3} < d
K

.)
It remains to estimate dist (P,P).
Letting τ be again the tangent plane at P1, write

dist (P,P) ≤ |P − P | + dist (P ,P), (1.4.32)

where P̄ ∈ τ

|P − P | = dist (P, τ ) � D
2

R
< 1, (1.4.33)

and hence

P ∈ τ ∩
∏
(2)
∩B(P1, 2D + 1).

We may assume P1 ∈∏. Denote �0 the line

�0 =
∏

∩τ (1.4.34)

and �1 the line

�1 = P ∩ τ. (1.4.35)
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Thus P1 ∈ �0 ∩ �1
dist (P ,P) = dist (P , �1) angle (τ,P)= dist (P , �1)ψ

∼ r
R

dist (P , �1)

∼ r|P̄ − P1|
R

angle ([P1, P ], �1). (1.4.36)

By assumption, there is a point P4 ∈ (1.4.23) s.t.

d

2
< |P1 − P4| ≤ d. (1.4.37)

Thus P4 ∈ P ∩∏(1). Estimate

angle ([P1, P ], �1)≤ angle ([P1, P4], �1)+ angle ([P1, P ], [P1, P4])
= (1.4.38)+ (1.4.39).

Since dist (P4, τ ) ∼ d2

R
, we have

d2

R
∼ dist (P4, �1).ψ

and

(1.4.38) ∼ 1

d
dist (P4, �1) ∼ d

Rψ
∼ d
r
. (1.4.40)

Estimate

(1.4.39) ≤ angle ([P1, P ], �0)+ angle ([P1, P4], �0). (1.4.41)

Since dist (P4,
∏
) ≤ 1 and dist (P4, τ ) ∼ d2

R
< 1, we get

2 ≥ dist (P4, �0) angle
(
τ,
∏)

= θ. dist (P4, �0)

angle ([P1, P4], �0) � 1

θd
. (1.4.42)

Similarly,

angle ([P1, P ], �0) � 1

θ |P1 − P̄ |
, (1.4.43)

and hence

(1.4.39) � 1

θd
+ 1

θ |P1 − P̄ |
. (1.4.44)

It follows that

angle ([P1, P ], �1) � d
r
+ 1

θd
+ 1

θ |P1 − P̄ |
(1.4.29)
<

1

θd
+ 1

θ |P1 − P̄ |
. (1.4.45)
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Recalling (1.4.36),

dist (P ,P) � rD

Rθd
+ r

Rθ
� rD

Rθd
(1.4.46)

and, by (1.4.32),

dist (P,P) � D
2

R
+ rD
Rdθ
. (1.4.47)

Substituting in (1.4.31) gives by (1.4.30)

1 � d
3D2

rRK3
+ d2D

θRK3

(1.4.29)
� dD2

θRK3

K � D

(θR)1/3
. (1.4.48)

Multiplying with (1.4.22), we obtain again

Rθ

D

D

(θR)1/3
≤ R2/3 (1.4.49)

as a bound on |E 1
R
∩∏(1) ∩Z3|.

This proves Lemma 1.7.
Lemma 1.7 allows for the following improvement of Lemma 1.2.

Lemma 1.2′. Let F ∗ be the discrete maximal function (1.3.13). Then

|[F ∗ > λ]| < N 3
2+‖F‖2

2λ
−2 (1.4.50)

provided

λ > N
1
3+‖F‖2. (1.4.51)

Proof. Returning to the proof of Lemma 1.2, Lemma 1.7 implies the bound on K
introduced in (1.3.17)

K < N
2
3+, (1.4.52)

and (1.3.19) becomes (1.4.51) instead of (1.3.14).
Hence (1.3.32) in Corollary 1.1 holds under the assumption

λ > N
1
3+μ−1, (1.4.53)

which leads to the following improved Lemma 1.3 and Propositions 1.5, 1.6.

Lemma 1.4′.

‖eit�f ‖4 < N
3

16+ +N 1
12+μ−

1
4 . (1.4.54)

Proposition 1.3′.

‖eit�f ‖4 ≤ N 1
3+‖f ‖2 if supp f̂ ⊂ B(0, N). (1.4.55)
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Proposition 1.4′. The 3D cubic NLS iut +�u± u|u|2 = 0 on T3 with � as in
(1.1.2) is locally well-posed for u(0) ∈ Hs(T3), s > 2

3 .
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Chapter Two

Diffusion Bound for a Nonlinear Schrödinger Equation

J. Bourgain and W.-M. Wang

2.1 INTRODUCTION AND STATEMENT OF THE THEOREM

We study diffusion for a nonlinear lattice Schrödinger equation. This problem falls
within the same general category of bounds on the higher Sobolev norms (H 1 and
beyond) for the continuum nonlinear Hamiltonian PDE in a compact domain, e.g., a
circle or a finite interval with Dirichlet boundary conditions; see, e.g., [B]. (Recall
that typically L2 norm is conserved. SoH 1 is the first nontrivial norm to consider.)

As in previous papers [BW1,2], the nonlinear random Schrödinger equation is the
medium where we make the construction, the random variables (potential) being
the needed parameters. Here we work with a slightly tempered equation in 1− d:

iq̇j = vjqj + ε(qj−1 + qj+1)+ λjqj |qj |2 = 0, j ∈ Z, (2.1.1)

where we take, for instance, V = {vj } to be independent, randomly chosen variables
in [0, 1] (uniform distribution). The multiplier {λj }j∈Z satisfies the condition

|λj | < ε(|j | + 1)−τ , (2.1.2)

with τ > 0 fixed and arbitrarily small. Note that τ = 0, λj = 1 for all j ∈ Z, is the
standard lattice random Schrödinger equation.

As in the case λj = 1 for all j ∈ Z, (2.1.1) is a Hamiltonian equation of motion,
with the Hamiltonian

H(q, q̄) = 1

2

(∑
vj |qj |2 + ε

∑
(q̄j qj+1 + qj q̄j+1)+ 1

2

∑
λj |qj |4

)
(2.1.3)

(see (2.2.3, 2.2.4) for more details). We want to study its time evolution. Specifically,
we want to bound ∑

j∈Z

j 2|qj (t)|2 (2.1.4)

in terms of t as t →∞ for initial conditions satisfying∑
j∈Z

j 2|qj (0)|2 <∞. (2.1.5)

Note that typically qj (0)� λj as j →∞.
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The expression in (2.1.4) is sometimes called the “diffusion norm.” The �2 norm∑
j∈Z

|qj |2 is a conserved quantity for (2.1.1) (see (2.2.5)). The initial condition
(2.1.5) shows at t = 0 the concentration on the lower modes qj , with |j | not too
large. The diffusion norm (2.1.4) measures the propagation into higher ones, qj ,
|j | � 1. If one interprets j as an index of Fourier series, then (2.1.4) is the equivalent
of H 1 norm, for example for nonlinear Schrödinger (NLS) on a circle. So in fact
one could also pursue higher moments:∑

j∈Z

j 2s |qj (t)|2

for s > 1, which correspond to Hs norms.
We have the following bound on the diffusion norm (2.1.4):

Theorem. Given τ > 0, κ > 0 and taking 0 < ε < ε(τ, κ), the following is true
almost surely in V . If at t = 0, the initial datum {qj (0)}j∈Z satisfies∑

j∈Z

j 2|qj (0)|2 <∞, (2.1.6)

then ∑
j∈Z

j 2|qj (t)|2 < tκ as t →∞. (2.1.7)

The bound in (2.1.7) shows that if there is propagation, it is very slow∼ tκ/2. If the
initial datum is inH 1, then the growth ofH 1 norm in time cannot be faster than tκ/2.
(Recall also that∼ t1/2 is diffusive,∼ t is ballistic.) In [BW2], we constructed time
quasi-periodic solutions to the standard random Schrödinger equation on Zd , i.e.,
(2.1.1), when λj = 1 for all j and in any dimension on a set of V of positive measure
and for a corresponding appropriate set of small initial data with compact support.
Clearly such initial data are a subset of qj satisfying (2.1.6). The present theorem
is an attempt to address the growth of Sobolev norm for more generic initial data.

The proof of the above theorem is, however, unlike [BW2]. We rely on the under-
lying Hamiltonian structure and make symplectic transforms to render (2.1.3) into
a normal form amenable to the proof. The main feature of this normal form, to be
spelled out completely in (2.2.10–2.2.13) is that it contains energy barriers centered
at some ±j0 ∈ Z, j0 > 1 of width ∼ log j0, where the terms responsible for mode
propagation are small ∼ 1/jC0 (C ∼ 1/κ); see (2.2.19, 2.2.20). In (2.1.3), the mode
propagation terms are ε(q̄j qj+1 + qj q̄j+1), where ε, even though small, does not
decay with j .

We traverse the usual path in order to reach the desired normal form in (2.2.10–
2.2.13). The symplectic transformations are generated by auxiliary polynomial
Hamiltonians (cf. (2.3.13)) related to theH in (2.1.3). This is the content of sections
2.2 and 2.3.

Here we only want to point out that condition (2.1.2) plays an essential role in the
construction. It enables us to work only with monomials of bounded degrees. The
small divisors arising in the process (cf. (2.3.13)) are then controlled by shifting
in V . We estimate the probability measures of the lower bounds on these small
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divisors in section 2.4, where we also probabilistically determine j0. Here the 1−d
setting plays a crucial role.

The specific form of the nonlinearity, on the other hand, is inessential. It can
be more general (see section 2.2). Due to the polynomial nature, these symplectic
transforms preserve the �2 norm (cf. (2.5.7)). So it remains a conserved quantity.

In the subject of random Schrödinger equations, whether in d = 1 or d > 1, even
in the linear case, where λj = 0, no argument for any diffusive behavior, i.e.,∑

j 2|qj (t)|2 � tα, (α > 0), (2.1.8)

seems to be known. What is better documented in the linear case, λj = 0 is the
“complement” of (2.1.8), i.e., Anderson localization (A. L.) (see, e.g., [FS, vDK]),∑

j 2|qj (t)|2 <∞ as t →∞ (2.1.9)

for the initial conditions satisfying (2.1.5), ε � 1 and appropriate probability distri-
bution for V = {vj }. So it is tempting to ask whether, in fact, for (2.1.1) the bound
(2.1.7) could be bettered to

sup
t

∑
j 2|qj (t)|2 <∞, (2.1.10)

which would be a nonlinear version of “dynamical localization,” well known to hold
in the linear case (i.e., λj = 0); see, e.g., [DG].

The problem of retaining (2.1.7) when we only assume |λj |<δ, which corre-
sponds to the usual random Schrödinger equation, remains largely open. In [BW2],
time quasi-periodic solutions were constructed for δ� 1 and carefully chosen initial
conditions, which are special cases of (2.1.6). For this special set of initial condi-
tions, manifestly (2.1.10) holds. Does this tempt us to put forth (2.1.10) for initial
conditions satisfying (2.1.6) as a conjecture?

2.2 STRUCTURE OF TRANSFORMED HAMILTONIANS

Recall from section 2.1 the tempered nonlinear random Schrödinger equation:

iq̇j = vjqj + ε(qj−1 + qj+1)+ λjqj |qj |2 = 0, j ∈ Z, (2.2.1)

where V = {vj } is a family of i.i.d. random variables in [0, 1] with uniform distri-
bution, 0 < ε � 1. The multiplier λj satisfies the condition

|λj | < ε(|j | + 1)−τ , (2.2.2)

with τ > 0 fixed and arbitrarily small. As mentioned in section 2.1, (2.2.2) (previ-
ously (2.1.2)) is crucial for the construction below.

We recast (2.2.1) as a Hamiltonian equation of motion, with the Hamiltonian

H(q, q̄) = 1

2

(∑
vj |qj |2 + ε

∑
(q̄j qj+1 + qj q̄j+1)+ 1

2

∑
λj |qj |4

)
. (2.2.3)
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(2.2.1) can be rewritten as

iq̇j = 2
∂H

∂q̄j
. (2.2.4)

Remark. The connection with the usual canonical variables (ξ, x) is q = ξ + ix,
q̄ = ξ − ix. The equation of motion in the (ξ, x) coordinates is

ξ̇ = ∂H
∂x
, ẋ = −∂H

∂ξ
,

which can be rewritten as a single equation, namely (2.2.4).

As in the linear case (λj = 0), the �2 norm is conserved, since

∂

∂t

∑
|qj |2 =

∑
j∈Z

qj ˙̄qj + q̇j q̄j

= 2i

(∑
j∈Z

qj
∂H

∂qj
−
∑
j∈Z

∂H

∂q̄j
q̄j

)
= 2i

[∑
j∈Z

(qj q̄j−1 + qj q̄j+1)−
∑
j∈Z

(qj+1q̄j + qj−1q̄j )

]
= 0.

(2.2.5)

It is worth noting that the cancellation of the two sums is due to the fact that the sum
is over Z.

The nonlinear term
∑
λj |qj |4 by itself conserves the individual action variables

|qj |2. It is the combination with the angular variable ε term in (2.2.3), which is the
culprit for diffusion into higher modes qj , j � 1.

In the linear case, diffusion is obstructed by the random potential V = {vj } by
proving A. L., i.e., the existence of a complete set of �2 eigenfunctions which are
well localized with respect to the canonical basis of Z or more generally Zd . In
the nonlinear case, we again use the random potential V = {vj } to obstruct energy
transfer from low to high modes by creating “zones” in Z, where the only mode
coupling term is of order O(∑ |j |−C |qj |2) � ε. This obstruction is achieved by
invoking the usual process of symplectic transformations, to be described shortly.

Here it suffices to remark that due to the finite range (or more generally sufficiently
short range) nature of the Hamiltonian in (2.2.3), we only need one such zone, say
centered at±j0 (depending on t and determined probabilistically) of widthW(j0)�
j0, in order to control the time derivative of the truncated sum of higher modes:

∂

∂t

∑
|j |>j0

|qj (t)|2 (2.2.6)

(cf. (2.2.5) and the comment afterwards), which in turn enables us to control the sum∑
j∈Z

j 2|qj (t)|2. (2.2.7)

As mentioned earlier, the decay assumption on the nonlinearity in (2.2.2) is cru-
cial. It permits us to deal with monomials of bounded degrees. This is, in fact, what
prevents us from being able to make a statement for λj = 1, which corresponds



DIFFUSION BOUNDS 25

to the standard nonlinear Schrödinger equation. On the other hand, the specific
form of the nonlinearity in (2.2.1) is inessential, as long as it is of finite range or
sufficiently short range and of bounded degree, for example, |qj |4 may be replaced
by �|qj |2q̄j |qj+1|2qj+1 in the finite-range case and

|qj |2
∑
k

e−
C
ε |j−k||qk|2

in the short-range case. Finally, in the measure estimates, we make crucial use of
the 1− d setting, i.e., the barrier zones are of width and hence volumeW(j0)� j0.

In what follows, we will deal extensively with monomials (polynomials) in qj .
So we first introduce some notions. Rewrite any monomial in the form∏

j∈Z

q
nj
j q̄
n′
j

j . (2.2.8)

Let n = {nj , n′j }j∈Z ∈ NZ × NZ. We use three notions: support, diameter, and
degree:

supp n = {j |nj �= 0 or n′j �= 0}
�(n) = diam {supp n}
|n| =

∑
j∈supp n

nj + n′j .
(2.2.9)

For example, the monomial qk0 q̄k0+1 in H in (2.2.3) has supp n = {k0, k0 + 1},
�(n) = 1, |n| = 2; while the monomial |qk0 |4 has supp n = {k0}, �(n) = 0,
|n| = 4. Note that in both cases:

∑
supp n nj =

∑
supp n n

′
j , which is a general feature

of polynomial Hamiltonians.
If, furthermore, nj = n′j for all j ∈ supp n, then the monomial is called reso-

nant. Otherwise it is nonresonant. |qk0 |4 is resonant, qk0 q̄k0+1 is nonresonant. It
is important to observe at this point that nonresonant monomials contribute to the
truncated sum in (2.2.6), while resonant ones do not, in view of (2.2.5).

2.2.1 Structure of Transformed Hamiltonians

To control the sum in (2.2.6), (which leads to control of the sum in (2.2.7)), we
transform H in (2.2.1) to H ′ of the form

H ′ = 1

2

∑
j∈Z

(vj + wj)|qj |2 (2.2.10)

+
∑

n∈NZ×NZ

c(n)
∏

supp n

q
nj
j q̄
n′
j

j (2.2.11)

+
∑

n∈NZ×NZ

d(n)
∏

supp n

|qj |2nj (2.2.12)

+O
(∑
j∈Z

|j |−C |qj |2
)
, (2.2.13)
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where (2.2.11) consists of nonresonant monomials,
∑
nj = ∑

n′j (nj �= n′j for
some j ), (2.2.12) consists of resonant monomials of degree at least 4. In (2.2.13)
(and in the sequel), C stands for a fixed large constant, in fact C ∼ 1/κ , κ as in the
theorem. The coefficients c(n), d(n) satisfy the bounds

|c(n)| + |d(n)| < exp(−ρ{�(n)+ 1) log
1

ε
+ τ(|n| − 2) log(|j | + 1)}), (2.2.14)

where j = min(|min{supp n}|, |max{supp n}|) and ρ > 1/10.
The transformation fromH toH ′ is symplectic,H ′ = H ◦�, with � symplectic.

It is a finite step iterative process, (2.2.13) is the remainder. LetHs , �s be the Hamil-
tonian and the transformation at step s, Hs+1 = Hs ◦ �s . At each step s, �s is the
symplectic transformation generated by an appropriate polynomial Hamiltonian F .
Hs+1 is the time-1 map, computed by using a convergent Taylor series of successive
Poisson brackets of Hs and F (see section 2.3).

At the initial step, H1
def=H given by (2.2.1) satisfies

(2.2.10) : wj = 0; (2.2.15)

(2.2.11) : |n| = 2, �(n) = 1, |c(n)| ≤ ε; (2.2.16)

(2.2.12) : |n| = 4, �(n) = 0, |d(n)| < ε(|j | + 1)−τ ; (2.2.17)

(2.2.13) = 0.

So that (2.2.14) holds with ρ = 1/2. Along the iteration process ρ = ρs will slightly
vary, but (2.2.14) will be shown to hold for c = cs , d = ds with ρs > 1/10. Note
also that (2.2.14) implies in particular that

|d(n)| < ε1/10(|j | + 1)−τ/5 (2.2.18)

(compare with (2.2.2, 2.2.17)).
The purpose of H ′ given by (2.2.10–2.2.13) is to manifest an “energy barrier.”

Assume we have fixed a large j0 ∈ Z+. We require further that

|c(n)| < δ if supp n ∩ {[−b,−a] ∪ [a, b]} �= ∅, (2.2.19)

where δ < j−C0 , C as in (2.2.13) and[
j0 − 1

2
log j0, j0 + 1

2
log j0

]
⊂ [a, b] ⊂ [j0 − log j0, j0 + log j0]. (2.2.20)

Remark. The construction ofH ′ depends on j0, which is determined probabilisti-
cally and dependent on t : j0 = j0(t), j0 →∞ as t →∞.

At each step s, in (2.2.19, 2.2.20) we make the replacement: c= cs , δ= δs , a = as ,
b = bs . δs will be shown in section 2.3 to satisfy

δs+1 = δ19/10
s + j−τ/20

0 δs. (2.2.21)
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From (2.2.16), δ1 = ε. We terminate the construction at step s� ∼ log log j0 such
that

δs� < j
−C
0 , (2.2.22)

same C as in (2.2.13).

Remark. Looking ahead, we comment here that the first term in (2.2.21) comes
from Poisson brackets of polynomials with coefficients c, while the second one
comes from polynomials with coefficients c and d (cf. (2.2.18, 2.2.19)).

From (2.2.14), we may restrict ourselves to monomials
∏
q
nj
j q̄
n′
j

j satisfying

�(n)�C log(|j | + 1)

log 1
ε

, (2.2.23)

|n|� C
τ

(hence bounded degree). (2.2.24)

The others are captured by (2.2.13) inH ′. (2.2.19, 2.2.20, 2.2.23) then show that the
construction ofH ′ fromH only involves modes j ∈ Z for which

∣∣|j |−j0∣∣ � log j0.
So in particular wj = 0 unless

∣∣|j | − j0∣∣ � log j0. This point will be important in
the measure estimates.
H ′ can now be used to control the sum in (2.2.6) as follows. We check in section

2.5 that the symplectic transform � preserves
∑
j 2|qj |2 up to a factor of 2. So qj

in (2.2.6) could be taken as the new qj . (2.2.23) and (2.2.5) then give that

∂

∂t

∑
|j |≥j0

|qj (t)|2 = 2i
∑

| |j |−j0|�C log |j0 |
log 1
ε

∑
n

supp n∩j �=∅

×(nj − n′j )c(n)
∏
k∈supp n

q
nk
k q̄
n′
k
k +O(j−C0 ) ∼ j−C0 (2.2.25)

by using (2.2.19). This is because the sum∑
| |j |−j0|>C log |j0 |

log 1
ε

∑
n

supp n∩j �=∅

(nj − n′j )c(n)
∏
k∈supp n

q
nk
k q̄
n′
k
k = 0 (2.2.26)

by shifting the index j and using (2.2.23). Note that (2.2.10, 2.2.12) do not con-
tribute.

2.2.2 Some Preliminary Comments on the Measure Estimates

In (2.2.10), wj = wj(V ) and all coefficients, in particular c(n), d(n) depend on V .
LetW = {wj }j∈Zd . We assume

|∇V c(n)| + |∇V d(n)| � 1, (2.2.27)
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and ∥∥∥∥∂W∂V
∥∥∥∥
�2→�2

<
√
ε. (2.2.28)

Note that the initial Hamiltonian H in (2.2.1) trivially satisfies (2.2.27, 2.2.28).
As mentioned previously,wj = 0 unless

∣∣|j |− j0∣∣ � log j0, (2.2.28) implies that
the frequency modulation map V → Ṽ = V +W satisfies

j
−√ε
0 < (1 −√

ε)log j0 <

∣∣∣∣ det
∂Ṽ

∂V

∣∣∣∣ < (1 +√
ε)log j0 < j

√
ε

0 . (2.2.29)

The nonresonance estimates in section 2.3 on symplectic transforms are expressed in
terms of Ṽ . So (2.2.29) will be important in section 2.4, where these nonresonance
conditions are translated into probabilistic estimates in V .

It is essential at this point to point out that, if j0 is fixed, the desired normal form
H ′ as in (2.2.10–2.2.13), satisfying (2.2.14, 2.2.19, 2.2.20) can only be achieved
with small probability in V . However, by varying j0 in a dyadic interval, H ′ may
be achieved with large probability.

2.3 ANALYSIS AND ESTIMATES OF THE

SYMPLECTIC TRANSFORMATIONS

We now make explicit the symplectic transformations that were often hinted at in
the previous sections. The analysis is straightforward. It is a finite-step induction.
The main objective is to check that c(n), d(n) satisfy (2.2.14, 2.2.19, 2.2.27) and
W satisfy (2.2.28) at each step s.

At the first step: s = 1,

H1 = H = 1

2

(∑
vj |qj |2 + ε

∑
(q̄j qj+1 + qj q̄j+1)+ 1

2

∑
λj |qj |4

)
(2.3.1)

from (2.2.3). Let ηj denote the canonical basis of Z, (2.2.14, 2.2.19) are satisfied
with

c(n) = c(ηj × ηj+1) = ε
2
, |n| = 2, �(n) = 1, supp n = {j, j + 1, j ∈ Z},

= 0 otherwise.
(2.3.2)

d(n) = d(ηj × ηj )= λj
4
, |λj | < ε(|j | + 1)−τ , |n| = 4, �(n) = 0,

supp n = j, j ∈ Z,

= 0 otherwise. (2.3.3)

(2.2.27) is trivially satisfied with

|∇V (c)| = |∇V (d)| = 0; (2.3.4)
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and so is (2.2.28):

W = 0; ∂W

∂V
= 0. (2.3.5)

Assume that we have obtained at step s, the HamiltonianHs in the form (2.2.10–
2.2.13), satisfying (2.2.14, 2.2.19, 2.2.20, 2.2.27, 2.2.28)s , i.e., (2.2.14, 2.2.19,
2.2.20, 2.2.27, 2.2.28) at step s. Our aim is to produce Hs+1 possessing the corre-
sponding properties at step s + 1. We first take care of the propagation of the first
three properties.
(2.2.14, 2.2.19, 2.2.20)s state that

|c(n)|+|d(n)| < exp

(
−ρs

{
(�(n)+1) log

1

ε
+τ(|n|−2) log(|j |+1)

})
, (2.3.6)

with ρs > 1/10, moreover,

|c(n)| < δs if supp n ∩ {[−bs,−as] ∪ [as, bs]} �= ∅, (2.3.7)

with[
j0 − 1

2
log j0, j0 + 1

2
log j0

]
⊂ [as, bs] ⊂ [j0 − log j0, j0 + log j0], (2.3.8)

δs is defined inductively as in (2.2.21):

δs = δ19/10
s−1 + j−τ/20

0 δs−1 (s ≥ 2), (2.3.9)

δ1 = ε/2.
We satisfy (2.3.7) at step s+1 constructively by removing those c(n)with δs+1 <

|c(n)| < δs , supp n∩ {[−bs,−as] ∪ [as, bs]} �= ∅ and a corresponding reduction of
[−bs,−as] ∪ [as, bs] to [−bs+1,−as+1] ∪ [as+1, bs+1] with as+1 > as , bs+1 < bs ,
so that

|c(n)| < δs+1 if supp n ∩ {[−bs+1,−as+1] ∪ [as+1, bs+1]} �= ∅. (2.3.10)

We proceed as follows. Denoting in Hs (2.2.10–2.2.13),

ṽj = vj + w(s)j and H0 =
∑
j∈Z

ṽj |qj |2, (2.3.11)

we define, following the standard approach,

Hs+1 = Hs ◦ �F , (2.3.12)

where �F is the symplectic transformation obtained from the Hamiltonian function

F ∼
∑

supp n⊂[as ,bs ]∪[−bs ,−as ]|c(n)|>δs+1

c(n)∑
(nj − n′j )ṽj

∏
q
nj
j q̄
n′
j

j , (2.3.13)

(
∑
(nj − n′j )ṽj �= 0.)
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Recall that Hs+1 is the time-1 map, and by Taylor series

Hs+1 = Hs ◦ �F =H0

+ (2.2.11)+ {H0, F } (2.2.11′)
+ (2.2.12)

+{(2.2.11), F } + 1

2! {{(2.2.11), F }, F } + · · · (2.3.14)

+{(2.2.12), F } + 1

2! {{(2.2.12), F }, F } + · · · (2.3.15)

+ (2.2.13) ◦ �F . (2.2.13′)

Note that {H0, F }∼F , terminating the series corresponding toH0. Using (2.3.13),
(2.2.13′) has the same property as (2.2.13). We now define as+1, bs+1, in order that
(2.2.11′) satisfy (2.3.10). Observe that if |c(n)| > δs+1 as in (2.3.13), then by
(2.2.14)

�(n) < 10
log 1

δs+1

log 1
ε

. (2.3.16)

Thus defining

as+1 = as + 20
log 1

δs+1

log 1
ε

, bs+1 = bs − 20
log 1

δs+1

log 1
ε

, (2.3.17)

{H0, F } removes in (2.2.11) all monomials for which |c(n)| > δs+1 and supp n ∩
{[−bs+1,−as+1]∪[as+1, bs+1]} �= ∅. So (2.2.11′) satisfies (2.3.10) by construction.

Returning to (2.3.13), we impose the small divisor condition∣∣∣∑(nj − n′j )ṽj ∣∣∣ > δ 1
100s2
s , (2.3.18)

which will lead to measure estimates of this construction in section 2.4. Using
(2.3.18) in (2.3.13), the main task of the rest of the section is to estimate (2.3.14,
2.3.15) and show that they satisfy (2.2.14)s+1 with ρs+1 > 1/10. These estimates
also determine δs+1.

2.3.1 Monomials in (2.3.14)

We start with the lowest-order Poisson bracket {(2.2.11), F }, which produces mono-
mials of the form{∏

q
mj
j q̄

m′
j

j ,
∏
q
nj
j q̄
n′
j

j

}
∼
∑
k

(mkn
′
k −m′knk)qmk+nk−1

k q̄
m′
k
+n′
k
−1

k

∏
j �=k
q
mj+nj
j q̄

m′
j
+n′
j

j , (2.3.19)

with coefficient
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c(m)c(n)∑
(nj − n′j )ṽj

, (2.3.20)

where

supp n ⊂ [as, bs] ∪ [−bs,−as], supp m ∩ supp n �= ∅. (2.3.21)

Hence supp m ∩ ([as, bs] ∪ [−bs,−as]) �= ∅ and from (2.3.7), both

|c(m)|, |c(n)| < δs. (2.3.22)

Remark. This is, in fact, the other reason to restrictn to have the support in (2.3.13).

The monomials in (2.3.19) correspond to multi-indices μ, where

�(μ)≤�(m)+�(n), (2.3.23)

|μ| = |m| + |n| − 2. (2.3.24)

Recalling (2.2.24), the prefactors in (2.3.19) may be bounded as

|mkn′k −m′knk| ≤ (|m| + |n|)2 ≤ (|μ| + 2)2 ≤ 2

(
C

τ

)2

. (2.3.25)

The number of realizations of a fixed monomial
∏
q
μj
j q̄

μ′
j

j in {(2.2.11), F } is easily
seen to be bounded by

2|μ|(�(m) ∧�(n)) < exp

(O(1)C
τ

)
(�(m)+�(n)). (2.3.26)

To bound the coefficient in (2.3.20), we define

ρs+1 = ρs
(

1 − 1

10s2

)
. (2.3.27)

Using the small divisor bound (2.3.18) and (2.2.14)s , we have

(3.20)≤ δ−
1

100s2
s (|c(m)||c(n)|) 1

10s2 (|c(m)||c(n)|)(1− 1
10s2
)

≤ δ−
1

100s2
s (|c(m)||c(n)|) 1

10s2 (2.3.28)

exp

(
− ρs+1

{
(�(μ)+ 2) log

1

ε
+ τ(|μ| − 2) log j0

})
,

which is starting to have the flavor of (2.2.14)s+1.
Taking into account the bound in (2.3.25) on the prefactor, the bound in (2.3.26)

on entropy and using (2.3.28), (2.2.14)s to bound �(m), �(n) in terms of c(m),
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c(n), we obtain the following bound for g1(μ), the coefficient of the
∏
q
μj
j q̄

μ′
j

j

factor in {(2.2.11), F }:

g1(μ)≤ δ
− 1

100s2
s 2|μ|

(
log

1

|c(m)||c(n)|
)
(|c(m)||c(n)|) 1

10s2

exp

(
− ρs+1

{
(�(μ)+ 1) log

1

ε
+ τ(|μ| − 2) log j0

})
� δ

− 1
100s2
s 2|μ|(| log δ2s |)δ

2
10s2
s exp

(
− ρs+1

{
(�(μ)+ 1) log

1

ε

+ τ(|μ| − 2) log j0

})
. (2.3.29)

From (2.2.21), log log δ−1
s ∼ s, (2.3.22) then permits us to estimate

g1(μ) < (2.3.29) < δ
1

20s2
s exp

(
− ρs+1

{
(�(μ)+ 1) log

1

ε
+ τ(|μ| − 2) log j0

})
.

(2.3.30)

To bound g(μ), the coefficient in front of
∏
q
μj
j q̄

μ′
j

j factor in (2.3.14), we need to
take into account the higher-order poisson brackets in the Taylor series. We illustrate
it on

1

2! {{(2.11, F }, F },
through which the general structure of the estimates will hopefully become clear.

A fixed monomial
∏

suppμ q
μj
j q̄

μ′
j

j in {{(2.11, F }, F } is now the confluence of
three sources, denoted by m, n, p with

|μ| = |m| + |n| + |p| − 4. (2.3.31)

Let

|w| = |m| + |n| − 2. (2.3.32)

Then

|μ| = |w| + |p| − 2, (2.3.33)

�(w)≤�(m)+�(n), (2.3.34)

�(μ)≤�(w)+�(p). (2.3.35)

Continuing the previous terminology, the coefficient is

c(m)c(n)c(p), |c(m)|, |c(n)|, |c(p)| < δs; (2.3.36)

the prefactor is a sum of terms of the form

(mkn
′
k −m′knk)[(mj + nj )p′� − (m′j + n′j )p�] if j �= k

or (mkn
′
k −m′knk)[(mk + nk − 1)p′� − (m′k + n′k − 1)p�],

(2.3.37)
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(cf. (2.3.19)). Using (2.3.31), the prefactor can be bounded by

C3
|μ||μ|3 � |μ|6; (2.3.38)

the entropy can be bounded by

|μ|∑
|w|=2

2|w|(�(m) ∧�(n)) 2|μ|(�(w) ∧�(p))

� [2|μ|(�(m)+�(n)+�(p))]2.
(2.3.39)

(2.3.36, 2.3.38, 2.3.39) then give that g2(μ), the
∏
q
μj
j q̄

μ′
j

j factor from

1

2! {{(2.11, F }, F }
can be bounded by

g2(μ) ≤ 1

2!
(
δ
− 1

100s2
s

)2[2|μ|(�(m)+�(n)+�(p))]2|μ|6

[c(m)c(n)c(p)] 1
10s2 exp

(
− ρs+1

{
(�(μ)+ 1) log

1

ε
+ τ(|μ| − 2) log j0

})
�
(
δ
− 1

100s2
s

)2
(

2|μ| log δ3s
2!

)2

δ
3

10s2
s

× exp

(
− ρs+1

{
(�(μ)+ 1) log

1

ε
+ τ(|μ| − 2) log j0

})
<
(
δ

1
20s2
s

)2
exp

(
− ρs+1

{
(�(μ)+ 1) log

1

ε
+ τ(|μ| − 2) log j0

})
.

(2.3.40)
From (2.3.30, 2.3.40), the structure of the estimates on the Poisson brackets in

(2.3.14) is clear and we obtain that the
∏
q
μj
j q̄

μ′
j

j factor in (2.3.14) is bounded by

g(μ) ≤ δ
1

20s2
s exp

(
− ρs+1

{
(�(μ)+ 1) log

1

ε
+ τ(|μ| − 2) log j0

})
. (2.3.41)

In particular, (2.2.14) remains valid with ρs+1 replacing ρs . From (2.3.20, 2.3.22,
2.3.25, 2.3.26, 2.3.36, 2.3.37, 2.3.38, 2.3.39), there is also the bound

g(μ) < δ
2− 1

50s2
s < δ

19
10
s (2.3.42)

for the
∏
q
μj
j q̄

μ′
j

j factor in (2.3.14), which will be part of δs+1 (cf. (2.3.9)).

2.3.2 Monomials in (2.3.15)

We proceed as in the estimate of (2.3.14). For the lowest-order bracket {(2.2.12), F },
we get the coefficient

d(m)c(n)∑
(nj − n′j )ṽj

(2.3.43)
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in lieu of (2.3.20), (2.3.21) remains satisfied, and hence, from (2.3.6, 2.3.7),

|c(n)| < δs
|d(m)| ≤ j−τ/50

(2.3.44)

(2.3.23, 2.3.24) remain valid, the prefactors are bounded as

|mk(n′k − nk)| ≤ (|μ| + 2)2 ≤ 2

(
C

τ

)2

(2.3.45)

as in (2.3.25). The entropy factor in (2.3.26) remains valid. So γ1(μ), the coefficient

of the
∏
q
μj
j q̄

μ′
j

j monomial stemming from {(2.2.12), F } is again bounded by the
first line in (2.3.29) with d(m) replacing c(m). Since s < s� ∼ log log j0 from
(2.2.22), the bound on the last line of (2.3.29) remains valid for γ1(μ). Similarly,
we prove that the bound in (2.3.41) carries through for γ (μ), the coefficient of the∏
q
μj
j q̄

μ′
j

j monomial from (2.3.15). Moreover, as in (2.3.14), γ (μ) is also bounded
by

γ (μ) < |d(m)|
(

log
1

d(m)

)
δ

1− 1
50s2

s < j
−τ/6
0 δ

1− 1
50s2

s < j
−τ/10
0 δs. (2.3.46)

Thus, in conclusion, (2.3.14, 2.3.15) satisfy (2.2.14)s+1. Define

δs+1 = δ19/10
s + j−τ/20

0 δs (2.3.47)

as in (2.2.21) and subdivide the (2.3.14, 2.3.15) terms according to (2.2.10–2.2.13).
Since (2.2.11′) satisfies (2.3.10) by construction,

|γ (μ)|, |g(μ)| < δs+1, (2.3.48)

(2.2.12) satisfies (2.2.14)s , hence (2.2.14)s+1, Hs+1 satisfies (2.2.14, 2.2.19,
2.2.20)s+1.

We are now left to check the validity of properties (2.2.27, 2.2.28)s+1 for Hs+1.
InH0 (2.3.11), we need to add resonant quadratic terms produced in (2.3.14, 2.3.15).
Denoting these terms by wj , ṽj is then perturbed to

˜̃vj = ṽj + w(s)j , (2.3.49)

where wj satisfies, in particular,

|w(s)j | < δs+1. (2.3.50)

An important point is that therefore all nonresonance conditions imposed so far, and
in particular (2.3.18), can be replaced by∣∣∣∑(nj − n′j ) ˜̃vj ∣∣∣ > δ 1

100t2
t (2.3.51)
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for all t ≤ s and n satisfying

supp n⊂[at , bt ] ∪ [−bt − at ],

�(n)< 10
log 1

δt+1

log 1
ε

.

We now check the V dependence for g(μ), γ (μ) in (2.3.14, 2.3.15). We illustrate
the computation on first-order Poisson brackets. We have

|∇V (2.3.20)| + |∇V (2.3.43)|
≤ [(|∇V c(m)| + |∇V d(m)|)|c(n)| + (|c(m)|
+ |d(m)|)|∇V c(n)|]|

∑
(nj − n′j )ṽj |−1

+ c
τ
(|c(m)| + |d(m)|)|c(n)|

×
(∣∣∣∑(nj − n′j )ṽj ∣∣∣−2‖DṼ ‖�2→�2

)
< δ

− 1
100s2
s (δs + j−τ/50 )

< δ1/2s + j−τ/10
0 , (2.3.52)

where we used (2.2.24, 2.2.27, 2.2.28, 2.3.22, 2.3.44).
Taking into account the factors (2.3.25, 2.3.26), (2.3.52) still remains valid for

the first-order Poisson brackets. The higher-order brackets can be treated similarly
and (2.3.52) remains essentially unchanged as the bound for |∇V g(μ)|+ |∇V γ (μ)|.
In particular, (2.2.27) remains valid and, moreover, from Schols’ lemma,

‖DW(s)‖ � (δ1/2s + j−τ/10
0 )

log 1
δs+1

log 1
ε

< δ1/3s + j−τ/20
0

(2.3.53)

as

supp n �
log 1

δs+1

log 1
ε

,

where δs satisfies (2.2.21) and s ≤ s� ∼ log log j0. SinceW =∑s�s=1W
(s), (2.2.28)

remains valid along the process.
Finally, we check (2.2.20) for intervals [as, bs]. From (2.3.17, 2.2.21, 2.2.22)

|as − as+1| + |bs − bs+1|�
log 1

δs+1

log 1
ε

|a − as� | + |b − bs� |�
1

log 1
ε

(∑
t≤s

log
1

δt

)

�
log 1

δs�

log 1
ε

� log j0
log 1

ε

,
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and (2.2.20) will hold from a0 = j0 − log j0, b0 = j0 + log j0. Hence, at step s�,
(2.2.19) is satisfied with δ = j−C0 . �

2.4 ESTIMATES ON MEASURE

Recall that the estimates on the symplectic transformations in section 2.3, hence
the Hamiltonian in its desired form H ′ in (2.2.10–2.2.13), depend crucially on the
non-resonance condition ∣∣∣∑(nj − n′j )ṽj ∣∣∣ > δ 1

100s2
s , (2.4.1)

previously (2.3.18), where n satisfies

supp n⊂[as, bs] ∪ [−bs, −as]
⊂ [j0 − log j0, j0 + log j0] ∪ [−j0 − log j0, −j0 + log j0] (2.4.2)

�(n)< 10
log 1

δs+1

log 1
ε

, |n| < C
τ

(2.4.3)

(cf. (2.2.24, 2.3.13, 2.3.16)). From the estimates on c, d , in section 2.3, in particular
(2.3.49, 2.3.50), ṽj in (2.4.1), which is ṽj at step s, can be replaced by ṽj at step s�,
the last step, with n continue to satisfy (2.4.2, 2.4.3). This is convenient as we now
only need to work with a fixed ṽj , namely ṽj = ṽ(s�)j .

The measure estimates are in terms of V , the original i.i.d. random variables. But
we first make estimates in Ṽ via (2.4.1) and then convert the estimates to estimates
in V by incorporating the Jacobian in (2.2.29). Denote for a given n,

j+(n) = max{j ∈ Z|nj − n′j �= 0}. (2.4.4)

Note that j+(n) is the largest j with non zero contribution to (2.4.1). The set of
acceptable Ṽ contains

S =
⋂

||k|−j0|<log j0

⋂
s=1,...,s�

⋂
n satisfies (2.4.3)
j+(n)=k

[
Ṽ |
∣∣∣∣∑
j≤k
(nj − n′j )ṽj

∣∣∣∣ > δ 1
100s2
s

]
. (2.4.5)

Define

Sk =
⋂

s=1,...,s�

⋂
n satisfies (2.4.3)
j+(n)=k

[
Ṽ |
∣∣∣∣∑
j≤k
(nj − n′j )ṽj

∣∣∣∣ > δ 1
100s2
s

]
. (2.4.6)

For each Sk , the restriction on Ṽ only relates to (ṽj )j≤k . Moreover, for fixed (ṽj )j<k
and n such that j+(n) = k

mesṽk

[∣∣∣∣∑
j≤k
(nj − n′j )ṽj

∣∣∣∣ < δ 1
100s2
s

]
< 2δ

1
100s2
s . (2.4.7)
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Let Sck be the complement of the set Sk defined in (2.4.5). Its measure can then be
estimated as

mes Sck ≤
s�∑
s=1

∑
n satisfies (2.4.3)
j+(n)=k

mesṽk

[∣∣∣∣∑
j≤k
(nj − n′j )ṽj

∣∣∣∣ < δ 1
100s2
s

]

<

s�∑
s=1

(
10

log 1
δs+1

log 1
ε

)C/τ
δ

1
100s2
s ,

(2.4.8)

where we used (2.4.3) and the �(n)-nomial formula ((�(n))|n|) to estimate the
entropy coming from n (the sum over n).

From (2.2.21, 2.2.22), the terms in (2.4.8) decay faster than a geometric sequence
for s� ∼ log log j0 (j0 � ( 1

2 )
1/C as δs� ∼ j−C0 � ε). Since δ1 = ε, we have

mes Sck < ε10−3
, (2.4.9)

assuming ε � 1. Using (2.4.9) in (2.4.5), we obtain

mesṼS > (1 − ε10−3
)2 log j0 ∼ j−2ε10−3

0 . (2.4.10)

Using the Jacobian estimate in (2.2.29) to express the restrictions in the original
random variables V = {vj }j∈Z, we have

mesVS > j−
√
ε

0 j−2ε10−3

0 > j−3ε10−3

0 . (2.4.11)

S defined in (2.4.5), which is for a fixed j0, thus corresponds to a rare event.
To circumvent that, we allow j0 to vary in a dyadic interval [j̄0, 2j̄0], taking into
account that the restriction in (2.4.11) only relates to vj || |j |−j0|<O(1) log j0 in view of
(2.2.11, 2.4.3). Using independence, we then obtain that with probability, at least,

1 −
(

1 − j−3ε10−3

0

) j0
2O(1) log j0 > 1 − e−

√
j0 , (2.4.12)

the condition in (2.4.5) holds for some j0 ∈ [j̄0, 2j̄0]. For such j0, the analysis in
section 2.3 applies andH is transformed toH ′ in (2.2.10–2.2.13), satisfying (2.2.14,
2.2.19, 2.2.20). We are now poised to prove the theorem.

2.5 BOUND ON DIFFUSION

We first recapitulate the setting that we have achieved so far. For any given j̄0 ∈ Z+
(assumed large), there is j0 ∼ j̄0, in fact j0 ∈ [j̄0, 2j̄0], such that with probability

1 − e−
√
j0 , (2.5.1)
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H in (2.2.3) is symplectically transformed into H ′:

H ′ = 1

2

∑
j∈Z

ṽj |qj |2 (2.5.2)

+
∑

n∈NZ×NZ

c(n)
∏

supp n

q
nj
j q̄
n′
j

j (2.5.3)

+
∑

n∈NZ×NZ

d(n)
∏

supp n

|qj |2nj (2.5.4)

+O
(∑
j∈Z

|j |−C |qj |2
)
, (2.5.5)

where ṽj are the modulated frequencies, c(n) are the coefficients of the nonresonant
monomials, i.e., in (2.5.3), for any n, there is j ∈ supp n, such that nj �= n′j , d(n)
are the coefficients of the resonant monomials of degrees at least 4. (2.5.3) is
responsible for diffusion into higher modes. The coefficients satisfy

|c(n)| < j−C0 if

supp n ∩
[
j0 − 1

2
log j0, j0 + 1

2
log j0

]
∪
[
− j0 − 1

2
log j0, −j0 + 1

2
log j0

]
�= ∅,

(2.5.6)

where C, a fixed large constant, is the same as in (2.5.5).
The symplectic transformations fromH toH ′ are generated by polynomial Hamil-

tonians F in (2.3.13), which give the vector fields:∑ ∂F

∂q̄i

∂

∂qi
− ∂F
∂qi

∂

∂q̄i
, (2.5.7)

where the sum is over

i ⊂ [as, bs] ∪ [−bs, −as] ⊂ [j0 − log j0, j0 + log j0]
∪ [−j0 − log j0, −j0 + log j0]. (2.5.8)

The vector fields in (2.5.7) preserve the �2 norm
∑ |qj |2. From (2.2.5), H pre-

serves the �2 norm. So �2 norm remains conserved. Moreover, since the symplectic
transforms in (2.5.7) only concern neighborhoods about j0 of size log j0,

∑
j 2|qj |2

is preserved up to a factor of 2 in the transformation process from H to H ′.
We now return to the NLS in (2.2.1) and finish

Proof of the Theorem. Assume∑
j∈Z

j 2|qj (0)|2 < C, C as in (2.5.5). (2.5.9)

We want to bound the diffusion norm∑
j∈Z

j 2|qj (t)|2 (2.5.10)



DIFFUSION BOUNDS 39

in terms of t as t →∞. The coordinates q(t) = {qj (t)}j∈Z satisfy

iq̇ = ∂H
∂q̄
. (2.5.11)

Fix j̄0, choose j0 ∈ [j̄0, 2j̄0]∼ j̄0 as described above. Then on a set of V of proba-
bility

1 − e−
√
j0 ,

H is symplectically transformed into H ′ of the form (2.5.2–2.5.5). To avoid con-
fusion, denote the new coordinates in H ′ by q ′. Equation (2.5.11) then becomes

iq̇ ′ = ∂H
′

∂q̄ ′
. (2.5.12)

We estimate (2.5.10) via estimating the truncated sum
∑

|k|>j0 |q ′k(t)|2. Using
(2.5.2–2.5.5) in the RHS of (2.5.12), we write

d

dt

[ ∑
|k|>j0

|q ′k(t)|2
]
= 4 

∑
|k|>j0

q̄ ′k
∂H ′

∂q̄ ′k

∼
∑

n∈NZ×NZ

c(n)

( ∑
|k|>j0
(nk − n′k)

∏
supp n

q ′njj q̄ ′
n′
j

j

)
(2.5.13)

+O(j−C0 ), (2.5.14)

where (2.5.13) is the contribution from (2.5.3), (2.5.14) from (2.5.5), (2.5.2, 2.5.3)
do not contribute.

We analyze (2.5.13) further. Recall from (2.2.23) that the monomial in (2.5.3)
satisfies

�(n) ≤ C log j0
log 1

ε

, same C as in (2.5.5). (2.5.15)

So if

supp n ∩ (−∞, −j0] ∪ [j0, ∞) �= ∅, (2.5.16)

then

supp n ⊂
(
−∞, −j0 + C log j0

log 1
ε

]
∪
[
j0 − C log j0

log 1
ε

, ∞
)
. (2.5.17)

On the other hand, if |c(n)| ≥ j−C0 , then (2.5.6) implies that

supp n ⊂
(
−∞, −j0 − 1

2
log j0

]
∪
[
j0 + 1

2
log j0, ∞

)
⊂ (−∞,−j0) ∪ (j0,∞).

(2.5.18)
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The last set in (2.5.18) is precisely the set that is summed over in (2.5.13). We have∑
|k|>j0
(nk − n′k) =

∑
|k|>j0
(n′k − nk) = 0, (2.5.19)

(cf. (2.2.26) and the comments just below it). So only terms where |c(n)| < j−C0
contribute to (2.5.13), and we have∣∣∣∣ ddt

[ ∑
|k|>j0

|q ′k(t)|2
]∣∣∣∣ � j−C0 . (2.5.20)

Integrating in t , we obtain∑
|k|>j0

|q ′k(t)|2 <
∑
|k|>j0

|q ′k(0)|2 + j−C0 t. (2.5.21)

Since the symplectic transformation only acts on a∼ log j0 neighborhood of±j0
(cf. (2.3.13, 2.5.7, 2.5.8)), we have∑

|k|>j0+10 log j0

|qk|2 <
∑
|k|>j0

|q ′k|2 + j−C0 . (2.5.22)

Using (2.5.22) to translate (2.5.21) in terms of qk , the original coordinates, and
multiplying the resulting inequality by j 2

0 on both sides, we arrive at

j 2
0

∑
|k|>j0+10 log j0

|qk(t)|2 < j 2
0

∑
|k|>j0−10 log j0

|qk(0)|2 + j−C+2
0 t, (2.5.23)

with probability at least 1− e−√j0 after taking into account (2.5.1). The inequality
in (2.5.23) is a statement about the solution of (2.2.1), as can be seen as follows.

Recall that j0 ∼ j̄0 (j0 ∈ [j̄0, 2j̄0]) and j̄0 is an arbitrary sufficiently large integer.
To convert (2.5.23) into a bound on the diffusion norm (2.5.10), we take j̄0 = 2�,
� ≥ �0. Inequality (2.5.23) implies

4�
∑

|k|≥2�+1

|qk(t)|2 < 4�
∑

|k|≥2�−1

|qk(0)|2 + 2�(2−C)t (2.5.24)

with probability at least

1 − e−2
�
2
, � ≥ �0. (2.5.25)

We now sum over � ≥ �0. The LHS of (2.5.24) gives∑
�≥�0

4�
∑

|k|≥2�+1

|qk(t)|2 > 1

4

∑
|k|≥2�0+1

k2|qk(t)|2, (2.5.26)

where for each �, we retain only the terms |q±2�+1(t)|2 in the sum over k.
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To obtain an upper bound on∑
�≥�0

4�
∑

|k|≥2�−1

|qk(0)|2, (2.5.27)

we notice, for example, in the sum (2.5.27) the term containing |q2�0−1(0)|2 appears
once as

4�0 |q2�0−1(0)|2 = 4{(2�0−1)2|q2�0−1(0)|2}, (2.5.28)

here k = 2�0−1; when k = 2�0 , the term containing |q2�0 (0)|2 appears as

4{(1 + 1/4)(2�0)2|q2�0 (0)|2}; (2.5.29)

when k = 2�0+m, it appears as

4{(1 + 1/4 + 1/16 + · · · + 1/4m+1)(2�0+m)2|q2�0+m(0)|2}. (2.5.30)

Similar observations hold for k nondyadic, so we have

(2.5.27) < 6
∑
k∈Z

k2|qk(0)|2}. (2.5.31)

Summing over � ≥ �0 in (2.5.24) and using (2.5.26, 2.5.27, 2.5.31), we obtain

1

4

∑
|k|≥2�0+1

k2|qk(t)|2 < 6
∑
k∈Z

k2|qk(0)|2 + 2 · 2−�0(C−2)t. (2.5.32)

Hence ∑
k∈Z

k2|qk(t)|2 < 24C(1 + 4�0+1)+ 2 · 2−�0(C−2)t (2.5.33)

with probability at least

1 − e−2(
�0
2 −1)
, (2.5.34)

where we summed over (2.5.25).
Choosing

�0 = �0(t) ∼ log t (3/C), (2.5.35)

(2.5.33) gives ∑
k∈Z

k2|qk(t)|2 < t3/C, (2.5.36)

with probability at least

1 − e−t3/C . (2.5.37)

An application of the Borel-Cantelli theorem for t ∈ Z+ and supplementing with
(2.5.20) proves the theorem by choosing C = 3/κ . �



42 CHAPTER 2

REFERENCES

[B] J. Bourgain, Nonlinear Schrödinger equations, Park City Lectures, 1999.
[BW1] J. Bourgain, W.-M. Wang, Anderson localization for time quasi-periodic

random Schrödinger and wave equations, Commun. Math. Phys. (2004).
[BW2] J. Bourgain, W.-M. Wang, Quasi-periodic solutions for nonlinear ran-

dom Schrödinger equations, submitted 2004.
[DG] S. De Bievre, F. Germinet, Dynamical localization for discrete and

continuous random Schrödinger operators, Commun. Math. Phys. 194
(1998), 323–341.

[vDK] H. von Dreifus, A. Klein, A new proof of localization in the Anderson
tight binding model, Commun. Math. Phys. 124 (1989), 285–299.

[FS] J. Fröhlich, T. Spencer, Absence of diffusion in the Anderson tight binding
model for large disorder or low energy, Commun. Math. Phys. 88 (1983),
151–184.



Chapter Three

Instability of Finite Difference Schemes for
Hyperbolic Conservation Laws

A. Bressan, P. Baiti, and H. K. Jenssen

3.1 INTRODUCTION

A system of conservation laws in one space dimension takes the form

ut + f (u)x = 0. (3.1.1)

The components of the vector u = (u1, . . . , un) ∈ IRn are the conserved quanti-
ties, while the components of the function f = (f1, . . . , fn) : IRn "→ IRn are the
corresponding fluxes. For smooth solutions, (3.1.1) is equivalent to the quasi-linear
system

ut + A(u)ux = 0, (3.1.2)

whereA(u)
.= Df (u) is the n×n Jacobian matrix of the flux function f . We recall

that the system is strictly hyperbolic if this Jacobian matrix A(u) has n real distinct
eigenvalues, λ1(u) < · · · < λn(u) for every u ∈ IRn. In this case, A(u) admits a
basis of eigenvectors r1(u), . . . , rn(u). In the strictly hyperbolic case, the Cauchy
problem for (3.1.1) is well posed, within a class of functions having small total
variation [7, 9]. We remark that, in general, even for smooth initial data the solution
can develop shocks in finite time. The equation (3.1.1) must then be interpreted in
distributional sense, namely,∫ ∫ [

uφt + f (u) φx
]
dxdt = 0,

for every test function φ ∈ C1
c , continuously differentiable with compact support.

In case of discontinuous solutions, uniqueness is obtained by imposing additional
entropy admissibility conditions along shocks [16, 19]. As proved in [7], the Liu
conditions characterize the unique solutions obtained as limits of vanishing viscosity
approximations.

In addition to the celebrated Glimm scheme [13], various other approximation
methods have been introduced and studied in more recent literature, namely: front
tracking [1, 2, 8, 9, 11, 14], vanishing viscosity [7], relaxation approximations [15,
22, 6], and semidiscrete schemes [5]. Given an initial data

u(0, x) = ū(x) (3.1.3)
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with small BV norm, in all of the above cases one can prove that the approximate
solutions retain small total variation for all times t > 0 and depend Lipschitz continu-
ously on the initial data, in the L1 distance. Moreover, the approximations converge
to the unique entropy weak solution of the hyperbolic system (3.1.1).

For computational purposes, the most important type of approximations are the
fully discrete numerical schemes [17]. In this case, one starts by constructing a grid
in the t-x plane with mesh�t,�x. An approximate solutionUk,j ≈ u(k �t, j �x)
is then obtained by replacing partial derivatives in (3.1.1) with finite differences. For
example, if for all u the eigenvalues of the Jacobian matrix Df (u) satisfy∣∣λi(u)∣∣ < �x/�t i = 1, . . . , n,

then one can use the Lax-Friedrichs scheme

Uk+1,j = Uk,j + �t

2�x

[
f (Uk,j−1)− f (Uk,j+1)

]
. (3.1.4)

In the case where

0 < λi(u) < �x/�t i = 1, . . . , n,

one can also use the upwind Godunov scheme

Uk+1,j = Uk,j + �t
�x

[
f (Uk,j−1)− f (Uk,j+1)

]
. (3.1.5)

As for all previous methods, it is natural to expect that, if the initial data have small
total variation, then the approximations constructed by finite difference schemes
will have uniformly small variation for all positive times. Surprisingly, this is not
true. Indeed, the analysis in [3, 4], has brought to light a subtle mechanism for
the instability of fully discrete schemes, due to possible resonances between the
speed of a shock and the ratio �x/�t in the mesh of the grid. As shown by the
counterexample in [4], these resonances can prevent the validity of a priori BV
bounds and the L1 stability for these approximate solutions.

We remark that all previous results about BV stability for viscous, semidiscrete,
and relaxation approximations relied on the local decomposition of a solution as a
superposition of traveling wave profiles. To implement this approach, it is essential
to work with a center manifold of traveling profiles smoothly depending on param-
eters. In case of the difference schemes (3.1.4) or (3.1.5), a traveling profile with
speed σ is a continuous function U = U(ξ) such that the assignment

Uk,j = U(j�x − σ k�t)
provides a solution to the equation (3.1.4) or (3.1.5), respectively. The existence
of discrete traveling profiles was proved by Majda and Ralston [21] in the case of
rational wave speeds, and by Liu and Yu [20] in the case of irrational, diofantine
speeds. However, as remarked by Serre [23], these discrete profiles cannot depend
continuously on the wave speed σ . In particular, for general n× n hyperbolic sys-
tems, no regular manifold of discrete traveling profiles exists. A detailed example,
showing how continuous dependence fails for Lax-Friedrichs wave profiles, was
constructed in [3]. Of course, this already implies that the techniques used in [7]
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for proving uniform BV bounds cannot be applied to fully discrete approximations.
To further settle the issue, the recent counterexample in [4] shows that these a priori
BV bounds simply cannot hold.

In the present chapter we review the main ideas in [3] and [4]. Section 3.2
contains a formal analysis, explaining how the discrete traveling wave profile for
the Godunov scheme can fail to depend continuously on parameters, as the wave
speed approaches a given rational number.

In Section 3.3 we outline the construction of a Godunov solution for a strictly
hyperbolic 2× 2 system, where the total variation is amplified by an arbitrarily large
factor.

3.2 INSTABILITY OF DISCRETE TRAVELING WAVE PROFILES

Here and in the next section, we study a 2 × 2 system of the form{
ut + f (u)x = 0

vt + 1
2vx + g(u)x = 0.

(3.2.1)

We assume that f ′(u) ∈ ]1/2 , 1[ , so that the system is strictly hyperbolic, with
both characteristic speeds contained inside the interval [0, 1]. To fix the ideas, let
�t = �x = 1. The Godunov (upwind) approximations then take the form

uk+1,j = uk,j +
[
f (uk,j−1)− f (uk,j )

]
, (3.2.2)

vk+1,j = vk,j−1 + vk,j
2

+ gk,j , (3.2.3)

where

gk,j = g(uk,j−1)− g(uk,j ).
Note that the u-component of the solution satisfies a scalar difference equation.
Moreover, the v-component satisfies a linear difference equation with source terms
gk,j derived from the first equation. The solution of (3.2.3) can be explicitly com-
puted in terms of binomial coefficients:

vm,i =
∑

0≤k<m, i−(m−k)≤j≤i
B(m− k, i − j) gk,j , (3.2.4)

where

B(m, �) = m!
�! (m− �)! · 2−m. (3.2.5)

Assume that the u-component is a traveling shock profile connecting the states
u−, u+, with speed σ ∈ ]0, 1[ . In other words, uk,j = U(k − σ j), with

lim
ξ→±∞U(ξ) = u

±, σ = f (u
+)− f (u−)
u+ − u− > 0.



46 CHAPTER 3

We are interested in the oscillations of the v-component of the discretized solution,
at (3.2.3). In the following, we will choose a function g such that g′(u) = 0 for all
u outside a small neighborhood of (u+ + u−)/2. More precisely:

g(u) =
{

1 if u < (u+ + u− − ε)/2,
0 if u > (u+ + u− + ε)/2. (3.2.6)

As a consequence, all the source terms gk,j vanish, except within a thin strip around
the line

{
U(x − σ t) = (u+ + u−)/2}.

To achieve a better understanding of the solution of (3.2.4), two approximations
can be performed:

(i) The binomial coefficients in (3.2.5) can be replaced by a Gauss kernel.
(ii) Choosing ε > 0 small, we can assume that the source term gk,j is nonzero

only at the integer points (k, j) immediately to the left of the line x = σ t .
More precisely,

gn,j =
{

1 if j = [[σn]],
0 otherwise.

(3.2.7)

Here [[s]] denotes the largest integer ≤ s. After a linear rescaling of variables, in
place of (3.2.3) we are led to study the heat equation with point sources

vt − vxx = δn,[[σn]]. (3.2.8)

In turn, the above equation can be compared with

vt − vxx = δn,σn, (3.2.9)

vt − vxx = δt,σ t , (3.2.10)

see fig. 3.1. Note the difference between these three equations: In (3.2.10) the
source term acts continuously in time, along the straight line x = σ t . In (3.2.9),
at every integer time t = n the source consists of a unit mass at the point (n, σn)
(the white dots in fig. 3.1). On the other hand, in (3.2.8) these sources are located at
the points with integer coordinates (n , [[σn]]), immediately to the left of the line
x = σ t (the black dots in fig. 3.1).

The traveling wave solution of (3.2.10) contains no downstream oscillations.
Indeed, v(t, x) = φ(x − σ t), where

φ(y) =
∫ ∞

0
G(t, y + σ t) dt =

{
e−σy/σ if y ≥ 0.
1/σ if y < 0.

Here G(t, x) = e−x2/4t /
√

4πt is the standard Gauss kernel.
Concerning the solution of (3.2.9), by repeated integration by parts one can show

that downstream oscillations are rapidly decreasing. Namely, for every k ≥ 1 one
has ∣∣vx(t, σ t − y)∣∣ = O(1) · y−k as y →∞. (3.2.11)
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v

Fig. 3.1. The heat equations with various singular sources.

Thanks to (3.2.11), the analysis of downstream oscillations in the solution of
(3.2.8) can be based on a comparison with (3.2.9). This will show that, if the speed
of the source is close to a rational but not exactly rational, then resonances will
occur. For example, assume that σ = 1 + ε, with 0 < ε � 1. Consider a traveling
wave solution, so that v(t, x) = �σ(x − σ t) for every integer time t and every
x ∈ IR. In this case, we have the explicit representation

v(t, x) =
∑

−∞<n<t
G
(
t − n, x − [[σn]]).

For y � 0, calling �σ(y) the value of the solution profile at a distance |y| down-
stream from the shock, we find

�σ(y)
.=

∑
−∞<n<0

G
(− n, y − [[σn]])

=
∑

−∞<n<0

G
(− n, y − σn)

−
∑

−∞<n<0

[
G
(− n, y − σn)−G(−n, y − [[σn]])]

≈ 1

σ
−

∑
−∞<n<0

Gx(−n, y − σn
)(
σn− [[σn]])

≈ 1

σ
+
∫ ∞

0
Gx(t, y + σ t)

(
εt − [[εt]]) dt.

(3.2.12)
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Fig. 3.2. Amplitude of oscillations generated by almost periodic sources.

The amplitude of the two factors in the integral on the right hand side of (3.2.12)
is illustrated in fig. 3.2. Clearly, the function t "→ εt − [[εt]] takes values in [0, 1]
and has period ε−1. We observe that∫ ∞

0
Gx(t, y + σ t) dt = 0,

∫ ∞

0

∣∣Gx(t, y + σ t)∣∣ dt = O(1) · |y|−1/2.

A direct analysis of the last integral in (3.2.12) shows that nontrivial oscillations
occur when |y| has the same order of magnitude as ε−2. More precisely, call
yε
.= −ε−2, tε = ε−2/σ , so that Gx(tε, yε + σ tε) = 0. As y ranges over the

interval Iε
.= [yε/2 , 3yε/2], the function y "→ �1+ε(y) oscillates several times.

The amplitude of each oscillation is ≥ c0 ε, and the distance between a peak and
the next one is ≈ ε−1. On the whole interval Iε we thus have ≈ ε−1 oscillations.
The total variation of�1+ε on the interval Iε remains uniformly positive, as ε→ 0.
Since yε → −∞ as ε → 0+, the above analysis shows that the family of profiles
�1+ε cannot converge in the BV norm, as ε → 0. In particular, discrete traveling
profiles cannot depend smoothly on the wave speed.

3.3 LACK OF BV BOUNDS FOR GODUNOV SOLUTIONS

In this section, we consider the 2 × 2 system

ut +
[

ln(1 + eu)]
x
= 0, (3.3.1)

vt + 1

2
vx + g(u)x = 0. (3.3.2)

We choose a right state u+ and a left state u−, with u− > u+ > 0, in such a way that
the corresponding shock for the scalar conservation law (3.3.1) travels with rational



FINITE DIFFERENCE SCHEMES 49

speed. For sake of definiteness, we choose

σ0 = ln(1 + eu−)− ln(1 + eu+)
u− − u+ = 5

6
. (3.3.3)

In equation (3.3.2), we consider a smooth function g, with g′(u) = 0 everywhere
except on a small subinterval of [u+, u−]. More precisely, for some 0 < δ0 �
u− − u+, we assume that

g(u) =
{

1 if u ≤ (u+ + u− − δ0)/2,
0 if u ≥ (u+ + u− + δ0)/2. (3.3.4)

On a large time interval [0, T ], we now consider a solution of (3.3.1) having a
shock located along a curve γ such that

γ (t) = 5

6
t − 2

√
T − t for all t ∈ [0, T − T 2/3]. (3.3.5)

Note that this solution can be obtained by adding a weak compression wave to
the left of the shock. This compression wave impinges on the shock and slightly
increases its speed as time goes by. The solution corresponds to an initial condition
of the form

u(0, x) =
{
u− + φ(x) if x < 0,
u+ if x > 0.

(3.3.6)

Observe that

Tot.Var.{γ̇ } = 1√
T − T 2/3

− 1√
T

(3.3.7)

becomes arbitrarily small as T →∞. Therefore, choosing T large, we can assume
that the C1 norm of the perturbation φ is as small as we like.

Next, consider the corresponding approximate solution of (3.3.1)–(3.3.2) com-
puted by the Godunov scheme, with step size �t = �x = 1, i.e.,

uk+1,j = uk,j + ln
(
1 + euk,j−1

)− ln
(
1 + euk,j ), (3.3.8)

vk+1,j = vk,j−1 + vk,j
2

+ gk,j , (3.3.9)

where

gk,j = g(uk,j−1)− g(uk,j ).
We claim that, when the initial data provide a discrete approximation to (3.3.6), at
the later integer time m = T the corresponding Godunov solutions satisfy

V (m)
.=
∑
i

|vm,i − vm,i−1| ≥ c1 · ln T . (3.3.10)

Letting T →∞, we thus obtain a sequence of Godunov solutions where:
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(i) The initial data are a vanishingly small perturbation of a discrete shock profile
joining u− with u+.

(ii) At suitably large times, by (3.3.10) the total variation becomes arbitrarily
large.

We outline below the two main steps in the construction.

Step 1. We first need to construct an explicit solution of the nonlinear difference
equation (3.3.8), which approximates an exact solution of (3.3.1) having a shock
along γ . Thanks to the special choice of the flux function in (3.3.1), we can use a
nonlinear transformation due to P. Lax [16], analogous to the Hopf-Cole transforma-
tion. Namely, if the positive numbers zn,j provide a solution to the linear difference
equation

zn+1,j = zn,j + zn,j−1

2
, (3.3.11)

then a solution of (3.3.8) is provided by

un,j = ln

(
zn,j−1

zn,j

)
. (3.3.12)

Explicit solutions of (3.3.11) in the form of discrete traveling profiles are easy to
obtain. In particular, if

z(t, x) = e−b [x−σ(b),t], σ (b)
.= ln(1 + eb)− ln 2

b
,

then zm,j
.= z(m, j) provide a solution to (3.3.11). Since (3.3.11) is linear homoge-

neous, any integral combination of these traveling profiles will provide yet another
solution, say

z(t, x) = 1 +
∫ T
−∞
a(ξ) e−ξ [x−σ(ξ)t] dξ. (3.3.13)

By a judicious choice of the positive function a(·) in (3.3.13), we obtain a smooth
function

u(t, x)
.= ln

(
z(t, x)

z(t, x − 1)

)
, (3.3.14)

which closely approximates the desired solution of (3.3.1). In particular, using the
Laplace asymptotic method, one can prove that the level curve{

(t, x) ; u(t, x) = (u+ + u−)/2}
is very close to the shock curve γ at (3.3.5). By the Lax formula, the numbers
um,i

.= u(m, i) provide a solution to the finite difference equation (3.3.8).
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Step 2. The analysis of the oscillations produced by the source gm,j in the v-
component of the solution relies on the same ideas outlined in Section 3.2. In the
explicit formula

vm,i =
∑

0≤k<m, i−(m−k)≤j≤i
B(m− k, i − j) gk,j , (3.3.15)

two approximations can be performed:

(i) The binomial coefficients B(m, �) can be replaced with a Gaussian kernel.
(ii) By our special choice of the function g, we can assume that gk,j is nonzero

only at the integer points (k, j) immediately to the left of the curve x = γ (t).
More precisely,

gn,j =
{

1 if j = [[γ (n)]],
0 otherwise.

(3.3.16)

By the previous analysis, if the sources gk,j are concentrated on the points with
integer coordinates to the left of a line x = [

(5/6) + ε](t − T ), for t ∈ [T −
2ε−2, T−ε−2], then at timem = T solution vwill contain a “packet” of downstream
oscillations. More precisely, on the interval Iε

.= [−2ε−2/3 , − ε−2/3] the total
variation satisfies the lower bound∑

i∈Iε
|vm,i − vm,i−1| ≥ c0, (3.3.17)

for some constant c0 > 0 independent of ε.
We now observe that, if the sources are located along the curve γ at (3.3.5) whose

speed is not constant, arbitrarily many of these oscillation packets can be obtained.
Indeed, call

ε0
.= T 1/3, εk

.= 2−kε0.
Note that the sources occurring within the time intervalJk

.= [T−2ε−2
k , T−ε−2

k ] are
located at integer points next to the curve γ , and this curve has speed γ̇ (t) ≈ 5/6+εk
when t ∈ Jk . Therefore, at the terminal time m = T , these sources are responsible
for a “packet of oscillations”, located on the interval Iεk

.= [ − 2ε−2
k /3, ε

−2
k /3

]
.

Note that, for T large, we have

T − 2ε−2
k = T − 22k+1T 2/3 > 0

provided that ln T > 3(2k + 1) ln 2. We thus conclude that (3.3.10) holds with
c1 = c0/6(k + 1). For all details of these estimates we refer to [4]. (Fig. 3.3.)

3.4 CONCLUDING REMARKS

The above analysis was concerned with Godunov solutions to a very specific 2× 2
system of conservation laws. Dealing with the special flux function f (u) = ln(1+
eu) enabled us to use the explicit Lax formula. However, this is only an expedient
to simplify the analysis. We believe that similar instability results hold for all finite
difference schemes, in connection with generic hyperbolic systems.
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Fig. 3.3. Packets of oscillations generated by sources at integer points with speed close to
rational.

The counterexample points out a basic limitation of analytic theory: there is no
hope to achieve a rigorous proof of convergence of finite difference approximations
by means of a priori BV bounds.

On the other hand, the present analysis should not have worrisome consequences
for the practical performance of numerical schemes. Indeed, it appears that the
initial data yielding large total amounts of oscillations are very rare: they have to
be carefully constructed, so the the shocks present in the solution have exactly the
appropriate speed that resonates with the grid. For “generic” initial data, we do
not expect such resonances. Moreover, even in our example, the total variation is
large but spread out over many grid points. If a sequence of approximate solutions
were constructed, letting the mesh�t,�x → 0, one would still recover the correct
solution in the limit.
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Chapter Four

Nonlinear Elliptic Equations with Measures Revisited

H. Brezis, M. Marcus, and A. C. Ponce

4.0 INTRODUCTION

Let � ⊂ RN be a bounded domain with smooth boundary. Let g : R → R be
a continuous, nondecreasing function such that g(0) = 0. In this paper we are
concerned with the problem{−�u+ g(u) = μ in �,

u = 0 on ∂�,
(4.0.1)

where μ is a measure. The study of (4.0.1) when μ ∈ L1(�) was initiated by
Brezis-Strauss [BS]; their main result asserts that for every μ ∈ L1 and every g
as above, problem (4.0.1) admits a unique weak solution (see Theorem 4.B.2 in
Appendix 4B below). The right concept of weak solution is the following:⎧⎨⎩u ∈ L

1(�), g(u) ∈ L1(�) and

−
∫
�

u�ζ +
∫
�

g(u)ζ =
∫
�

ζ dμ ∀ζ ∈ C2(�̄), ζ = 0 on ∂�.
(4.0.2)

It will be convenient to write

C0(�̄) = {ζ ∈ C(�̄); ζ = 0 on ∂�}
and

C2
0 (�̄) = {ζ ∈ C2(�̄); ζ = 0 on ∂�},

and to say that (4.0.1) holds in the sense of (C2
0 )
∗. We will often omit the word

“weak” and simply say that u is a solution of (4.0.1), meaning (4.0.2). It follows
from standard (linear) regularity theory that a weak solution u belongs toW 1,q

0 (�)

for every q < N
N−1 (see, e.g., [S] and Theorem 4.B.1 below).

The case where μ is a measure turns out to be much more subtle than one might
expect. It was observed in 1975 by Ph. Bénilan and H. Brezis (see [B1], [B2], [B3],
[B4], [BB], and Theorem 4.B.6 below) that if N ≥ 3 and g(t) = |t |p−1t with
p ≥ N

N−2 , then (4.0.1) has no solution when μ = δa , a Dirac mass at a point
a ∈ �. On the other hand, it was also proved (see Theorem 4.B.5 below) that if
g(t) = |t |p−1t with p < N

N−2 (and N ≥ 2), then (4.0.1) has a solution for any
measure μ. Later, Baras-Pierre [BP] (see also [GM]) characterized all measures μ
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for which (4.0.1) admits a solution. Their necessary and sufficient condition for the
existence of a solution when p ≥ N

N−2 can be expressed in two equivalent ways:{
μ admits a decomposition μ = f0 −�v0 in the (C2

0 )
∗-sense,

with f0 ∈ L1 and v0 ∈ Lp, (4.0.3)

or

|μ|(A) = 0 for every Borel set A ⊂ � with cap2,p′ (A) = 0, (4.0.4)

where cap2,p′ denotes the capacity associated toW 2,p′ .
Our goal in this paper is to analyze the nonexistence mechanism and to describe

what happens if one “forces” (4.0.1) to have a solution in cases where the equation
“refuses” to possess one. The natural approach is to introduce an approximation
scheme. For example, μ is kept fixed and g is truncated. Alternatively, g is kept
fixed and μ is approximated, e.g., via convolution. It was originally observed by
one of us (see [B4]) that if N ≥ 3, g(t) = |t |p−1t , with p ≥ N

N−2 , and μ = δa , with
a ∈ �, then all “natural" approximations (un) of (4.0.1) converge to u ≡ 0. And,
of course, u ≡ 0 is not a solution of (4.0.1) corresponding to μ = δa! It is this kind
of phenomenon that we propose to explore in full generality. We are led to study
the convergence of the approximate solutions (un) under various assumptions on
the sequence of data.

Concerning the function gwe will assume throughout the rest of the paper (except
in Section 4.7) that g : R → R is continuous, nondecreasing, and that

g(t) = 0 ∀t ≤ 0. (4.0.5)

Remark 4.1. Assumption (4.0.5) is harmless when the dataμ is nonnegative, since
the corresponding solution u is nonnegative by the maximum principle and it is
only the restriction of g to [0,∞) that is relevant. However, when μ is a signed
measure it is worthwhile to remove assumption (4.0.5), and this is done in Section 4.7
below.

By a measureμwe mean a continuous linear functional onC0(�̄), or equivalently
a finite measure on �̄ such that |μ|(∂�) = 0 (see Appendix 4C below). The space
of measures is denoted by M(�) and is equipped with the standard norm

‖μ‖M = sup

{∫
�

ϕ dμ;ϕ ∈ C0(�̄) and ‖ϕ‖L∞ ≤ 1

}
.

By a (weak) solutionu of (4.0.1) we mean that (4.0.2) holds. A (weak) subsolution
u of (4.0.1) is a function u satisfying⎧⎨⎩u ∈ L

1(�), g(u) ∈ L1(�) and

−
∫
�

u�ζ +
∫
�

g(u)ζ ≤
∫
�

ζ dμ ∀ζ ∈ C2
0 (�̄), ζ ≥ 0 in �.

(4.0.6)

We will say thatμ ∈ M(�) is a good measure if (4.0.1) admits a solution. Ifμ is a
good measure, then equation (4.0.1) has exactly one solution u (see Corollary 4.B.1
in Appendix 4B). We denote by G the set of good measures (relative to g).
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Remark 4.2. In many places throughout this paper, the quantity
∫
�
ζ dμ, with

ζ ∈C2
0 (�̄), plays an important role. Such an expression makes sense even for

measures μ that are not bounded but merely locally bounded in �, and such that∫
�
ρ0 d|μ|<∞, where ρ0(x)= d(x, ∂�). Many of our results remain valid for such

measures provided some of the statements (and the proofs) are slightly modified.
In this case, the condition g(u) ∈ L1(�) in (4.0.2) (and also in (4.0.6)) must be
replaced by g(u)ρ0 ∈ L1(�). Since we have not pursued this direction, we shall
leave the details to the reader.

In Section 4.1 we will introduce the first approximation method, namelyμ is fixed
and g is “truncated.” In the sequel we denote by (gn) a sequence of functions gn :
R → R which are continuous, nondecreasing, and satisfy the following conditions:

0 ≤ g1(t) ≤ g2(t) ≤ · · · ≤ g(t) ∀t ∈ R, (4.0.7)

gn(t)→ g(t) ∀t ∈ R. (4.0.8)

(Recall that, by Dini’s lemma, conditions (4.0.7) and (4.0.8) imply that gn→ g
uniformly on compact subsets of R).

If N ≥ 2, we assume in addition that each gn has subcritical growth, i.e., that
there exist C > 0 and p < N

N−2 (possibly depending on n) such that

gn(t) ≤ C(|t |p + 1) ∀t ∈ R. (4.0.9)

A good example to keep in mind is gn(t) = min {g(t), n}, ∀t ∈ R.
Our first result is

Proposition 4.1 Given any measure μ ∈ M(�), let un be the unique solution of{−�un + gn(un) = μ in �,
un = 0 on ∂�.

(4.0.10)

Then un ↓ u∗ in � as n ↑ ∞, where u∗ is the largest subsolution of (4.0.1).
Moreover, we have ∣∣∣∣∫

�

u∗�ζ
∣∣∣∣ ≤ 2‖μ‖M‖ζ‖L∞ ∀ζ ∈ C2

0 (�̄) (4.0.11)

and ∫
�

g(u∗) ≤ ‖μ‖M. (4.0.12)

An important consequence of Proposition 4.1 is that u∗ does not depend on the
choice of the truncating sequence (gn). It is an intrinsic object that will play an
important role in the sequel. In some sense, u∗ is the “best one can do” (!) in the
absence of a solution.

Remark 4.3. If μ is a good measure, then u∗ coincides with the unique solution
u of (4.0.1); this is an easy consequence of standard comparison arguments (see
Corollary 4.B.2 in Appendix 4B).

We now introduce the basic concept of reduced measure. From (4.0.11), (4.0.12),
and the density of C2

0 (�̄) in C0(�̄) (easy to check), we see that there exists a unique
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measure μ∗ ∈ M(�) such that

−
∫
�

u∗�ζ +
∫
�

g(u∗)ζ =
∫
�

ζ dμ∗ ∀ζ ∈ C2
0 (�̄). (4.0.13)

We call μ∗ the reduced measure associated to μ. Clearly, μ∗ is always a good
measure. Since u∗ is a subsolution of (4.0.1), we have

μ∗ ≤ μ. (4.0.14)

Even though we have not indicated the dependence on g we emphasize that μ∗ does
depend on g (see Section 4.8 below).

One of our main results is

Theorem 4.1 The reduced measure μ∗ is the largest good measure ≤ μ.

Here is an easy consequence:

Corollary 4.1 We have

0 ≤ μ− μ∗ ≤ μ+ = sup {μ, 0}. (4.0.15)

In particular,

|μ∗| ≤ |μ| (4.0.16)

and

[μ ≥ 0] '⇒ [μ∗ ≥ 0]. (4.0.17)

Indeed, every measure ν ≤ 0 is a good measure since the solution v of{−�v = ν in �,
v = 0 on ∂�,

satisfies v ≤ 0 in �, and therefore by (4.0.5)

−�v + g(v) = ν in (C2
0 )
∗.

In particular,−μ− is a good measure (recall thatμ− = sup {−μ, 0}). Since−μ− ≤
μ, we deduce from Theorem 4.1 that

−μ− ≤ μ∗,
and consequently

μ− μ∗ ≤ μ+ μ− = μ+.
Our next result asserts that the measure μ− μ∗ is concentrated on a small set:

Theorem 4.2 There exists a Borel set � ⊂ � with cap (�) = 0 such that

(μ− μ∗)(� \�) = 0. (4.0.18)

Here and throughout the rest of the paper “cap” denotes the Newtonian (H 1)
capacity with respect to �.
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Remark 4.4. Theorem 4.2 is optimal in the following sense. Given any measure
μ ≥ 0 concentrated on a set of zero capacity, there exists some g such that μ∗ = 0
(see Theorem 4.14 below). In particular, μ − μ∗ can be any nonnegative measure
concentrated on a set of zero capacity.

Here is a useful

Definition. A measure μ ∈ M(�) is called diffuse if |μ|(A) = 0 for every
Borel set A ⊂ � such that cap (A) = 0.

An immediate consequence of Corollary 4.1 and Theorem 4.2 is

Corollary 4.2 Every diffuse measure μ ∈ M(�) is a good measure.

Indeed, let � be as in Theorem 4.2, so that cap (�) = 0 and

(μ− μ∗)(� \�) = 0.

On the other hand, (4.0.15) implies

(μ− μ∗)(�) ≤ μ+(�) = 0,

since μ is diffuse. Therefore,

(μ− μ∗)(�) = 0,

so that μ = μ∗ and thus μ is a good measure.

Remark 4.5. The converse of Corollary 4.2 is not true. In Example 4.5 (see Sec-
tion 4.8 below) the measure μ = cδa , with 0 < c ≤ 4π and a ∈ �, is a good
measure, but it is not diffuse—cap ({a}) = 0, while μ({a}) = c > 0. See, however,
Theorem 4.5.

Remark 4.6. Recall that a measure μ is diffuse if and only if μ ∈ L1+H−1; more
precisely, there exist f0 ∈ L1(�) and v0 ∈ H 1

0 (�) such that∫
�

ζ dμ =
∫
�

f0ζ −
∫
�

∇v0 · ∇ζ ∀ζ ∈ C0(�̄) ∩H 1
0 . (4.0.19)

The implication [μ ∈ L1 + H−1] ⇒ [μ diffuse] is due to Grun-Rehomme [GRe].
(In fact, he proved only that [ν ∈ H−1] ⇒ [ν diffuse], but L1-functions are diffuse
measures—since [cap (A) = 0] ⇒ [|A| = 0]—and the sum of two diffuse measures
is diffuse). The converse [μ diffuse] ⇒ [μ ∈ L1 + H−1] is due to Boccardo-
Gallouët-Orsina [BGO1] (and was suggested by earlier results of Baras-Pierre [BP]
and Gallouët-Morel [GM]). As a consequence of Corollary 4.2 we obtain that, for
every measure μ of the form (4.0.19), the problem{−�u+ g(u) = μ in �,

u = 0 on ∂�,
(4.0.20)

admits a unique solution. In fact, the same conclusion was already known for
any distribution in L1 + H−1, not necessarily in M(�). (The proof, which com-
bines techniques from Brezis-Browder [BBr] and Brezis-Strauss [BS], is sketched
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in Appendix 4B below; see Theorem 4.B.4). A very useful sharper version of the
[BGO1] decomposition is the following:

Theorem 4.3 Assume μ ∈ M(�) is a diffuse measure. Then, there exist f ∈
L1(�) and v ∈ C0(�̄) ∩H 1

0 such that∫
�

ζ dμ =
∫
�

f ζ −
∫
�

∇v · ∇ζ ∀ζ ∈ C0(�̄) ∩H 1
0 . (4.0.21)

In addition, given any δ > 0, then f and v can be chosen so that

‖f ‖L1 ≤ ‖μ‖M, ‖v‖L∞ ≤ δ‖μ‖M and ‖v‖H 1 ≤ δ1/2‖μ‖M. (4.0.22)

The proof of Theorem 4.3 is presented in Appendix 4D below.

In Section 4.2 we present some basic properties of the good measures. Here is a
first one:

Theorem 4.4 Suppose μ1 is a good measure. Then any measure μ2 ≤ μ1 is also
a good measure.

We now deduce a number of consequences:

Corollary 4.3 Let μ ∈ M(�). If μ+ is diffuse, then μ is a good measure.

In fact, by Corollary 4.2, μ+ diffuse implies that μ+ is a good measure. Since
μ ≤ μ+, it follows from Theorem 4.4 that μ is a good measure.

Corollary 4.4 If μ1 and μ2 are good measures, then so is ν = sup {μ1, μ2}.
Indeed, by Theorem 4.1 we have μ1 ≤ ν∗ and μ2 ≤ ν∗. Thus ν ≤ ν∗ ≤ ν, and

hence ν = ν∗ is good measure.

Corollary 4.5 The set G of good measures is convex.

Indeed, let μ1, μ2 ∈ G. For any t ∈ [0, 1], we have

tμ1 + (1 − t)μ2 ≤ sup {μ1, μ2}.
Applying Corollary 4.4 and Theorem 4.4, we deduce that tμ1 + (1 − t)μ2 ∈ G.

Corollary 4.6 For every measure μ ∈ M(�) we have

‖μ− μ∗‖M = min
ν∈G

‖μ− ν‖M. (4.0.23)

Moreover, μ∗ is the unique good measure that achieves the minimum.

Proof. Let ν ∈ G and write

|μ− ν| = (μ− ν)+ + (μ− ν)− ≥ (μ− ν)+ = μ− inf {μ, ν}.
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But ν̃ = inf {μ, ν} ∈ G by Theorem 4.4. Applying Theorem 4.1 we find ν̃ ≤ μ∗.
Hence

|μ− ν| ≥ μ− ν̃ ≥ μ− μ∗ ≥ 0,

and therefore

‖μ− ν‖M ≥ ‖μ− μ∗‖M,

which gives (4.0.23). In order to establish uniqueness, assume ν ∈ G attains the
minimum in (4.0.23). Note that inf {μ, ν} is a good measure ≤ μ and

‖μ− inf {μ, ν}‖M ≤ ‖μ− ν‖M.

Thus, ν = inf {μ, ν} ≤ μ. By Theorem 4.1, we deduce that ν ≤ μ∗ ≤ μ. Since ν
achieves the minimum in (4.0.23), we must have ν = μ∗.

As we have already pointed out, the set G of good measures associated to (4.0.1)
depends on the nonlinearity g. Sometimes, in order to emphasize this dependence,
we shall denote G by G(g). By Corollary 4.3, if μ ∈ M(�) and μ+ is diffuse,
then μ ∈ G(g) for every g satisfying (4.0.5). The converse is also true. More
precisely,

Theorem 4.5 Let μ ∈ M(�). Then μ ∈ G(g) for every g if and only if μ+ is
diffuse.

We also have a characterization of good measures in the spirit of the Baras-Pierre
result (4.0.3):

Theorem 4.6 A measure μ ∈ M(�) is a good measure if and only if μ admits a
decomposition

μ = f0 −�v0 in D′(�),

with f0 ∈ L1(�), v0 ∈ L1(�) and g(v0) ∈ L1(�).

Corollary 4.7 We have

G + L1(�) ⊂ G.

In Section 4.3 we discuss some properties of the mappingμ "→ μ∗. For example,
we show that for every μ, ν ∈ M(�), we have

(μ∗ − ν∗)+ ≤ (μ− ν)+. (4.0.24)

Inequality (4.0.24) implies, in particular, that

[μ ≤ ν] '⇒ [μ∗ ≤ ν∗] (4.0.25)

and

|μ∗ − ν∗| ≤ |μ− ν|. (4.0.26)
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In Section 4.4 we examine another approximation scheme. We now keep g fixed
but we smooth μ via convolution. Let μn = ρn ∗ μ and let un be the solution of{−�un + g(un) = μn in �,

un = 0 on ∂�.
(4.0.27)

We prove (assuming in addition g is convex) that un → u∗ in L1(�), where u∗ is
given by Proposition 4.1. In Section 4.5 we discuss other convergence results.

Theorem 4.5 is established in Section 4.6. In Section 4.7 we extend Proposition 4.1
to deal with the case where μ ∈ M(�) is a signed measure, but assumption (4.0.5)
is no longer satisfied. Finally, in Section 4.8 we present several examples where
the measure μ∗ can be explicitly identified, and in Section 4.9 we propose various
directions of research.

Part of the results in this paper were announced in [BMP].

4.1 CONSTRUCTION OF u∗∗∗ AND μ∗∗∗. PROOFS OF PROPOSITION 4.1

AND THEOREMS 4.1, 4.2

We start with the

Proof of Proposition 4.1. Using Corollary 4.B.2 in Appendix 4B we see that the
sequence (un) is nonincreasing. Also (see Corollary 4.B.1)

‖gn(un)‖L1 ≤ ‖μ‖M

and thus

‖�un‖M ≤ 2‖μ‖M.

Consequently,

‖un‖L1 ≤ C‖μ‖M.

Therefore, (un) tends inL1 to a limit denotedu∗. By Dini’s lemma, gn ↑ g uniformly
on compact sets; thus,

gn(un)→ g(u∗) a.e.

Hence, g(u∗) ∈ L1(�), (4.0.11)–(4.0.12) hold and, by Fatou’s lemma,

−
∫
�

u∗�ζ +
∫
�

g(u∗)ζ ≤
∫
�

ζ dμ ∀ζ ∈ C2
0 (�̄), ζ ≥ 0 in �.

Therefore, u∗ is a subsolution of (4.0.1). We claim that u∗ is the largest subsolution.
Indeed, let v be any subsolution of (4.0.1). Then

−�v + gn(v) ≤ −�v + g(v) ≤ μ in (C2
0 )
∗.

By comparison (see Corollary 4.B.2),

v ≤ un a.e.
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and, as n→∞,

v ≤ u∗ a.e.

Hence, u∗ is the largest subsolution.

Recall (see [FTS], or Appendix 4A below) that any measure μ on � can be
uniquely decomposed as a sum of two measures, μ = μd + μc (“d” stands for
diffuse and “c” for concentrated), satisfying |μd|(A) = 0 for every Borel setA ⊂ �
such that cap (A) = 0, and |μc|(� \ F) = 0 for some Borel set F ⊂ � such that
cap (F ) = 0. Note that a measure μ is diffuse if and only if μc = 0, i.e., μ = μd.

A key ingredient in the proof of Theorems 4.1 and 4.2 is the following version of
Kato’s inequality (see [K]) due to Brezis-Ponce [BP2].

Theorem 4.7 (Kato’s inequality when �v is a measure) Let v ∈ L1(�)be such
that �v is a measure on �. Then, for every open set ω ⊂⊂ �, �v+ is a measure
on ω and the following holds:

(�v+)d ≥ χ[v≥0](�v)d in ω, (4.1.1)

(−�v+)c = (−�v)+c in ω. (4.1.2)

Note that the right-hand side of (4.1.1) is well defined because the function v
is quasi-continuous. More precisely, if v ∈ L1(�) and �v is a measure, then
there exists ṽ : �→R quasi-continuous such that v = ṽ a.e. in � (see [A1] and
also [BP1, Lemma 4.1]). Recall that ṽ is quasi-continuous if and only if, given
any ε > 0, one can find an open set ωε ⊂ � such that cap (ωε) < ε and ṽ|�\ωε
is continuous. In particular, ṽ is finite q.e. (= quasi-everywhere = outside a set of
zero capacity). It is easy to see that χ[ṽ≥0] is integrable with respect to the measure
|(�v)d |. When v ∈ L1 and�v is a measure, we will systematically replace v by its
quasi-continuous representative.

Here are two consequences of Theorem 4.7 that will be used in the sequel. The
first one was originally established by Dupaigne-Ponce [DP] and it is equivalent to
(4.1.2):

Corollary 4.8 (“inverse” maximum principle) Let v ∈ L1(�) be such that�v
is a measure. If v ≥ 0 a.e. in �, then

(−�v)c ≥ 0 in �.

Another corollary is the following

Corollary 4.9 Let u ∈ L1(�) be such that �u is a measure. Then,

�Tk(u) ≤ χ[u≤k](�u)d + (�u)+c in D′(�).

Here, Tk(s) = k − (k − s)+ for every s ∈ R.

Proof. Let ω ⊂⊂ �. Applying (4.1.1) and (4.1.2) to v = k − u, yields

(�Tk(u))d = −(�v+)d ≤ −χ[v≥0](�v)d = χ[u≤k](�u)d in ω
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and

(�Tk(u))c = (�u)+c in ω.

Combining these two facts, we conclude that

�Tk(u) ≤ χ[u≤k](�u)d + (�u)+c in D′(ω).

Since ω ⊂⊂ � was arbitrary, the result follows.

Let u∗ be the largest subsolution of (4.0.1), and define μ∗ ∈ M(�) by (4.0.13).
We have the following

Lemma 4.1 The reduced measure μ∗ satisfies

μ∗ ≥ μd − μ−c .
Proof. Let (un) be the sequence constructed in Proposition 4.1. By Corollary 4.9,
we have

�Tk(un) ≤ χ[un≤k](�un)d + (�un)+c in D′(�). (4.1.3)

Since un satisfies (4.0.10),

(�un)d = gn(un)− μd and (�un)c = −μc.

Inserting into (4.1.3) gives

−�Tk(un) ≥ χ[un≤k]{μd − gn(un)} − μ−c
≥ χ[un≤k]μd − gn(Tk(un))− μ−c in D′(�).

For every n ≥ 1 we have u∗ ≤ un ≤ u1, so that

[u∗ ≤ k] ⊃ [un ≤ k] ⊃ [u1 ≤ k]
and

χ[un≤k]μd ≥ χ[u1≤k]μ
+
d − χ[u∗≤k]μ−d .

Thus,

−�Tk(un)+ gn(Tk(un)) ≥ χ[u1≤k]μ
+
d − χ[u∗≤k]μ−d − μ−c in D′(�). (4.1.4)

By dominated convergence,

gn(Tk(un))→ g(Tk(u∗)) in L1(�), as n→∞.
As n→∞ in (4.1.4), we get

−�Tk(u∗)+ g(Tk(u∗)) ≥ χ[u1≤k]μ
+
d − χ[u∗≤k]μ−d − μ−c in D′(�).

Let k→∞. Since both sets [u1 = +∞] and [u∗ = +∞] have zero capacity (recall
that u1 and u∗ are quasi-continuous and, in particular, both functions are finite q.e.),
we conclude that

μ∗ = −�u∗ + g(u∗) ≥ μ+d − μ−d − μ−c = μd − μ−c .
This establishes the lemma.
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Proof of Theorems 4.1 and 4.2. It follows from (4.0.14) and Lemma 4.1 that

μd − μ−c ≤ μ∗ ≤ μ.
By taking the diffuse parts, we have

(μ∗)d = μd. (4.1.5)

Thus μ− μ∗ = (μ− μ∗)c, which proves Theorem 4.2.
We now turn to the proof of Theorem 4.1. Let λ be a good measure ≤ μ. We

must prove that λ ≤ μ∗. Denote by v the solution of (4.0.1) corresponding to λ,{−�v + g(v) = λ in �,
v = 0 on ∂�.

By (4.1.5),

λd ≤ μd = (μ∗)d.
Since u∗ is the largest subsolution of (4.0.1), we also have

v ≤ u∗ a.e.

By the “inverse” maximum principle,

λc = (−�v)c ≤ (−�u∗)c = (μ∗)c.
Therefore λ ≤ μ∗. This establishes Theorem 4.1.

The following lemma will be used later on:

Lemma 4.2 Given a measure μ ∈ M(�), let (un) be the sequence defined in
Proposition 4.1. Then,

gn(un)
∗
⇀g(u∗)+ (μ− μ∗) = g(u∗)+ (μ− μ∗)c weak∗ in M(�).

Proof. Let ζ ∈ C2
0 (�̄). For every n ≥ 1, we have∫

�

gn(un)ζ =
∫
�

un�ζ +
∫
�

ζ dμ.

By Proposition 4.1, un→ u∗ in L1(�). Thus,

lim
n→∞

∫
�

gn(un)ζ =
∫
�

u∗�ζ +
∫
�

ζ dμ =
∫
�

g(u∗)ζ +
∫
�

ζ d(μ− μ∗).

In other words,

gn(un)
∗
⇀g(u∗)+ (μ− μ∗) weak∗ in M(�).

Since (μ∗)d = μd, the result follows.
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4.2 GOOD MEASURES: PROOFS OF THEOREMS 4.4, 4.6

We start with

Lemma 4.3 If μ is a good measure with solution u, and un is given by (4.0.10),
then

un→ u inW 1,1
0 (�) and gn(un)→ g(u) in L1(�).

Proof. We have

−�un + gn(un) = μ and −�u+ g(u) = μ in (C2
0 )
∗,

so that

−�(un − u)+ gn(un)− g(u) = 0 in (C2
0 )
∗.

Thus

−�(un − u)+ gn(un)− gn(u) = g(u)− gn(u) in (C2
0 )
∗.

Hence, by standard estimates (see Proposition 4.B.3),∫
�

|gn(un)− gn(u)| ≤
∫
�

|g(u)− gn(u)| → 0.

Thus, ∫
�

|gn(un)− g(u)| ≤ 2
∫
�

|g(u)− gn(u)| → 0.

In other words, gn(un)→ g(u) in L1(�). This clearly implies that�(un−u)→ 0
in L1(�) and thus un→ u inW 1,1

0 (�).

We now turn to the

Proof of Theorem 4.4. Let u1,n, u2,n ∈ L1(�) be such that{−�ui,n + gn(ui,n) = μi in �,
ui,n = 0 on ∂�,

for i = 1, 2. Since μ2 ≤ μ1, we have

u2,n ≤ u1,n a.e.

Thusgn(u2,n) ≤ gn(u1,n)→ g(u∗1) strongly inL1 by Lemma 4.3. Hencegn(u2,n)→
g(u∗2) strongly in L1 and we have

−�u∗2 + g(u∗2) = μ2 in (C2
0 )
∗,

i.e., μ2 is a good measure.

A simple property of G is

Proposition 4.2 The set G of good measures is closed with respect to strong
convergence in M(�).
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Proof. Let (μk) be a sequence of good measures such that μk → μ strongly in
M(�). For each k ≥ 1, let uk be such that{−�uk + g(uk) = μk in �,

uk = 0 on ∂�.

By standard estimates (see Corollary 4.B.1),∫
�

|g(uk1)− g(uk2)| ≤ ‖μk1 − μk2‖M (4.2.1)

and ∫
�

|uk1 − uk2 | ≤ C‖�(uk1 − uk2)‖M ≤ 2C‖μk1 − μk2‖M. (4.2.2)

By (4.2.1) and (4.2.2), both (uk) and (g(uk)) are Cauchy sequences inL1(�). Thus,
there exist u, v ∈ L1(�) such that

uk → u and g(uk)→ v in L1(�).

In particular, v = g(u) a.e. It is then easy to see that

−�u+ g(u) = μ in (C2
0 )
∗.

Thus μ is a good measure.

We next present a result slightly sharper than Theorem 4.6:

Theorem 4.6′ Let μ ∈ M(�). The following conditions are equivalent:

(a) μ is a good measure;
(b) μ+ is a good measure;
(c) μc is a good measure;
(d) μ = f0−�v0 in D′(�), for some f0 ∈ L1 and some v0 ∈ L1 with g(v0) ∈ L1.

Proof. (a) ⇒ (b). Since μ and 0 are good measures, it follows from Corollary 4.4
that μ+ = sup {μ, 0} is a good measure.

(b) ⇒ (a). Since μ+ is a good measure and μ ≤ μ+ in �, it follows from
Theorem 4.4 that μ is a good measure.

(b) ⇒ (c). Note that we always have

μc ≤ μ+. (4.2.3)

Indeed, (μ+ − μc)d = (μ+)d ≥ 0 and (μ+ − μc)c = μ+c − μc ≥ 0.
[Here and in the sequel we use the fact that (μ+)d = (μd)

+ and (μ+)c = (μc)
+

which will be simply denoted μ+d and μ+c ].
Since μ+ is a good measure, it follows from (4.2.3) and Theorem 4.4 that μc is

also a good measure.
(c) ⇒ (b). It is easy to see that, for every measure λ,

λ+ = sup {λd, λc}. (4.2.4)

Assume μc is a good measure. Since μd is diffuse, Corollary 4.2 implies that μd is
also a good measure. By Corollary 4.4 and (4.2.4), μ+ = sup {μd, μc} is a good
measure as well.
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(a)⇒ (d). Trivial.
(d)⇒ (c). We split the argument into two steps.

Step 1. Proof of (d) ⇒ (c) if v0 has compact support.
Since μ = f0 −�v0 in D′(�) and v0 has compact support, we have

μ = f0 −�v0 in (C2
0 )
∗.

Thus, μ − f0 + g(v0) is a good measure. Using the equivalence (a) ⇔ (c), we
conclude that μc = [μ− f0 + g(v0)]c is a good measure.

Step 2. Proof of (d) ⇒ (c) completed.
By assumption,

μ = f0 −�v0 in D′(�).

In particular, we have �v0 ∈ M(�), so that v0 ∈ W 1,p
loc (�), ∀p < N

N−1 (see
Theorem 4.B.1 below). Let (ϕn) ⊂ C∞c (�) be such that 0 ≤ ϕn ≤ 1 in � and
ϕn(x) = 1 if d(x, ∂�) > 1

n
. Then

ϕnμ = fn −�(ϕnv0) in D′(�),

where

fn = ϕnf0 + 2∇v0 · ∇ϕn + v0�ϕn ∈ L1(�).

Moreover, since 0 ≤ g(ϕnv0) ≤ g(v0) a.e., we have g(ϕnv0) ∈ L1(�). Thus, by
Step 1,

ϕnμc = (ϕnμ)c ∈ G ∀n ≥ 1.

Since ϕnμc → μc strongly in M(�) and G is closed with respect to the strong
topology in M(�), we conclude that μ ∈ G.

We may now strengthen Corollary 4.7:

Corollary 4.7′ We have

G +Md(�) ⊂ G,
where Md(�) denotes the space of diffuse measures.

Proof. Let μ ∈ G. By Theorem 4.6′, μc is a good measure. Thus, for any ν ∈ Md,
(μ+ ν)c = μc is a good measure. It follows from the equivalence (a) ⇔ (c) in the
theorem above that μ+ ν ∈ G.

Proposition 4.3 Assume

g(2t) ≤ C(g(t)+ 1) ∀t ≥ 0. (4.2.5)

Then the set of good measures is a convex cone.

Remark 4.7. Assumption (4.2.5) is called in the literature the �2-condition. It
holds if g(t) = tp for t ≥ 0 (any p > 1), but (4.2.5) fails for g(t) = et − 1. In
this case, the set of good measures is not a cone. As we will see in Section 4.8,
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Example 4.5, if N = 2, then for any a ∈ � we have cδa ∈ G if c > 0 is small, but
cδa �∈ G if c is large.

Proof of Proposition 4.3. Assume μ ∈ G. Clearly, it suffices to show that 2μ ∈ G.
Let u be the solution of{−�u+ g(u) = μ in �,

u = 0 on ∂�.

Thus,

2μ = −�(2u)+ 2g(u) in D′(�).

By (4.2.5), g(2u) ∈ L1. We can now invoke the equivalence (a) ⇔ (d) in Theo-
rem 4.6′ to conclude that 2μ ∈ G.

4.3 SOME PROPERTIES OF THE MAPPING μ "→"→"→ μ∗∗∗

We start with an easy result, which asserts that the mapping μ "→ μ∗ is order
preserving:

Proposition 4.4 Let μ, ν ∈ M(�). If μ ≤ ν, then μ∗ ≤ ν∗.
Proof. Since the reduced measureμ∗ is a good measure andμ∗ ≤ μ ≤ ν, it follows
from Theorem 4.1 that μ∗ ≤ ν∗.

Next, we have

Theorem 4.8 If μ1, μ2 ∈ M(�) are mutually singular, then

(μ1 + μ2)
∗ = (μ1)

∗ + (μ2)
∗. (4.3.1)

Proof. Since μ1 and μ2 are mutually singular, (μ1)
∗ and (μ2)

∗ are also mutually
singular (by (4.0.16)). In particular, we have

(μ1)
∗ + (μ2)

∗ ≤ [(μ1)
∗ + (μ2)

∗]+ = sup {(μ1)
∗, (μ2)

∗}. (4.3.2)

By Corollary 4.4, the right-hand side of (4.3.2) is a good measure. It follows from
Theorem 4.4 that (μ1)

∗ + (μ2)
∗ is also a good measure. Since

(μ1)
∗ + (μ2)

∗ ≤ μ1 + μ2,

we conclude from Theorem 4.1 that

(μ1)
∗ + (μ2)

∗ ≤ (μ1 + μ2)
∗. (4.3.3)

We now establish the reverse inequality. Assumeλ is a good measure≤ (μ1+μ2).
By Radon-Nikodym, we may decompose λ in terms of three measures:

λ = λ0 + λ1 + λ2,
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where λ0 is singular with respect to |μ1| + |μ2|, and, for i = 1, 2, λi is absolutely
continuous with respect to |μi |. Since λ0, λ1, λ2 ≤ λ+, each λj , j = 0, 1, 2, is a
good measure. Moreover, λ ≤ μ1 + μ2 implies

λ0 ≤ 0, λ1 ≤ μ1 and λ2 ≤ μ2.

Thus, in particular, λi ≤ (μi)∗ for i = 1, 2. Therefore,

λ = λ0 + λ1 + λ2 ≤ (μ1)
∗ + (μ2)

∗.

Since λ was arbitrary, we have

(μ1 + μ2)
∗ ≤ (μ1)

∗ + (μ2)
∗. (4.3.4)

Combining (4.3.3) and (4.3.4), the result follows.

Here are some consequences of Theorem 4.8:

Corollary 4.10 For every μ ∈ M(�), we have

(μ∗)d = (μd)
∗ = μd and (μ∗)c = (μc)

∗. (4.3.5)

Also,

(μ∗)+ = (μ+)∗ and (μ∗)− = μ−. (4.3.6)

Proof. Since μd is a good measure (see Corollary 4.2), we have (μd)
∗ = μd. By

Theorem 4.8,

μ∗ = (μd + μc)
∗ = (μd)

∗ + (μc)
∗.

Comparison between the diffuse and concentrated parts gives (4.3.5). Similarly,

μ∗ = (μ+ − μ−)∗ = (μ+)∗ + (−μ−)∗ = (μ+)∗ − μ−,
since every nonpositive measure is good. This identity yields (4.3.6).

More generally, the same argument shows the following:

Corollary 4.11 Let μ ∈ M(�). For every Borel set E ⊂ �, we have

(μ*E)∗ = μ∗*E. (4.3.7)

Here μ*E denotes the measure defined by μ*E(A) = μ(A∩E) for every Borel set
A ⊂ �.

For simplicity, from now on we shall write μ∗d = (μ∗)d and μ∗c = (μ∗)c.
The following result extends Corollary 4.7′:

Corollary 4.12 For every μ ∈ M(�) and ν ∈ Md(�),

(μ+ ν)∗ = μ∗ + ν.
Proof. By Theorem 4.8 and Corollary 4.2, we have

(μ+ ν)∗ = μ∗c + (μd + ν)∗ = μ∗c + μd + ν = (μ∗c + μ∗d)+ ν = μ∗ + ν.
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Next, we have

Theorem 4.9 Given μ, ν ∈ M(�), we have

[inf {μ, ν}]∗ = inf {μ∗, ν∗}, (4.3.8)

[sup {μ, ν}]∗ = sup {μ∗, ν∗}. (4.3.9)

Proof.

Step 1. Proof of (4.3.8).

Clearly,

inf {μ∗, ν∗} ≤ [inf {μ, ν}]∗.
Assume λ is a good measure ≤ inf {μ, ν}. By Theorem 4.1, λ ≤ μ∗ and λ ≤ ν∗.
Thus, λ ≤ inf {μ∗, ν∗}, whence

[inf {μ, ν}]∗ ≤ inf {μ∗, ν∗}.
Step 2. Proof of (4.3.9).

Applying the Hahn decomposition to μ − ν, we may write � in terms of two
disjoint Borel sets E1, E2 ⊂ �, � = E1 ∪ E2, so that

μ ≥ ν in E1 and ν ≥ μ in E2.

By Proposition 4.4 and Corollary 4.11,

μ∗*E1= (μ*E1)
∗ ≥ (ν*E1)

∗ = ν∗*E1 .

Thus, μ∗ ≥ ν∗ on E1. Similarly, ν∗ ≥ μ∗ on E2. We then have

sup {μ, ν} = μ*E1+ ν*E2 and sup {μ∗, ν∗} = μ∗*E1+ ν∗*E2 . (4.3.10)

On the other hand, by Theorem 4.8 and Corollary 4.11,

(μ*E1+ ν*E2)
∗ = (μ*E1)

∗ + (ν*E2)
∗ = μ∗*E1+ ν∗*E2 . (4.3.11)

Combining (4.3.10) and (4.3.11), we obtain (4.3.9).

We now show that μ "→ μ∗ is nonexpansive:

Theorem 4.10 Given μ, ν ∈ M(�), we have

|μ∗ − ν∗| ≤ |μ− ν|. (4.3.12)

More generally,

(μ∗ − ν∗)+ ≤ (μ− ν)+. (4.3.13)

Proof. Clearly, it suffices to show that (4.3.13) holds. We split the proof into two
steps.



72 CHAPTER 4

Step 1. Assume ν ≤ μ. Then we claim that

μ∗ − ν∗ ≤ μ− ν. (4.3.14)

Indeed, let vn be the solution of (4.0.10) corresponding to the measure ν. Since
ν ≤ μ, we have

vn ≤ un a.e., ∀n ≥ 1.

Recall that gn is nondecreasing; thus,

gn(vn) ≤ gn(un) a.e.

Let n→∞. According to Lemma 4.2, we have

g(v∗)+ (ν − ν∗)c ≤ g(u∗)+ (μ− μ∗)c.
Taking the concentrated part on both sides of this inequality yields

(ν − ν∗)c ≤ (μ− μ∗)c.
Since νd = ν∗d and μd = μ∗d (by Corollary 4.2), we have

ν − ν∗ ≤ μ− μ∗,
which is (4.3.14).

Step 2. Proof of (4.3.1) completed.

Recall that

sup {μ, ν} = ν + (μ− ν)+. (4.3.15)

Applying the previous step to the measures ν and sup {μ, ν}, we have

[sup {μ, ν}]∗ − ν∗ ≤ sup {μ, ν} − ν = (μ− ν)+. (4.3.16)

By (4.3.9), (4.3.15), and (4.3.16),

(μ− ν)+ ≥ [sup {μ, ν}]∗ − ν∗ = sup {μ∗, ν∗} − ν∗ = (μ∗ − ν∗)+.
Therefore, (4.3.13) holds.

4.4 APPROXIMATION OF μ BY ρN ∗∗∗ μ

Let (ρn) be a sequence of mollifiers in RN such that supp ρn ⊂ B1/n for every n ≥ 1.
Given μ ∈ M(�), set

μn = ρn ∗ μ,
that is,

μn(x) =
∫
�

ρn(x − y) dμ(y) ∀x ∈ RN. (4.4.1)

[The integral in (4.4.1) is well defined in view of Proposition 4.C.1 in Appendix 4C
below. Here, we identify μ with μ̃ ∈ [C(�̄)]∗ defined there].

Let un be the solution of{−�un + g(un)= μn in �,
un= 0 on ∂�.

(4.4.2)
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Theorem 4.11 Assume in addition that g is convex. Then un → u∗ in L1(�),
where u∗ is given by Proposition 4.1.

Proof.

Step 1. The conclusion holds if μ is a good measure.

In this case, there exists u = u∗ such that{−�u+ g(u) = μ in �,
u = 0 on ∂�.

(4.4.3)

Let ω ⊂⊂ �. For n ≥ 1 sufficiently large, we have

−�(ρn ∗ u)+ ρn ∗ g(u) = μn in ω.

Thus, using the convexity of g,

�(ρn ∗ u− un) = ρn ∗ g(u)− g(un) ≥ g(ρn ∗ u)− g(un) in ω.

By the standard version of Kato’s inequality (see [K]),

�(ρn ∗ u− un)+ ≥ {g(ρn ∗ u)− g(un)}+ ≥ 0 in D′(ω). (4.4.4)

Since ∫
�

|�un| ≤ 2‖μn‖M ≤ C ∀n ≥ 1,

we can extract a subsequence (unk ) such that

unk → v in L1(�),

for some v ∈ W 1,1
0 (�). As nk →∞ in (4.4.4), we have

−�(u− v)+ ≤ 0 in D′(ω).
Since ω ⊂⊂ � was arbitrary,

−�(u− v)+ ≤ 0 in D′(�). (4.4.5)

On the other hand,

(u− v)+ ∈ W 1,1
0 (�). (4.4.6)

From (4.4.5), (4.4.6) and the weak form of the maximum principle (see Proposi-
tion 4.B.1) we deduce that

(u− v)+ ≤ 0 a.e.

Therefore,

v ≥ u a.e.

By Fatou’s lemma, v is a subsolution of (4.0.1); comparison with (4.4.3) yields,

v ≤ u a.e.

We conclude that

v = u a.e.

Since v is independent of the subsequence (unk ), we must have

un→ u = u∗ in L1(�).
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Step 2. Proof of Theorem 4.11 completed.

Without loss of generality, we may assume that

un→ v in L1(�).

By Fatou, once more, v is a subsolution of (4.0.1). Proposition 4.1 yields

v ≤ u∗ a.e.

Let u∗n denote the solution of{−�u∗n + g(u∗n) = ρn ∗ μ∗ in �,
u∗n = 0 on ∂�.

By the previous step,

u∗n→ u∗ in L1(�).

On the other hand, we know from the maximum principle that

u∗n ≤ un a.e.

Thus, as n→∞,

u∗ ≤ v a.e.

Since v ≤ u∗ a.e., the result follows.

Open problem 1. Does the conclusion of Theorem 4.11 remain valid without the
convexity assumption on g?

4.5 FURTHER CONVERGENCE RESULTS

We start with the following

Theorem 4.12 Let (fn) ⊂ L1(�) and f ∈ L1(�). Assume

fn ⇀ f weakly in L1. (4.5.1)

Let un (resp. u) be the solution of (4.0.1) associated with fn (resp. f ). Then
un→ u in L1(�).

Proof. By definition,

−�un + g(un) = fn and −�u+ g(u) = f in (C2
0 )
∗.

Using a device introduced by Gallouët-Morel [GM] (see also Proposition 4.B.2
below), we have, for everyM > 0,∫

[|un|≥M]
|g(un)| ≤

∫
[|un|≥M]

|fn|.
Thus ∫

E

|g(un)| =
∫

E
[|un|≥M]

+
∫

E
[|un|<M]

≤
∫
[|un|≥M]

|fn| + g(M)|E|. (4.5.2)
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On the other hand, ‖�un‖L1 ≤ C implies ‖un‖L1 ≤ C, and thus

meas [|un| ≥ M] ≤ C
M
.

From (4.5.1) and a theorem of Dunford-Pettis (see, e.g., [DS, Corollary IV.8.11])
we infer that (fn) is equi-integrable. Given δ > 0, fixM > 0 such that∫

[|un|≥M]
|fn| ≤ δ ∀n ≥ 1. (4.5.3)

With this fixedM , choose |E| so small that

g(M)|E| < δ. (4.5.4)

We deduce from (4.5.2)–(4.5.4) that g(un) is equi-integrable.
Passing to a subsequence, we may assume that unk → v inL1(�) and a.e., for some
v ∈ L1(�). Then g(unk ) → g(v) a.e. By Egorov’s lemma, g(unk ) → g(v) in
L1(�). It follows that v is a solution of (4.0.1) associated to f . By the uniqueness
of the limit, we must have un→ u in L1(�).

Remark 4.8. Theorem 4.12 is no longer true if one replaces the weak convergence
fn ⇀ f in L1, by the weak∗ convergence in the sense of measures. Here is an
example:

Example 4.1 Assume N ≥ 3 and let g(t) = (t+)q with q ≥ N
N−2 . Let f ≡ 1 in

�. We will construct a sequence (fk) in C∞c (�) such that

fk
∗
⇀f in M(�), (4.5.5)

and such that the solutions uk of (4.0.1) corresponding to fk converge to 0 inL1(�).
Let (μk) be any sequence in M(�) converging weak∗ to f , as k→∞, and such that
each measureμk is a linear combination of Dirac masses. (For example, eachμk can
be of the form |�|M−1∑ δai , where theM points ai are uniformly distributed in�.)
Recall that for μ = δa , the corresponding u∗ in Proposition 4.1 is ≡ 0 (see [B4] or
Theorem 4.B.6 below). Similarly, for each μk , the corresponding u∗ is ≡ 0. Set
hn,k = ρn∗μk , with the same notation as in Section 4.4. Let un,k denote the solution
of (4.0.1) relative to hn,k . For each fixed k we know, by Theorem 4.11, that un,k → 0
strongly in L1(�) as n→∞. For each k, choose Nk > k sufficiently large so that
‖uNk,k‖L1 < 1/k. Set fk = hNk,k , so that uk = uNk,k is the corresponding solution
of (4.0.1). It is easy to check that, as k→∞,

fk
∗
⇀f ≡ 1 in M(�), but uk → 0 in L1(�).

Our next result is a refinement of Theorem 4.12 in the spirit of Theorem 4.6.
Let μ ∈ M(�) and let (μn) be a sequence in M(�). Assume that

μ = f −�v in (C2
0 )
∗, (4.5.6)

μn = fn −�vn in (C2
0 )
∗, (4.5.7)

where f ∈ L1, fn ∈ L1, v ∈ L1, vn ∈ L1, g(v) ∈ L1, and g(vn) ∈ L1.
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By Theorem 4.6 we know that there exist u and un solutions of

−�u+ g(u) = μ in �, u = 0 on ∂�, (4.5.8)

−�un + g(un) = μn in �, un = 0 on ∂�. (4.5.9)

Theorem 4.13 Assume (4.5.6)–(4.5.9) and, moreover,

‖μn‖M ≤ C, (4.5.10)

fn ⇀ f weakly in L1, (4.5.11)

vn→ v in L1 and g(vn)→ g(v) in L1. (4.5.12)

Then un→ u in L1(�).

Proof. We divide the proof into two steps.

Step 1. Fix 0 < α < 1 and let u(α), un(α) be the solutions of

−�u(α)+ g(u(α)) = αμ in �, u(α) = 0 on ∂�, (4.5.13)

−�un(α)+ g(un(α)) = αμn in �, un(α) = 0 on ∂�. (4.5.14)

Then un(α)→ u(α) in L1(�).

Note that u(α) and un(α) exist since αμ = αf − �(αv) and g(αv) ≤ g(v), so
that g(αv) ∈ L1, and similarly for αμn. We may then apply Theorem 4.6 once
more. For simplicity we will omit the dependence in α and we will write ũ, ũn
instead of u(α), un(α) (recall that in this step α is fixed ). Since

‖�ũn‖M ≤ 2α‖μn‖M ≤ C,
we can extract a subsequence of (ũn) converging strongly in L1(�) and a.e. Let
w ∈ W 1,1

0 (�) be such that ũnk → w in L1(�) and a.e. We will prove that w
satisfies (4.5.13), and therefore, by uniqueness, w = ũ. Since w is independent
of the subsequence, we will infer that (ũn) converges to ũ, which is the desired
conclusion.

We claim that

g(ũn) is equi-integrable. (4.5.15)

To establish (4.5.15) we argue as in the proof of Theorem 4.12. From (4.5.7) and
(4.5.14) we see that

−�(ũn − αvn)+ [g(ũn)− g(αvn)] = hn in (C2
0 )
∗, (4.5.16)

with

hn = αfn − g(αvn). (4.5.17)

Using (4.5.11) and (4.5.12) we see that

(hn) is equi-integrable. (4.5.18)
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From (4.5.16) and Proposition 4.B.2 we obtain (as in the proof of Theorem 4.12)
that, for everyM > 0,∫

[|ũn−αvn|≥M]
|g(ũn)− g(αvn)| ≤

∫
[|ũn−αvn|≥M]

|hn|. (4.5.19)

On the other hand, for any Borel set E of �, we have∫
E

g(ũn) =
∫
An

g(ũn)+
∫
Bn

g(ũn)+
∫
Cn

g(ũn), (4.5.20)

where

An = [ũn ≥ vn] ∩ [|ũn − αvn| ≥ M] ∩ E,
Bn = [ũn ≥ vn] ∩ [|ũn − αvn| < M] ∩ E,
Cn = [ũn < vn] ∩ E.

To handle the integral on An, write∫
An

g(ũn) ≤
∫
[|ũn−αvn|≥M]

|g(ũn)− g(αvn)| +
∫
E

g(vn).

Thus, by (4.5.19), ∫
An

g(ũn) ≤
∫
[|ũn−αvn|≥M]

|hn| +
∫
E

g(vn). (4.5.21)

Next, on Bn, we have

ũn < M + αvn ≤ M + αũn,
and thus

ũn <
M

1 − α .
Therefore, ∫

Bn

g(ũn) ≤ g
(
M

1 − α
)
|E|. (4.5.22)

Finally, we have ∫
Cn

g(ũn) ≤
∫
E

g(vn). (4.5.23)

Combining (4.5.20)–(4.5.23) yields∫
E

g(ũn) ≤
∫
[|ũn−αvn|≥M]

|hn| + 2
∫
E

g(vn)+ g
(
M

1 − α
)
|E|. (4.5.24)

But ‖ũn − αvn‖L1 ≤ C and therefore

meas [|ũn − αvn| ≥ M] ≤ C
M
. (4.5.25)
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Given δ > 0, fixM > 0 sufficiently large such that∫
[|ũn−αvn|≥M]

|hn| ≤ δ ∀n ≥ 1

(here we use (4.5.18) and (4.5.25)). With this fixedM , choose |E| so small that

2
∫
E

g(vn)+ g
(
M

1 − α
)
|E| ≤ δ ∀n ≥ 1.

This finishes the proof of (4.5.15).
Since g(ũn) → g(w) a.e., we deduce from (4.5.15) and Egorov’s lemma that
g(ũn)→ g(w) in L1. We are now able to pass to the limit in (4.5.14) and conclude
that w satisfies (4.5.13), which was the goal of Step 1.

Step 2. Proof of the theorem completed.

Here the dependence on α is important and we return to the notation u(α) and
un(α). From (4.5.8) and (4.5.13) we deduce that

‖�(u(α)− u)‖M ≤ 2(1 − α)‖μ‖M (4.5.26)

and similarly, from (4.5.9) and (4.5.14), we have

‖�(un(α)− un)‖M ≤ 2(1 − α)‖μn‖M ≤ C(1 − α). (4.5.27)

Estimates (4.5.26) and (4.5.27) yield

‖u(α)− u‖L1 + ‖un(α)− un‖L1 ≤ C(1 − α), (4.5.28)

with C independent of n and α. Finally, we write

‖un − u‖L1 ≤ ‖u(α)− u‖L1 + ‖un(α)− un‖L1 + ‖un(α)− u(α)‖L1 . (4.5.29)

Given ε > 0, fix α < 1 so small that

C(1 − α) < ε, (4.5.30)

and then apply Step 1 to assert that

‖un(α)− u(α)‖L1 < ε ∀n ≥ N, (4.5.31)

provided N is sufficiently large. Combining (4.5.28)–(4.5.31) yields

‖un − u‖L1 ≤ 2ε ∀n ≥ N,
which is the desired conclusion.
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4.6 NONNEGATIVE MEASURES THAT ARE GOOD FOR EVERY g

MUST BE DIFFUSE

Let h : [0,∞) → [0,∞) be a continuous nondecreasing function with h(0) = 0.
Given a compact set K ⊂ �, let

cap�,h(K) = inf

{∫
�

h(|�ϕ|);ϕ ∈ C∞c (�), 0 ≤ ϕ ≤ 1, and ϕ = 1 on K

}
,

where, as usual,C∞c (�) denotes the set ofC∞-functions with compact support in�.
We start with

Proposition 4.5 Assume

lim
t→∞
g(t)

t
= +∞ and g∗(s) > 0 for s > 0. (4.6.1)

If μ is a good measure, then μ+(K) = 0 for every compact set K ⊂ � such that
cap�,g∗(K) = 0.

Here, g∗ denotes the convex conjugate ofg, which is finite in view of the coercivity
of g. Note that if g′(0) = 0, then g∗(s) > 0 for every s > 0.

Proof. Since μ is a good measure, μ+ is also a good measure. Thus,

μ+ = −�v + g(v) in (C2
0 )
∗

for some v ∈ L1(�), v ≥ 0 a.e., such that g(v) ∈ L1(�).
Let ϕn ∈ C∞c (�) be such that 0 ≤ ϕn ≤ 1 in �, ϕn = 1 on K , and∫

�

g∗(|�ϕn|)→ 0.

Passing to a subsequence if necessary, we may assume that

g∗(|�ϕn|)→ 0 a.e. and g∗(|�ϕn|) ≤ G ∈ L1(�) ∀n ≥ 1.

Since g∗(s) > 0 if s > 0, we also have

ϕn, |�ϕn| → 0 a.e.

For every n ≥ 1,

μ+(K) ≤
∫
�

ϕn dμ
+ =

∫
�

[g(v)ϕn − v�ϕn]. (4.6.2)

Note that

|g(v)ϕn − v�ϕn| → 0 a.e.

and

|g(v)ϕn − v�ϕn| ≤ 2g(v)+ g∗(|�ϕn|) ≤ 2g(v)+G ∈ L1(�).

By dominated convergence, the right-hand side of (4.6.2) converges to 0 as n→∞.
We then conclude that μ+(K) = 0.
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As a consequence of Proposition 4.5 we have

Theorem 4.14 Given a Borel set � ⊂ � with zero H 1-capacity, there exists g
such that

μ∗ = −μ− for every measure μ concentrated on �.

In particular, for every nonnegative μ ∈ M(�) concentrated on a set of zero H 1-
capacity, there exists some g such that μ∗ = 0.

Proof. Let � ⊂ � be a Borel set of zero H 1-capacity. Let (Kn) be an increasing
sequence of compact sets in � such that

μ+
(
� \

⋃
n

Kn

)
= 0.

For each n ≥ 1, Kn has zero H 1-capacity. By Lemma 4.E.1, one can find ψn ∈
C∞c (�) such that 0 ≤ ψn ≤ 1 in �, ψn = 1 in some neighborhood of Kn, and∫

�

|�ψn| ≤ 1

n
∀n ≥ 1.

In particular, �ψn → 0 in L1(�). Passing to a subsequence if necessary, we may
assume that

�ψn→ 0 a.e. and |�ψn| ≤ G ∈ L1(�) ∀n ≥ 1.

According to a theorem of De La Vallée-Poussin (see [DVP, Remarque 23] or
[DM, Théorème II.22]), there exists a convex function h : [0,∞) → [0,∞) such
that h(0) = 0, h(s) > 0 for s > 0,

lim
t→∞
h(t)

t
= +∞, and h(G) ∈ L1(�).

By dominated convergence, we then have h(|�ψn|)→ 0 in L1(�). Thus,

cap�,h(Kn) = 0 ∀n ≥ 1. (4.6.3)

Let g(t) = h∗(t) if t ≥ 0, and g(t) = 0 if t < 0. By duality, h = g∗ on [0,∞).
Let μ ∈ M(�) be any measure concentrated on �. By Proposition 4.5, (4.6.3)
yields

(μ∗)+(Kn) = 0 ∀n ≥ 1,

where the reduced measureμ∗ is computed with respect to g. Thus, (μ∗)+(�) = 0.
Since μ is concentrated on �, we have (μ∗)+ = 0. Applying Corollary 4.10, we
then get

μ∗ = (μ∗)+ − (μ∗)− = −μ−,
which is the desired result.

We may now present the

Proof of Theorem 4.5. Assume μ ∈ M(�) is a good measure for every g. Given a
Borel set � ⊂ � with zero H 1-capacity, let λ = μ+*� . In view of Theorem 4.14,
there exists g̃ for which λ∗ = 0. On the other hand, by Theorems 4.4 and 4.6′, λ is
a good measure for g̃. Thus, λ = λ∗ = 0. In other words, μ+(�) = 0. Since �
was arbitrary, μ+ is diffuse. This establishes the theorem.
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We conclude this section with the following:

Open problem 2. Let g : R → R be any given continuous, nondecreasing function
satisfying (4.0.5). Can one always find some nonnegative μ ∈ M(�) such that μ
is good for g, but μ is not diffuse?

After this paper was finished, A. C. Ponce [P] gave a positive answer to the above
problem.

4.7 SIGNED MEASURES AND GENERAL NONLINEARITIES g

Suppose that g :R→R is a continuous, nondecreasing function, such that g(0) = 0.
But we will not impose in this section that g(t) = 0 if t < 0. We shall follow the
same approximation scheme as in the Introduction. Namely, let (gn) be a sequence
of nondecreasing continuous functions, gn : R → R, gn(0) = 0, satisfying (4.0.8),
such that both (g+n ) and (g−n ) verify (4.0.7), and

g+n (t) ↑ g+(t), g−n (t) ↑ g−(t) ∀t ∈ R as n ↑ ∞.
Let μ ∈ M(�). For each n ≥ 1, we denote by un the unique solution of{−�un + gn(un) = μ in �,

un = 0 on ∂�.
(4.7.1)

First, a simple observation:

Lemma 4.4 Assume μ ≥ 0 or μ ≤ 0. Then there exists u∗ ∈ L1(�) such that
un → u∗ in L1(�). If μ ≥ 0, then u∗ ≥ 0 is the largest subsolution of (4.0.1). If
μ ≤ 0, then u∗ ≤ 0 is the smallest supersolution of (4.0.1). In both cases, we have∣∣∣∣∫

�

u∗�ζ
∣∣∣∣ ≤ 2‖μ‖M‖ζ‖L∞ ∀ζ ∈ C2

0 (�̄) (4.7.2)

and ∫
�

|g(u∗)| ≤ ‖μ‖M. (4.7.3)

Proof. If μ ≥ 0, then un ≥ 0 a.e. In particular, gn(un) = g+n (un) for every n ≥ 1.
Since (g+n ) satisfies the assumptions of Proposition 4.1, we conclude that un→ u∗
in L1(�), where u∗ ≥ 0 is the largest subsolution of (4.0.1).
If μ ≤ 0, then un ≤ 0, so that wn = −un satisfies{−�wn + g̃n(wn) = −μ in �,

wn = 0 on ∂�,

where g̃n(t) = g−n (−t), ∀t ∈ R. Clearly, the sequence (g̃n) satisfies the assumptions
of Proposition 4.1. Therefore, un = −wn→−w∗ = u∗ in L1(�). It is easy to see
that u∗ ≤ 0 is the smallest supersolution of (4.0.1).
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Given μ ∈ M(�) such that μ ≥ 0 or μ ≤ 0, we define μ∗ ∈ M(�) by

μ∗ = −�u∗ + g(u∗) in (C2
0 )
∗. (4.7.4)

The reduced measure μ∗ is well defined because of (4.7.2) and (4.7.3). It is easy to
see that

(a) if μ ≥ 0, then 0 ≤ μ∗ ≤ μ;
(b) if μ ≤ 0, then μ ≤ μ∗ ≤ 0.

We now consider the general case of a signed measure μ ∈ M(�). In view of
(4.7.4), both measures (μ+)∗ and (−μ−)∗ are well defined. Moreover,

−μ− ≤ (−μ−)∗ ≤ 0 ≤ (μ+)∗ ≤ μ+.
The convergence of the approximating sequence (un) is governed by the following:

Theorem 4.15 Let un be given by (4.7.1). Then, un → u∗ in L1(�), where u∗ is
the unique solution of{−�u∗ + g(u∗) = (μ+)∗ + (−μ−)∗ in �,

u∗ = 0 on ∂�.
(4.7.5)

Proof. By standard estimates, ‖�un‖M ≤ 2‖μ‖M. Thus, without loss of general-
ity, we may assume that, for a subsequence, still denoted (un), un → u in L1(�)

and a.e. We shall show that u satisfies (4.7.5); by uniqueness (see Corollary 4.B.1),
this will imply that u is independent of the subsequence.

For each n ≥ 1, let vn, ṽn be the solutions of{−�vn + gn(vn) = μ+ in �,
vn = 0 on ∂�,

(4.7.6)

and {−�ṽn + g+n (ṽn) = μ in �,
ṽn = 0 on ∂�,

(4.7.7)

so that vn ≥ 0 a.e., vn ↓ v∗ and ṽn ↓ ṽ∗ in L1(�). By comparison (see Corollary
4.B.2), we have

ṽn ≤ un ≤ vn a.e.

Thus,

g+n (ṽn) ≤ g+n (un) ≤ g+n (vn) = gn(vn) a.e. (4.7.8)

By Lemma 4.2, we know that

g+n (ṽn)
∗
⇀g+(ṽ∗)+ μ− μ∗,

gn(vn)
∗
⇀g(v∗)+ μ+ − (μ+)∗.
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Here, both reduced measures μ∗ and (μ+)∗ are computed with respect to the non-
linearity g+; in particular (see Corollary 4.10),

μ− μ∗ = μ+ − (μ+)∗. (4.7.9)

We claim that

g+n (un)
∗
⇀g+(u)+ μ+ − (μ+)∗. (4.7.10)

This will be a consequence of the following:

Lemma 4.5 Let an, bn, cn ∈ L1(�) be such that

an ≤ bn ≤ cn a.e.

Assume that an → a, bn → b and cn → c a.e. in � for some a, b, c ∈ L1(�). If
(cn − an) ∗

⇀(c − a) weak∗ in M(�), then

(cn − bn) ∗
⇀(c − b) weak∗ in M(�). (4.7.11)

Proof. Since

0 ≤ (cn − bn) ≤ (cn − an) a.e., (4.7.12)

the sequence (cn− bn) is bounded in L1(�). Passing to a subsequence if necessary,
we may assume that there exists λ ∈ M(�) such that

(cn − bn) ∗
⇀λ.

By (4.7.12), we have 0 ≤ λ ≤ (c − a). Thus, λ is absolutely continuous with
respect to the Lebesgue measure. In other words, λ ∈ L1(�). Given M > 0, we
denote by SM the truncation operator SM(t) = min {M,max {t,−M}}, ∀t ∈ R. By
dominated convergence, we have

SM(an)→ SM(a) strongly in L1(�),

and similarly for SM(bn) and SM(cn). Since

0 ≤ [(cn − SM(cn))− (bn − SM(bn))]
≤ [(cn − SM(cn))− (an − SM(an))] a.e.,

as n→∞ we get

0 ≤ λ− (SM(c)− SM(b)) ≤ [(c − SM(c))− (a − SM(a))] a.e.

LetM →∞ in the expression above. We then get λ = (c− b). This concludes the
proof of the lemma.

We now apply the previous lemma with an = g+n (ṽn), bn = g+n (un) and cn =
gn(vn). In view of (4.7.8) and (4.7.9), the assumptions of Lemma 4.5 are satisfied.
It follows from (4.7.11) that

gn(vn)− g+n (un) ∗
⇀g(v∗)− g+(u). (4.7.13)
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Thus,

g+n (un) = gn(vn)− [gn(vn)− g+n (un)] ∗
⇀g+(u)+ μ+ − (μ+)∗,

which is precisely (4.7.10). A similar argument shows that

g−n (un)
∗
⇀g−(u)+ μ− + (−μ−)∗. (4.7.14)

We conclude from (4.7.10) and (4.7.14) that

gn(un)
∗
⇀g(u)+ μ− [(μ+)∗ + (−μ−)∗]. (4.7.15)

Therefore, u satisfies (4.7.5), so that (4.7.5) has a solution u∗ = u. By uniqueness,
the whole sequence (un) converges to u∗ in L1(�).

Motivated by Theorem 4.15, for any μ ∈ M(�), we define the reduced measure
μ∗ by

μ∗ = (μ+)∗ + (−μ−)∗. (4.7.16)

[This definition is coherent if μ is either a positive or a negative measure].
One can derive a number of properties satisfied byμ∗. For instance, the statements

of Theorems 4.8–4.10 remain true. Moreover,

Theorem 4.2′ There exists a Borel set � ⊂ � with cap (�) = 0 such that

|μ− μ∗|(�\�) = 0.

4.8 EXAMPLES

We describe here some simple examples where the measure μ∗ can be explicitly
identified. Throughout this section, we assume again that g(t) = 0 for t ≤ 0.

Example 4.2 N = 1 and g is arbitrary.

This case is very easy since every measure is diffuse (recall that the only set of
zero capacity is the empty set). Hence, by Corollary 4.2, every measure is good.
Thus, μ∗ = μ for every μ.

Example 4.3 N ≥ 2 and g(t) = tp, t ≥ 0, with 1 < p < N
N−2 .

In this case, we have again μ∗ = μ since, for every measure μ, problem (4.0.1)
admits a solution. This result was originally established in 1975 by Ph. Bénilan and
H. Brezis (see [BB, Appendix A], [B1], [B2], [B3], [B4] and also Theorem 4.B.5
below). The crucial ingredient is the compactness of the imbedding of the space
{u ∈ W 1,1

0 ;�u ∈ M}, equipped with the norm ‖u‖W1,1 + ‖�u‖M, into Lq for
every q < N

N−2 (see Theorem 4.B.1 below).

Example 4.4 N ≥ 3 and g(t) = tp, t ≥ 0, with p ≥ N
N−2 .

In this case, we have

Theorem 4.16 For every measure μ, we have

μ∗ = μ− (μ2)
+, (4.8.1)
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where μ = μ1 + μ2 is the unique decomposition of μ (in the sense of Lemma A.1)
relative to theW 2,p′ -capacity.

Proof. By a result of Baras-Pierre [BP] (already mentioned in the Introduction) we
know that a measure ν ≥ 0 is a good measure if and only if ν is diffuse with respect
to theW 2,p′ -capacity.

Set

μ̃ = μ− (μ2)
+ = μ1 − (μ2)

− and ν̃ = (μ2)
+. (4.8.2)

We claim that

(μ̃)∗ = μ̃ and (ν̃)∗ = 0. (4.8.3)

Clearly, (μ̃)+ = (μ1)
+. From the result of Baras-Pierre [BP], we infer that (μ1)

+
is a good measure. By Theorem 4.4, μ̃ is also a good measure. Thus, (μ̃)∗ = μ̃.
Since ν̃ is a nonnegative measure concentrated on a set of zero W 2,p-capacity, it
follows from [BP] that (ν̃)∗ ≤ 0. Since (ν̃)∗ ≥ 0, we conclude that (4.8.3) holds.

Applying Theorem 4.8, we get

μ∗ = (μ̃+ ν̃)∗ = (μ̃)∗ + (ν̃)∗ = μ̃ = μ− (μ2)
+,

which is precisely (4.8.1).

Remark 4.9. In this example we see that the measure μ−μ∗ is concentrated on a
set � whoseW 2,p′ -capacity is zero. This is better information than the general fact
that μ− μ∗ is concentrated on a set � whose H 1-capacity is zero.

Example 4.5 N = 2 and g(t) = et − 1, t ≥ 0.

In this case, the identification of μ∗ relies heavily on a result of Vázquez [Va].

Theorem 4.17 Given any measure μ, let

μ = μ1 + μ2,

where μ2 is the purely atomic part of μ (this corresponds to the decomposition of
μ in the sense of Lemma 4.A.1, where Z consists of countable sets). Write

μ2 =
∑
i

αiδai (4.8.4)

with ai ∈ � distinct, and
∑ |αi | <∞. Then

μ∗ = μ−
∑
i

(αi − 4π)+δai . (4.8.5)

Proof. By a result of Vázquez [Va], we know that a measure ν is a good measure
if and only if ν({x}) ≤ 4π for every x ∈ �. (The paper of Vázquez deals with the
equation (4.0.1) in all of R2, but the conclusion, and the proof, is the same for a
bounded domain.)
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Clearly, μ1({x}) = 0, ∀x ∈ �. From the result of Vázquez [Va] we infer that μ1

is a good measure. Thus,

(μ1)
∗ = μ1. (4.8.6)

Let a ∈ � and α ∈ R. It is easy to see from [Va] that

(αδa)
∗ = min {α, 4π}δa. (4.8.7)

An induction argument applied to Theorem 4.8 and the continuity of the mapping
μ "→ μ∗ show that

μ∗ = (μ1)
∗ + (μ2)

∗ = (μ1)
∗ +

∑
i

(αiδai )
∗. (4.8.8)

By (4.8.6)–(4.8.8), we have

μ∗ = μ1 +
∑
i

min {αi, 4π}δai = μ−
∑
i

(αi − 4π)+δai . (4.8.9)

This establishes (4.8.5).

We conclude this section with two interesting questions:

Open problem 3. Let N = 2 and g(t) = (et2 − 1), t ≥ 0. Is there an explicit
formula for μ∗ ?

Open problem 4. Let N ≥ 3 and g(t) = (et − 1), t ≥ 0. Is there an explicit
formula for μ∗ ?

A partial answer to Open Problem 4 has been obtained by Bartolucci-Leoni-
Orsina-Ponce [BLOP]. More precisely, they have established the following:

Theorem 4.18 Any measure μ such that μ ≤ 4πHN−2 is a good measure.

Here, HN−2 denotes the (N − 2)-Hausdorff measure. The converse of Theo-
rem 4.18 is not true. This was suggested by L. Véron in a personal communication;
explicit examples are given in [P]. The characterization of good measures is still
open; see, however, [MV5].

4.9 FURTHER DIRECTIONS AND OPEN PROBLEMS

4.9.1 Vertical Asymptotes

Letg : (−∞,+1)→ R be a continuous, nondecreasing function such thatg(t) = 0,
∀t ≤ 0, and such g(t)→+∞ as t →+1. Let (gn) be a sequence of functions gn :
R → R which are continuous, nondecreasing, and satisfy the following conditions:

0 ≤ g1(t) ≤ g2(t) ≤ · · · ≤ g(t) ∀t < 1, (4.9.1)

gn(t)→ g(t) ∀t < 1 and gn(t)→+∞ ∀t ≥ 1. (4.9.2)
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If N ≥ 2, then we also assume that

each gn has subcritical growth, i.e., gn(t) ≤ C(|t |p + 1) ∀t ∈ R, (4.9.3)

for some constant C and some p < N
N−2 , possibly depending on n.

Given μ ∈ M(�), let un be a solution of (4.0.10). Then un ↓ u∗ in� as n ↑ ∞.
Moreover, (4.0.11) and (4.0.12) hold. We may therefore define μ∗ ∈ M(�) by
(4.0.13).

Open problem 5. Study the properties of u∗ and the reduced measure μ∗.

Clearly, u∗ is the largest subsolution. But there are some major differences in
this case. When N ≥ 2, Dupaigne-Ponce-Porretta [DPP] have shown that for any
such g one can find a nonnegative measure μ for which the set {ν ∈ G; ν ≤ μ}
has no largest element. In particular, for such measure μ, the reduced measure μ∗
cannot be the largest good measure≤ μ. They have also proved that the set of good
measures G is not convex for any g. We refer the reader to [DPP] for other results.

Similar questions arise when g is a multivalued graph. For example,

g(r) =
⎧⎨⎩

0 if r < 1,
[0,∞) if r = 1,

∅ if r > 1.

This is a simple model of one-sided variational inequality. The objective is to solve
in some natural “weak” sense the multivalued equation{−�u+ g(u) � μ in �,

u = 0 on ∂�,

for any given μ ∈ M(�). This problem has been recently studied by Brezis-
Ponce [BP4]. There were some partial results; see, e.g., Baxter [Ba], Dall’Aglio-Dal
Maso [DD], Orsina-Prignet [OP], Brezis-Serfaty [BSe], and the references therein.

4.9.2 Nonlinearities Involving ∇u.

Consider the model problem:{−�u+ u|∇u|2 = μ in �,
u = 0 on ∂�,

(4.9.4)

where μ ∈ M(�). Problems of this type have been extensively studied, and it is
known that they bear some similarities to the problems discussed in this paper. In
particular, it has been proved in [BGO2] that (4.9.4) admits a solution if and only
if the measure μ is diffuse, i.e., |μ|(A) = 0 for every Borel set A ⊂ � such that
cap (A) = 0. Moreover, the solution is unique (see [BM]). When μ is a general
measure, not necessarily diffuse, it would be interesting to apply to (4.9.4) the
same strategy as in this paper. More precisely, to prove that approximate solutions
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converge to the solution of (4.9.4), where μ is replaced by its diffuse part μd (in the
sense of Lemma 4.A.1, relative to the Borel sets whose H 1-capacity are zero):{−�u+ u|∇u|2 = μd in �,

u = 0 on ∂�,
(4.9.5)

which possesses a unique solution. There are several “natural” approximations.
For example, one may truncate the nonlinearity g(u,∇u) = u|∇u|2 and replace it
by gn(u,∇u) = n

n+|g(u,∇u)|g(u,∇u). It is easy to see (via a Schauder fixed point

argument inW 1,1
0 ) that the{−�un + gn(un,∇un) = μ in �,

un = 0 on ∂�,
(4.9.6)

admits a solution un.

Open problem 6. Is it true that (un) converges to the solution of (4.9.5)?

Another possible approximation consists of smoothing μ: let un be a solution of{−�un + un|∇un|2 = μn in �,
un = 0 on ∂�,

(4.9.7)

where μn = ρn ∗ μ, as in Section 4.4. It has been proved by Porretta [Po] that if
μ ≥ 0, then un → u in L1(�), where u is the solution of (4.9.5). We have been
informed by A. Porretta that the same conclusion holds for any measure μ, by using
a substantial modification of the argument in [Po].

4.9.3 Measures as Boundary Data

Consider the problem {−�u+ g(u) = 0 in �,
u = μ on ∂�,

(4.9.8)

where μ is a measure on ∂� and g : R → R is a continuous, nondecreasing
function satisfying (4.0.5). It has been proved by H. Brezis (1972, unpublished)
that (4.9.8) admits a unique weak solution when μ is any L1 function (for a general
nonlinearity g). When g is a power, the study of (4.9.8) for measures was initiated
by Gmira-Véron [GV], and has vastly expanded in recent years; see the papers of
Marcus-Véron [MV1], [MV2], [MV3], [MV4]. Important motivations coming from
the theory of probability—and the use of probabilistic methods—have reinvigorated
the whole subject; see the pioneering papers of Le Gall [LG1], [LG2], the recent
books of Dynkin [D1], [D2], and the numerous references therein. It is known that
(4.9.8) has no solution if g(t) = tp, t ≥ 0, with p ≥ pc = N+1

N−1 andμ = δa , a ∈ ∂�
(see [GV]). Therefore, it is interesting to develop for (4.9.8) the same program as in
this paper. More precisely, let (gk) be a sequence of functions gk : R → R which
are continuous, nondecreasing, and satisfy (4.0.7) and (4.0.8). Assume, in addition,
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that each gk is, e.g., bounded. Then, for every μ ∈ M(∂�), there exists a unique
solution uk of {−�uk + gk(uk) = 0 in �,

uk = μ on ∂�,
(4.9.9)

in the sense that uk ∈ L1(�) and

−
∫
�

uk�ζ +
∫
�

gk(uk)ζ = −
∫
∂�

∂ζ

∂n
dμ ∀ζ ∈ C2

0 (�̄), (4.9.10)

where ∂
∂n

denotes the derivative with respect to the outward normal of ∂�. We have
the following:

Theorem 4.19 As k ↑ ∞, uk ↓ u∗ in L1(�), where u∗ satisfies{−�u∗ + g(u∗) = 0 in �,
u∗ = μ∗ on ∂�,

(4.9.11)

for someμ∗ ∈ M(∂�) such thatμ∗ ≤ μ. More precisely, g(u∗)ρ0 ∈ L1(�), where
ρ0(x) = d(x, ∂�), and

−
∫
�

u∗�ζ +
∫
�

g(u∗)ζ = −
∫
∂�

∂ζ

∂n
dμ∗ ∀ζ ∈ C2

0 (�̄). (4.9.12)

In addition, u∗ is the largest subsolution of (4.9.8), i.e., if v ∈ L1(�) is any function
satisfying g(v)ρ0 ∈ L1(�) and

−
∫
�

v�ζ +
∫
�

g(v)ζ ≤ −
∫
∂�

∂ζ

∂n
dμ ∀ζ ∈ C2

0 (�̄), ζ ≥ 0 in �, (4.9.13)

then v ≤ u∗ a.e. in �.

Proof. By comparison (see Corollary 4.B.2), we know that (uk) is nonincreasing.
By standard estimates, we have∫

�

|uk| +
∫
�

gk(uk)ρ0 ≤ C‖μ‖M(∂�) ∀k ≥ 1.

In addition (see [B5, Theorem 3]),

‖uk‖C1(ω̄) ≤ Cω ∀k ≥ 1,

for every ω ⊂⊂ �. Thus, uk converges in L1(�) to a limit, say u∗. Moreover,

gk(uk)→ g(u∗) in L∞loc(�).

Let ζ0 ∈ C2
0 (�̄) be the solution of{−�ζ0 = 1 in �,

ζ0 = 0 on ∂�.
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Since (gk(uk)ζ0) is uniformly bounded in L1(�), then up to a subsequence

gk(uk)ζ0
∗
⇀g(u∗)ζ0 + λ in [C(�̄)]∗, (4.9.14)

for some λ ∈ M(∂�), λ ≥ 0. We claim that∫
�

gk(uk)ζ →
∫
�

g(u∗)ζ +
∫
∂�

∂ζ

∂n

1
∂ζ0
∂n

dλ ∀ζ ∈ C2
0 (�̄). (4.9.15)

In fact, given ζ ∈ C2
0 (�̄), define γ = ζ/ζ0. It is easy to see that γ ∈ C(�̄) and

γ = ∂ζ

∂n
1
∂ζ0
∂n

on ∂�. Using γ as a test function in (4.9.14), we obtain (4.9.15).

Let k→∞ in (4.9.10). In view of (4.9.15), we conclude that u∗ satisfies (4.9.12),
where μ∗ is given by

μ∗ = μ+ 1
∂ζ0
∂n

λ ≤ μ. (4.9.16)

Finally, it follows from Corollary 4.B.2 that if v is a subsolution of (4.9.8), then
v ≤ uk a.e., ∀k ≥ 1, and thus v ≤ u∗ a.e.

Some natural questions have been addressed and the following results will be
presented in a forthcoming paper (see [BP3]):

(a) the reduced measure μ∗ is the largest good measure ≤ μ; in other words, if
ν ∈ M(∂�) is a good measure (i.e., (4.9.8) has a solution with boundary
data ν) and if ν ≤ μ, then ν ≤ μ∗;

(b) μ−μ∗ is concentrated on a subset of ∂� of zero HN−1-measure (i.e., (N−1)-
dimensional Lebesgue measure on ∂�) and this fact is “optimal”, in the sense
that any measure ν ≥ 0 which is singular with respect to HN−1*∂� can be
written as ν = μ− μ∗ for some μ ≥ 0 and some g;

(c) if μ is a measure on ∂� which is good for every g, then μ+ ∈ L1(∂�);
(d) given any g, there exists some measure μ ≥ 0 on ∂� which is good for g,

but μ �∈ L1(∂�).
When g(t) = tp, t ≥ 0, with p ≥ N+1

N−1 , a known result (see, e.g., [MV3])
asserts that μ ∈ M(∂�) is a good measure if and only if μ+(A) = 0 for
every Borel set A ⊂ ∂� such that C2/p,p′(A) = 0, where C2/p,p′ refers to
the Bessel capacity on ∂�. In this case, we have

(e) the reduced measure μ∗ is given by μ∗ = μ − (μ2)
+, where μ = μ1 + μ2

is the decomposition of μ, in the sense of Lemma 4.A.1, relative to C2/p,p′ .

In contrast with Example 4.5, we do not know what the reduced measureμ∗ is when
N = 2 and g(t) = et − 1, t ≥ 0.

Similar issues can be investigated for the parabolic equations{
ut −�u+ g(u) = μ,

u(0) = 0,
or

{
ut −�u+ g(u) = 0,

u(0) = μ.
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APPENDIX 4A. DECOMPOSITION OF MEASURES

INTO DIFFUSE AND CONCENTRATED PARTS

The following result is taken from [FTS]. We reproduce their proof for the conve-
nience of the reader.

Lemma 4.A.1 Let μ be a bounded Borel measure in RN and let Z be a collection
of Borel sets such that:

(a) Z is closed with respect to finite or countable unions;
(b) A ∈ Z and A′ ⊂ A Borel ⇒ A′ ∈ Z .

Then μ can be represented in the form

μ = μ1 + μ2, (4.A.1)

where μ1 and μ2 are bounded Borel measures such that

μ1(A) = 0 ∀A ∈ Z and μ2 vanishes outside a set A0 ∈ Z.
This representation is unique.

Proof. First assume that μ is nonnegative. Denote

Xμ = sup {μ(A);A ∈ Z}.
Let {An} be an increasing sequence of sets in Z such that

μ(An)→ Xμ.
Let A0 =⋃n An and put

μ1(B) = μ(B ∩ Ac
0), μ2(B) = μ(B ∩ A0),

for every Borel set B. Since A0 ∈ Z , it remains to verify that μ1 vanishes on sets
of Z . By contradiction, suppose that there exists E ∈ Z such that μ1(E) > 0. Let
E1 = E ∩ Ac

0. Then μ(E1) > 0 and E1 ∈ Z . It follows that A0 ∪ E1 ∈ Z and
μ(A0 ∪ E1) > Xμ. Contradiction.

If μ is a signed measure, apply the above to μ+ and μ−. The uniqueness is
obvious.

APPENDIX 4B. STANDARD EXISTENCE, UNIQUENESS,

AND COMPARISON RESULTS

In this appendix, we collect some well-known results (and a few new ones) that are
used throughout this paper. For the convenience of the reader, we shall sketch some
of the proofs.

We start with the existence, uniqueness, and regularity of solutions of the linear
problem {−�u = μ in �,

u = 0 on ∂�,
(4.B.1)

where μ ∈ M(�).
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Theorem 4.B.1 Given μ ∈ M(�), there exists a unique u ∈ L1(�) satisfying

−
∫
�

u�ζ =
∫
�

ζ dμ ∀ζ ∈ C2
0 (�̄). (4.B.2)

Moreover, u ∈ W 1,q
0 (�) for every 1 ≤ q < N

N−1 , with the estimates

‖u‖Lq∗ ≤ C‖∇u‖Lq ≤ C‖μ‖M, (4.B.3)

where 1
q∗ = 1

q
− 1
N

. In particular, u ∈ Lp(�) for every 1 ≤ p < N
N−2 , and u

satisfies ∫
�

∇u · ∇ψ =
∫
�

ψdμ ∀ψ ∈ W 1,r
0 (�), (4.B.4)

for any r > N .

The proof of Theorem 4.B.1 relies on a standard duality argument and shall be
omitted; see [S, Théorème 8.1].

We now establish a weak form of the maximum principle:

Proposition 4.B.1 Let v ∈ W 1,1
0 (�) be such that

−
∫
�

v�ϕ ≤ 0 ∀ϕ ∈ C∞c (�), ϕ ≥ 0 in �. (4.B.5)

Then

−
∫
�

v�ζ ≤ 0 ∀ζ ∈ C2
0 (�̄), ζ ≥ 0 in �, (4.B.6)

and, consequently,

v ≤ 0 a.e. (4.B.7)

Proof. From (4.B.5) we have∫
�

∇v · ∇ϕ ≤ 0 ∀ϕ ∈ C∞c (�), ϕ ≥ 0 in �

so that, by density of C∞c (�) in C2
c (�),∫

�

∇v · ∇ϕ ≤ 0 ∀ϕ ∈ C2
c (�), ϕ ≥ 0 in �.

Let (γn) be a sequence inC∞c (�) such that 0 ≤ γn ≤ 1, γn(x) = 1 if d(x, ∂�) > 1
n

,
and |∇ζn| ≤ Cn, ∀n ≥ 1. For any ζ ∈ C2

0 (�̄), ζ ≥ 0, we have∫
�

∇v · (γn∇ζ + ζ∇γn) =
∫
�

∇v · ∇(γnζ ) ≤ 0. (4.B.8)
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Note that∫
�

|∇v||∇γn|ζ ≤ Cn
∫
d(x,∂�)≤ 1

n

|∇v|ζ ≤ C
∫
d(x,∂�)≤ 1

n

|∇v| → 0 as n→∞.
Thus, as n→∞ in (4.B.8), we obtain∫

�

∇v · ∇ζ ≤ 0 ∀ζ ∈ C2
0 (�̄), ζ ≥ 0 in �,

which yields (4.B.6) since v ∈ W 1,1
0 (�). Inequality (4.B.7) is a trivial consequence

of (4.B.6).

Lemma 4.B.1 Let p : R → R, p(0) = 0 be a bounded nondecreasing continuous
function. Given f ∈ L1(�), let u ∈ L1(�) be the unique solution of

−
∫
�

u�ζ =
∫
�

f ζ ∀ζ ∈ C2
0 (�̄). (4.B.9)

Then ∫
�

fp(u) ≥ 0. (4.B.10)

Proof. Clearly, it suffices to establish the lemma for p ∈ C2(R). Assume for
the moment f ∈ C∞(�̄). In this case, u ∈ C2

0 (�̄). Since p(0) = 0, we have
p(u) ∈ C2

0 (�̄). Using p(u) as a test function in (4.B.9), we get∫
�

fp(u) =
∫
�

p′(u)|∇u|2 ≥ 0.

This establishes the lemma for f smooth. The general case when f is just an
L1-function, not necessarily smooth, easily follows by density.

Proposition 4.B.2 Given f ∈L1(�), let u be the unique solution of (4.B.9).
Then, for everyM > 0, we have∫

[u≥M]
f ≥ 0 and

∫
[u≤−M]

f ≤ 0. (4.B.11)

In particular, ∫
[|u|≥M]

f sgn (u) ≥ 0. (4.B.12)

Above, we denote by sgn the function sgn (t) = 1 if t > 0, sgn (t) = −1 if t < 0,
and sgn (0) = 0.

Proof. Clearly, it suffices to establish the first inequality in (4.B.11). Let (pn) be a
sequence of continuous functions in R such that eachpn is nondecreasing,pn(t) = 1
if t ≥ M and pn(t) = 0 if t ≤ M − 1

n
. By the previous lemma,∫

�

fpn(u) ≥ 0 ∀n ≥ 1.

As n→∞, the result follows.
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Proposition 4.B.3 Let v ∈ L1(�), f ∈ L1(�) and ν ∈ M(�) satisfy

−
∫
�

v�ζ +
∫
�

f ζ =
∫
�

ζdν ∀ζ ∈ C2
0 (�̄). (4.B.13)

Then ∫
[v>0]
f ≤ ‖ν+‖M (4.B.14)

and thus ∫
�

f sgn (v) ≤ ‖ν‖M. (4.B.15)

Proof. Let νn = ρn ∗ ν (here we use the same notation as in Section 4.4). Let vn
denote the solution of (4.B.13) with ν replaced by νn. By Lemma 4.B.1, we have∫

�

(νn − f ) p(vn) ≥ 0,

where p is any function satisfying the assumptions of the lemma. Thus, if 0 ≤
p(t) ≤ 1, ∀t ∈ R, then we have∫

�

fp(vn) ≤
∫
�

νnp(vn) ≤
∫
�

(νn)
+ ≤ ‖ν+‖M.

Let n→∞ to get ∫
�

fp(v) ≤ ‖ν+‖M. (4.B.16)

Apply (4.B.16) to a sequence of nondecreasing continuous functions (pn) such that
pn(t) = 0 if t ≤ 0 and pn(t) = 1 if t ≥ 1

n
. As n→∞, we obtain (4.B.14).

An easy consequence of Proposition 4.B.3 is the following:

Corollary 4.B.1 Let g : R → R be a continuous, nondecreasing function such
that g(0) = 0. Given μ ∈ M(�), then the equation{−�u+ g(u) = μ in �,

u = 0 on ∂�,
(4.B.17)

has at most one solution u ∈ L1(�) with g(u) ∈ L1(�). Moreover,∫
�

|g(u)| ≤ ‖μ‖M and
∫
�

|�u| ≤ 2‖μ‖M. (4.B.18)

If (B.17) has a solution for μ1, μ2 ∈ M(�), say u1, u2, resp., then∫
�

[g(u1)− g(u2)]+ ≤ ‖(μ1 − μ2)
+‖M. (4.B.19)

In particular, ∫
�

|g(u1)− g(u2)| ≤ ‖μ1 − μ2‖M. (4.B.20)
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We now recall the following unpublished result of H. Brezis from 1972 (see,
e.g., [GV]):

Proposition 4.B.4 Given f ∈ L1(�; ρ0 dx) and h ∈ L1(∂�), there exists a
unique u ∈ L1(�) such that

−
∫
�

u�ζ =
∫
�

f ζ −
∫
∂�

h
∂ζ

∂n
∀ζ ∈ C2

0 (�̄). (4.B.21)

In addition, there exists C > 0 such that

‖u‖L1 ≤ C(‖fρ0‖L1(�) + ‖h‖L1(∂�)). (4.B.22)

We now establish the following:

Lemma 4.B.2 Given f ∈ L1(�; ρ0 dx), let u ∈ L1(�) be the unique solution of
(4.B.21) with h = 0. Then

k

∫
d(x,∂�)< 1

k

|u| → 0 as k→∞. (4.B.23)

Proof.

Step 1. Proof of the lemma when f ≥ 0.

Since f ≥ 0, we have u ≥ 0. Let H ∈ C2(R) be a nondecreasing concave
function such that H(0) = 0, H ′′(t) = −1 if t ≤ 1 and H(t) = 1 if t ≥ 2. We
denote by ζ0 ∈ C2

0 (�̄), ζ0 ≥ 0, the solution of{−�ζ0 = 1 in �,
ζ0 = 0 on ∂�.

For any k ≥ 1, let wk = 1
k
H(kζ0). By construction, wk ∈ C2

0 (�̄) and

�wk = kH ′′(kζ0)|∇ζ0|2 +H ′(kζ0)�ζ0 ≤ −kχ[ζ0≤ 1
k
]|∇ζ0|2.

Thus,

−
∫
�

u�wk ≥ k
∫
[ζ0≤ 1

k
]
|∇ζ0|2u. (4.B.24)

Use wk as a test function in (4.B.21) (recall that h = 0). It follows from (4.B.24)
that

k

∫
[ζ0≤ 1

k
]
|∇ζ0|2u ≤

∫
�

wkf. (4.B.25)

By Hopf’s lemma, we have |∇ζ0|2 ≥ α0 > 0 in some neighborhood of ∂� in �̄. In
particular, there exists c > 0 such that cζ0(x) ≤ d(x, ∂�) ≤ 1

c
ζ0(x) for all x ∈ �̄.

Thus, for k ≥ 1 sufficiently large, we have

α0k

∫
d(x,∂�)≤ c

k

|∇ζ0|2u ≤
∫
�

wkf. (4.B.26)
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Note that the right-hand side of (4.B.26) tends to 0 as k→∞. In fact, we have
wk ≤ Cζ0, ∀k ≥ 1, andwk ≤ 1

k
H(kζ0)→ 0 a.e. Thus, by dominated convergence,∫

�

wkf → 0 as k→∞. (4.B.27)

Combining (4.B.26) and (4.B.27), we obtain (4.B.23).

Step 2. Proof of the lemma completed.

Let v ∈ L1(�) denote the unique solution of

−
∫
�

v�ζ =
∫
�

|f |ζ ∀ζ ∈ C2
0 (�̄). (4.B.28)

By comparison, we have |u| ≤ v. On the other hand, v satisfies the assumption of
Step 1. Thus,

k

∫
d(x,∂�)< 1

k

|u| ≤ k
∫
d(x,∂�)< 1

k

v→ 0 as k→∞. (4.B.29)

This establishes Lemma 4.B.2.

The next result is a new variant of Kato’s inequality, where the test function ζ
need not have compact support in �:

Proposition 4.B.5 Let u ∈ L1(�) and f ∈ L1(�; ρ0 dx) be such that

−
∫
�

u�ζ ≤
∫
�

f ζ ∀ζ ∈ C2
0 (�̄), ζ ≥ 0 in �. (4.B.30)

Then

−
∫
�

u+�ζ ≤
∫
[u≥0]
f ζ ∀ζ ∈ C2

0 (�̄), ζ ≥ 0 in �. (4.B.31)

Proof. We first notice that

−
∫
�

u+�ϕ ≤
∫
[u≥0]
f ϕ ∀ϕ ∈ C∞c (�), ϕ ≥ 0 in �. (4.B.32)

In fact, by (4.B.30) we have −�u ≤ f in D′(�). Then, Theorem 4.7 yields

(−�u+)d ≤ χ[u≥0](−�u)d ≤ χ[u≥0]f and

(−�u+)c = (−�u)+c ≤ (f )+c = 0.

Thus,

−�u+ = (−�u+)d + (−�u+)c ≤ χ[u≥0]f in D′(�),

which is precisely (4.B.32).
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Let (γk) ⊂ C∞c (�) be a sequence such that 0 ≤ γk ≤ 1 in �, γk(x) = 1 if
d(x, ∂�) ≥ 1

k
, ‖∇γk‖L∞ ≤ k, and ‖�γk‖L∞ ≤ Ck2. Given ζ ∈ C2

0 (�̄), ζ ≥ 0, we
apply (4.B.32) with ϕ = ζγk to get

−
∫
�

u+�(ζγk) ≤
∫
[u≥0]
f ζγk. (4.B.33)

Consider again the unique solution v ≥ 0 of (4.B.28). By comparison we have
u ≤ v a.e. and thus u+ ≤ v a.e. From Lemma 4.B.2 we see that∫

�

u+|∇ζ ||∇γk| ≤ Ck
∫
d(x,∂�)< 1

k

u+ → 0 as k→∞. (4.B.34)

Similarly, ∫
�

u+ζ |�γk| ≤ Ck
∫
d(x,∂�)< 1

k

u+ → 0 as k→∞. (4.B.35)

Let k→∞ in (4.B.33). Using (4.B.34) and (4.B.35), we obtain (4.B.31).

Remark 4.B.1. There is an alternative proof of Proposition 4.B.5. First, one shows
that (4.B.30) implies that there exist two measuresμ ≤ 0, λ ≤ 0, whereμ ∈ M(∂�)
and λ is locally bounded in �, with

∫
�
ρ0 d|λ| <∞, satisfying

−
∫
�

u�ζ =
∫
�

f ζ +
∫
�

ζ dλ−
∫
∂�

∂ζ

∂n
dμ ∀ζ ∈ C2

0 (�̄). (4.B.36)

(The existence of λ is fairly straightforward, and the existence ofμ is a consequence
of Herglotz’s theorem concerning positive superharmonic functions.)
Then, inequality (4.B.31) follows from (4.B.36) using the same strategy as in the
proof of Lemma 1.5 in [MV2].

As a consequence of Proposition 4.B.5, we have the following:

Corollary 4.B.2 Letg1, g2 : R → R be two continuous nondecreasing functions
such that g1 ≤ g2. Let uk ∈ L1(�), k = 1, 2, be such that gk(uk) ∈ L1(�; ρ0 dx). If

−
∫
�

(u2 − u1)�ζ +
∫
�

[g2(u2)− g1(u1)]ζ ≤ 0 ∀ζ ∈ C2
0 (�̄), ζ ≥ 0 in �,

(4.B.37)

then

u2 ≤ u1 a.e. (4.B.38)

Proof. Applying Proposition 4.B.5 to u = u2 − u1 and f = g1(u1) − g2(u2), we
have

−
∫
�

(u2 − u1)
+�ζ ≤ −

∫
�

[g2(u2)− g1(u1)]+ζ ≤ 0

∀ζ ∈ C2
0 (�̄), ζ ≥ 0 in �.

This immediately implies that u2 ≤ u1 a.e.
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We now present some general existence results for problem (4.B.17). Below,
g : R → R denotes a continuous, nondecreasing function, such that g(0) = 0.

Theorem 4.B.2 (Brezis-Strauss [BS]) For every f ∈ L1(�), the equation{−�u+ g(u) = f in �,
u = 0 on ∂�

(4.B.39)

has a unique solution u ∈ L1(�) with g(u) ∈ L1(�).

Proof. We first observe that if f ∈ C∞(�̄), then (4.B.39) always has a solution
u ∈ C1(�̄) (easily obtained via minimization).

For a general f ∈ L1(�), let (fn) be a sequence of smooth functions on �̄,
converging to f in L1(�). For each fn, let un denote the corresponding solution of
(4.B.39). By (4.B.20), the sequence (g(un)) is Cauchy inL1(�). We then conclude
from (4.B.3) that (un) is also Cauchy in L1(�), so that

un→ u and g(un)→ g(u) in L1(�).

Thus u is a solution of (4.B.39). The uniqueness follows from Corollary 4.B.1.

Theorem 4.B.3 (Brezis-Browder [BBr]) For every T ∈ H−1(�), the equation{−�u+ g(u) = T in �,
u = 0 on ∂�,

(4.B.40)

has a unique solution u ∈ H 1
0 (�) with g(u) ∈ L1(�).

Proof. Assume g is uniformly bounded. In this case, the existence of u presents no
difficulty, e.g., via a minimization argument in H 1

0 (�). In particular, we see that
u ∈ H 1

0 (�).
For a general nonlinearity g, let (gn) be the sequence given by gn(t) = g(t) if

|t | ≤ n, gn(t) = g(n) if t > n, and gn(t) = g(−n) if t < −n. Let un ∈ H 1
0 (�) be

the solution of (4.B.40) corresponding to gn. Note that un satisfies∫
�

∇un · ∇v +
∫
�

gn(un)v = 〈T , v〉 ∀v ∈ H 1
0 (�).

Using v = un as a test function, we get∫
�

|∇un|2 +
∫
�

gn(un)un = 〈T , un〉 ≤ C
(∫
�

|∇un|2
)1/2

.

Thus, ∫
�

gn(un)un ≤ C and
∫
�

|∇un|2 ≤ C, (4.B.41)

for some constant C > 0 independent of n ≥ 1. Since (un) is uniformly bounded
in H 1

0 (�), then up to a subsequence we can find u ∈ H 1
0 (�) such that

un→ u in L1 and a.e.
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By (4.B.41), for anyM > 0, we also have∫
[|un|≥M]

∫
|gn(un)| ≤ 1

M

∫
�

gn(un)un ≤ C
M
.

We claim that

gn(un) is equi-integrable.

In fact, for any Borel set E ⊂ �, we estimate∫
E

|gn(un)| =
∫

E
[|un|<M]

|gn(un)| +
∫

E
[|un|≥M]

|gn(un)| ≤ AM |E| + C
M
,

where AM = max {g(M),−g(−M)}. Given ε > 0, letM > 0 be sufficiently large
so that C

M
< ε. With M fixed, we take |E| small enough so that AM |E| < ε. We

conclude that ∫
E

|gn(un)| < 2ε ∀n ≥ 1.

Thus, (gn(un)) is equi-integrable. Since un → u a.e., it follows from Egorov’s
lemma that gn(un)→ g(u) in L1(�). Therefore, u satisfies (4.B.40). By Proposi-
tion 4.B.3, this solution is unique.

Combining the techniques from both proofs, we have the following:

Theorem 4.B.4 For every f ∈ L1(�) and every T ∈ H−1(�), the equation{−�u+ g(u) = f + T in �,
u = 0 on ∂�

(4.B.42)

has a unique solution u ∈ L1(�) with g(u) ∈ L1(�).

Proof. Let fn be a sequence in C∞(�̄) converging to f in L1(�). Since fn + T ∈
H−1, we can apply Theorem 4.B.3 to obtain a solution un of (4.B.42) for fn + T .
For every n1, n2 ≥ 1, we have

−�(un1 − un2)+ g(un1)− g(un2) = fn1 − fn2 in (C2
0 )
∗. (4.B.43)

It follows from Proposition 4.B.3 that∫
�

|g(un1)− g(un2)| ≤
∫
�

|fn1 − fn2 |.
Thus, (g(un)) is a Cauchy sequence. Returning to (4.B.43), we conclude from
(4.B.3) that (un) is Cauchy in L1(�). Passing to the limit as n → ∞, we find a
solution u ∈ L1(�) of (4.B.42). By Proposition 4.B.3, the solution is unique.

Corollary 4.B.3 Let μ ∈ M(�). If μ is diffuse, then (4.B.17) admits a unique
solution u ∈ L1(�) with g(u) ∈ L1(�).

Proof. It suffices to observe that, by a result of Boccardo-Gallouët-Orsina [BGO1],
every diffuse measure μ belongs to L1 +H−1.
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Concerning the existence of solutions for every measure μ ∈ M(�), we have

Theorem 4.B.5 (Bénilan-Brezis [BB]) Assume N ≥ 2 and

|g(t)| ≤ C(|t |p + 1) ∀t ∈ R, (4.B.44)

for some p < N
N−2 . Then, for every μ ∈ M(�), problem (4.B.17) has a unique

solution u ∈ L1(�).

Assumption (4.B.44) is optimal, in the sense that if N ≥ 3, g(t) = |t |p−1t and
p ≥ N

N−2 , then (4.B.17) has no weak solution for μ = δa , where a ∈ �:

Theorem 4.B.6 (Bénilan-Brezis [BB]; Brezis-Véron [BV]) Assume N ≥ 3. If
p ≥ N

N−2 , then, for any a ∈ �, the problem{−�u+ |u|p−1u = δa in �,
u = 0 on ∂�

has no solution u ∈ Lp(�).

APPENDIX 4C. CORRESPONDENCE BETWEEN [C000(((�̄)))]∗∗∗ AND [C(((�̄)))]∗∗∗

In this section we establish the following:

Proposition 4.C.1 Given μ ∈ [C0(�̄)]∗, there exists a unique μ̃ ∈ [C(�̄)]∗ such
that

μ̃ = μ on C0(�̄) and |μ̃|(∂�) = 0. (4.C.1)

In addition, the map μ "→ μ̃ is a linear isometry.

In order to prove Proposition 4.C.1, we shall need the following:

Lemma 4.C.1 Given ε > 0, there exists δ > 0 such that if ζ ∈ C0(�̄), |ζ | ≤ 1 in
�̄, and supp ζ ⊂ �̄\�δ , then

|〈μ, ζ 〉| ≤ ε.
Here, we denote by �δ the set {x ∈ �; d(x, ∂�) > δ}.

Proof. We argue by contradiction. Assume there exist ε0 > 0 and a sequence
(ζn) ⊂ C0(�̄) such that |ζn| ≤ 1 in �̄, supp ζn ⊂ �̄\�1/n, and

〈μ, ζn〉 > ε0 ∀n ≥ 1.

Without loss of generality, we may assume that each ζn has compact support in
� (this is always possible, by density of C∞c (�) in C0(�̄)). In particular, we can
extract a subsequence (ζnj ) such that supp ζnj are all disjoint. For any k ≥ 1, let

ζ̃k =∑kj=1 ζnj . By construction,

‖ζ̃k‖L∞ ≤ 1 and supp ζ̃k ⊂ �.



NONLINEAR ELLIPTIC EQUATIONS 101

Moreover,

kε0 < 〈μ, ζ̃k〉 ≤ ‖μ‖M.

Since k ≥ 1 was arbitrary, this gives a contradiction.

Proof of Proposition 4.C.1. Let μ ∈ [C0(�̄)]∗. Given ζ ∈ C(�̄), let (ζn) be any
sequence in C0(�̄) such that

‖ζn‖L∞ ≤ C and ζn→ ζ in L∞loc(�).

It easily follows from Lemma 4.C.1 that (〈μ, ζn〉) is Cauchy in R. In particular, the
limit limn→∞ 〈μ, ζn〉 exists and is independent of the sequence (ζn). Set

〈μ̃, ζ 〉 = lim
n→∞ 〈μ, ζn〉.

Clearly, μ̃ is a continuous linear functional on C(�̄) and

〈μ̃, ζ 〉 = 〈μ, ζ 〉 ∀ζ ∈ C0(�̄).

In addition, Lemma 4.C.1 implies that |μ̃|(∂�) = 0; in particular, ‖μ̃‖C∗ =
‖μ‖(C0)

∗ . The uniqueness of μ̃ follows immediately from (4.C.1).

APPENDIX 4D. A NEW DECOMPOSITION FOR DIFFUSE MEASURES

The goal of this section is to establish Theorem 4.3. LetG denote the Green function
of the Laplacian in �. Given μ ∈ M(�), μ ≥ 0, set

G(μ)(x) =
∫
�

G(x, y) dμ(y).

Note that G(μ) is well defined for every x ∈ �, possibly taking values +∞.
We first present some well-known results in Potential Theory:

Lemma 4.D.1 Let μ ∈ M(�), μ ≥ 0 be such that G(μ) < ∞ everywhere in �.
Given ε > 0, there exists L ⊂ � compact such that

μ(�\L) < ε and G(μ*L) ∈ C0(�̄). (4.D.1)

Proof. If μ has compact support in �, then Lemma D.1 is precisely Theorem 6.21
in [H]. For an arbitrary μ ∈ M(�), μ ≥ 0, such that G(μ) < ∞ in �, we
proceed as follows. By inner regularity of μ, there exists K ⊂ � compact such
that μ(�\K) < ε

2 . Since G(μ*K) ≤ G(μ), the function G(μ*K) is also finite
everywhere in �. Then, by Theorem 6.21 in [H], there exists L ⊂ � compact such
that

μ*K(�\L) < ε
2

and G(μ*K∩L) ∈ C0(�̄).

We conclude that (4.D.1) holds with L replaced by K ∩ L.
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As a consequence of Lemma 4.D.1, we have

Proposition 4.D.1 Let u ∈ W 1,1
0 (�) be such that �u is a diffuse measure in �.

Then, there exists a sequence (un) ⊂ C0(�̄) such that �un ∈ M(�), ∀n ≥ 1,

u =
∞∑
n=1

un a.e. in � and ‖�u‖M =
∞∑
n=1

‖�un‖M.

Proof. We shall split the proof of Proposition 4.D.1 into three steps.

Step 1. Let μ ≥ 0 be a measure such that G(μ) < ∞ everywhere in �. Then,
there exist disjoint Borel sets An ⊂ � such that

μ

(
�\

∞⋃
n=1

An

)
= 0 and G(μ*An) ∈ C0(�̄) ∀n ≥ 1. (4.D.2)

This result easily follows from Lemma 4.D.1 by an induction argument.

Step 2. Let μ ≥ 0 be a diffuse measure in �. Then, there exist disjoint Borel sets
An ⊂ � such that

μ

(
�\

∞⋃
n=1

An

)
= 0 and G(μ*An) ∈ C0(�̄) ∀n ≥ 1. (4.D.3)

For each k ≥ 1, let

Ek = {x ∈ �;G(μ)(x) ≤ k}.
Since G(μ) is lower semicontinuous (by Fatou), Ek is closed in �. Clearly, we
have G(μ*Ek ) ≤ k in Ek , and G(μ*Ek ) is harmonic in �\Ek . Therefore, by the
maximum principle, G(μ*Ek ) ≤ k everywhere in �.

Applying the previous step to the measuresμ*Ek\Ek−1 , one can find disjoint Borel
sets An ⊂ � such that

μ

(
F\

∞⋃
n=1

An

)
= 0 and G(μ*An) ∈ C0(�̄) ∀n ≥ 1,

where

F = {x ∈ �;G(μ)(x) <∞}.
Since μ is diffuse and �\F has zero capacity (see, e.g., [H, Theorem 7.33]), we
have μ(�\F) = 0. Thus,

μ

(
�\

∞⋃
n=1

An

)
= 0, (4.D.4)

from which the result follows.
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Step 3. Proof of Proposition 4.D.1 completed.
Set μ = −�u. Applying Step 2 to μ+, one can find disjoint Borel sets (An) such

that

μ+
(
�\

∞⋃
n=1

An

)
= 0 and G(μ+*An) ∈ C0(�̄) ∀n ≥ 1.

Similarly, there exist disjoint Borel sets (Bn) such that

μ−
(
�\

∞⋃
n=1

Bn

)
= 0 and G(μ−*Bn) ∈ C0(�̄) ∀n ≥ 1.

Since

μ = μ+ − μ− =
∞∑
n=1

μ+*An −
∞∑
n=1

μ−*Bn,

we have

u =
∞∑
n=1

G(μ+*An)−
∞∑
n=1

G(μ−*Bn) a.e.

and

‖�u‖M =
∞∑
n=1

‖μ+*An‖M +
∞∑
n=1

‖μ−*Bn‖M.

This concludes the proof of the proposition.

We can now present the

Proof of Theorem 4.3. Let u ∈ W 1,1
0 (�) be the unique solution of

−�u = μ in (C2
0 )
∗.

Let (un) ⊂ C0(�̄) be the sequence given by Proposition 4.D.1. For δ > 0 fixed,
take wn ∈ C2

0 (�̄) such that

‖un − wn‖L∞ ≤ δ
2n

and ‖�wn‖L1 ≤ ‖�un‖M.

Let

v =
∞∑
n=1

(un − wn) and f = −
∞∑
n=1

�wn.

Since

‖v‖L∞ ≤
∞∑
n=1

‖un − wn‖L∞ ≤ δ, (4.D.5)

we have v ∈ C0(�̄) and ‖v‖L∞ ≤ δ. Moreover,

‖f ‖L1 ≤
∞∑
n=1

‖�wn‖L1 ≤
∞∑
n=1

‖�un‖M = ‖μ‖M (4.D.6)
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implies f ∈ L1(�). Finally, by construction, we have

μ = f −�v in (C2
0 )
∗. (4.D.7)

In particular, �v = f − μ is a measure and ‖�v‖M ≤ 2‖μ‖M. Thus,

‖∇v‖2
L2 ≤ ‖v‖L∞‖�v‖M ≤ 2δ‖μ‖M. (4.D.8)

Since v ∈ C0(�̄) ∩ H 1
0 , (4.0.21) immediately follows from (4.D.7). Moreover,

replacing δ by δ2‖μ‖M in (4.D.5) and (4.D.8), we conclude that (4.0.22) holds. The
proof of Theorem 4.3 is complete.

Note that our construction of f ∈ L1 and v ∈ L∞ satisfying (4.0.21) is not linear
with respect to μ. Here is a natural question:

Open problem 7. Can one find a bounded linear operator

T : μ ∈ Md(�) "−→ (f, v) ∈ L1 × L∞
such that (4.0.21) and (4.0.22) hold?

After receiving a preprint of our work, A. Ancona [A2] has provided a negative
answer to the question above.

APPENDIX 4E. EQUIVALENCE BETWEEN CAPH111 AND CAP�,111

Given a compact set K ⊂ �, let cap�,1 (K) denote the capacity associated to the
Laplacian. More precisely,

cap�,1(K) = inf

{∫
�

|�ϕ|;ϕ ∈ C∞c (�), ϕ ≥ 1 in some neighborhood of K

}
.

In order to avoid confusion, throughout this section we shall denote by capH 1 the
Newtonian capacity with respect to� (which we simply denote cap everywhere else
in this paper).

The main result in this appendix is the following:

Theorem 4.E.1 For every compact set K ⊂ �, we have

cap�,1(K) = 2 capH 1(K). (4.E.1)

Remark 4.E.1. In an earlier version of this work, we had only established the equiv-
alence between capH 1 and cap�,1. The exact formula (4.E.1) has been suggested to
us by A. Ancona.

We first prove the following:

Lemma 4.E.1 LetK ⊂ � be a compact set. Given ε > 0, there existsψ ∈ C∞c (�)
such that 0 ≤ ψ ≤ 1 in �, ψ = 1 in some neighborhood of K , and∫

�

|�ψ | ≤ 2 capH 1(K)+ ε. (4.E.2)
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Proof. Let ω ⊂⊂ � be an open set such that K ⊂ ω and

capH 1(ω̄) ≤ capH 1(K)+ ε
4
.

Let u denote the capacitary potential of ω̄. More precisely, let u ∈ H 1
0 (�) be such

that u = 1 in ω̄ and ∫
�

|∇u|2 = capH 1(ω̄).

Note that u is superharmonic in � and harmonic in �\ω̄. In particular, 0 ≤ u ≤ 1.
Since supp�u ⊂ [u = 1], u is continuous (see [H, Theorem 6.20]) and

‖�u‖M = −
∫
�

�u = −
∫
�

u�u =
∫
�

|∇u|2 = capH 1(ω̄).

Given δ > 0 small, set

v = (u− δ)
+

1 − δ .
Since v has compact support in �, we have∫

�

�v = 0. (4.E.3)

Moreover, �v is a diffuse measure (note that v ∈ H 1
0 (�)) and

supp�v ⊂ [v = 0] ∪ [v = 1]. (4.E.4)

Thus, by Corollary 1.3 in [BP2], we have

�v ≥ 0 in [v = 0] and �v ≤ 0 in [v = 1]. (4.E.5)

It then follows from (4.E.3)–(4.E.5) that

‖�v‖M = 2
∫
[v=1]

|�v|.

Since �v = 1
1−δ�u in [v = 1], we conclude that

‖�v‖M ≤ 2

1 − δ ‖�u‖M.

Using the same notation as in Section 4.4, we now take n ≥ 1 sufficiently large
so that the function ψ = ρn ∗ v has compact support in � and ψ = 1 in some
neighborhood of K . We claim that ψ satisfies all the required properties. In fact,
since 0 ≤ ψ ≤ 1 in �, we only have to show that (4.E.2) holds. Note that∫

�

|�ψ | ≤ ‖�v‖M ≤ 2

1 − δ ‖�u‖M = 2

1 − δ capH 1(ω̄).

Choosing δ > 0 so that

δ

1 − δ capH 1(ω̄) <
ε

4
,
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we have ∫
�

|�ψ | ≤ 2

(
1 + δ

1 − δ
)

capH 1(ω̄) ≤ 2 capH 1(K)+ ε,

which is precisely (4.E.2).

We now present the

Proof of Theorem 4.E.1. In view of Lemma 4.E.1, it suffices to show that

capH 1(K) ≤ 1

2
cap�,1(K). (4.E.6)

Let ϕ ∈ C∞c (�) be such that ϕ ≥ 1 in some neighborhood of K . Set ϕ̃ =
min {1, ϕ+}. For n ≥ 1 sufficiently large, the function ϕ̃n = ρn ∗ ϕ̃ belongs to
C∞c (�) and ϕ̃n = 1 in some neighborhood of K . We then have

capH 1(K) ≤
∫
�

|∇ϕ̃n|2 ≤
∫
�

|∇ϕ̃|2 =
∫
�

∇ϕ̃ · ∇ϕ = −
∫
�

ϕ̃�ϕ.

Recall that ϕ has compact support in � and 0 ≤ ϕ̃ ≤ 1. Thus,
∫
�
�ϕ = 0 and we

have

capH 1(K) ≤ −
∫
�

(
ϕ̃ − 1

2

)
�ϕ ≤ 1

2

∫
�

|�ϕ|.

Since ϕ was arbitrary, we conclude that (4.E.6) holds. This establishes Theorem
4.E.1.
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Chapter Five

Global Solutions for the Nonlinear Schrödinger Equation
on Three-Dimensional Compact Manifolds

N. Burq, P. Gérard, and N. Tzvetkov

5.1 INTRODUCTION

Let (M, g) be a Riemannian compact manifold of dimension d. In this paper we
address global wellposedness of the Cauchy problem for the following nonlinear
Schrödinger equation (NLS),

i∂tu+�u = F(u), u|t=0 = u0. (5.1.1)

In (5.1.1), u is a complex valued function on R ×M and u0 ∈ Hs(M) for s large
enough. The nonlinear interaction F is supposed to be of the form

F = ∂V
∂z̄

with V ∈ C∞(C ; R) satisfying

V (eiθ z) = V (z), θ ∈ R, z ∈ C, (5.1.2)

and, for some α > 1,

|∂k1z ∂k2z̄ V (z)| ≤ Ck1,k2(1 + |z|)1+α−k1−k2 . (5.1.3)

The number α involved in the second condition on V corresponds to the “degree”
of the nonlinearity F(u) in (5.1.1). Moreover, we make the following defocusing
assumption:

∀z ∈ C , V (z) ≥ 0. (5.1.4)

The basic question we want to investigate is the global existence of smooth so-
lutions u on R × M for smooth data u0. In view of the well-known properties
of the linear Schrödinger flow, it is natural to recast this question in the frame-
work of Sobolev spaces Hs(M). For every s > d/2, using the Sobolev embedding
Hs(M)⊂L∞(M), it is easy to prove that, for every u0 ∈Hs(M), there exists a
unique solution u ∈ C([−T , T ], H s(M)) of (5.1.1) for some T depending only on
a bound of ‖u0‖Hs . Thus our problem reduces to the continuation of u as a global
solution of NLS in C(R, H s(M)). For that purpose, we recall the usual strategy
based on the known conservation laws.
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It is classical that NLS can be seen as a Hamiltonian equation, associated to the
energy functional

E(u) =
∫
M

|∇gu|2 dx +
∫
M

V (u) dx. (5.1.5)

It follows from this Hamiltonian structure that smooth solutions of (5.1.1) enjoy the
conservation laws

‖u(t)‖L2 = ‖u0‖L2 , E(u(t)) = E(u0). (5.1.6)

In view of the defocusing assumption (5.1.4), we infer from the above conservation
laws the following a priori estimate

‖u(t)‖H 1(M) ≤ C(‖u0‖H 1), (5.1.7)

provided that the potential term in the energy is controlled by theH 1 norm, namely,

α ≤ d + 2

d − 2
if d ≥ 3. (5.1.8)

In this situation, global wellposedness for NLS is usually reduced to local well-
posedness in H 1(M)—namely, that, for every u0 ∈ H 1(M), there exists a unique
solution u of (5.1.1) in some spaceXT ⊂ C([−T , T ], H 1(M)) for some T depend-
ing only on a bound of ‖u0‖H 1 , combined with propagation of the regularity. IfM
is replaced by the Euclidean space Rd , this strategy was achieved successfully for
defocusing subcritical nonlinearities (α < (d+2)/(d−2) if d ≥ 3) and dimension
d not too large, thanks to Strichartz estimates, through the contributions of Ginibre-
Velo [24] [25] and Kato [28]. The critical case (d ≥ 3 and α = (d + 2)/(d − 2))
is more involved, since iteration schemes usually give a time T strongly depending
on the Cauchy data, except if these data are small (see Cazenave-Weissler [20]).
For large data, let us mention that global results for the defocusing critical case
α = 5 in three-space dimensions are due to Bourgain [5] and Grillakis [27] in the
radial case, and more recently to Colliander-Keel-Staffilani-Takaoka-Tao [23] in the
general case.

Let us review briefly the state of the art on a compact manifold for dimensions
d = 1, 2, 3. If d = 1, the above strategy applies easily, sinceH 1(S1) ⊂ L∞(S1). In
two-space dimensions, the imbedding ofH 1 intoL∞ fails; however, the approach of
Brezis-Gallouët [8], based on a logarithmic estimate, allows to solve the cubic case
α = 3. On the torus T2, Bourgain [1] used new dispersive estimates to prove global
existence for every α. The case of an arbitrary compact surface was solved by the
authors in [9], appealing to Strichartz estimates with fractionary loss of derivatives.

Much less is known in the case d = 3. In [1], Bourgain obtained global existence
for defocusing subcritical nonlinearities α < 5 on the torus T3. On the other hand,
on arbitrary three-manifolds, the use of Strichartz estimates of [9] only yields global
existence for cubic defocusing nonlinearities, as we shall recall below. It is therefore
natural to look for other examples of three-manifolds for which it is possible to extend
global existence to any subquintic defocusing nonlinearity. This is the purpose of
this paper.
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In Section 5.2 below, we recall the argument of [9] solving the cubic case on an
arbitrary three-manifold. In Section 5.3, we observe that this result can be extended
to subquintic nonlinearities in the special case of M = S3 by means of bilinear
Strichartz estimates. Section 5.4 is devoted to the case of M = S2 × S1, where a
similar result is obtained through trilinear Strichartz estimates. Finally, in Section
5.5 we describe a recent step to the analysis of critical equation with small energy
data on M = S3, namely, that the first iteration of quintic NLS is controlled in the
energy space.

Let us mention that Sections 5.3 and 5.4 are essentially taken from [17], some-
times with slight variants, while Section 5.5 is part of a work in progress. Other
aspects, related to stability and instability properties of the flow map u0 "→ u(t),
are discussed in references [10], [11], and [15], while the more complicated case of
boundary problems for NLS is addressed in [12], [13], and [14].

5.2 STRICHARTZ ESTIMATES WITH LOSS AND THE CUBIC CASE

Theorem 5.2.1 ( [9]). Let M be a three-dimensional compact manifold, and let
s ≥ 1. For every u0 ∈ Hs(M), there exists a unique solution u ∈ C(R, H s(M)) of
(5.1.1) where V satisfies (5.1.2), (5.1.3) with α = 3, and (5.1.4).

Let us recall the main steps of the proof. First, using the WKB approximation
and the stationary phase method, one shows the following dispersive inequality for
very small times. Given χ ∈ C∞0 (R \ {0}), there exists a > 0 and C > 0 such that,
for every dyadic number N , for every time t such that N |t | ≤ a,

‖χN eit�‖L1(M)→L∞(M) ≤ C|t |−3/2, (5.2.1)

where χN denotes the spectral cutoff χ(N−2�).
By Keel-Tao’s endpoint version of the T T ∗ lemma [29], we infer a localized

Strichartz estimate. Given an interval I = [t0, t1] such thatN |I | � 1 and a solution
v of

i∂tv +�v = f1 + f2, t ∈ I, u(t0) = v0, (5.2.2)

we have
‖χNv‖L2(I,L6(M)) ≤
C (‖χNv0‖L2(M) + ‖χNf1‖L1(I,L2(M)) + ‖χNf2‖L2(I,L6/5(M))). (5.2.3)

Applying (5.2.3) in the particular case f1 = f2 = 0, summing on N intervals I , and
then summing on all dyadic frequenciesN , we obtain, for every solutionv(t) = eit�v0

of the homogeneous Schrödinger equation (see also Staffilani-Tataru [34]),

‖v‖L2((0,1),L6(M)) ≤ C ‖v0‖H 1/2(M), (5.2.4)

and therefore, by the Sobolev inequality,

‖v‖Lp((0,1),L∞(M)) ≤ Cs ‖v0‖Hs(M), s > 1, p = p(s) > 2. (5.2.5)

The latter estimate easily implies that NLS withα= 3 is locally wellposed inHs(M)
for every s > 1. In order to prove that such solutions are global, we derive an a priori
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estimate on these solutions by coming back to the localized Strichartz estimate
(5.2.3). Let T > 0 , T � 1. Given an interval I = [k/N, (k + 3)/N ] included into
[0, T ], we introduce a time cutoff

ϕN(t) = ϕ(Nt − k),
with ϕ = 1 on [1, 2], ϕ compactly supported into (0, 3), and we apply estimate
(5.2.3) to v = ϕNu with v0 = 0, f1 = iϕ′Nu, and f2 = ϕNF(u). We have

‖χNf2‖L2(I,L6/5(M)) � N−3/2‖∇F(u)‖L∞(I,L6/5(M)) � N−3/2,

since α = 3 and the H 1 norm of u(t) is O(1) by (5.1.7). On the other hand,

‖χNf1‖L1(I,L2(M)) � N−1/2‖χNu‖L2(I,H 1(M)).

Then we square these inequalities and we sum on all such intervals I ; we also apply
estimate (5.2.3) on intervals [0, 1/N ] and [T − 1/N, T ] with nonhomogeneous
Cauchy data. This gives

‖χNu‖L2((0,T ),L6(M)) � N−1/2‖χNu‖L2((0,T ),H 1(M)) +N−1.

By the Sobolev inequality, this implies

‖χNu‖L2((0,T ),L∞(M)) � ‖χNu‖L2((0,T ),H 1(M)) +N−1/2.

Finally, we sum on all the dyadic frequencies N , by observing that∑
N≤N0

‖χNu‖L2((0,T ),H 1(M)) ≤
√

logN0‖u‖L2((0,T ),H 1(M))

and ∑
N>N0

‖χNu‖L2((0,T ),H 1(M)) ≤ CsN−(s−1)
0 ‖u‖L2((0,T ),Hs(M)),

for every s > 1. Choosing

N0 � (2 + ‖u‖L∞((0,T ),Hs(M)))1/(s−1)

we conclude

‖u‖L2((0,T ),L∞(M)) �
(
T (1 + log[2 + ‖u‖L∞((0,T ),Hs(M))])

)1/2
. (5.2.6)

It remains to apply the usual energy estimate in Hs on the interval [0, T ], together
with the Gronwall lemma,

‖u‖L∞((0,T ),Hs(M))≤‖u0‖Hs(M) eC‖u‖
2
L2((0,T ),L∞(M))

≤C‖u0‖Hs(M) [2 + ‖u‖L∞((0,T ),Hs(M))]DT ,
whereD depends only on a bound of‖u0‖H 1 . Therefore, if, for example,DT = 1/2,
we get an a priori estimate of ‖u‖L∞((0,T ),Hs(M)), which, by a classical iteration,
preserves u from blow-up.

Remark 5.2.1. The logarithmic a priori estimate (5.2.6) can be viewed as a three-
dimensional version of the Brezis-Gallouët inequality [8]. Let us note that it can be
proved avoiding the use of Keel-Tao’s endpoint result (see [18]). Moreover, it can
be shown to hold for every subquartic NLS (see [9]). However, we do not know
how to use the information (5.2.6) with a supercubic nonlinearity.
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5.3 BILINEAR STRICHARTZ ESTIMATES

AND THE SUBQUINTIC CASE ON S3

5.3.1 Strichartz Estimates and Sogge’s Estimates

LetM be a compact three-manifold. An estimate of the form

‖v‖Lp((0,1),Lq (M)) � ‖v0‖Hs(M) (5.3.1)

for some p and q > 2 and for every solution v(t) = eit�v0 of the linear Schrödinger
equation onM implies Lq bounds on eigenfunctions of the Laplace operator onM .
Indeed, if

�φ + λφ = 0, λ ≥ 1, (5.3.2)

the choice v0 = φ in (5.3.1) yields

‖φ‖Lq(M) �
√
λ
s ‖φ‖L2(M). (5.3.3)

Estimates such as (5.3.3) were obtained by Sogge in [31], [32], [33] for every
q ∈ [2,∞] and with s = s(q) given by

s(q) = 1

2
− 1

q
if 2 ≤ q ≤ 4, s(q) = 1 − 3

q
if 4 ≤ q ≤ ∞. (5.3.4)

Moreover, the value s = s(q) is optimal in the caseM = S3. The diagram 1/q "→
s(q) is represented on fig. 5.1 below.

Note that s(6)= 1/2, so that our Strichartz estimate (5.2.4) implies Sogge’s esti-
mate for q = 6, and so that the loss in (5.2.4) is optimal on S3.

It is therefore natural to study the optimality of Theorem 5.2.1 on S3. First, we
point an improvement of generalized Strichartz estimates (5.3.1) onS3 in the specific
case p = q = 4. Indeed, if one tries to estimate the L4 norm of the linear solution
v on (0, 1)× S3, the most natural way is to interpolate (5.2.4) with the L2 estimate
provided by the unitarity of the Schrödinger group. This yields

‖v‖L4((0,1),L3(S3)) � ‖v0‖Hs(S3),

where the loss s satisfies s ≤ 1/4 but cannot be smaller than 1/6 due to the optimality
of Sogge’s estimates on S3. Applying the Sobolev inequality, we obtain

‖v‖L4((0,1)×S3) � ‖v0‖Hs+1/4(S3).

However, it turns out that this estimate can be significantly improved by taking into
account the properties of the Laplace spectrum on S3.

Proposition 5.3.1 If v(t) = eit�v0, then

∀ε > 0, ‖v‖L4((0,1)×S3) ≤ Cε‖v0‖H 1/4+ε(S3). (5.3.5)
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1
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1
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1
6

1
4

1
2

s(q)

1
q

Fig. 5.1. Sogge’s diagram on S3.

Proof. We start with the expansion of v(t) in spherical harmonics,

v(t) =
∑
n

e−it(n2−1)Hn,

where Hn is a spherical harmonic of degree n− 1 on S3. By the Littlewood-Paley
estimate, we may assume that n varies between N and 2N , where N is a dyadic
number. Arguing as in [36], [1], we write

‖v‖4
L4((0,2π)×S3)

=‖v2‖2
L2((0,2π)×S3)

=
∫ 2π

0

∫
S3

∣∣∣∣∣ ∑
N≤n,�≤2N

e−it(n2+�2)Hn(x)H�(x)

∣∣∣∣∣
2

dx dt,

and we apply the Parseval formula in the t variable. This gives

‖v‖4
L4((0,2π)×S3)

= 2π
∑
τ∈Z

∥∥∥∥∥∥
∑

(n,�)∈�N(τ)
Hn H�

∥∥∥∥∥∥
2

L2(S3)

,

where

�N(τ) = {(n, �) : N ≤ n, � ≤ 2N, n2 + �2 = τ }.
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Combining the classical number-theoretic estimate

∀ε > 0, ∀τ, #�N(τ) ≤ CεNε
with the Schwarz inequality and Sogge’s L4 inequality, we conclude

‖v‖4
L4((0,2π)×S3)

≤ CεN1+ε
(∑
n

‖Hn‖2
L2(S3)

)2

,

which is the desired estimate.

Remark 5.3.2. In the case of R3, the usual Strichartz inequality (see [25]) combined
with the Sobolev estimate leads to the scale-invariant inequality

‖v‖L4(R×R3) � ‖v0‖Ḣ 1/4(R3),

while, on the torus T3 = R3/Z3, inequality (5.3.5) is due to Bourgain [1]. Moreover,
in the case of the sphere, it can be shown that the loss ε > 0 cannot be avoided.

5.3.2 Bilinearization

We now include Proposition 5.3.1 into a bilinear framework. We use the notation

PN = 1N≤√−�≤2N

for the dyadic spectral projector.

Definition 5.3.3 We shall say that the Schrödinger group satisfies a bilinear
Strichartz estimate of loss σ ≥ 0 on M if there exits C > 0 such that, for ev-
ery L2 functions f, f̃ onM , for every dyadic integers N, Ñ , the linear solutions

vN(t) = eit�PNf, ṽÑ (t) = eit�PÑ f̃

satisfy

‖vN ṽÑ‖L2((0,1)×M) ≤ C (min(N, Ñ))2σ ‖f ‖L2(M) ‖f̃ ‖L2(M).

By choosing N = Ñ and f (x)= f̃ (x)=ψ(Nx) in a coordinate patch, where
ψ is smooth and compactly supported, and by describing v(t) for t � N−2,
one can prove that no three-dimensional Schrödinger group can satisfy a bilinear
Strichartz estimate of loss σ < 1/4. On the other hand, estimate (5.2.4), com-
bined with the Sobolev inequality for spectrally supported functions, shows that
any three-dimensional Schrödinger group satisfies a bilinear Strichartz estimate of
loss σ = 1/2. Hence, the interesting facts concern the range

σ ∈
[

1

4
,

1

2

)
.

Theorem 5.3.1 For every σ > 1/4, the Schrödinger group on the sphere S3 sat-
isfies a bilinear Strichartz estimate of loss σ .

Proof. Proceeding as in the proof of Proposition 5.3.1, one is reduced to establishing
the following bilinear version of Sogge’s estimates.
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Lemma 5.3.4 For any spherical harmonics Hn, H̃� of degrees n, � ≥ 1 on S3, for
every ε > 0,

‖Hn H̃�‖L2(S3) ≤ Cε(min(n, �))
1
2+ε‖Hn‖L2(S3)‖H̃�‖L2(S3).

In fact, Lemma 5.3.4 is valid for eigenfunctions of an elliptic selfadjoint second-
order operator on arbitrary compact three-manifolds. A proof of it can be found
in [16] or [17], based on dispersive estimates for the oscillatory integrals describing
the approximate spectral projectorsχ(

√−�−n) for suitableχ ∈ S. Another proof,
which was suggested to us by a discussion with H. Koch and D. Tataru, consists
in writing the eigenfunction equation (5.3.2) as a semiclassical evolution equation
in two-space dimensions, to which WKB approximation can be applied, leading to
dispersive estimates as (5.2.1) (see details in [18]).

5.3.3 The Role of Bilinear Strichartz Estimates

Finally, we recall briefly how to derive global wellposedness for NLS from bilinear
Strichartz estimates, following the work of Bourgain [1] on the torus (see also
Klainerman-Machedon [30] in the context of hyperbolic equations). For s ∈R,
b ∈ R, define

Xs,b(R×M)={v ∈ S ′(R×M)
: (1 + |i∂t +�|2)b/2 (1 −�)s/2v ∈ L2(R×M)},

and introduce the corresponding local spaces

X
s,b
loc (R×M)={v : ∀ϕ = ϕ(t) ∈ C∞0 (R), ϕv ∈ Xs,b(R×M)},

Xs,b((a, b)×M)={v|(a,b)×M : v ∈ Xs,b(R×M)}.
It is easy to check that

∀b > 1

2
, X
s,b
loc (R×M) ⊂ C(R, H s(M)),

and that the solutions of the linear Schrödinger equation,

v(t) = eit�v0, v0 ∈ Hs,
belong to Xs,bloc (R × M) for every b. The following result shows how bilinear
Strichartz estimates provide an improvement of Theorem 5.2.1.

Theorem 5.3.2 Assume the Schrödinger group satisfies a bilinear Strichartz esti-
mate of loss σ ∈ [ 1

4 ,
1
2 ) on a three-manifoldM . Then, for every s ≥ 1, there exists

b > 1/2 such that, for every u0 ∈ Hs(M), the nonlinear Schrödinger equation
(5.1.1) of degree

α < 7 − 8σ

admits a unique solution u in Xs,bloc (R ×M). In particular, if s > 3/2, the Cauchy
problem admits a unique solution u ∈ C(R, H s(M)).
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Combining Theorem 5.3.1 and Theorem 5.3.2 clearly provides global wellposed-
ness for defocusing subquintic NLS on S3.

The proof of Theorem 5.3.2 follows the main lines of [1], with necessary adapta-
tions to the case of arbitrary manifolds. Let us briefly review it by focusing on the
new case α > 3. The main point is to solve the Duhamel equation

u(t) = eit�u0 − i
∫ t

0
ei(t−τ)� F (u(τ)) dτ (5.3.6)

by an iteration scheme in X1,b((0, T )×M) for T small enough depending only on
a bound of the H 1 norm of u0, and to establish u ∈ Xs,b((0, T )×M) if moreover
u0 ∈ Hs . The globalization is then a consequence of the a priori bound (5.1.7).

In view of the estimate

‖w‖Xs,b((0,T )×M) ≤ C T 1−b−b′ ‖f ‖
Xs,−b′ ((0,T )×M)

for

w(t) =
∫ t

0
ei(t−t

′)�f (t ′) dt ′

and T ≤ 1, 0 ≤ b′ < 1/2 and 0 ≤ b < 1−b′, the key estimates for the convergence
of the iteration scheme are, for some power p,

‖F(u)‖
Xs,−b′ ≤ Cs

(
1 + ‖u‖X1,b

)p ‖u‖Xs,b ,
‖F(u)− F(v)‖

Xs,−b′ ≤ Cs
(
1 + ‖u‖Xs,b + ‖v‖Xs,b

)p ‖u− v‖Xs,b , (5.3.7)

for every s ≥ 1, and for some b, b′ such that 0 < b′ < 1
2 < b < 1 − b′; here the

norms are taken in R×M .
Let us sketch the proof of the first estimate in (5.3.7). By duality, it is equivalent

to ∣∣∣∣∫
R×M
F(u)w dt dx

∣∣∣∣ ≤ Cs (1 + ‖u‖X1,b

)p ‖u‖Xs,b ‖w‖X−s,b′ . (5.3.8)

For each pair (N,K) of dyadic integers, we introduce the projector

�NK = 1N≤√1−�<2N 1K≤〈i∂t+�〉<2K,

so that every function u on R×M can be expanded as

u =
∑
N,K

�NKu

with

‖u‖2
Xs,b

�
∑
N,K

N2sK2b‖�NKu‖2
L2 .

Then the bilinear Strichartz estimate of loss σ can be rephrased as follows. For
every σ1 > σ , there exists b1 < 1/2 such that

‖�NKu�ÑK̃ ũ‖L2 (5.3.9)

≤ C (min(N, Ñ))2σ1

NsÑ s̃Kb−b1K̃b̃−b1
c(N,K) c̃(Ñ, K̃) ‖u‖Xs,b‖ũ‖Xs̃,b̃ ,



120 CHAPTER 5

where the sequences (c(N,K)), (c̃(Ñ, K̃)) belong to the unit ball of �2. We now
expand the integrand in the left-hand side of (5.3.8). Modulo terms of lower order,
this integral is a sum of terms such as

INK =
∫

R×M

3∏
j=0

u
(j)

Nj ,Kj
H(SN3(u)) dt dx,

where N = (N0, N1, N2, N3), K = (K0,K1,K2,K3), Nj,Kj describe all dyadic
integers such that N1 ≥ N2 ≥ N3, u(0)N0,K0

= �N0K0(w), and, for j = 1, 2, 3,

u
(j)

Nj ,Kj
= �NjKj (u) or �NjKj (u).

As for SN3(u), it is essentially

SN3(u) =
∑
N≤N3

PNu,

and H is a smooth function built on the third derivatives of F , so that

|H(z)| ≤ C(1 + |z|)α−3,

and

‖H(SN3(u))‖L∞ ≤ C N α−3
2

3 (1 + ‖u‖X1,b )
α−3.

Using suitable integrations by parts and (5.3.9), it can be shown that, for � large
enough, there exists δ > 0 and p such that, if N0 > �N1,

|INK | � N−δ
0 (K0K1K2K3)

−δ‖w‖
X−s,b′ (1 + ‖u‖X1,b )

p‖u‖Xs,b ,
which clearly contributes to the desired right-hand side in (5.3.8).

Let us discuss the main regimeN0 ≤ �N1. Using the Cauchy-Schwarz inequality
and (5.3.9), we have

|INK | ≤ ‖u(0)N0,K0
u
(2)
N2,K2

‖L2(R×M) ‖u(1)N1,K1
u
(3)
N3,K3

‖L2(R×M) ‖H(SN3(u))‖L∞(R×M)
�μNK ‖w‖X−s,b′ ‖u‖Xs,b ‖u‖2

X1,b (1 + ‖u‖X1,b )
α−3,

where

μNK =
(
N0

N1

)s
N

2σ1−1
2 N

2σ1−1+ α−3
2

3 K
b1−b′
0 (K1K2K3)

b1−b
3∏
j=0

cj (Nj ,Kj ),

and the sequences (cj (Nj ,Kj )) are in the unit ball of �2. Our assumption on α reads

α − 3

2
= 2 − 4σ − γ

for some γ > 0. We then choose σ1 ∈ (σ, 1/2) such that

2 − 4σ − γ ≤ 2 − 4σ1,
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then b1 < 1/2 such that (5.3.9) holds, then b′ ∈ (b1, 1/2), and finally b ∈ (1/2,
1 − b′). This yields

μNK ≤
(
N0

N1

)s (
N3

N2

)1−2σ1

K
b1−b′
0 (K1K2K3)

b1−b
3∏
j=0

cj (Nj ,Kj ),

leading to the summability of
∑
μNK in view of Schur’s lemma.

5.4 TRILINEAR STRICHARTZ ESTIMATES

AND THE SUBQUINTIC CASE ON S2 × S1

If one tries to apply the previous strategy to M = S2 × S1, one observes that the
Schrödinger group satisfies a bilinear Strichartz estimate of loss σ = 3/8+ε, which,
in view of Theorem 5.3.2, seems to restrict global wellposedness to subquartic
NLS. In fact, this “bad” bilinear Strichartz estimate is the trace of a “good” trilinear
Strichartz estimate, which will enable us to recover the whole subquintic range.

Theorem 5.4.1 For every ε > 0, there exists Cε > 0 such that, for every N1 ≥
N2 ≥ N3, for every f1, f2, f3 inL2(S2×S1), the solutions of the linear Schrödinger
equation

vj (t) = eit�PNj fj , j = 1, 2, 3,

satisfy

‖v1v2v3‖L2((0,1)×S2×S1)

≤ Cε N
3
4+ε

2 N
5
4

3 ‖f1‖L2(S2×S1) ‖f2‖L2(S2×S1) ‖f3‖L2(S2×S1).

Remark 5.4.1. For N1 =N2 =N3 and f1 = f2 = f3, Theorem 5.4.1 provides the
following estimate for solutions of the linear Schrödinger equation,

∀ε > 0, ‖v‖L6((0,1)×S2×S1) ≤ Cε ‖v0‖
H

2
3+ε(S2×S1)

,

while the Strichartz estimates on R3 combined with the Sobolev inequality give the
scale-invariant estimate

‖v‖L6(R×R3) ≤ C ‖v0‖
Ḣ

2
3 (R3)
.

The proof of Theorem 5.4.1 proceeds as in Theorem 5.3.1, writing

vj (t, x, y) =
∑

N2
j
≤nj (nj+1)+p2

j
≤4N2

j

e−it(nj (nj+1)+p2
j
)
H (j)nj ,pj (x) e

ipj y,

whereH(j)n,p denote spherical harmonics of degree n on S2. The proof is achieved by
using the Parseval formula in variables t and y, an elementary number-theoretic
counting argument, and the following trilinear version of Sogge’s L6 estimate
on S2.
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Lemma 5.4.2 Ifn1 ≥ n2 ≥ n3 ≥ 1 are integers andH(j)nj , j = 1, 2, 3, is a spherical
harmonic of degree nj on S2,

‖H(1)n1
H(2)n2
H(3)n3

‖L2(S2) � (n2n3)
1
4 ‖H(1)n1

‖L2(S2) ‖H(2)n2
‖L2(S2) ‖H(3)n3

‖L2(S2).

As in Subsection 3.3, we prove that three-manifolds that satisfy such trilinear
Strichartz estimates enjoy the same global wellposedness properties for subquintic
NLS.

Theorem 5.4.2 LetM be a compact three-manifold for which there exists a > 0
such that, for every ε > 0, solutions of the linear Schrödinger equation

vj (t) = eit�PNj fj , j = 1, 2, 3,

satisfy

‖v1v2v3‖L2((0,1)×M) ≤ Cε N1−a+ε
2 N1+a

3 ‖f1‖L2(M) ‖f2‖L2(M) ‖f3‖L2(M).

Then, for every s ≥ 1, there exists b > 1/2 such that, for every u0 ∈ Hs(M), the
nonlinear Schrödinger equation (5.1.1) of degree α < 5 admits a unique solution
u in Xs,bloc (R ×M). In particular, if s > 3/2, the Cauchy problem admits a unique
solution u ∈ C(R, H s(M)).

Let us indicate how Theorem 5.4.2 is obtained by modifying the proof of Theorem
5.3.2 in the previous section. First, in a similar way to (5.3.9), the assumed trilinear
Strichartz estimate implies, for every ε > 0, the existence of β = βε < 1/2 such
that, for N1 ≥ N2 ≥ N3,∥∥∥∥ 3∏

j=1

�NjKj u
(j)

∥∥∥∥
L2(R×M)

(5.4.1)

≤ CεN−s1
1 N

1−a+ε−s2
2 N

1+a+ε−s3
3

3∏
j=1

K
β−bj
j cj (Nj ,Kj ) ‖u(j)‖Xsj ,bj ,

and the sequences (cj (Nj ,Kj )) are in the unit ball of �2.
We now turn to the new ingredients in the proof of estimate (5.3.8), focusing

on the hardest case α > 4. We perform one more dyadic expansion such that the
integral in the left-hand side of (5.3.8) is mainly a sum of terms

INK =
∫

R×M

4∏
j=0

u
(j)

Nj ,Kj
G(SN4(u)) dt dx,

where N = (N0, N1, N2, N3, N4), K = (K0,K1,K2,K3,K4), Nj,Kj describe all
dyadic integers such that N1 ≥ N2 ≥ N3 ≥ N4, N0 ≤ �N1, u(0)N0,K0

= �N0K0(w),
and, for j = 1, 2, 3, 4,

u
(j)

Nj ,Kj
= �NjKj (u) or �NjKj (u).

G is a smooth function built on the fourth derivatives of F , so that

|G(z)| ≤ C(1 + |z|)α−4,
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and

|G(SN4(u))| �
⎛⎝1 +

∑
K5,N5:N5≤N4

|�N5K5(u)|
⎞⎠α−4

.

We then apply Hölder’s inequality to get

|INK | ≤ [JNK ]1−γ [J̃ NK ]γ

with γ = α − 4 ∈ (0, 1) and

JNK =
∫

R×M

4∏
j=0

|u(j)Nj ,Kj | dt dx,

J̃ NK =
∫

R×M

4∏
j=0

|u(j)Nj ,Kj ||G|1/γ dt dx � JNK

+
∑

N5:N5≤N4

∫
R×M

4∏
j=0

|u(j)Nj ,Kj |�N5K5(u)| dt dx.

We estimate JNK by the Schwarz inequality and by applying (5.4.1) and its “bad”
bilinear trace, which is (5.3.9) with 2σ1 = 1 − a + ε. This gives

JNK ≤‖u(0)N0,K0
u
(2)
N2,K2

‖L2(R×M)‖u(1)N1,K1
u
(3)
N3,K3

u
(4)
N4,K4

‖L2(R×M)
�μNK‖w‖X−s,b′ ‖u‖3

X1,b‖u‖Xs,b ,
where

μNK =
(
N0

N1

)s
N−a+ε

2 N−a+ε
3 Na+ε4 K

β−b′
0 (K1K2K3K4)

β−b
4∏
j=0

cj (Nj ,Kj ),

and the sequences cj (Nj ,Kj ) belong to the unit ball of �2.
Then we estimate each term in the sum majorizing J̃ NK by Schwarz inequality

combined with (5.4.1). Summing on N5 and K5, this gives

J̃ NK � μNK Na+ε4 ‖w‖
X−s,b′ (1 + ‖u‖X1,b )

4‖u‖Xs,b .
We obtained finally

|INK | � μNK Nγ(a+ε)4 ‖w‖
X−s,b′ (1 + ‖u‖X1,b )

4‖u‖Xs,b ,
with

μNK N
γ(a+ε)
4

=
(
N0

N1

)s
N−a+ε

2 N−a+ε
3 N

(1+γ )a+ε
4 K

β−b′
0 (K1K2K3K4)

β−b
4∏
j=0

cj (Nj ,Kj ).

The proof is completed by choosing ε small enough with respect to (1 − γ )a.
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5.5 TOWARD THE CRITICAL CASE

In this last section, we prove some estimates related to the quintic NLS on S3, which
can be seen as a first step to global wellposedness for small energy data. We start
with an improvement of the L6 Strichartz estimate, which, as already observed in
Remark 5.4.1, displays the same loss of regularity as on R3.

Proposition 5.5.1 If v(t) = eit�v0, then

‖v‖L6((0,1)×S3) ≤ C ‖v0‖H 2/3(S3). (5.5.1)

Proof. The strategy is similar to Proposition 5.3.1. We write

v(t) =
∑

N≤n≤2N

e−it(n2−1)Hn,

and we compute the L6 norm in time by using the Fourier series estimate of Propo-
sition 1.10 in Bourgain [7]. For every x ∈ S3,∫ 2π

0
|v(t, x)|6 dt ≤ C N

( ∑
N≤n≤2N

|Hn(x)|2
)3

.

Integrating in x and developing, we obtain

‖v‖6
L6((0,2π)×S3)

�N
∑

N≤n1,n2,n3≤2N

‖Hn1Hn2Hn3‖2
L2(S3)

�N4
∑

N≤n1,n2,n3≤2N

‖Hn1‖2
L2(S3)

‖Hn2‖2
L2(S3)

‖Hn3‖2
L2(S3)

,

by applying Sogge’s estimate (5.3.3), (5.3.4) with q = 6. This completes the proof.

A trilinearization of Proposition 5.5.1 is in fact possible. This reads

Theorem 5.5.1 For every ε > 0, there exists Cε > 0 such that, for every N1 ≥
N2 ≥ N3, for every f1, f2, f3 in L2(S3), the solutions of the linear Schrödinger
equation

vj (t) = eit�PNj fj , j = 1, 2, 3,

satisfy

‖v1v2v3‖L2((0,1)×S3) ≤ CεN
5
6+ε

2 N
7
6−ε

3 ‖f1‖L2(S3) ‖f2‖L2(S3) ‖f3‖L2(S3).

Using the above trilinear theorem, it is easy to derive the following estimate on the
first iteration for quintic NLS:

Corollary 5.5.2 For every s ≥ 1, there existsCs such that, for everyf ∈ Hs(S3),
the Duhamel term

w(t) =
∫ t

0
ei(t−τ)�

(|eiτ�f |4eiτ�f
)
dτ

satisfies

sup
0≤t≤1

‖w(t)‖Hs(S3) ≤ Cs‖f ‖4
H 1(S3)

‖f ‖Hs(S3).
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Let us first show how Theorem 5.5.1 implies the corollary. As in previous sections,
we proceed by duality, and we expand, up to lower-order terms,∫

S3
w(t, x) eit�f0(x) dx �

∑
N0,N1≥···≥N5

IN0,...,N5(t),

with

IN0,...,N5(t) =
∫
(0,t)×S3

∏
vj (τ, x) dτ dx,

and

v0(τ ) = eiτ�PN0f0, vj (τ ) = eiτ�PNj f, or eiτ�PNj f , 1 ≤ j ≤ 5.

We fix ε ∈ (0, 1/6) and we apply the Schwarz inequality together with Theorem
5.5.1. We obtain

|IN0,...,N5(t)|

� N
s
0

Ns1

(N2N3)
5
6+ε(N4N5)

7
6−ε

N2N3N4N5

5∏
j=0

cj (Nj ) ‖f0‖H−s ‖f ‖Hs ‖f ‖4
H 1 ,

where the sequences (cj (N)) belong to the unit ball of �2. This yields

|IN0,...,N5 |

�
(
N0

N1

)s (
N4

N2

) 1
6−ε (N5

N3

) 1
6−ε 5∏

j=0

cj (Nj ) ‖f0‖H−s ‖f ‖Hs ‖f ‖4
H 1 ,

which completes the proof by the usual Schur lemma.
We close this section by describing the main steps of the proof of Theorem 5.5.1.

A first lemma is the following slight extension of Bourgain’s result in [7], which we
already used in the proof of Proposition 5.5.1.

Lemma 5.5.3 Let ψ ∈ C∞0 (R) be supported in an interval I of length � N , with

sup
τ∈R

|ψ ′′(τ )| � N−2.

Then, for every sequence (cn),∥∥∥∥∥∑
n∈Z

ψ(n) cn eitn2

∥∥∥∥∥
L6(R/2πZ)

� N 1
6

(∑
n∈I

|cn|2
) 1

2

.

This lemma enables us to trilinearize the L6 estimate of [7], in the spirit of [1].

Lemma 5.5.4 Let ϕ ∈ C∞0 (R). Then, for N1 ≥ N2 ≥ N3, the Fourier series

Fj (t) =
∑
nj

ϕ

(
nj

Nj

)
cj (nj ) e

itn2
j , j = 1, 2, 3,

satisfy

‖F1F2F3‖L2(R/2πZ) � N
1
3

2 N
1
6

3

3∏
j=1

‖Fj‖L2(R/2πZ).
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Proof. Introduce χ ∈ C∞0 (R) supported into (−1, 1), such that∑
α∈Z

χ(τ − α) = 1,

and write

F1 =
∑
α∈Z
F1,α

with

F1,α(t) =
∑
n1

ϕ

(
n1

N1

)
χ

(
n1

N2
− α

)
c1(n1) e

itn2
1 .

It is clear that the functions F1,α F2 F3 are almost orthogonal as α varies. Hence,

‖F1F2F3‖2
L2 �

∑
α

‖F1,αF2F3‖2
L2 ,

and each term in the right-hand side can be estimated by means of the Hölder in-
equality and of Lemma 5.5.3, observing that

ψα(τ) = χ
(
τ

N2
− α

)
ϕ

(
τ

N1

)
satisfies the assumption of Lemma 5.5.3 with N = N2. This yields

‖F1,αF2F3‖2
L2 � N

1
3

3 N
2
3

2 ‖F2‖2
L2 ‖F3‖2

L2

⎛⎝ ∑
(α−1)N2≤n1≤(α+1)N2

|c1(n1)|2
⎞⎠

and the summation on α completes the proof.
The second ingredient is once again a trilinear Sogge estimate (see [17]).

Lemma 5.5.5 If n1 ≥ n2 ≥ n3 ≥ 1 are integers and H(j)nj , j = 1, 2, 3, is a
spherical harmonic of degree nj − 1 on S3, then, for every ε > 0,

‖H(1)n1
H(2)n2
H(3)n3

‖L2(S3)

≤ Cε n
1
2+ε
2 n1−ε

3 ‖H(1)n1
‖L2(S3) ‖H(2)n2

‖L2(S3) ‖H(3)n3
‖L2(S3).

At this stage it is easy to conclude the proof of Theorem 5.5.1, similarly to
Proposition 5.5.1. We write, for a suitable ϕ ∈ C∞0 (R),

vj (t) =
∑
nj

e−it(n2
j
−1)
ϕ(nj/Nj )H

(j)
nj
,

and we apply Lemma 5.5.4 to Fj (t) = vj (t, x) for fixed x. It remains to integrate
in x and to apply Lemma 5.5.5.
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5.6 CONCLUSION

Sections 3 and 4 provided two different proofs of the global wellposedness of de-
focusing subquintic NLS on S3 and S2 × S1, which add to the proofs for R3 and
for T3. Moreover, J. Bourgain [4] recently gave another proof of this result for
irrational tori. It is of course tempting to conjecture that this fact is true for every
three-manifold, though a general argument seems out of reach for the moment.

As for critical NLS, we still have to introduce a convenient space of functions
where an iterative scheme can converge with small energy data.

Note that arguments of Section 5 cannot be extended to cubic NLS on S4. Indeed,
in this case, it is known [9] that the Strichartz inequality

‖v‖L4((0,1)×S4) � ‖v0‖
H

1
2 (S4)

fails for the solutions v of the linear Schrödinger equation. Therefore, the question
of wellposedness of this four-dimensional critical NLS seems even more intricate.
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Chapter Six

Power series solution of a nonlinear
Schrödinger equation

M. Christ

6.1 INTRODUCTION

6.1.1 The NLS Cauchy Problem

The Cauchy problem for the one-dimensional periodic cubic nonlinear Schrödinger
equation is {

iut + uxx + ω|u|2u = 0

u(0, x) = u0(x),
(NLS)

where x ∈ T = R/2πZ, t ∈ R, and the parameter ω equals ±1. Bourgain [2]
has shown this problem to be wellposed in the Sobolev space Hs for all s ≥ 0,
in the sense of uniformly continuous dependence on the initial datum. In H 0 it is
wellposed globally in time, and as is typical in this subject, the uniqueness aspect
of wellposedness is formulated in a certain auxiliary space more restricted than
C0([0, T ], H s(T)), in which existence is also established. For s < 0 it is illposed
in the sense of uniformly continuous dependence [3], and is illposed in stronger
senses [5] as well. The objectives of this chapter are twofold: to establish the
existence of solutions for wider classes of initial data than H 0, and to develop an
alternative method of solution.

The spaces of initial data considered here are the spaces FLs,p for s ≥ 0 and
p ∈ [1,∞], defined as follows:

Definition 6.1.1 FLs,p(T) = {f ∈ D′(T) : 〈·〉s f̂ (·) ∈ �p}.
Here D′(T) is the usual space of distributions, and FLs,p is equipped with the norm
‖f ‖FLs,p = ‖f̂ ‖�s,p(Z) =

(∑
n∈Z

〈n〉ps |f̂ (n)|p)1/p. We write FLp = FL0,p, and
are mainly interested in these spaces since, for p > 2, they are larger function
spaces than the borderline Sobolev space H 0 in which (NLS) is already known to
be wellposed.

The author was supported by NSF grant DMS-040126.
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6.1.2 Motivations

At least four considerations motivate analysis of the Cauchy problem in these par-
ticular function spaces. The first is the desire for existence theorems for initial data
in function spaces that scale like the Sobolev spacesHs , for negative s. FLp scales
likeHs(p)where s(p) = − 1

2+ 1
p
↓ − 1

2 asp ↑ ∞, thus spanning the gap between the
optimal exponent s = 0 for Sobolev space wellposedness, and the scaling exponent
− 1

2 . Moreover, FLp is invariant under the Galilean symmetries of the equation.
Some existence results are already known in spaces scaling like Hs for certain

negative exponents, for the nonperiodic one-dimensional setting. Vargas and Vega
[12] proved existence of solutions for arbitrary initial data in certain such spaces
for a certain range of strictly negative exponents. In particular, for the local in time
existence theory, their spaces contain FLp for all p < 3, and scale like FLp for a
still larger though bounded range of p. Grünrock [7] has proved wellposedness for
the cubic nonlinear Schrödinger equation in the real line analogues of FLs,p, and
for other PDE in these function spaces, as well.

A second motivation is the work of Kappeler and Topalov [9], [10], who showed
via an inverse scattering analysis that the periodic KdV and mKdV equations are
wellposed for wider ranges of Sobolev spacesHs than had previously been known.
It is reasonable to seek a corresponding improvement for (NLS). We obtain here
such an improvement, but with FLp with p > 2 substituted for Hs with s < 0.

Third, Christ and Erdoǧan, in unpublished work, have investigated the conserved
quantities in the inverse scattering theory relevant to (NLS), and have found that for
any distribution in FLp(T) with small norm, the sequence of gap lengths for the
associated Dirac operator belongs to �p and has comparable norm.1 Thus FLp for
2 < p <∞may be a natural setting for the Dirac operator inverse scattering theory
relevant to the periodic cubic nonlinear Schrödinger equation.

For p = 2, the existing proof [2] of wellposedness via a contraction mapping
argument implies that the mapping from initial datum to solution has a convergent
power series expansion; that is, certain multilinear operators are well defined and
satisfy appropriate inequalities. Our fourth motivation is the hope of understanding
more about the structure of these operators.

6.1.3 Modified Equation

In order for the Cauchy problem to make any sense in FLp for p > 2, it seems to
be essential to modify the differential equation. We consider{

iut + uxx + ω
(|u|2 − 2μ(|u|2))u = 0

u(0, x) = u0(x),
(NLS∗)

1 Having slightly better than bounded Fourier coefficients seems to be a minimal condition for the
applicability of this machinery, since the eigenvalues for the free periodic Dirac system are equally
spaced, and gap lengths for perturbations are to leading order proportional to absolute values of Fourier
coefficients of the perturbing potential.
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where

μ(|f |2) = (2π)−1
∫

T

|f (x)|2 dx (6.1.1)

equals the mean value of the absolute value squared off . In (NLS∗),μ(|u|2) is short-
hand for μ(|u(t, ·)|2) = ‖u(t, ·)‖2

L2 , which is independent of t for all sufficiently
smooth solutions; modifying the equation in this way merely introduces a unimod-
ular scalar factor e2iμt , where μ = μ(|u0|2). For parameters p, s such that FLs,p is
not embedded in H 0, μ(|u0|2) is not defined for typical u0 ∈ FLs,p, but of course
the same goes for the function |u0(x)|2, and we will nonetheless prove that the
equation makes reasonable sense for such initial data.

The coefficient 2 in front of μ(|u|2) is the unique one for which solutions depend
continuously on initial data in FLp for p > 2.

6.1.4 Conclusions

Our main result is as follows. Recall that there exists a unique mapping u0 "→
Su0(t, x), defined for u0 ∈ C∞, which for all sufficiently large s extends to a
uniformly continuous mapping from Hs(T) to C0([0,∞),H s(T)) ∩ C1([0,∞),
H s−2(T)), such that Su0 is a solution of the modified Cauchy problem (NLS∗).
C∞(T) is of course a dense subset of FLs,p for any p ∈ [1,∞).
Theorem 6.1.1 For any p ∈ [1,∞), any s ≥ 0, and anyR<∞, there exists τ > 0
for which the solution mapping S extends by continuity to a uniformly continuous
mapping from the ball centered at 0 of radiusR inFLs,p(T) toC0([0, τ ],FLs,p(T)).

For the unmodified equation this has the following obvious consequence. Denote
by H 0

c = H 0
c (T) the set of all f ∈ H 0 such that ‖f ‖L2 = c. Denote by S ′u0 the

usual solution [2] of the unmodified Cauchy problem (NLS) with initial datum u0,
for u0 ∈ H 0.

Corollary 6.1.2 Let p ∈ [1,∞) and s ≥ 0. For any R <∞ there exists τ > 0
such that for any finite constant c > 0, the mapping H 0

c � u0 "→ S ′u0 is uniformly
continuous as a mapping from H 0

c intersected with the ball centered at 0 of radius
R in FLs,p, equipped with the FLs,p norm, to C0([0, τ ],FLs,p(T)).

The unpublished result of the author and Erdoǧan says that for smooth initial
data, if ‖u0‖FLp is sufficiently small then ‖u(t)‖FLp remains bounded uniformly
for all t ∈ [0,∞). This result in combination with Theorem 6.1.1 would yield
global wellposedness for sufficiently small initial data.

The following result concerns the discrepancy between the nonlinear evolution
(NLS∗) and the corresponding linear Cauchy problem{

ivt + vxx = 0

v(0, x) = u0(x).
(6.1.2)
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Proposition 6.1.3 Let R <∞ and p ∈ [1,∞). Let q > p/3 also satisfy q ≥ 1.
Then there exist τ, ε > 0 and C < ∞ such that for any initial datum u0 satisfying
‖u0‖FLp ≤ R, the solutions u = Su0 of (NLS∗) and v of (6.1.2) satisfy

‖u(t, ·)− v(t, ·)‖FLq ≤ Ctε for all t ∈ [0, τ ]. (6.1.3)

Here u is the solution defined by approximating u0 by elements ofC∞ and passing to
the limit. Thus for p > 1 the linear evolution approximates the nonlinear evolution,
modulo correction terms that are smoother in the FLq scale.

Our next result indicates that the functionu(t, x) defined by the limiting procedure
of Theorem 6.1.1 is a solution of the differential equation in a more natural sense than
merely being a limit of smooth solutions. Define Fourier truncation operators TN ,
acting on FLs,p(T), by T̂Nf (n) = 0 for all |n| > N , and= f̂ (n)whenever |n| ≤ N .
TN acts also on functions v(t, x) by acting on v(t, ·) for each time t separately.
We denote by S(u0) the limiting function whose existence, for nonsmooth u0, is
established by Theorem 6.1.1.

Proposition 6.1.4 Let p ∈ [1,∞), s ≥ 0, and u0 ∈ FLs,p. Write u = S(u0).
Then for any R < ∞ there exists τ > 0 such that whenever ‖u0‖FLs,p ≤ R,
Nu(t, x) = (|u|2 − 2μ(|u|2))u exists in the sense that

lim
N→∞N (TNu)(t, x) exists in the sense of distributions in C0([0, τ ],D′(T)).

(6.1.4)

Moreover if N (u) is interpreted as this limit, then u = S(u0) satisfies (NLS∗) in the
sense of distributions in (0, τ )× T.

More generally, the same holds for any sequence of Fourier multipliers of the form
T̂νf (n) = mν(n)f̂ (n), where each sequencemν is finitely supported, supν ‖mν‖�∞ <
∞, and mν(n)→ 1 as ν → ∞ for each n ∈ Z; the limit is of course independent
of the sequence (mν). Making sense of the nonlinearity via this limiting procedure
is connected with general theories of multiplication of distributions [1], [6], but the
existence here of the limit over all sequences (mν) gives u stronger claim to the title
of solution than in the general theory.

Unlike the fixed-point method, our proof yields no uniqueness statement cor-
responding to these existence results. For any p > 2, solutions of the Cauchy
problem in the class C0([0, τ ],FLp), in the sense of Proposition 6.1.4, are in fact
not unique [4].

6.1.5 Method

Define the partial Fourier transform

û(t, n) = (2π)−1
∫

T

e−inxu(t, x) dx. (6.1.5)

Our approach is to regard the partial differential equation as an infinite coupled
nonlinear system of ordinary differential equations for these Fourier coefficients, to
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express the solution as a power series in the initial datum

û(t, n) =
∞∑
k=0

Âk(t)(û0, . . . , û0) (6.1.6)

where each Âk(t) is a bounded multilinear operator2 from a product of k copies
of FLs,p to FLs,p, to show that the individual terms Âk(t)(û0, . . . , û0) are well
defined, and to show that the formal series converges absolutely in C0(R,FLs,p)
to a solution in the sense of (6.1.4). The case s ≥ 0 follows from a very small
modification of the analysis for s = 0, so we discuss primarily s = 0, indicating
the necessary modifications for s > 0 at the end of the paper.

The analysis is rather elementary, much of the chapter being devoted to setting
up the definitions and notation required to describe the operators Âk(t). A single
number theoretic fact enters the discussion: the number of factorizations of an
integer n as a product of two integer factors is O(nδ), for all δ > 0; this same fact
was used by Bourgain [2].

The author is grateful to J. Bourgain, C. Kenig, H. Koch, and D. Tataru for invita-
tions to conferences that stimulated this work, and to Betsy Stovall for proofreading
a draft of the manuscript.

6.2 A SYSTEM OF COUPLED ORDINARY

DIFFERENTIAL EQUATIONS

6.2.1 General Discussion

Define

σ(j, k, l, n) = n2 − j 2 + k2 − l2. (6.2.1)

It factors as

σ(j, k, l, n) = 2(n− j)(n− l) = 2(k − l)(k − j) (6.2.2)

provided that j − k + l = n.
Written in terms of Fourier coefficients ûn(t) = û(t, n), the equation iut +uxx +
ω
(|u|2 − 2μ(|u|2))u = 0 becomes

i
dûn

dt
− n2ûn + ω

∑
j−k+l=n

ûj ûkûl − 2ω
∑
m

|̂um|2ûn = 0. (6.2.3)

Here the first summation is taken over all (j, k, l) ∈ Z3, satisfying the indicated
identity, and the second over all m ∈ Z. Substituting

an(t) = ein2t û(t, n), (6.2.4)

2 Throughout the discussion we allow multilinear operators to be either conjugate linear or linear in
each of their arguments, independently.
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(6.2.3) becomes

dan

dt
= iω

∗∑
j−k+l=n

aj ākale
iσ (j,k,l,n)t − iω|an|2an, (6.2.5)

where the notation
∑∗
j−k+l=n means that the sum is taken over all (j, k, l) ∈ Z3 for

which neither j = n nor l = n. This notational convention will be used throughout
the discussion. The effect of the term −2ωμ(|u|2)u in the modified differential
equation (NLS∗) is to cancel out a term 2iω(

∑
m |am|2)an, which would otherwise

appear on the right-hand side of (6.2.5).
Reformulated as an integral equation, (6.2.5) becomes

an(t)= an(0)+ iω
∗∑

j−k+l=n

∫ t
0
aj (s)āk(s)al(s)e

iσ (j,k,l,n)s ds

− iω
∫ t

0
|an(s)|2an(s) ds. (6.2.6)

However, in deriving (6.2.6) from (6.2.5), we have interchanged the integral over
[0, t] with the summation over j, k, l without any justification.

In terms of Fourier coefficients, (6.2.6) is restated as

û(t, n)= û0(n)− in2
∫ t

0
û(s, n) ds

+ iω
∗∑

j−k+l=n

∫ t
0
û(s, j )̂u(s, k)̂u(s, l) ds− iω

∫ t
0
|̂u(s, n)|2û(s, n) ds. (6.2.7)

Substituting for aj (s), ak(s), al(s) in the right-hand side of (6.2.6) by means of
(6.2.6) itself yields

an(t)= an(0)+ iω
∗∑

j−k+l=n
aj (0)āk(0)āl(0)

∫ t
0
eiσ(j,k,l,n)s ds

− iω|an(0)|2an(0)
∫ t

0
1 ds

+ additional terms

= an(0)
(
1 − iωt |an(0)|2

)+ 1
2ω

∗∑
j−k+l=n

aj (0)āk(0)al(0)

(n− j)(n− l)
(
ei(n

2−j2+k2−l2)t − 1
)

+ additional terms. (6.2.8)

These additional terms involve the functions am, not only the initial data am(0).
The right-hand side of the integral equation (6.2.6) can then be substituted for each
function an, replacing it by an(0) but producing still more complex additional terms.
Repeating this process indefinitely produces an infinite series, whose convergence
certainly requires justification. Each substitution by means of (6.2.6) results in
multilinear expressions of increased complexity in terms of functions an(t) and
initial data an(0).
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We recognize 1 − iωt |an(0)|2 as a Taylor polynomial for exp(−i|an(0)|2t), but
for our purposes it will not be necessary to exploit this by recombining terms.
In particular, we will not exploit the coefficient i which makes this exponential
unimodular.

6.2.2 A Sample Term

One of the very simplest additional terms arises when (6.2.6) is substituted into
itself twice:

(iω)4
∗∑

j1−j2+j3=n

∗∑
m1

1−m1
2+m1

3=j1

∗∑
m2

1−m2
2+m2

3=j2

∗∑
m3

1−m3
2+m3

3=j3∫
0≤r1,r2,r3≤s≤t

am1
1
(r1)ām1

2
(r1)am1

3
(r1)ām2

1
(r2)am2

2
(r2)ām2

3
(r2)am3

1
(r3)ām3

2
(r3)am3

3
(r3)

eiσ (j1,j2,j3,n)seiσ (m
1
1,m

1
2,m

1
3,j1)r1e−iσ (m

2
1,m

2
2,m

2
3,j2)r2eiσ(m

3
1,m

3
2,m

3
3,j3)r3 dr1 dr2 dr2 ds.

(6.2.9)

Substituting once more via (6.2.6) for each function an(rj ) in (6.2.9) yields a main
term

(iω)4
∗∑

(mi
k
)1≤i,k≤3

I(t, (mik)1≤i,k≤3)

3∏
i,j=1

a∗
mi
j

(0), (6.2.10)

which arises when an(rj ) is replaced by an(0), plus higher-degree terms. Here the
superscript ∗ indicates that the sum is taken over only certain (mik)1≤i,k≤3 ∈ Z9,
where a∗

mi
j

(0) = ami
j
(0) if i + j is even and = ami

j
(0) if i + j is odd, and where

I(t, (mik)1≤i,k≤3) =
∫

0≤r1,r2,r3≤s≤t
e
iφ(s,r1,r2,r3,{mij :1≤i,j≤3})

dr1 dr2 dr2 ds, (6.2.11)

with

φ(s, r1, r2, r3, (m
i
j )1≤i,j≤3) (6.2.12)

= σ(j1, j2, j3, n)s +
3∑
i=1

(−1)i+1σ(mi1,m
i
2,m

i
3, ji)ri;

and j1, j2, j3, n are defined as functions of (mij ) by the equations governing the
sums in (6.2.9). Continuing in this way yields formally an infinite expansion for the
sequence (an(t))n∈Z in terms of multilinear expressions in the initial datum (an(0)).
This expansion is doubly infinite; the single (and relatively simple) term (6.2.10)
is for instance an infinite sum over most elements of an eight-dimensional free
Z-module for each n.

The discussion up to this point has been purely formal, with no justification
of convergence. In the next section we will describe the terms in this expansion
systematically. The main work will be to show that each multilinear operator is well
defined on �p initial data, and then that the resulting fully nonlinear infinite series
is convergent.
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6.3 TREES AND OPERATORS INDEXED BY TREES

6.3.1 Trees

On a formal level a(t) = (an(t))n∈Z equals an infinite sum

∞∑
k=1

Ak(t)(a(0), a(0), a(0), . . .), (6.3.1)

where each Ak(t) is a sum of finitely many multilinear operators, each of degree
k. Throughout the chapter, by a multilinear operator we mean one which is either
linear or conjugate linear with respect to each argument; for instance, (f, g) "→ f ḡ
is considered to be multilinear. We now describe a class of trees that will be used
both to name, and to analyze, these multilinear operators.

In a partially ordered set with partial order≤,w is said to be a child of v ifw ≤ v,
w �= v, and if w ≤ u ≤ v implies that either u = w, or u = v.

The word “tree” in this chapter will always refer to a special subclass of what are
usually called trees, equipped with additional structure.

Definition 6.3.1 A tree T is a finite partially ordered set with the following prop-
erties:

(1) Whenever v1, v2, v3, v4 ∈ T and v4 ≤ v2 ≤ v1 and v4 ≤ v3 ≤ v1, then either
v2 ≤ v3 or v3 ≤ v2.

(2) There exists a unique element r ∈ T satisfying v ≤ r for all v ∈ T .
(3) T equals the disjoint union of two subsets T 0, T∞, where each element of
T∞ has zero children, and each element of T 0 has three children.

(4) For each v ∈ T there is given a number in {±1}, denoted ±v .
(5) There is given a partition of the set of all nonterminal nodes of T into two

disjoint classes, called simple nodes and ordinary nodes.

Terminal nodes are neither simple nor ordinary. The distinction between ordinary
and simple nodes will encode the distinction between the two types of nonlinear
terms on the right-hand side of (6.2.6).

Definition 6.3.2 Elements of T are called nodes. A terminal node is one with
zero children. The maximal element of T is called its root node and will usually
be denoted by r. T∞ denotes the set of all terminal nodes of T , while T 0 = T \T∞
denotes the set of all nonterminal nodes. The three children of any v ∈ T 0 are
denoted by (v, 1), (v, 2), (v, 3).

For any u ∈ T , Tu = {v ∈ T : v ≤ u} is a tree, with root node u. The number
|T | of nodes of a tree is of the form 1 + 3k for some nonnegative integer k.

|T∞| = 1 + 2k and |T 0| = k (6.3.2)

so that T , T∞, T 0 have uniformly comparable cardinalities, except in the trivial case
k = 0 where T = {r}.
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Given a tree T , we will work with the auxiliary space ZT ; the latter symbol T
denotes the set of all nodes of the tree with the same name. Elements of ZT will be
denoted by j = (jv)v∈T ∈ ZT with each coordinate jv ∈ Z.

Definition 6.3.3 Let T be any tree. A function σw : ZT → Z is defined by

σw( j) =
{

0 if w is terminal,

j 2
w − j 2

(w,1) + j 2
(w,2) − j 2

(w,3) if w is nonterminal.
(6.3.3)

σv(j) depends only on the four coordinates jv, j(v,1), j(v,2), j(v,3) of j.

Definition 6.3.4 An ornamented tree is a tree T , together with a coefficient εv,i ∈
{−1, 0, 1} for each nonterminal node v ∈ T 0, and for each i ∈ {1, 2, 3}.
Definition 6.3.5 Let T be an ornamented tree. The function ρ : ZT → Z is
defined recursively by

ρv( j) = 0 if v ∈ T∞ (6.3.4)

and

ρv( j) = σ(j(v,1), j(v,2), j(v,3), jv)+
3∑
i=1

εv,iρ(v,i)( j) if v ∈ T 0. (6.3.5)

Whenever all children of v are terminal, ρv(j) = σv(j). But if T has many
elements, then for typical v ∈ T 0, ρv will be a quadratic polynomial in many
variables, which will admit no factorization like that enjoyed by σv . ρv(j) depends
only on {ju, εu,i : u ≤ v}. To simplify notation and language, we will use the symbol
T to denote the ornamented tree, the underlying tree, and the underlying set.

Definition 6.3.6 Let T be a tree. J (T ) ⊂ ZT denotes the set of all j = (jv)v∈T
satisfying the restrictions

jv = j(v,1) − j(v,2) + j(v,3) for every v ∈ T 0 (6.3.6)

{jv, j(v,2)} ∩ {j(v,1), j(v,3)} = ∅ for every ordinary node v ∈ T 0 (6.3.7)

jv = j(v,i) for all i ∈ {1, 2, 3} for every simple node v ∈ T 0. (6.3.8)

(6.3.6) implies that for any v ∈ T 0, jv can be expressed as a linear combination,
with coefficients in {±1}, of {jw : w ∈ T∞}.

Let δ, c0 > 0 be sufficiently small positive numbers, to be specified later. The
following key definition involves these quantities.

Definition 6.3.7 Let T be an ornamented tree. If j ∈ J (T ) and v ∈ T , we say
that the ordered pair (v, j) is nearly resonant if v is nonterminal and

|ρv(j)| ≤ c0|σv(j)|1−δ. (6.3.9)

(v, j) is said to be exceptional if v ∈ T 0 and ρv(j) = 0.
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Whether (v, j) is nearly resonant depends on the values of ju for all u ≤ v.
Exceptional pairs (v, j) are of course nearly resonant. If v ∈ T 0 is an ordinary

node all three of whose children are terminal, then (v, j) cannot be exceptional, for
ρv(j) = σ(j(v,1), j(v,2), j(v,3), jv) = 2(jv − j(v,1))(jv − j(v,3)) cannot vanish, by
(6.3.7). But if v has at least one nonterminal child, then nothing prevents ρv(j) from
vanishing, and if v is a simple node all of whose children are terminal, then any pair
(v, j) is certainly exceptional.

6.3.2 Multilinear Operators Associated to Trees

Definition 6.3.8 Let T be any tree, and let t be any real number. If T is not the
trivial tree {r} with only element, then the associated interaction amplitudes are

IT (t, j) =
∫

R(T ,t)

∏
u∈T 0

e±uiωσu(j)tu dtu (6.3.10)

where R(T , t) ⊂ [0, t]T 0
is defined to be

R(T , t) = {(tu)u∈T 0 : 0 ≤ tu ≤ tu′ ≤ t whenever u, u′ ∈ T 0 satisfy u ≤ u′}.
(6.3.11)

When T = {r} has a single element, J (T ) = Z, and IT (t, j) is defined to be 1 for
all t, j.

The following upper bounds for the interaction amplitudes IT (t, j) are the only
information concerning them that will be used in the analysis.

Lemma 6.3.1 Let T be any tree, and let j ∈ J (T ). Then for all t ∈ [0, 1],
|IT (t, j)| ≤ t |T 0| (6.3.12)

and

|IT (t, j)| ≤ 2|T |
∑
(εu,i )

∏
w∈T 0

〈ρw(j)〉−1. (6.3.13)

The notation 〈x〉 means (1 + |x|2)1/2. The sum in (6.3.13) is taken over all of
the 3|T 0| possible choices of εu,i ∈ {0, 1,−1}; these choices in turn determine the
functions ρw. Lemma 6.3.1 will be proved in Section 6.5.

Definition 6.3.9 Let T be any tree, and let t ∈ R. The tree operator ST (t)
associated toT , t is the multilinear operator that maps the |T∞| sequences (xv)v∈T∞
of complex numbers to the sequence of complex numbers

ST (t)
(
(xv)v∈T∞

)
(n) =

∑
j∈J (T ):jr=n

IT (t, j)
∏
w∈T∞

xw(jw) (6.3.14)

indexed by n ∈ Z.
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ST (t) takes as input |T∞| complex sequences, each belonging to a Banach space
�p(Z), and outputs a single complex sequence, which will be shown to belong to
some �q(Z).

When T is the trivial tree {r} having only one element, ST (t) is the identity oper-
ator for every time t , mapping any sequence (xn(0))n∈Z to itself. This corresponds
to the linear Schrödinger evolution; it is independent of t because we are dealing
with twisted Fourier coefficients (6.2.4).

6.4 FORMALITIES

With all these definitions and notations in place, we can finally formulate the con-
clusion of the discussion in Section 6.2.

Proposition 6.4.1 The recursive procedure indicated in Section 6.2 yields a for-
mal expansion

a(t) =
∞∑
k=1

Ak(t)(a
�
T ,1(0), a

�
T ,2(0), . . .), (6.4.1)

where each Ak(t) is a multilinear operator of the form

Ak(t) =
∑

|T |=3k+1

cTST (t), (6.4.2)

each sequence a�T ,n(0) equals either a(0) or ā(0), the scalars cT ∈ C satisfy |cT | ≤
C1+|T |, and for each index k, the sum in (6.4.2) is taken over a finite collection of
O(Ck) ornamented trees T of the indicated cardinalities.

This asserts that the outcome of the repeated substitution of (6.2.6) into it-
self, as described in Section 6.2, is accurately encoded in the definitions in Sec-
tion 6.3. This proposition and the following result will be proved later in the
chapter.

Proposition 6.4.2 There exists a finite positive constant c0 such that whenever
a(0) ∈ �1, the multiply infinite series

∑
k Ak(t)(a

�(0), . . .) converges absolutely to
a function in C0([0, τ ], �1) provided that τ‖a(0)‖�1 ≤ c0.

Conversely, ifu ∈ C0([0, τ ], �1), then for such τ , the sequencean(t) = ein2t û(t, n)

equals the sum of this series, for t ∈ [0, τ ].
By the first statement we mean that

∑
j∈J (T ) |IT (t, j)|

∏
w∈T∞ |a(0)(jw)| con-

verges absolutely for each ornamented tree T , and that if its sum is denoted by
S∗
T (a(0), a(0), . . .)(t), then the resulting series

∑∞
k=1

∑
|T |=3k+1 cTS

∗
T (a(0), a(0),

. . .)(t) likewise converges.
The operators ST and coefficients cT were defined so that the following holds

automatically.
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Lemma 6.4.3 There exists c > 0 with the following property. Let û0 be any
numerical sequence and define a(0)(n) = û0(n). Suppose that the infinite se-
ries defining S∗

T (a
�(0), a�(0), . . .)(t) converges absolutely and uniformly for all

t ∈ [0, τ ] and that its sum is O(c|T |), uniformly for every ornamented tree T .
Define a(t) to be the sequence

∑∞
k=1Ak(t)(a

�(0), a�(0), . . .). Then a satisfies the
integral equation (6.2.6) for t ∈ [0, τ ]. Moreover, the function u(t, x) defined by
û(t, n) = e−in2t a(t, n) is a solution of the modified Cauchy problem (NLS∗) in the
corresponding sense (6.2.7).

The main estimate in our analysis is as follows.

Proposition 6.4.4 Let p ∈ (1,∞). Then for any exponent q > p

|T∞| satisfying
also q ≥ 1, there exist ε > 0 andC <∞ such that for all trees T and all sequences
xv ∈ �1,

‖ST (t)
(
(xv)v∈T∞

)‖�q ≤ (Ctε)|T∞| ∏
v∈T∞

‖xv‖�p . (6.4.3)

Proposition 6.4.4 and Lemma 6.4.3 will be proved in subsequent sections. To-
gether, they give:

Corollary 6.4.5 Let p ∈ [1,∞). For any R < ∞ there exists τ > 0 such
that the solution mapping u0 "→ u(t, ·) for the modified Cauchy problem (NLS∗),
initially defined for all sufficiently smooth u0, extends by uniform continuity to a
real analytic mapping from {u0 ∈ FLp : ‖u0‖FLp ≤ R} to C0([0, τ ],FLp(T)).

We emphasize that analytic dependence on t is not asserted; solutions are Hölder
continuous with respect to time.

6.5 BOUND FOR THE INTERACTION AMPLITUDES IT (T , j)

Proof of Lemma 6.3.1. Let j ∈ ZT be given; it will remain constant throughout the
proof. The first bound of the lemma holds simply because |IT (t, j)| ≤ |R(T , t)|.
The proof of the second bound (6.3.13) proceeds recursively in steps. In each step
we integrate with respect to tv for certain nodes v in the integral defining R(T , t),
holding certain other coordinates tw fixed. Once integration has been performed
with respect to some coordinate, that coordinate is of course removed from later
steps.

In Step 1, we hold tv fixed whenever at least one child of v is not terminal. We also
fix tv for every simple node v having only terminal children. The former coordinates
tv , and underlying nodes v, are said to be temporarily fixed; the latter coordinates
and nodes are said to be permanently fixed. We integrate with respect to all nonfixed
coordinates tw.

When |T | = 1 there is nothing to prove. Otherwise there must always exist at
least one node, all of whose children are terminal. If there exists such a node which
is also ordinary, then at least one coordinate tv is not fixed. The subset, or slice,
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of R(T , t) defined by setting each of the fixed coordinates equal to some constant
is either empty, or takes the product form ×u not fixed[0, tu∗ ], where u∗ denotes the
parent of u. The integrand is likewise a product, of simple exponentials. Integrating
over this slice with respect to all of the nonfixed coordinates thus yields∏

w

e±wiσwtw
∏
u

∫ tu∗
0
e±uiσutu dtu,

where the first product is taken over all fixed w ∈ T 0, and the second over all re-
maining nonfixed u ∈ T 0.

None of the quantities σu can vanish in Step 1, since an ordinary node having
only terminal children can never be exceptional, by (6.3.7). Therefore, the preceding
expression equals ∏

w

e±wiσwtw
∏
u

(±uiσu)−1
(
e±uiσutu∗ − 1

)
.

This may be expanded as a sum of 2N terms, where N is the number of nonfixed
nodes in T 0. Each of these terms has the form

±
∏
w

e±wiσwtw
∏
u

(iσu)
−1eεuiσutu∗ (6.5.1)

for some numbers εu ∈ {0, 1,−1}.
The other possibility in Step 1 is that |T |> 1, but every nonterminal node that

has only terminal children is simple. In that case all coordinates tv are fixed at Step
1, no integration is performed, and we move on to Step 2.

Any node v that is permanently fixed at any step of the construction remains
fixed through all subsequent steps; we never integrate with respect to tv . On the
other hand, once we’ve integrated with respect to some tw, then the node w is also
removed from further consideration.

We now carry out Step 2. The set T1 of all nodes temporarily fixed during Step
1 is itself a tree. There is an associated subset RT1 of {(tw : w ∈ T1)}, defined
by the inequalities 0 ≤ tw ≤ tw′ ≤ t whenever w ≤ w′, and also by tu ≤ tw if
u ≤ w and u was permanently fixed in Step 1. To each node w ∈ T1 is associated a
modified phase σ (2)w , defined to be σw+∑i ε(w,i)σ(w,i), where the sum is taken over
all i ∈ {1, 2, 3} such that we integrated with respect to t(w,i) in the first step. Thus,
the product of exponentials in (6.5.1) can be rewritten as∏

w

e±wiσwtw
∏
u

eεuiσutu∗ =
∏
v∈T1

e±viσ
(2)
v tv , (6.5.2)

which takes the same general form as the original integrand.
A node w is permanently fixed at Step 2 if it was permanently fixed at Step 1, or

if w is terminal in T1 and satisfies σ (2)w = 0. A node w ∈ T1 is temporarily fixed at

Step 2 if w is not terminal in T1. We now integrate
∏
w∈T1
e±iσ

(2)
w (tw) with respect to

tu for all u ∈ T1 that are neither temporarily nor permanently fixed at Step 2. As in
Step 1, this integral has a product structure ×u[tu,∗, tu∗ ], where the product is taken
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over all nodes u not fixed at this step, u∗ is the parent of u, and the lower limit tu,∗
is either zero, or equals tw for some child w of u that has been permanently fixed.
Now 2N2 terms are obtained after integration, where N2 is the number of variables
with respect to which we integrate.

In Step 3 we consider the tree T2 consisting of all w ∈ T1 that were temporarily
fixed in Step 2. Associated to T2 is a set RT2 , and associated to each node v ∈ T2 is a
modified phaseσ (3)w = σ (2)w +∑i ε(w,i)σ (2)(w,i), the sum being taken over all i ∈ {1, 2, 3}
such that (w, i) was not fixed in Step 2. A node v ∈ T2 is then permanently fixed if
it is terminal in T2 and σ (3)v = 0. v ∈ T2 is temporarily fixed if it is not terminal in
T2. We then integrate with respect to tv for all v ∈ T2 that are neither temporarily
nor permanently fixed.

This procedure terminates after finitely many steps, when for each node v ∈ T 0,
either v has become permanently fixed, or we have integrated with respect to tv .
This yields a sum of at most 2|T 0| terms. Each term arises from some particular
choice of the parameters εu,i , and is expressed as an integral with respect to tv for all
nodes v ∈ T 0 that were permanently fixed at some step; the vector (tv) indexed by
all such v varies over a subset of [0, t]M whereM is the number of such v. At step
n, each integration with respect to some tu yields a factor of (σ (n)u )

−1, multiplied
by some unimodular factor; σ (n)u is nonzero, since u would otherwise have been
permanently fixed.

Thus, for each term we obtain an upper bound of
∏
u |ρu(j)|−1, where the product

is taken over all nonexceptional nodes u; this bound must still be integrated with
respect to all tw wherew ranges over all the exceptional nodes. Each such coordinate
tw is restricted to [0, t]. Thus we obtain a total bound

|I(t, j)| ≤
∑
(εu,i )

tM
∗∏

w∈T 0

|ρw(j)|−1, (6.5.3)

where for each (εu,i), M = M((εu,i)) is the number of exceptional nodes encoun-
tered in this procedure, that is, the number of permanently fixed nodes, and where
for each (εu,i),

∏∗
w∈T 0 denotes the product over all nodes w ∈ T 0 that are nonex-

ceptional with respect to the parameters (εu,i) and j. Since t ∈ [0, 1], the stated
result follows. �

6.6 A SIMPLE �1 BOUND

This section is devoted to a preliminary bound for simplified multilinear operators.
For any tree T and any sequences yv ∈ �1, define

S̃T
(
(yv)v∈T∞

)
(n) =

��∑
j:jr=n

∏
u∈T∞

yu(ju). (6.6.1)

The notation
∑��

j:jr=n indicates that the sum is taken over all indices j ∈ ZT satisfying

(6.3.6) as well as jr = n; the restrictions (6.3.7) and (6.3.8) are not imposed here. S̃T
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has the same general structure as ST , except that the important interaction ampli-
tudes IT (t, j) have been omitted.

Lemma 6.6.1 For any tree T and any sequences {(yv) : v ∈ T∞}

‖S̃T
(
(yv)v∈T∞

)‖�1 ≤ ∏
w∈T∞

‖yw‖�1 , (6.6.2)

with equality when all yv(jv) are nonnegative.

Proof. There exists a nonnegative integer k for which |T | = 3k+1, |T∞| = 2k+1,
and |T 0| = k. Consider the set B ⊂ T whose elements are the root node r together
with all (v, i) such that v ∈ T 0 and i ∈ {1, 3}. Thus |B| = 1+ 2k = |T∞|. Define

kv,i = jv − j(v,i) for v ∈ T 0 and i ∈ {1, 3}. (6.6.3)

Consider the Z-linear mapping L from ZT
∞

to ZB defined so that L(j) has coordi-
nates jr and all kv,i . The definition of kv,i makes sense for i = 2, but that quantity
is redundant; kv,1 − kv,2 + kv,3 ≡ 0.
jv and j(v,i) are well-defined linear functionals of j ∈ ZT

∞
, because given the

quantities jw for allw ∈ T∞, jv can be recovered for all other v ∈ T via the relations
(6.3.6), by ascending induction on v. We claim that L is invertible. Indeed, from
the quantities jr and all jv − j(v,i) with v ∈ T 0 and i ∈ {1, 3}, ju can be recovered
for all u ∈ T by descending induction on u, using again (6.3.6) at each stage. For
instance, at the initial step, j(r,i) = jr + kr,i for i = 1, 3, and then j(r,2) can be
recovered via (6.3.6). Thus L is injective, hence invertible.

By descending induction on nodes it follows in the same way from (6.3.6) that
j = (jw)w∈T∞ satisfies a certain linear relation of the form

jr =
∑
w∈T∞

±wjw, (6.6.4)

where each coefficient±w equals±1. By the conclusion of the preceding paragraph,
(jw)w∈T∞ is subject to no other relation; the sum defining S̃T

(
(yw)w∈T∞

)
(jr) is taken

over all j satisfying this relation. Therefore,
∑
jr
S̃T (jr) equals the summation over

all w ∈ T∞ and all jw ∈ Z, without restriction, of
∏
w∈T∞ yw(jw). The lemma

follows. �

Corollary 6.6.2 For any tree, the sum defining ST
(
(yv)v∈T∞

)
(n) converges ab-

solutely for all n ∈ Z whenever all yv ∈ �1, and the resulting sequence satisfies

‖ST
(
(yv)v∈T∞

)‖�1 ≤ ∏
v∈T∞

‖yv‖�1 . (6.6.5)

Proof. This is a direct consequence of the preceding lemma together with the simple
bound |IT (t, j)| ≤ t |T 0| of Lemma 6.3.1. �

Estimates in �p for p > 1 are less simple; there is no bound for S̃T in terms
of the quantities ‖yw‖�p for p > 1. The additional factors 〈ρu〉−1 in the second
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interaction amplitude bound (6.3.13), reflecting the dispersive character of the partial
differential equation, are essential for estimates in terms of weaker �p norms.

Proof of Propositions 6.4.1 and 6.4.2. The first conclusion of Proposition 6.4.2
follows directly from the preceding corollary. To establish Proposition 6.4.1, let
y = yn(t) = y(t, n) ∈ C0([0, τ ], �1) be any sequence-valued solution of the
integral equation

y(t, n)= y(0, n)− iω
∫ t

0
|y(s, n)|2y(s, n) ds

+ iω
∗∑

j−k+l=n

∫ t
0
y(s, j)ȳ(s, k)y(s, l)eiσ (j,k,l,n)s ds. (6.6.6)

Consider any tree T , and let each node v ∈ T∞ be designated as either finished
or unfinished. Consider the associated function∫

R(T ,t)

∑
j∈J (T )

∏
v∈T 0

e±viσvtv
∏
u∈T∞

yu(tu, ju) dtu (6.6.7)

for 0 ≤ t ≤ τ , with tr ≡ t , where for eachu ∈ T∞, yu(t, ·) is identically equal to one
of y(t, ·), ȳ(t, ·) of u is unfinished, and to one of y(0, ·), ȳ(0, ·) if u is finished. The
simplest such expression, associated to the tree T = {r} having only one element,
is any constant sequence yr(0, jr).

For each unfinished node u, substitute the right-hand side of (6.6.6) or its complex
conjugate, as appropriate, for yu(tu, ju) in (6.6.7). The C0(�1) hypothesis guaran-
tees that an absolutely convergent integral and sum are produced. Thus, we may
interchange the outer integral with the sums. What results is a finite linear combi-
nation of expressions of the same character as (6.6.7), associated to trees T ". At
most 3|T∞| such expressions are obtained, and each is multiplied by a unimodular
numerical coefficient.

Each nonterminal node of T is a nonterminal node of T ", and each finished node
of T∞ remains a terminal node of T ". When the first term on the right in (6.6.6)
is substituted for yu(tu, ju), then the unfinished node u becomes a finished terminal
node. When the second or third terms on the right are substituted, new unfinished
terminal nodes are added to create T ", in which u is a nonterminal simple node or
an ordinary node, respectively. Each child of u in T " is a terminal node of T ", and
is (consequently) unfinished.

When T = {r}, we have simply y(t). Repeatedly substituting as above produces
an infinite sum of expressions as described in Proposition 6.4.1. Thus the proof of
that result is complete.

To prove that any solution y in C0([0, τ ], �1) must agree with the sum of our
power series for sufficiently small τ , regard y as being the function associated as
above to T = {r} and apply the substitution procedure a large finite number of
times, N . IfM is given and N is chosen sufficiently large in terms of N , then what
results is an expression for y as a sum of some terms of the power series, including
all terms associated to trees of orders≤ M , together with certain error terms. There
are at mostCN error terms, and each isO(τcN) inC0(�1) norm, where the constants
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depend on theC0(�1) norm of y. Therefore, these expressions converge, asN →∞,
to the sum of the power series in C0([0, τ ], �1) norm provided that τ is sufficiently
small relative to the C0(�1) norm of y. �

6.7 TREE SUM MAJORANTS

In this section we introduce majorizing operators that are the essence of the problem,
and decompose them into suboperators.

6.7.1 Majorant Operators Associated to Ornamented Trees

Definition 6.7.1 Let T be an ornamented tree. The tree sum majorant associated
to T is the multilinear operator

ST
(
(yw)w∈T∞

)
(n) =

∑
j∈J (T ):jr=n

∏
u∈T 0

〈ρu(j)〉−1
∏
w∈T∞

yw(jw). (6.7.1)

ST is initially defined when all yw ∈ �1, in order to ensure absolute convergence of
the sum.

Lemma 6.7.1 Let p ∈ [1,∞) and suppose that q > |T∞|−1p and q ≥ 1. Then
there exists C <∞ such that for all ornamented trees,

‖ST
(
(xv)v∈T∞

)‖�q ≤ C|T | ∏
v∈T∞

‖xv‖�p (6.7.2)

for all sequences xv ∈ �1.

Assuming this for the present, we show how it implies Proposition 6.4.4.

Proof of Proposition 6.4.4. Let T be any tree. We already have

‖ST (t)
(
(xv)v∈T∞

)‖�1 ≤ t |T 0| ∏
v∈T∞

‖xv‖�1 (6.7.3)

for all sequences xv ∈ �1 by Lemma 6.6.1 together with the first bound for the
interaction amplitudes IT (t, j) provided by Lemma 6.3.1.

On the other hand, to T are associated at most 3|T | ornamented trees T̃ , defined
by specifying coefficients εv,i . According to the second conclusion (6.3.13) of
Lemma 6.3.1, ‖ST (t)((xv)v∈T∞)‖�q is majorized by C |T | times the sum over these
T̃ of ‖ST̃ ((xv)v∈T∞)‖�q . This bound holds uniformly in t , provided that t is restricted
to a bounded interval. Thus (6.7.2) implies that

‖ST (t)
(
(xv)v∈T∞

)‖�q ≤ C|T | ∏
v∈T∞

‖xv‖�p (6.7.4)
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under the indicated assumptions on p, q. Interpolating this with the bound for
p = q = 1 yields

‖ST (t)
(
(xv)v∈T∞

)‖�q ≤ (Ctε)|T | ∏
v∈T∞

‖xv‖�p (6.7.5)

for some ε > 0. �

6.7.2 Marked Ornamented Trees and Associated Operators

The analysis of ST will rely on several further decompositions.

Definition 6.7.2 A marked ornamented tree (T , T ′) is an ornamented tree T to-
gether with a subset T ′ ⊂ T 0, the set of marked nodes, and the collection

J (T , T ′) = {j ∈ J (T ) : {v ∈ T : (v, j) is nearly resonant} = T ′}. (6.7.6)

Definition 6.7.3 Let (T , T ′) be a marked ornamented tree. The associated tree
sum majorant is the multilinear operator

S(T ,T ′)
(
(yw)w∈T∞

)
(n) =

∑
j∈J (T ,T ′):jr=n

∏
u∈T 0

〈ρu(j)〉−1
∏
w∈T∞

yw(jw). (6.7.7)

Now for any ornamented tree T ,

ST =
∑
T ′⊂T 0

S(T ,T ′), (6.7.8)

the sum being taken over all subsets T ′ ⊂ T 0. The total number of such subsets is
2|T 0| ≤ 2|T | ≤ 23|T∞|/2 = C |T∞|. Therefore, in order to establish the bound stated
in Lemma 6.7.1 for the operator ST associated to an ornamented tree T , it suffices
to prove that same bound for S(T ,T ′), for all subsets T ′ ⊂ T 0.

6.7.3 A Further Decomposition

Let (T , T ′) be any marked ornamented tree, which will remain fixed for the remain-
der of the analysis. To avoid having to write absolute value signs, we assume that
yv are all sequences of nonnegative real numbers.

We seek an upper bound for the associated tree sum operator S(T ,T ′). The factors
〈ρv〉−1 in the definition of S(T ,T ′) are favorable when |ρv| is large; nearly resonant
pairs are those for which |ρv(j)| is relatively small, and hence these require special
attention.

Denote by � = (γu)u∈T ′ any element of ZT
′
. Let

J (T , T ′, �) = {j ∈ J (T , T ′) : ρu(j) = γu for all u ∈ T ′}. (6.7.9)

T ′ is the set of all nearly resonant nodes, so by its definition we have

|γu| = |ρu(j)| ≤ c0|σu(j)|1−δ ∀u ∈ T ′. (6.7.10)
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This leads to a further decomposition and majorization

S(T ,T ′)
(
(yv)v∈T∞

)
(n) =

∑
�∈ZT

′

∑
j∈J (T ,T ′,�):jr=n

∏
u∈T 0

〈ρu(j)〉−1
∏
w∈T∞

yw(jw)

≤ C|T |
∑

N

∏
v∈T ′

2−Nv
∑

M

∏
u∈T 0\T ′

2−(1−δ)Mu
∑
�

∑
j∈J (T ,T ′,�):jr=n

∏
w∈T∞

yw(jw),

(6.7.11)

where N = (Nv)v∈T ′ and M = (Mu)u∈T 0\T ′ . The notation in the last line means that
the first two sums are taken over all nonnegative integers Nv,Mu as v ranges over
T ′ and u over T 0 \ T ′; the third sum is taken over all � = (γu)u∈T ′ such that

〈γv〉 ∈ [2Nv , 21+Nv ) for all v ∈ T ′; (6.7.12)

and the sum with respect to j is taken over all j ∈ J (T , T ′, �), satisfying jr = n
together with the additional restrictions

|σu(j(u,1), j(u,2), j(u,3), ju)| ∼ 2Mu for all u ∈ T 0 \ T ′ (6.7.13)

ρv(j) = γv for all v ∈ T ′. (6.7.14)

Thus there is an upper bound 2Nv ≤ Cc0|σv(j)|1−δ for all v ∈ T ′.

6.7.4 Rarity of Near Resonances

Let δ1 be a small constant, to be chosen later. Recall that for any positive integer
n, there are at most Cδ1n

δ1 pairs (n′, n′′) of integers for which n can be factored as
n = n′n′′. This fact was exploited by Bourgain [2] in his proof ofH 0 wellposedness.

The key to the control of near resonances is a strong limitation on the number
of j satisfying (6.7.14), for any fixed �. Given v ∈ T ′ any parameter γv , and any
j ∈ J (T , T ′, �), the equation (6.7.14) can be written as

σv(j) = γv −
3∑
i=1

εv,iρ(v,i)(j),

and ρ(v,i)(j) depends only on {jw− j(w,i) : w < v, i ∈ {1, 2, 3}}. Since the quantity
σv on the left-hand side of this rewritten equation can be factored as 2(jv−j(v,1))(jv−
j(v,3)), we conclude that for any {jw− j(w,l) : w < v, l ∈ {1, 2, 3}} and any γv there
are at most Cδ1 |γv −

∑3
i=1 εv,iρ(v,i)(j)|δ1 ordered pairs

(
jv − j(v,1), jv − j(v,3)

)
sat-

isfying (6.7.14).
For any nearly resonant node v ∈ T ′, |γv| is small relative to

∑3
i=1 |ρ(v,i)(j)|1−δ ,

provided that the constant c0 is chosen to be sufficiently small in the definition of a
nearly resonant node. Therefore, we can choose for each N,M a familyF = FN,M of
vector-valued functions F = (fv,i : v ∈ T ′, i ∈ {1, 3}) such that for any � satisfying
(6.7.12) and any j ∈ J (T , T ′, �), there exists F ∈ FN,M such that for each v ∈ T ′
and each i ∈ {1, 3},

kv,i = fv,i(γv, (kw,i : w < v)), (6.7.15)

where ku,i = ju − j(u,i).
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The number of such functions is strongly restricted:

|FN,M| ≤ C|T ′|δ1
∏
v∈T ′

2δ1 maxi K(v,i) (6.7.16)

whereKu = Nu for u ∈ T ′ andKu = Mu for u ∈ T 0\T ′, and the maximum is taken
over i ∈ {1, 3}. Powers of 2δ1N(v,i) are undesirable; we will show in Lemma 6.8.2
below that the product on the right-hand side of (6.7.16) satisfies a better bound in
which N does not appear.

6.7.5 A Final Decomposition

For M,N as above, we set |M| =∑u∈T 0\T ′Mu and |N| =∑v∈T ′ Nv .
Definition 6.7.4 To any M,N, � and any function F ∈ FN,M is associated the
multilinear operator

ST,T ′,N,M,�,F
(
(yw)w∈T∞

)
(n) =

∑
j∈J (T ,T ′,�):jr=n

∏
w∈T∞

yw(jw), (6.7.17)

where the sum in (6.7.17) is taken over all j ∈ J (T , T ′, �) satisfying jr = n,
(6.7.13), (6.7.14), and the additional restriction (6.7.15).

The multilinear operators ST,T ′,N,M,�,F are our basic building blocks. We have
shown so far that for all nonnegative sequences yw and all n ∈ Z,

|S(T ,T ′)
(
(yw)w∈T∞

)
(n)|

≤ C|T |
∑
N,M

2−|N|2−(1−δ)|M|∑
�

∑
F∈FN,M

|ST,T ′,N,M,�,F
(
(yw)w∈T∞

)
(n)|, (6.7.18)

where the second summation in (6.7.17) is taken over all � = (γu)u∈T ′ satisfying
both (6.7.12) and (6.7.10). The factor of 2−(1−δ)|M| arises because for each u ∈
T 0 \ T ′, we have by virtue of Lemma 6.3.1 a factor of 〈ρu(j)〉−1, and this factor is
≤ C2−(1−δ)Mu because u is not nearly resonant.

6.8 BOUNDS FOR THE MOST BASIC MULTILINEAR OPERATORS

Lemma 6.8.1 Let p ∈ [1,∞) and δ1 > 0. Then for every exponent q ≥ max(1, p/
|T∞|), there exists C < ∞ such that for every T , T ′,N,M, �, F and for every
sequence yv ,

‖ST,T ′,N,M,�,F
(
(yv)v∈T∞

)‖�q ≤ C|T |2(1+δ1)|M| ∏
v∈T∞

‖yv‖�p . (6.8.1)

This involves no positive power of 2|N|, and thus improves on (6.7.16).

Proof. As was shown in the proof of Lemma 6.6.1, each quantity jv in the summation
defining ST,T ′,N,M,�,F

(
(yw)w∈T∞

)
(jr) can be expressed as a function, depending on
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� and on F , of jr together with all kw,i = jw − j(w,i), where w varies over the set
T 0 and i varies over {1, 3}. The equation (6.7.15) can then be used by descending
induction on T to eliminate kw,i for all w ∈ T ′ so long as F,� are given. More
precisely, jv equals jr + gv , where gv is some function of all kw,i with w ∈ T 0 \ T ′
and i ∈ {1, 3}.∏

v∈T∞ yv(jv) can thus be rewritten as
∏
v∈T∞ yv(jr + gv). If every kw,i is held

fixed, then as a function of jr, this product belongs to �q for q = p/|T∞| with
bound

∏
v∈T∞ ‖yv‖�p , by Hölder’s inequality.

The total number of terms in the sum defining ST,T ′,N,M,�,F is the total possible
number of vectors (kw,i)wherew ranges over T 0 \T ′ and i over {1, 3}. The number
of such pairs for a givenw is≤ Cδ12(1+δ1)Mw , since |2kw,1kw,3| = |σw(j)| ≤ 2Mw+1.
Thus in all there are at mostC|T |δ1 2(1+δ1)|M| terms. Minkowski’s inequality thus gives
the stated bound. �

A difficulty now appears. For each v ∈ T ′ we have a compensating factor of
〈ρv(j〉−1 = 〈γv(j)〉−1 ∼ 2−Nv , but no upper bound whatsoever is available for the
ratio of maxi |ρ(v,i)(j)|δ1 to 〈γv(j)〉. Thus for any particular v ∈ T ′, the factor lost
through the nonuniqueness ofF need not be counterbalanced by the favorable factor
ρ−1
v . Nonetheless, the product of all these favorable factors does compensate for

the product of all those factors lost, as will now be shown.

Lemma 6.8.2 For any ε > 0 there exists Cε < ∞ such that uniformly for all
T , T ′,N,M,

|FN,M| ≤ C|T |ε 2ε|M|. (6.8.2)

Proof. Let j ∈ J (T , T ′, �) satisfy ρv(j) = γv for all v ∈ T ′ but be otherwise
arbitrary. Throughout this argument, j will remain fixed, and ρv will be written as
shorthand for ρv(j).

If the constant c0 in the definition (6.3.9) of a nearly resonant node is chosen to
be sufficiently small, then any nearly resonant node u has a child (u, i) such that
|ρu| ≤ 1

2 |ρ(u,i)|1−δ . Consider any chain v = uh ≥ uh−1 ≥ · · · ≥ u1 of nodes such
that uk+1 is the parent of uk for each 1 ≤ k < h (uk is called the (k−1)-th generation
ancestor of u1), uk is nearly resonant for all k > 1, u1 is either not nearly resonant
or is terminal, and |ρuk | ≤ 1

2 |ρuk−1 |1−δ . Then

|ρuk | ≤ |ρu1 |(1−δ)
k−1; (6.8.3)

hence

2Kuk = 2Nuk ≤ C2(1−δ)
k−1Mu1 . (6.8.4)

If u1 is terminal, then ρu1 = 0 by definition, whence the inequality |ρuk | ≤
ρu1 |(1−δ)k−1

forces ρuk = 0 for all uk , as well. This means that 2maxi K(uk,i) ∼ 1. In
particular, this holds for uk = v, so the factor 2maxi K(v,i) will be harmless in our
estimates. We say that a node v is negligible if there exists such a chain, with v = uh
for some h ≥ 1.
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Recall that |FN,M| ≤ C |T |δ1
∏
v∈T ′ 2maxi K(v,i)δ1 . For each nonnegligible nearly

resonant node v, choose one such chain with uh = v, thus uniquely specifying h
and u1 as functions of v; we then write (u1, h) = A(v). Any node has at most one
h-th generation ancestor; therefore, given both u1 and h, there can be at most one v
such that (u1, h) = A(v). Consequently,∏

v∈T ′ nonnegligible

2maxi K(v,i)δ1 ≤
∏

w∈T 0\T ′

∞∏
h=1

2(1−δ)
h−1δ1Mw

=
∏

w∈T 0\T ′
2Mwδ1/δ, (6.8.5)

since each factor 2maxi K(v,i)δ1 in the first product is majorized by 2(1−δ)h−1δ1Mw in
the second product, where (w, h) = A(v). Forming the product with respect to h
for each fixed v yields the desired inequality, since the series

∑∞
h=0(1 − δ)h−1δ1 is

convergent. The exponent 1 − δ < 1 in the definition (6.3.9) of a nearly resonant
node was introduced solely for this purpose. If negligible nodes are also allowed in
the product on the left-hand side of (6.8.5), then they contribute a factor bounded
by C |T |, so the conclusion remains valid for the full product.

The desired bound now follows by choosing δ1 so that δ1/δ = ε. �

Conclusion of proof of Lemma 6.7.1. As already noted, it suffices to establish (6.7.2)
with ST replaced by S(T ,T ′). Combining the preceding two lemmas gives∑

F∈FN,M

‖ST,T ′,N,M,�,F
(
(yv)v∈T∞

)‖�q ≤ C|T |ε 2(1+ε)|M| ∏
v∈T∞

‖yv‖�p (6.8.6)

for arbitrarily small ε > 0, provided q ≥ max(1, p

|T∞| ). Since |�| ≤ C|T |2|N|,∑
�

∑
F∈FN,M

‖ST,T ′,N,M,�,F
(
(yv)v∈T∞

)‖�q ≤ C|T |ε 2|N|2(1+ε)|M| ∏
v∈T∞

‖yv‖�p . (6.8.7)

On the other hand, Lemma 6.6.1 gives∑
�

∑
F∈FN,M

‖ST,T ′,N,M,�,F
(
(yv)v∈T∞

)‖�1 ≤ C|T | ∏
v∈T∞

‖yv‖�1 . (6.8.8)

Thus, if q > p

|T∞| and q ≥ 1, we may interpolate to find that there exists η > 0
depending on q − p

|T∞| but not on δ such that∑
�

∑
F∈FN,M

‖ST,T ′,N,M,�,F
(
(yv)v∈T∞

)‖�q
≤ C|T |η 2(1−η)|N|+(1−η)|M| ∏

v∈T∞
‖yv‖�p . (6.8.9)

Taking into account the factors 2−|N|2−(1−δ)|M| in (6.7.18), and summing over N,M
as well as over all subsets T ′ ⊂ T 0, completes the proof of Lemma 6.7.1. �
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6.9 LOOSE ENDS

We may reinterpret the sum of our power series (6.4.1),(6.4.2) as a function via
the relation û(t, n) = ein2t an(t) with a(0) defined by û0(n) = an(0), and will
do so consistently without further comment, abusing notation mildly by writing
u(t, x) = S(t)u0(x).

Lemma 6.9.1 Let p ∈ [1,∞). For any R > 0 there exists τ > 0 such that for
any u0 ∈ FLp with norm ≤ R, the element u(t, x) ∈ C0([0, τ ],FLp) defined by
(6.4.1),(6.4.2) is a limit, in C0([0, τ ],FLp) norm, of smooth solutions of (NLS∗).

Proof. All of our estimates apply also in the spaces FLs,p defined by the condition
that (〈n〉s f̂ (n))n∈Z ∈ �p, provided that 1 ≤ p < ∞ and s > 0. This follows from
the proof given for s = 0 above, for the effect of working in FLs,p is to introduce
a factor of

∏
v∈T 0

〈jv〉s∏3
i=1〈j(v,i)〉s

in the definition of the tree operator. The relation

jv = j(v,1)−j(v,2)+j(v,3) ensures that maxi |j(v,i)| ≥ 1
3 |jv|, whence 〈jv〉s∏3

i=1〈j(v,i)〉s
� 1,

so the estimates for s = 0 apply directly to all s > 0.
More generally, if FLs,p is equipped with the norm

‖f ‖FLs,pε = ‖(1 + |ε · |2s)1/2f̂ (·)‖�p ,
then all estimates hold uniformly in ε ∈ [0, 1] and s ≥ 0. This follows from the
same reasoning.

Fix a sufficiently large positive exponent s. Given any initial datum u0 satisfying
‖u0‖FLp ≤ R with the additional property that û0(n) = 0 whenever |n| exceeds
some large quantity N , we may choose ε > 0 so that ‖u0‖FLs,pε ≤ 2R. This ε
depends on N , but not on R. Thus the infinite series converges absolutely and

uniformly in C0([0, τ ], H s−
1
2+

1
p ) if p ≥ 2 and in C0([0, τ ], H s) if p ≤ 2, where

τ depends only on R, not on s. By Lemma 6.4.3, the series sums to a solution of
(NLS∗) in the sense of (6.2.7); but since the sum is very smooth as a function of
x (that is, its Fourier coefficients decay rapidly), this implies that it is a solution
in the classical sense. Given an arbitrary u0 satisfying ‖u0‖FLp ≤ R, we can thus
approximate it by such special initial data to conclude that S(t)u0 is indeed a limit,
in C0([0, τ ],FLp), of smooth solutions. �

Proof of Proposition 6.1.4. Let u0 ∈ FLp be given, let u(t, x) = S(t)(u0) ∈
C0([0, τ ],FLp). We aim to prove that the nonlinear expression |u|2uhas an intrinsic
meaning as the limit asN →∞ of |TNu|2TNu in the sense of distributions in (0, τ )×
T. Forming TNS(t)(u0) is of course not the same thing as forming S(t)(TNu0).

Define an(t) = ein2t û(t, n). Denote also byTN the operator that maps a sequence-
valued function (bn(t)) to (TNbn(t)), where TNbn = bn if |n| ≤ N , and = 0
otherwise. It suffices to prove that∫ t

0

∗∑
j−k+l=n

TNaj (s)TNak(s)TNal(s)e
iσ (j,k,l,n)s ds (6.9.1)

−
∫ t

0
|TNan(s)|2TNan(s) ds
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converges in �p norm as N →∞, uniformly for all t ∈ [0, τ ], to

∗∑
j−k+l=n

∫ t
0
aj (s)ak(s)al(s)e

iσ (j,k,l,n)s ds −
∫ t

0
|an(s)|2an(s) ds.

Convergence in the distribution sense follows easily from this by expressing any suf-
ficiently smooth function of the time t as a superposition of characteristic functions
of intervals [0, t].

Now, in the term
∫ t

0

∑∗
j−k+l=n TNaj (s)TNak(s)TNal(s)eiσ (j,k,l,n)s ds, the integral

may be interchanged with the sum since the truncation operators restrict the sum-
mation to finitely many terms. Expanding aj , ak, al out as infinite series of tree
operators applied to a(0), we obtain finally an infinite series of the general form∑∞
k=1 Bk(t)(a(0), . . . , a(0)), where Bk(t) is a finite linear combination of O(Ck)

tree sum operators, with coefficientsO(Ck), applied to a(0) just as before, with the
sole change that the extra restriction |j(r,i)| ≤ N for i ∈ {1, 2, 3} is placed on j in
the summation defining ST for each tree T .

Since we have shown that all bounds hold for the sums of the absolute values of
the terms in the tree sum, it follows immediately that this trilinear term converges as
N →∞. Convergence for the other nonlinear term is, of course, trivial. Likewise,
it is trivial that (TNu)t → ut and (TNu)xx → uxx , by linearity. �

This reasoning shows that the limit of each term equals the sum of a convergent
power series, taking values in C0([0, τ ],FLp), in u0.

Given R > 0, there exists τ > 0 for which we have shown that for any
a(0) ∈ �p satisfying ‖a(0)‖FLp ≤ R, our power series expansion defines a(t) ∈
C0([0, τ ], �p), as an �p-valued analytic function of a(0). Moreover, for any t ∈
[0, τ ], both cubic terms in the integral equation (6.2.6) are well defined as limits
obtained by replacing a(s) by TNa(s), evaluating the resulting cubic expressions,
and passing to the limit N →∞.

Lemma 6.9.2 Whenever ‖a(0)‖�p ≤ R, the function a(t) ∈ C0([0, τ ], �p) defined
as the sum of the power series expansion (6.4.1) satisfies the integral equation (6.2.7)
when the nonlinear terms in (6.2.6) are defined by the limiting procedure described
in the preceding paragraph.

Proof. This follows by combining Lemma 6.4.3 with the result just proved. �

Proof of Proposition 6.1.3. Let u0 ∈ FLp. If u = Su0, and if v is the solution
of the Cauchy problem (NLS∗) for the modified linear Schrödinger equation with
initial datum u0, then u0−v is expressed as

∑∞
k=1 Bk(t)(u0, . . . , u0), where the n-th

Fourier coefficient of the function Bk(t)(u0, . . .)(t) equals e−in2tAk(t)(a
�(0), . . .)

with an(0) = û0(n). According to Proposition 6.4.4,

‖Ak(t)(a�(0), . . .)‖�q = O(tkε‖a(0)‖k�p )

whenever q > p3 and q ≥ 1. Summation with respect to k yields the conclusion. �
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Chapter Seven

Eulerian-Lagrangian Formalism
and Vortex Reconnection

P. Constantin

7.1 INTRODUCTION

Incompressible Newtonian fluids are described by the Navier-Stokes equations, the
viscous regularization of the friction-free, incompressible Euler equations

Dtu+ ∇p = 0, ∇ · u = 0. (7.1)

The velocity u= u(x, t)= (u1, u2, u3) is a function of x ∈ R3 and t ∈ R. The
material derivative associated to the velocity u is

Dt = Dt(u,∇) = ∂t + u · ∇. (7.2)

The Euler equations are conservative, meaning that no dissipation of energy occurs
during smooth evolution. The total energy is proportional to theL2 norm of velocity.
The Onsager conjecture ([22], [17]) states that conservation of energy happens if
and only if the solutions are smoother than required by the classical Kolmogorov
turbulence theory (roughly speaking, Hölder continuous of exponent 1/3). The “if”
part was proved ([12]). The “only if” part is far from being proved: there is no
known notion of weak solutions dissipating energy except with Hölder continuous
velocities ([26], [27]). One of the most difficult problems in modern nonlinear PDE,
the problem of the smoothness of solutions of the Euler equation, remains open to
date. The trend to blow up is manifested in the rapid growth of line elements,
which results in growth of the magnitude of the vorticity, ω = ∇ × u. There do
exist solutions of the Euler equations that blow up ([28], [3], [25], [8]), but these
solutions have infinite kinetic energy. Moreover, it is plausible that the blow-up
is due to the infinite supply of energy, coming from farfield, and therefore it is
unclear whether these solutions can be used to shed light on the physical question of
finite energy blow-up. In addition to kinetic energy, smooth solutions of the Euler
equations conserve helicity and circulation. In order to describe these, let us recall
the Lagrangian description of the fluid. The Lagrangian particle maps are

a "→ X(a, t), X(a, 0) = a.
For fixed a, the trajectories of u obey

dX

dt
= u(X, t).
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The incompressibility condition implies

det (∇aX) = 1.

The Euler equations (7.1) are formally equivalent to the requirement that two first-
order differential operators commute:

[Dt,�] = 0.

The first operator Dt = ∂t + u · ∇ is the material derivative associated to the trajec-
tories of u. The second operator � = ω(x, t) · ∇ is differentiation along vortex
lines, the lines tangent to the vorticity field ω. The commutation means that vortex
lines are carried by the flow of u, and is equivalent to the equation

Dtω = ω · ∇u. (7.3)

This is a quadratic equation because ω and u are related, ω = ∇ × u. If boundary
conditions for the divergence-free ω are known (periodic or decay at infinity cases),
then one can use the Biot-Savart law

u = K3DE ∗ ω = ∇ × (−�)−1ω (7.4)

coupled with (7.3) as an equivalent formulation of the Euler equations ([4], [2], [20]).
A helicity ([21]) density is

h = u · ω + ω · ∇φ.
Helicity densities are defined modulo the addition of ω · ∇φ for any smooth φ.
Helicity integrals ∫

T

h(x, t)dx = c
are constants of motion, for any vortex tube T (a time-evolving region whose bound-
ary is at each point parallel to the vorticity). The constants c have to do with the
topological complexity of the flow. The incompressible Euler equations are a Hamil-
tonian system in infinite dimensions in Clebsch variables ([15], [30]). These are a
pair of scalars θ, ϕ that are constant on particle paths,

Dtϕ = Dtθ = 0,

and also determine the velocity via

ui(x, t) = θ(x, t)∂ϕ(x, t)
∂xi

− ∂n(x, t)
∂xi

.

The helicity constants vanish identically for flows that admit a Clebsch variables
representation. This implies that not all flows admit a Clebsch variables represen-
tation. But if one uses more variables, then one can represent all flows. This can be
done using the Weber formula ([29]). The Weber formula is

ui(x, t) =
(
u
j

(0)(A(x, t))
) ∂Aj (x, t)

∂xi
− ∂n(x, t)
∂xi

,

where

A(x, t) = X−1(x, t)
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is the inverse of the Lagrangian particle map. The Weber formula can be understood
as an identity of 1-forms:

u(x, t)dx = u(0)(A(x, t))dA(x, t)− dn(x, t).
The formula, together with boundary conditions and the divergence-free requirement
can be written as

u = W [A, v] = P
{
(∇A)T v} , (7.5)

where P is the corresponding projector on divergence-free functions and v is the
virtual velocity

v = u(0) ◦ A.
In the cases of periodic boundary conditions or whole space,

P = I + R ⊗ R
holds, with R the Riesz transforms. This procedure ([9]) turns A into an active
scalar system ⎧⎨⎩

DtA = 0,
Dtv = 0,
u = W [A, v].

(7.6)

Active scalars ([7]) are solutions of passive scalar equationsDtθ = 0 that determine
the velocity through a time-independent, possibly nonlocal equation of state u =
U [θ ]. Knowledge of the values of the active scalars at an instance of time is enough
to determine the time derivatives of the active scalar at that instance in time. The
Clebsch variables are a pair of active scalars. The Euler equations can be represented
with many active scalars. The circulation is the loop integral

Cγ =
∮
γ

u · dx,

and the conservation of circulation is the statement that
d

dt
Cγ (t) = 0

for all loops carried by the flow. The Weber formula is equivalent to the conservation
of circulation. Differentiating the Weber formula, one obtains

∂ui

∂xj
= Pik

(
Det

[
∂A

∂xj
; ∂A
∂xk

;ω(0)(A)
])
.

Here we used the notation

ω(0) = ∇ × u(0).
Taking the antisymmetric part, one obtains the Cauchy formula:

ωi = 1

2
εijk

(
Det

[
∂A

∂xj
; ∂A
∂xk

;ω(0)(A)
])
,
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which we write as

ω = C[∇A, ζ ], (7.7)

with ζ the Cauchy invariant

ζ(x, t) = ω(0) ◦ A.
Therefore, the active scalar system⎧⎨⎩

DtA = 0,
Dtζ = 0,

u = ∇ × (−�)−1 (C[∇A, ζ ])
(7.8)

is an equivalent formulation of the Euler equations, in terms of the Cauchy invariant
ζ . The PDE formulations of the Euler equations described above are all equivalent
formulations, as long as solutions are smooth. Classical local existence results
for Euler equations can be proved in either purely Lagrangian formulation ([16]),
in Eulerian formulation ([20]), or in Eulerian-Lagrangian formulation ([9]). For
instance, one has

Theorem 7.1 ([9]) Let α > 0, and let u0 be a divergence-free C1,α periodic
function of three variables. There exists a time interval [0, T ] and a uniqueC([0, T ];
C1,α) spatially periodic function �(x, t) such that

A(x, t) = x + �(x, t)
solves the active scalar system formulation of the Euler equations,

∂A

∂t
+ u · ∇A = 0,

u = P
{
(∇A(x, t))T u0(A(x, t))

}
with initial datum A(x, 0) = x.
A similar result holds in the whole space, with decay requirements for the vorticity.
The blow-up problem can be understood in terms of the growth of vorticity ([1]):
on the time interval [0, T ] no singularities can arise from smooth initial data if∫ T

0 ‖ω(·, t)‖L∞(dx)dt <∞. From the Cauchy formula we have immediately that

‖ω(·, t)‖L∞(dx) ≤ C
(
1 + ‖∇�‖2

L∞(dx)
) ‖ω(0)‖L∞(dx),

and so, blow-up cannot occur without rapid growth of line elements. The Lagrangian
representation is done with respect to a reference time (taken to be 0 in the preced-
ing considerations). During a smooth evolution, one may stop at will, relabel, and
restart. That means that one may regard the mapX(a, t) as a map close to the iden-
tity map, or, in other words, one may take small time steps, and keep � small. For
a smooth solution, and a short time t , the Eulerian-Lagrangian displacement � can
be very well approximated by the displacement obtained by freezing the velocity.
Specifically, considering the solution A(0)(x, t) of the equation(

∂t + u(0)(x) · ∇
)
A(0) = 0
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with A(0)(x, 0) = x, and writing

A(0)(x, t) = x + �(0)(x, t),
we can prove that for smooth u(0) and small t one has

‖�− �(0)‖C1,α = O(t2),
while both � and �0 are O(t). Knowledge of u at an instance of time gives thus a
superlinear approximation of �. On the other hand, knowledge of � gives only a
linear approximation for u. Expanding in � in the Weber formula

u = P
(
(I + ∇�)T u(0)(x + �)

)
,

we obtain

u(x, t) = u(0)(x)+ P(ω(0) × �)+O(�2).
Indeed, we Taylor expand: u(0)(x+ �) = u(0)(x)+ � · ∇u(0)(x)+O(�2), which we
write as u(0)(x)+ω(0)×�+(∇u(0))T �+O(�2), and the term (∇�)T u(0)+(∇u(0))T �
is canceled by P . Taking the curl of the relation above, we get

ω(x, t) = ω(0) + ∇ × (ω(0) × �(0))+ O(t2)

for short time. We saw, however, that �(0) = −tu(0) + O(t2), and so we recover

ω(x, t) = ω(0) + t
(∇ × (u(0) × ω(0)))+ O(t2),

which implies the Eulerian equation of evolution of the vorticity (7.3). Thus, the We-
ber formula, which is almost an algebraic representation of the present-time velocity
in terms of the inverse Lagrangian map and a passive, frozen-in reference velocity,
embodies the conservation of circulation and contains the dynamics information.

7.2 NAVIER-STOKES EQUATIONS

In view of the above, it is at least natural, if not imperative, to ask: What becomes
of the Weber formula in the case of the Navier-Stokes equations?

The Navier-Stokes equations ([14]) can be written as

Dνu+ ∇p = 0, (7.9)

together with the incompressibility condition ∇ · u = 0. The operator Dν

Dν = Dν(u,∇) = ∂t + u · ∇ − ν� (7.10)

describes advection with velocity u and diffusion with kinematic viscosity ν > 0.
When ν = 0 we recover formally the Euler equations (7.1), and Dν |ν=0 = Dt . The
vorticity ω = ∇ × u obeys an equation similar to (7.3):

Dνω = ω · ∇u. (7.11)
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It turns out that Eulerian-Lagrangian equations (7.6) and (7.8) have also viscous
counterparts ([10]). The equation corresponding to (7.6) is⎧⎨⎩

DνA = 0,
Dνv = 2νC∇v,
u = W [A, v].

(7.12)

The u = W [A, v] is the Weber formula (7.5), exactly the same as in the case of
ν = 0. The right-hand side of (7.12) is given in terms of the connection coefficients

Cmk;i =
(
(∇A)−1

)
ji

(
∂j ∂kA

m
)
.

The detailed form of virtual velocity equation in (7.12) is

Dνvi = 2νCmk;i∂kvm.

The connection coefficients are related to the Christoffel coefficients of the flat
Riemannian connection in R3 computed using the change of variables a = A(x, t):

Cmk;i (x, t) = −�mji(A(x, t))
∂Aj (x, t)

∂xk
.

The equation Dν(u,∇)A = 0 describes advection and diffusion of labels.
The diffusion of labels is a consequence of the physically natural idea of adding

Brownian motion to the Lagrangian flow. Indeed, if u(X(a, t), t) is known, and if

dX(a, t) = u(X(a, t), t)dt +√
2νdW(t), X(a, 0) = a,

withW(t) standard independent Brownian motions in each component, and if

Prob {X(a, t) ∈ dx} = ρ(x, t; a)dx,
then the expected value of the back to labels map

A(x, t) =
∫
ρ(x, t; a)ada

solves

Dν(u,∇)A = 0.

In addition to being well posed, the Eulerian-Lagrangian viscous equations are
capable of describing vortex reconnection. We associate to the virtual velocity v the
Eulerian-Lagrangian curl of v

ζ = ∇A × v, (7.13)

where

∇Ai =
(
(∇A)−1

)
ji
∂j

is the pull-back of the Eulerian gradient. The viscous analog of the Eulerian-
Lagrangian Cauchy invariant active scalar system (7.8) is⎧⎪⎨⎪⎩

DνA = 0,

Dνζ
q = 2νGqkp ∂kζ p + νT qp ζ p,

u = ∇ × (−�)−1 (C[∇A, ζ ]) .
(7.14)
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The Cauchy transformation

C[∇A, ζ ] = (det(∇A))(∇A)−1ζ

is the same as the one used in the Euler equations, (7.7). The specific form of the
two terms on the right-hand side of the Cauchy invariant’s evolution are

Gqkp = δqpCmk;m − Cqk;p, (7.15)

and

T qp = εqjiεrmpCmk;iCrk;j . (7.16)

The system (7.12) is equivalent to the Navier-Stokes system. When ν = 0 the
system reduces to (7.6). The system (7.14) is equivalent to the Navier-Stokes system,
and reduces to (7.8) when ν = 0.

The pair (A, v) formed by the diffusive inverse Lagrangian map and the virtual
velocity are akin to charts in a manifold. They are a convenient representation of
the dynamics of u for some time. When the representation becomes inconvenient,
then one has to change the chart. This may (and will) happen if ∇A becomes
noninvertible. Likewise, the pair (A, ζ ) formed with the “back-to-labels” mapA and
the diffusive Cauchy invariant ζ are convenient charts. Because the fluid variables
u or ω are represented as products of elements in the chart, it is possible for the
chart to become singular without the fluid becoming singular. The regularity of the
fluid is not equivalent to the regularity of a single chart, but rather to the existence of
smooth, compatible charts. In order to quantify this statement let us introduce the
terminology of “group expansion” for the procedure of resetting. More precisely,
the group expansion for (7.12) is defined as follows. Given a time interval [0, T ]
we consider resetting times

0 = t0 < t1 < · · · < tn · · · ≤ T .
On each interval [ti , ti+1], i = 0, . . .we solve the system (7.12):⎧⎪⎨⎪⎩

Dν(u,∇)A = 0,

Dν(u,∇)v = 2νC∇v,
u = P

(
(∇A)T v) .

with resetting conditions{
A(x, ti) = x,

v(x, ti + 0) = ((∇A)∗v)(x, ti − 0).

We require the resetting criterion that ∇� = (∇A) − I must be smaller than a
preassigned value ε in an analytic norm: ∃λ such that for all i ≥ 1 and all t ∈ [ti , ti+1]
one has ∫

eλ|k|
∣∣�̂(k)∣∣ dk ≤ ε < 1.
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If there existsN such that T =∑Ni=0(ti+1− ti) then we say that the group expansion
converges on [0, T ]. A group expansion of (7.14) is defined similarly. The resetting
conditions are {

A(x, ti) = x,
ζ(x, ti + 0) = C[(∇A))(x, ti − 0), ζ(x, ti − 0)].

The analytic resetting criterion is the same. The first interval of time [0, t1) is special.
The initial value for v is u0 (the initial datum for the Navier-Stokes solution), and
the initial value for ζ is ω0, the corresponding vorticity. The local time existence
is used to guarantee invertibility of the matrix ∇A on [0, t1) and Gevrey regularity
([18]) to pass from moderately smooth initial data to Gevrey class regular solutions.
Note that the resetting conditions are designed precisely so that both u and ω are
time continuous.

Theorem 7.2 ( [11]) Let u0 ∈ H 1(R3) be divergence-free. Let T > 0. As-
sume that the solution of the Navier-Stokes equations with initial datum u0 obeys
sup0≤t≤T ‖ω(·, t)‖L2(dx) <∞. Then there exists λ > 0 so that, for any ε > 0, there
exists τ > 0 such that both group expansions converge on [0, T ] and the resetting
intervals can be chosen to have any length up to τ , ti+1 − ti ∈ [0, τ ]. The velocity
u, solution of the Navier-Stokes equation with initial datum u0, obeys the Weber
formula (7.5). The vorticity ω = ∇ × u obeys the Cauchy formula (7.7).

Conversely, if one group expansion converges, then so does the other, using
the same resetting times. The Weber and Cauchy formulas apply and reconstruct
the solution of the Navier-Stokes equation. The enstrophy is bounded sup0≤t≤T
‖ω(·, t)‖L2(dx) <∞, and the Navier-Stokes solution is smooth.

The quantity λ can be estimated explicitly in terms of the bound of enstrophy,
time T , and kinematic viscosity ν. The bound is algebraic: a negative power of the
enstrophy, if all other quanties are fixed. The maximal time step τ is proportional
to ε, with a coefficient of proportionality that depends algebraically on the bound
on enstrophy, time T , and ν. The converse statement, that if the group expansion
converges, then the enstrophy is bounded, follows from the fact that there are finitely
many resettings. Indeed, the Cauchy formula and the near identity bound on ∇A
imply a doubling condition on the enstrophy on each interval. It is well known
that the condition regarding the boundedness of the enstrophy implies regularity of
the Navier-Stokes solution. Our definition of convergent group expansion is very
demanding, and it is justified by the fact that once the enstrophy is bounded, one
could mathematically demand analytic norms. But the physical resetting criterion
is the invertibility of the matrix ∇A. The Euler equations require no resetting as
long as the solution is smooth. The Navier-Stokes equations, at least numerically,
require numerous and frequent resettings. There is a deep connection between these
resetting times and vortex reconnection. In the Euler equation, as long as the solution
is smooth, the Cauchy invariant obeys ζ(x, t) = ω(0)(A(x, t)), with ω(0) = ω0 the
initial vorticity. The topology of vortex lines is frozen in time. In the Navier-Stokes
system the topology changes. This is the phenomenon of vortex reconnection. There
is ample numerical and physical evidence for this phenomenon. In the more complex
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but similar case of magneto-hydrodynamics, magnetic reconnection occurs and has
powerful physical implications. Vortex reconnection is a dynamical dissipative
process. The solutions of the Navier-Stokes equations obey a space-time average
bound ([6], [11])∫ T

0

∫
R3
|ω(x, t)|

∣∣∣∣∇x ( ω(x, t)|ω(x, t)|
)∣∣∣∣2 dxdt ≤ 1

2
ν−2

∫
R3
|u0(x, t)|2dx.

This bound is consistent with the numerically observed fact that the region of
high vorticity is made up of relatively straight vortex filaments (low curvature of
vortex lines) separated by distances that vanish with viscosity (Kolmogorov scale).
The processes by which these configurations are obtained and sustained are vortex
stretching and vortex reconnection. When vortex lines are locally aligned, a geo-
metric depletion of nonlinearity occurs, and the local production of enstrophy drops.
Indeed, the Navier-Stokes equations have global smooth solutions if the vorticity
direction field ω

|ω| is Lipschitz continuous ([13]) in regions of high vorticity. Vortex
reconnection is a manifestation of a regularizing mechanism. It is difficult to have a
precise mathematical definition of vortex reconnection, although the phenomenon
can be easily recognized. In numerical simulations, vorticity is placed initially in a
region with a certain topology, and the process of change of topology is “watched”
(visualized). In numerical work with Ohkitani ([23], [24]), we have proposed a
quantitative alternative to “watching,” based on the diffusive Eulerian-Lagrangian
formalism. We proposed to identify the periods of rapid resetting times with pe-
riods of vortex reconnection. The numerical calculations produce periods of rapid
resetting; when these are visualized, they coincide with the periods of change of
topology. In order to explain the mathematical reason behind this numerical ob-
servation, let us recall that the solution of the Navier-Stokes equation is smooth as
long as there is an upper bound on the frequency of resetting per unit time. The
physical criterion for resetting is the vansihing of det (∇A). The equation for the
determinant of ∇A is

Dν (log(det(∇A)) = ν {Cik;sCsk;i} . (7.17)

The initial datum vanishes. When ν = 0 we recover conservation of incompress-
ibility. In the case ν > 0, the inverse timescale in the right-hand side of this equation
is significant for reconnection. Because the equation has a maximum principle it
follows that

det(∇A)(x, t) ≥ exp
{
−ν
∫ t
ti

sup
x

{
Cik;sC

s
k;i
}
dσ

}
.

The i + 1 resetting time is determined thus by the requirement∫ t
ti

sup
x

fν(x, s)ds = M,

withM = ∞ (in practice,M large), where fν is the local resetting frequency

fν(x, t) = ν
{
Cik;sC

s
k;i
}
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(because ν has units of (cm2)(sec)−1 and C has units of cm−1, fν has units of
(sec)−1.)

Because the resetting times are computed using the Christoffel symbols, it is
useful to see the form this expression takes using the back-to-labels transformation.
Let us recall that using the smooth change of variables a = A(x, t) (at each fixed
time t) we compute the Euclidean Riemannian metric by

gij (a, t) = (∂kAi)(∂kAj )(x, t) (7.18)

Considering

g = det(gij ), (7.19)

where gij is the inverse of gij and observing that

g(A(x, t)) = (det(∇A))−2,

the equation (7.17) becomes

∂t (log(
√
g)) = νgij ∂i∂j log(

√
g)− νgαβ�mαp�pβm. (7.20)

The initial datum is zero, the equation is parabolic, has a maximum principle and
is driven by the last term. The form (7.20) of the equation (7.17) has the same
interpretation: the connection coefficients define an inverse length scale associated
to A. The frequency fν that decides the duration of the time interval of validity of
the chart A, and time to reconnection, is

fν(x, t) = ν
{
Cik;sC

s
k;i
} = ν {gmn�ims�sni} ◦ A,

so its expression in the chart is

φν(a, t) = ν
{
gmn�ims�

s
ni

}
.

The equations for the virtual velocity and for the Cauchy invariant can also be
solved by following the path A, i.e., by seeking

v(x, t) = υ(A(x, t), t),
ζ(x, t) = ξ(A(x, t), t). (7.21)

The equations for υ and ξ become purely diffusive. Using DνA = 0, the operator
Dν becomes

Dν(f ◦ A) =
(
(∂t − νgij ∂i∂j )f

) ◦ A. (7.22)

The equation for υ follows from (7.12):

∂tυi = νgmn∂m∂nυi − 2νV mji ∂mυj , (7.23)

with

V
mj

i = gmk�jik.
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The derivatives are with respect to the Cartesian coordinates a. The equation reduces
to ∂tυ = 0 when ν = 0, and in that case we recover υ = u(0), the time-independent
initial velocity. For ν > 0, the system is parabolic and wellposed. The equation for
ξ follows from (7.14):

∂t ξ
q = νgij ∂i∂j ξq + 2νWqkn ∂kξ

n + νT qp ξp, (7.24)

with {
W
qk
n = −δqngkr�prp + gkp�qpn,
T
q
p = εqjiεrmp�rαj�mβi .gαβ.

Again, when ν = 0 this reduces to the invariance ∂t ξ = 0. But in the presence
of ν this is a parabolic system. Both the Cauchy invariant and the virtual velocity
equations start out looking like the heat equation, because gmn(a, 0) = δmn and
�ijk(a, 0) = 0. The long time behavior depends on the smoothness of the metric.

The inviscid conservation of circulation and of helicity have natural viscous coun-
terparts. Regarding circulation, we note that the Weber formula implies that

udx − vdA = −dn,
and therefore ∮

γ ◦A
udx =

∮
γ

υda (7.25)

holds for any closed loop γ . Regarding helicity, in view of the Cauchy formula
one has that a helicity density is v · ζ , the scalar product of the virtual velocity and
Cauchy invariant. With the change of variables a = A(x, t) we have

v(x) = υ(a), ζ(x) = ξ(a)∫
T

u · ωdx =
∫
A(T )

υ · ζda

for any vortex tube T .
The metric gij determines the connection coefficients. However, the evolution is

not purely geometric: the evolution equation of gij involves ∇u and ∇A. It is re-
markable that all the counterparts of the inviscid invariants, virtual velocity, Cauchy
invariant, volume element, helicity density, evolve according to equations that do
not involve explicitly the velocity u, once one computes in a diffusive Lagrangian
frame. This justifies the following terminology: we will say that a function F is
diffusively Lagrangian under the Navier-Stokes flow if F = φ ◦ A and φ obeys a
linear, parabolic second-order evolution PDE with coefficients determined locally
entirely by the Euclidean Riemannian metric induced by the change of variables
A, and which vanish when ν = 0. More precisely, we require φ to obey a linear
parabolic PDE

∂φ(a, t)

∂t
= νL[g, ∂a]φ(a, t),
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where

L[g, ∂a]φ = νgij ∂i∂jφ +M∇φ +Nφ + P
is a linear second-order elliptic differential operator with coefficientsM,N,P com-
puted from g(a, t) and finitely many of its a derivatives. The metric itself is not
diffusively Lagrangian. Products of diffusive-Lagrangian functions are diffusive
Lagrangian. The previous calculations can be summarized thus:

Theorem 7.3 The virtual velocity v, the Cauchy invariant ζ the Jacobian de-
terminant det (∇A), and the helicity density v · ζ associated to solutions of the
Navier-Stokes equations are diffusively Lagrangian.

7.3 CONCLUSION

The fundamental physical processes that occur in incompressible, uniform density,
viscous fluids are folding, stretching, and reconnection. These processes can be
described using a diffusive Lagrangian formalism that uses as basic variables a
transformation of spaceA and a virtual velocity v (or its Lagrangian curl, the Cauchy
invariant ζ ). In ideal inviscid fluids, folding is represented simply by composition
with A. In the presence of viscosity, portions of the fluid that are folded close to
one another are mixed by molecular diffusion. Quantities that undergo this folding
process are among the diffusively Lagrangian quantities. Diffusive Lagrangian
functions obey a certain type of diffusion equation with principal part ∂t − νgij ∂i∂j
and with drift and lower-order coefficients computed solely from the Riemannian
metric gij in the chart A. The quantities that are formally conserved under smooth
inviscid evolution become diffusive Lagrangian. The stretching of fluid elements
is calculated using the norm of the gradient matrix ∇A. The vanishing of the
determinant of the matrix ∇A is the signature of the reconnection process. The
frequency of the reconnection process can be defined quantitatively, and is computed
using the Riemannian metric and the kinematic viscosity.
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Chapter Eight

Long Time Existence for Small Data Semilinear
Klein-Gordon Equations on Spheres

J.-M. Delort and J. Szeftel

8.0 INTRODUCTION

Consider (M, g) a Riemannian manifold and denote by�g (resp. ∇g) the Laplacian
(resp. the gradient) associated to g. Letm > 0 be given and consider a local solution
u to the Cauchy problem

(∂2
t −�g +m2)u = f (x, u, ∂tu,∇gu)

u|t=0 = εu0

∂tu|t=0 = εu1,

(8.1)

where f is a real polynomial in (u, ∂tu,∇gu), vanishing at some order p ≥ 2 at 0,
with C∞ coefficients in x, where the data (u0, u1) are in C∞0 (M), real valued, and
where ε > 0 goes to zero. Denote by ]T∗(ε), T ∗(ε)[ (with T∗(ε) < 0 < T ∗(ε)) the
maximal interval of existence of a smooth solution to (8.1). We aim at giving lower
bounds for T ∗(ε),−T∗(ε) when ε goes to zero.

WhenM = Rd is endowed with its standard metric, the problem is well known.
If the space dimension d is larger or equal to 3, Klainerman [5] and Shatah [8]
proved independently that for small ε > 0, one has T∗(ε) = −∞, T ∗(ε) = +∞,
i.e., the solution is global. The proof of that property relies on the use of dispersive
properties of the linear Klein-Gordon equation.

In d = 2 space dimensions, the same result was proved by Ozawa, Tsutaya, and
Tsutsumi [7] (see also Simon and Taflin [9] and [3]). The difference with higher
space dimensions is that dispersion is no longer strong enough to imply directly
global existence when p= 2. Actually, in contrast with the case d ≥ 3, the non-
linearity is a long-range perturbation of the linear equation, and the proof of global
existence relies on a reduction of (8.1), through a method of normal forms, to an
equivalent equation with a nonlinearity vanishing at higher order at 0.

We refer to the work of Moriyama, Tonegawa, and Tsutsumi [6] and to [2] for a
discussion of equation (8.1) on R.

The problem we are interested in here is the case of a compact manifoldM . We
thus have no dispersion for the linear equation, and the only general lower bound
for the time of existence of smooth solutions with small data is provided by local
existence theory. Namely, for a nonlinearity vanishing at order p ≥ 2 at 0, (8.1) has
a solution defined at least on an interval ] − Tε, Tε[ with Tε ≥ cε−p+1. Our aim is
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to find, whenM = Sd−1, and under convenient assumptions, a better lower bound
when ε → 0. The detailed proofs of the results we shall present are given in [4].

8.1 STATEMENT OF MAIN THEOREM

From now on, we setM = Sd−1 and denote by g the standard metric on the sphere.
We consider (8.1) and decompose the nonlinearity as

f (x, u, ∂tu,∇gu) =
∑
q≥p
fq(x, u, ∂tu,∇gu), (8.2)

where fq is the component homogeneous of degree q in (u, ∂tu,∇gu) of f . Let us
denote by r the largest integer satisfying

p ≤ r ≤ 2p − 1,

for any odd k with p ≤ k < r, fk depends only on (u, ∂tu),

is even in ∂tu, and independent of x.

(8.3)

Our main theorem is then:

Theorem 8.1 There is a zero measure subset N of ]0,+∞[ and for any m ∈
]0,+∞[−N , there are ε0 > 0, c > 0, s ∈ N such that for any pair of real val-
ued functions (u0, u1) in the unit ball of Hs+1(Sd−1) × Hs(Sd−1), any ε ∈]0, ε0[,
problem (8.1) has a unique solution

u ∈ C0(] − Tε, Tε[, H s+1(Sd−1)) ∩ C1(] − Tε, Tε[, H s(Sd−1)), (8.4)

with Tε ≥ cε−r+1.

Example. Assume that f vanishes at some even order p ≥ 2 at 0. Then condi-
tion (8.3) is satisfied taking r = p + 1, and Theorem 8.1 gives a lower bound for
the time of existence of type cε−p, i.e., we got a gain of one negative power of ε in
comparison with the estimates given by local existence theory.

Remarks.

• The nonlinearity in (8.1) is a general nonlinearity, depending on u and its first
order derivatives, the only restriction being given by (8.3). In particular, we do
not assume any Hamiltonian structure for the equation.

• Assumption (8.3) on the components homogeneous of odd degree is certainly
not optimal in all cases: we give in [4] examples of cubic or quintic nonlineari-
ties on S1 that do depend on ∂xu, and for which the conclusion of Theorem 8.1
holds true.

• Remark, anyway, that we cannot expect to remove all assumptions on the odd
components of f : it is proved in [1], following an idea of Yordanov [10], that
for the equation

�u+m2u = u2
t ux on [−T , T ] × S1,
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the solution with Cauchy data of size ε blows-up at time of magnitude c/ε2

(for any m > 0). In other words, for such an example, the time of existence
given by local existence theory is optimal.

• In low space dimensions, namely on S1 or S2, it is easy to prove global existence
for equations of type (∂2

t − �g + m2)u = f (u) for small enough smooth
Cauchy data. Actually, such an equation has a conserved energy that controls
theH 1 norm for small data, and this is enough to get global solutions for these
dimensions.

8.2 STRATEGY OF PROOF

Our strategy will be to eliminate the lowest-order term of the nonlinearity by a
method of normal forms. Such an idea was initially introduced in the framework of
nonlinear Klein-Gordon equations by Shatah in [8]. If we set Dt = 1

i
∂
∂t

and

�m =
√
−�g +m2

u± = (Dt ±�m)u,
(8.5)

we can write (8.1) as a system, whose first equation would be

(Dt −�m)u+ = f (x, 1
2�

−1
m (u+ − u−), i2 (u+ + u−), 1

2∇g�−1
m (u+ − u−)), (8.6)

the equation for u− being obtained by conjugation (using that ū+ = −u− since we
consider real solutions of (8.1)). We shall explain the strategy of proof on a model
equation of the following type:

(Dt −�m)u = u�ūp−�
u|t=0 = εu0,

(8.7)

where we wrote u instead of u+ to simplify notations, where 0 ≤ � ≤ p, and where
u0 is a smooth complex valued given function. We shall also assume that p is even,
so that according to the example given after Theorem 8.1, our goal is to prove that
the solution to (8.7) exists at least over an interval ] − Tε, Tε[ with Tε ≥ cε−p.

We shall look for an operator u → B(u, . . . , u, ū, . . . , ū), �-linear in u and
p − �-linear in ū, such that the following two properties hold true:

(Dt −�m)(B(u, . . . , ū)) = −u�ūp−�+O(up+1) (A)

u→ B(u, . . . , ū) is continuous on Hs(Sd−1) for s large enough. (B)

Let us remark that (A) and (B) together imply Theorem 8.1. Actually, (A) and (8.7)
give

(Dt −�m)(u+ B(u, . . . , ū)) = O(up+1), (8.8)

and (B) together with the local inversion theorem ensures that

u→ v def= u+ B(u, . . . , ū) (8.9)
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is a diffeomorphism from a neighborhood of 0 in Hs onto another such neighbor-
hood. Consequently, for small enough solutions, (8.8) is equivalent to

(Dt −�m)v = O(vp+1), (8.10)

which has solutions defined on ]−Tε, Tε[with Tε ≥ cε−p by local existence theory,
whence Theorem 8.1.

Let us proceed to the construction of B satisfying (A), (B). We shall define B
using a decomposition in spherical harmonics. Denote by

λn =
√
n(n+ d − 2), n ∈ N (8.11)

so that the family (λ2
n)n∈N is the family of eigenvalues of −�g on Sd−1. Denote by

En the space of spherical harmonics of degree n, i.e., the space of restrictions to
Sd−1 of harmonic polynomials homogeneous of degree n. ThenEn is the eigenspace
associated to λ2

n, so that if$n is the orthogonal projection of L2(Sd−1) ontoEn, one
has for u ∈ L2(Sd−1)

−�g$nu = λ2
n$nu, �m$nu =

√
m2 + λ2

n$nu. (8.12)

Since we can write

u�ūp−� =
∑
n1

· · ·
∑
np+1

$np+1 [($n1u) · · · ($n�u)($n�+1u) · · · ($npu)],

it is natural to look for B as given by

B(u, . . . , ū) =
∑
n1

. . .
∑
np+1

a(n1, . . . , np+1)$np+1 [($n1u) . . . ($npu)] (8.13)

for some coefficients a(n1, . . . , np+1) to be determined. Remark that we can write

Dt$nj u = (Dt −�m)$nj u+�m$nj u
= O(up)+

√
m2 + λ2

nj
$nj u

(8.14)

using the equation and (8.12). If we compute DtB using these expressions, we see
that the first term in the right-hand side of (8.14) will contribute to remainders in
the right-hand side of (A), so that the main contribution to (Dt −�m)B(u, . . . , ū)
will be given by∑
n1

· · ·
∑
np+1

Fp+1,�
m (λn1 , . . . , λnp+1)a(n1, . . . , np+1)$np+1 [($n1u) · · · ($npu)],

(8.15)

where in general, for 0 ≤ � ≤ q,

Fq,�m (ξ1, . . . , ξq) =
�∑
j=1

√
m2 + ξ 2

j −
q∑

j=�+1

√
m2 + ξ 2

j . (8.16)
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We thus see that we shall get (A) if we can choose

a(n1, . . . , np+1) = −(Fp+1,�
m (λn1 , . . . , λnp+1))

−1. (8.17)

This is possible only if Fp+1,�
m does not vanish at (λn1 , . . . , λnp+1). We shall see that

this can be achieved if m stays outside a set of zero measure. Actually, we shall be
able to obtain good enough upper bounds on the absolute value of (8.17) so that (B)
holds true. This is the content of the following proposition.

Proposition 8.2 For any family of integers n1, . . . , np denote

μ(n1, . . . , np) = 1 + second largest among n1, . . . , np. (8.18)

There is a zero measure subset N of ]0,+∞[ such that for any m ∈]0,+∞[−N ,
there are c > 0, N1 ∈ N and for any (n1, . . . , np+1) with

$np+1 [($n1u) · · · ($npu)] �≡ 0 (8.19)

we have

|Fp+1,�
m (λn1 , . . . , λnp+1)| ≥ cμ(n1, . . . , np)

−N1 . (8.20)

Remark. Condition (8.19) originates from the fact that we want to estimate a given
by (8.17) only when its coefficient in (8.13) is not identically zero. We shall actually
use only some inequalities between n1, . . . , np+1 implied by (8.19).

Let us show that Proposition 8.2 implies that condition (B) holds true for m
outside N and if s is large enough relatively to N1. Let us estimate the L2 norm of
the general term of the sum in (8.13) for a multi-index (n1, . . . , np+1) for which for
instance np = max(n1, . . . , np). We then have

μ(n1, . . . , np) ∼ 1 + n1 + · · · + np−1, (8.21)

and we write

‖a$np+1($n1u · · ·$npu)‖L2 ≤ |a|
p−1∏
j=1

‖$nj u‖L∞‖$npu‖L2 . (8.22)

Using (8.17), (8.20), (8.21), and Sobolev injection, we get an upper bound in terms
of

(1 + n1 + · · · + np−1)
N1

p−1∏
j=1

(1 + λnj )
d−1

2 +δ−s‖$npu‖L2 (8.23)

if we assume u ∈ Hs and if δ > 0 is small. Since λnj ∼ nj , for s large enough
relatively to N1, we bound (8.23) by C‖$npu‖L2 , which essentially shows that B
has alsoHs smoothness. Remark that it was essential for this proof to work that we
had in (8.20) a lower bound in terms of μ(n1, . . . , np) and not max(n1, . . . , np) in
order to lose in (8.23) derivatives only on low frequencies.

The proof of Proposition 8.2 will be a consequence of Diophantine-like estimates.
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8.3 PROOF OF LOWER BOUNDS

Set q = p+ 1, so that q is an odd integer in the case we are treating, remember that
we defined Fq,�m (ξ1, . . . , ξq) in (8.16), and set

Gq,�m (ξ1, . . . , ξq+1) = Fq,�m (ξ1, . . . , ξq)+ ξq+1. (8.24)

The first step in the proof of Proposition 8.2 is the following geometrical result:

Theorem 8.3 There is a zero measure subset N of ]0,+∞[ and for any m ∈
]0,+∞[−N there are c > 0, N0 ∈ N such that

|Fq,�m (ξ1, . . . , ξq)| ≥ c(1 + |ξ1| + · · · + |ξq |)−N0

|Gq,�m (ξ1, . . . , ξq+1)| ≥ c(1 + |ξ1| + · · · + |ξq+1|)−N0
(8.25)

for any ξ1, . . . , ξq ∈ H def= {√n(n+ d − 2), n ∈ N}, ξq+1 ∈ Z.

Let us make a few comments on this theorem: in general, functions Fq,�m ,G
q,�
m

have a nonempty zero set on Rq,Rq+1. The theorem asserts that, when q is odd,
we can choosem outside a set of null measure, in such a way that these zero sets do
not contain points in the discrete subset at which we want to estimate our functions.
Moreover, there is enough distance between these two sets so that (8.25) holds true.

We refer to [4] for a proof of Theorem 8.3. By elementary measure theory
Theorem 8.3 follows from estimates for the volume of tubes given by subanalytic
functions depending on parameters. Subanalytic geometry allows one to deduce
these volume estimates from Łojaciewiecz inequalities.

Let us show how Theorem 8.3 implies Proposition 8.2. Note first that we have
for products of spherical harmonics the inclusion

Ep · Eq ⊂
⊕

|p−q|≤n≤p+q
En. (8.26)

Applying this property several times, one sees that if the inequalities

np+1 ≤ n1 + n2 + · · · + np
n1 ≤ n2 + · · · + np + np+1

...

np ≤ np+1 + n1 + · · · + np−1

(8.27)

do not hold true, then for any function u ∈ L2, $np+1($n1u · · ·$npu) ≡ 0. The
right way to interpret condition (8.19) in the statement of Proposition 8.2 is thus to
say that (8.20) should hold true under conditions (8.27).

By (8.25) and the first relation (8.27) we have, using λnj ∼ nj ,
|Fp+1,�
m (λn1 , . . . , λnp+1)| ≥ c(1 + n1 + · · · + np+1)

−N0

≥ c(1 + n1 + · · · + np)−N0 ,
(8.28)

and to get (8.20) we need to replace the right-hand side by cμ(n1, . . . , np)
−N1 .
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Case 8.1 Assume that for some δ > 0, μ(n1, . . . , np) ≥ δ(1 + n1 + · · · + np)δ .
Then (8.20) follows from (8.28) with N1 = N0/δ.

Case 8.2 Assume that

μ(n1, . . . , np) < δ(1 + n1 + · · · + np)δ, (8.29)

and split the argument considering the cases when max(n1, . . . , np) is reached at
nj with either j ≤ � or j > �.

• If max(n1, . . . , np) = np, then μ(n1, . . . , np) ∼ 1 + n1 + · · · + np−1 and we
write

Fp+1,�
m =

[
�∑
1

√
m2 + λ2

nj
−
p−1∑
�+1

√
m2 + λ2

nj

]
−
(√
m2 + λ2

np
+
√
m2 + λ2

np+1

)
.

Since the term between brackets is O(μ) = O(δnδp) by (8.29), we get for δ

small enough |Fp+1,�
m | ≥ cnp → +∞ if np → +∞, which is much better

than the wanted estimate (8.20).
• If max(n1, . . . , np) = n1, then μ(n1, . . . , np) ∼ 1 + n2 + · · · + np and we

write

Fp+1,�
m =

[√
m2 + λ2

n1
−
√
m2 + λ2

np+1

]
+ Fp−1,�−1

m (λn2 , . . . , λnp ). (8.30)

Using the explicit value of λnj we expand the term between brackets as

(n1 − np+1)+O(1/n1)+O(1/np+1), n1, np+1 →+∞ (8.31)

so that plugging into (8.30) and using the notation defined by (8.24)

Fp+1,�
m (λn1 , . . . , λnp+1)=Gp−1,�−1

m (λn2 , . . . , λnp , n1 − np+1) (8.32)

+O(1/n1)+O(1/np+1).

Since λnj ∈ H, n1 − np+1 ∈ Z, theorem 8.3 gives for |Gp−1,�−1
m | a lower bound of

type C(1+n2+· · ·+np+|n1 − np+1|)−N0 . But (8.27) implies that |n1 − np+1| ≤
n2 + · · · + np whence

|Gp−1,�−1
m | ≥ c(1 + n2 + · · · + np)−N0 ∼ μ(n1, . . . , np)

−N0 . (8.33)

If we remember (8.29), we see that 1
n1
= O(cδμ−1/δ)with cδ → 0 if δ→ 0, so for δ

small enough the remainders in the right-hand side of (8.32) are harmless, and we get
for |Fp+1,�

m | a lower bound as in (8.33). This concludes the proof of Proposition 8.2.

8.4 THE CASE OF ODD NONLINEARITIES, AND FINAL COMMENTS

In the preceding section, the assumption that p was even (and so q = p + 1 odd)
was essential to get Theorem 8.3. If p is odd, q = p + 1 and � = q

2 , the function
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F
q,�
m (ξ1, . . . , ξq) of (8.25) vanishes for any value ofm on a subset of H× · · · ×H:

for instance F 4,2
m (ξ1, ξ2, ξ3, ξ4) ≡ 0 if (ξ 2

1 = ξ 2
3 , ξ

2
2 = ξ 2

4 ) or (ξ 2
1 = ξ 2

4 , ξ
2
2 = ξ 2

3 ).
In other words, when p is odd, � = p+1

2 , we have resonances preventing us from
eliminating the whole homogeneous part of degree p in the right-hand side of (8.7).
If we look for an operator B of type (8.13), the best we can do is to reduce (8.7) to
an equation of type

(Dt −�m)v = M ′(v, . . . , v̄)+O(vp+1)

v|t=0 = v0,
(8.34)

where M ′ is the contribution to the homogeneous part of degree p that cannot be
eliminated. Remark, nevertheless, that ifM ′ satisfies an L2 antisymmetry property,
of type

Im
∫

Sd−1
M ′(v, . . . , v̄)v̄ dx = 0, (8.35)

the M ′ contribution will disappear in an L2-energy inequality. In the same way,
an Hs-antisymmetry property makes M ′ disappear in any Hs-energy inequality,
whence solutions to (8.34) on an interval of length c/εp by the energy method. It
turns out that condition (8.3) on fk (k odd) implies that the reduced system (8.6)
satisfies such an antisymmetry property. This allows one to treat such nonlinearities
as we did for p even in Section 8.3.

Let us remark that there are severe restrictions to extending our strategy of Sec-
tions 8.2 and 8.3 to more general manifolds. Actually, we used two very specific
properties of the sphere: on the one hand, when we use (8.31) we exploit the fact
that differences of square roots of eigenvalues stay in a discrete subset—namely,
Z—up to some small remainders. Moreover, when we make use of (8.27) we take
into account a very special property of eigenfunctions of the sphere. If we wanted
to generalize our result, for instance, to Zoll manifolds, we would still know very
precisely the location of eigenvalues, but we would lack information on products of
eigenfunctions. On the other hand, if we were trying to treat the case of the torus
Td (d ≥ 2), we would have very good properties for the product of eigenfunctions,
but the differences of square roots of eigenvalues, |n| − |m|, n,m ∈ Zd , describe a
dense subset in R, which prevents us from proving an analog of Theorem 8.3.

There is nevertheless a special case that we can treat on Td : this is the case of
quadratic nonlinearities. Actually, when p = 2 in (8.25), F 3,�

m has no real zeros
when restricted to ξ3 = ξ1 + ξ2, and (8.20), with N1 = 1, follows from an explicit
calculation. Because of that, and due to the fact that we have a Fourier analysis on
Td , we prove in [4] existence of solutions of a class of quasi-linear Klein-Gordon
equations over an interval of time of size c/ε2. In the semilinear case, a (more
complicated) proof of this fact has already been published in [1].

REFERENCES

[1] J.-M. Delort, Temps d’existence pour l’équation de Klein-Gordon semi-linéaire
à données petites périodiques, Amer. J. Math. 120 (1998), no. 3, 663–689.



SEMILINEAR KLEIN-GORDON EQUATIONS 179

[2] J.-M. Delort, Existence globale et comportement asymptotique pour l’équation
de Klein-Gordon quasi linéaire à données petites en dimension 1, Ann. Sci.
École Norm. Sup. (4) 34 (2001), no. 1, 1–61.

[3] J.-M. Delort, D. Fang, and R. Xue, Global existence of small solutions for
quadratic quasi-linear Klein-Gordon systems in two space dimensions, J.
Funct. Anal. 211 (2004), no. 2, 288–323.

[4] J.-M. Delort and J. Szeftel, Long time existence for small data nonlinear
Klein-Gordon equations on tori and spheres, Int. Math. Res. Not. 2004, no.
37, 1897–1966.

[5] S. Klainerman, Global existence of small amplitude solutions to nonlinear
Klein-Gordon equations in four space-time dimensions, Comm. Pure Appl.
Math. 38 (1985), 631–641.

[6] K. Moriyama, S. Tonegawa, and Y. Tsutsumi, Almost global existence of so-
lutions for the quadratic semi-linear Klein-Gordon equation in one space
dimension, Funkcialaj Ekvacioj 40, no. 2 (1997), 313–333.

[7] T. Ozawa, K. Tsutaya, and Y. Tsutsumi, Global existence and asymptotic be-
havior of solutions for the Klein-Gordon equations with quadratic nonlinearity
in two space dimensions, Math. Z. 222 (1996), 341–362.

[8] J. Shatah, Normal forms and quadratic nonlinear Klein-Gordon equations,
Comm. Pure Appl. Math. 38 (1985), 685–696.

[9] J.C.H. Simon and E. Taflin, The Cauchy problem for nonlinear Klein-Gordon
equations, Commun. Math. Phys. 152 (1993), 433–478.

[10] B. Yordanov, Blow-up for the one-dimensional Klein-Gordon equation with a
cubic nonlinearity, preprint (1996).

Added on proof: An extension of Theorem 8.1 to Zoll manifolds has been
published by the authors in: Long-time existence for semi-linear Klein-Gordon
equations with small Cauchy data on Zoll manifolds, Amer. J. Math. 128
(2006), 1187–1218.



This page intentionally left blank 



Chapter Nine

Local and Global Wellposedness
of Periodic KP-I Equations

A. D. Ionescu and C. E. Kenig

9.1 INTRODUCTION

Let T = R/(2πZ). In this paper we consider the Kadomstev-Petviashvili initial
value problems {

∂tu+ P(∂x)u− ∂−1
x ∂

2
yu+ u∂xu = 0;

u(0) = φ, (9.1.1)

on T×T and R×T, where P(∂x) = ∂3
x (the third-order KP-I) or P(∂x) = −∂5

x (the
fifth-order KP-I). Our goal is to prove local and global wellposedness theorems for
the third-order KP-I initial value problem on T×T and R×T, and for the fifth-order
KP-I initial value problem on R× T.

KP-I equations, as well as KP-II equations in which the sign of the term ∂−1
x ∂

2
yu

in (9.1.1) is + instead of − arise naturally in physical contexts as models for the
propagation of dispersive long waves, with weak transverse effects. The KP-II initial
value problems are much better understood from the point of view of wellposedness,
due mainly to theXsb method of J. Bourgain [2]. For instance, the third-order KP-II
initial value problem is globally wellposed in L2, on both R × R and T × T (see
J. Bourgain [2]), as well as in some spaces larger than L2 (see H. Takaoka and
N. Tzvetkov [18] and the references therein). The fifth-order KP-II initial value
problem is also globally wellposed in L2, on both R×R and T×T (see J.-C. Saut
and N. Tzvetkov [15]).

On the other hand, it has been shown in [10] that certain KP-I initial value problems
are badly behaved with respect to Picard iterative methods in the standard Sobolev
spaces, since the flow map fails to be C2 at the origin in these spaces. Due to this
fact, the wellposedness theory of these equations is more limited. For example,
global wellposedness of the third-order KP-I initial value problem in the natural
energy space Z1

(3)(R×R) (see the definition below) remains an open problem. It is
known, however, that the third-order KP-I initial value problem on R×R is globally
wellposed in the “second” energy space Z2

(3)(R× R), as well as locally wellposed
in a larger space (using conservation laws, Strichartz estimates, and an interpolation

The first author was supported in part by an NSF grant, an Alfred P. Sloan research fellowship, and a
David and Lucile Packard fellowship. The second author was supported in part by an NSF grant.
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argument as in [9] and [3]) (see C. E. Kenig [7] and the references therein). On
T×T, the third-order KP-I initial value problem is known to be globally wellposed
in the “third” energy space (see J. Colliander [4]), as well as locally wellposed in
a larger space (see R. J. Iorio and W.V.L. Nunes [5]) (using conservation laws and
energy estimates). The fifth-order KP-I initial value problem is known to be globally
wellposed in the energy spaces Z1

(5)(R × R) and Z1
(5)(T × R), as well as locally

wellposed in larger spaces (using Picard iterative methods) (see J.-C. Saut and N.
Tzvetkov [15] and [16]).

To motivate the definition of our Banach spaces, we recall several KP-I conser-
vation laws: for the third-order KP-I equation (on both T × T and R × T), the
quantities

E0
(3)(g) =

∫
g2 dxdy, (9.1.2)

E1
(3)(g) =

1

2

∫
(∂xg)

2 dxdy + 1

2

∫
(∂−1
x ∂yg)

2 dxdy − 1

6

∫
g3 dxdy, (9.1.3)

and

E2
(3)(g) =

3

2

∫
(∂2
x g)

2 dxdy + 5

6

∫
(∂−2
x ∂

2
y g)

2 dxdy + 5
∫
(∂yg)

2 dxdy

− 5

6

∫
g2(∂−2

x ∂
2
y g) dxdy −

5

6

∫
g(∂−1
x ∂yg)

2 dxdy

+ 5

4

∫
g2∂2
x g dxdy +

5

24

∫
g4 dxdy

(9.1.4)

are formally conserved by the flow, where the integration is over T× T or R× T.
For the fifth-order KP-I equation on R× T, the quantities

E0
(5)(g) =

∫
g2 dxdy (9.1.5)

and

E1
(5)(g) =

1

2

∫
(∂2
x g)

2 dxdy + 1

2

∫
(∂−1
x ∂yg)

2 dxdy − 1

6

∫
g3 dxdy (9.1.6)

are formally conserved.
For g ∈ L2(T×T) let ĝ(m, n),m, n ∈ Z, denote its Fourier transform; similarly,

for g ∈ L2(R×T) let ĝ(ξ, n), ξ ∈ R, n ∈ Z, denote its Fourier transform. Related
to the conservation laws above, we define the energy spacesZs(3)(T×T), s = 0, 1, 2,
Zs(3)(R× T), s = 0, 1, 2, and Zs(5)(R× T), s = 0, 1:

Zs(3)(T× T) = {g : T× T → R : ĝ(0, n) = 0 for any n ∈ Z \ {0} and

||g||Zs
(3)
= ||̂g(m, n)[1 + |m|s + |n/m|s]||L2(Z×Z) <∞}, (9.1.7)
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Zs(3)(R× T) = {g : R× T → R :
||g||Zs

(3)
= ||̂g(ξ, n)[1 + |ξ |s + |n/ξ |s]||L2(R×Z) <∞}, (9.1.8)

and

Zs(5)(R× T) = {g : R× T → R :
||g||Zs

(5)
= ||̂g(ξ, n)[1 + ξ 2s + |n/ξ |s]||L2(R×Z) <∞}. (9.1.9)

Our main theorems concern global well-posedness of the third-order KP-I initial
value problem in Z2

(3)(T × T) and Z2
(3)(R × T), and global wellposedness of the

fifth-order KP-I initial value problem in Z1
(5)(R × T). We do not know if global

wellposedness holds for the fifth-order KP-I initial value problem on T×T (for any
type of initial data). For s ∈ R let Hs(T× T) and Hs(R× T), denote the standard
Sobolev spaces on T× T and R× T.

Theorem 9.1.1 Assume that φ ∈ Z2
(3)(T× T). Then the initial value problem{

∂tu+ ∂3
xu− ∂−1

x ∂
2
yu+ u∂xu = 0 on T× T× R;

u(0) = φ, (9.1.10)

admits a unique solution u ∈ C(R : Z2
(3)(T × T)) ∩ C1(R : H−1(T × T)). In

addition, u ∈ L∞(R : Z2
(3)(T× T)), ∂xu ∈ L1

loc(R : L∞(T× T)),

Es(3)(u(t)) = Es(3)(φ), s = 0, 1, 2, t ∈ R, (9.1.11)

and the mappingφ→ u is continuous fromZ2
(3)(T×T) toC([−T , T ] : Z2

(3)(T×T))

for any T ∈ [0,∞).
Theorem 9.1.2 Assume that φ ∈ Z2

(3)(R× T). Then the initial value problem{
∂tu+ ∂3

xu− ∂−1
x ∂

2
yu+ u∂xu = 0 on R× T× R;

u(0) = φ, (9.1.12)

admits a unique solution u ∈ C(R : Z2
(3)(R × T)) ∩ C1(R : H−1(R × T)). In

addition, u ∈ L∞(R : Z2
(3)(R× T)), ∂xu ∈ L1

loc(R : L∞(R× T)),

Es(3)(u(t)) = Es(3)(φ), s = 0, 1, 2, t ∈ R, (9.1.13)

and the mappingφ→ u is continuous fromZ2
(3)(R×T) toC([−T , T ] : Z2

(3)(R×T))

for any T ∈ [0,∞).
Theorem 9.1.3 Assume that φ ∈ Z1

(5)(R× T). Then the initial value problem{
∂tu− ∂5

xu− ∂−1
x ∂

2
yu+ u∂xu = 0 on R× T× R;

u(0) = φ, (9.1.14)
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admits a unique solution u ∈ C(R : Z1
(5)(R × T)) ∩ C1(R : H−3(R × T)). In

addition, u ∈ L∞(R : Z1
(5)(R× T)), u, ∂xu ∈ L1

loc(R : L∞(R× T))

Es(5)(u(t)) = Es(5)(φ), s = 0, 1, t ∈ R, (9.1.15)

and the mappingφ→ u is continuous fromZ1
(5)(R×T) toC([−T , T ] : Z1

(5)(R×T))

for any T ∈ [0,∞.

In addition, we prove that sufficiently high Sobolev regularity is globally pre-
served by the flow (see Theorems 9.5.1, 9.5.2, and 9.5.3). We also prove local
wellposedness theorems below the energy spaces Z2

(3)(T × T), Z2
(3)(R × T), and

Z1
(5)(R× T), respectively (see Theorems 9.6.1, 9.6.2, and 9.6.3).
As in [7], our proofs are based on controlling ||∂xu||L1

locL
∞ , where u is a solution

of one of the equations (9.1.10), (9.1.12), or (9.1.14). The main difficulty is that
the Strichartz estimates of J.-C. Saut [14] for the free KP-I flow on R × R, which
are used in [7], fail in periodic settings. We replace these Strichartz estimates with
certain time-frequency localized Strichartz estimates (see Theorems 9.3.1, 9.3.2, and
9.3.3), which are still sufficient for our purpose. We mention that Picard iterative
methods in the energy spaces do not work to prove Theorems 9.1.1, 9.1.2, and 9.1.3
(N. Tzvetkov, personal communication).

The rest of the paper is organized as follows: in Section 9.2 we summarize our
notation. In Section 9.3 we prove three localized Strichartz estimates for the homo-
geneous KP-I flow, as well as three corollaries. In Section 9.4 we prove Theorems
9.1.1, 9.1.2, and 9.1.3. In Section 9.5 we prove that sufficiently high Sobolev
regularity is globally preserved by the flow. In Section 9.6 we prove three local
wellposedness theorems. In Appendix A, we review the Kato-Ponce commutator
estimate and a Leibniz rule for fractional derivatives, on both R and T.

9.2 NOTATION

In this section we summarize some of our notation.

1. The anisotropic Sobolev spaces Hs1,s2(T× T), s1, s2 ≥ 0, are defined by

Hs1,s2(T× T) = {g ∈ L2(T× T) :
||g||Hs1,s2 = ||̂g(m, n)[(1 +m2)s1/2 + (1 + n2)s2/2]||L2(Z×Z) <∞}.

(9.2.1)

We also define the standard Sobolev spaces Hs(T × T), s ∈R, and
H∞(T× T):

Hs(T× T) = {g ∈ S ′(T× T) :
||g||Hs = ||̂g(m, n)[(1 +m2 + n2)s/2]||L2(Z×Z) <∞},

and

H∞(T× T) = ∩∞k=0H
k(T× T).
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The Sobolev spaces Hs1,s2(R × T), s1, s2 ≥ 0, Hs(R × T), s ∈ R, and
H∞(R× T) are defined in a similar way.

2. We defined the energy spaces Zs(3)(T × T), s = 0, 1, 2, Zs(3)(R × T), s =
0, 1, 2, and Zs(5)(R× T), s = 0, 1, in (9.1.7), (9.1.8), and (9.1.9).

3. For s1, s2 ≥ 0 and s ∈ R we define the Banach spaces

Y s1,s2,s(T× T) = {g ∈ Z0
(3)(T× T) : ||g||Y s1,s2,s = ||̂g(m, n)

[(1 +m2)s1/2 + (1 + n2)s2/2 + (1 +m2 + n2)s/2|n/m|]||L2(Z×Z) <∞},
(9.2.2)

and

Y s1,s2,s(R× T) = {g ∈ Z0
(3)(R× T) : ||g||Y s1,s2,s = ||̂g(ξ, n)

[(1 + ξ 2)s1/2 + (1 + n2)s2/2 + (1 + ξ 2 + n2)s/2|n/ξ |]||L2(R×Z) <∞}.
(9.2.3)

We also define Y s(T × T) = Y s,s,s(T × T), Y s(R × T) = Y s,s,s(R × T),
Y∞(T× T) = ∩∞k=0Y

k(T× T), and Y∞(R× T) = ∩∞k=0Y
k(R× T).

4. For s ∈ R we define the operators J sx , J sy , and J s by

Ĵ sx g(m, n) = (1 +m2)s/2ĝ(m, n);
Ĵ sy g(m, n) = (1 + n2)s/2ĝ(m, n);
Ĵ sg(m, n) = (1 +m2 + n2)s/2ĝ(m, n)

(9.2.4)

on S ′(T× T). By a slight abuse of notation, we define the operators J sx , J sy ,
and J in the same way on S ′(R× T).

5. For any set A let 1A denote its the characteristic function. Given a Banach
space X, a measurable function u : R → X, and an exponent p ∈ [1,∞],
we define

||u||LpX =
[ ∫

R

(||u(t)||X)p dt
]1/p

if p ∈ [1,∞) and ||u||L∞X
= esssupt∈R||u(t)||X.

Also, if I ⊆ R is a measurable set, and u : I → X is a measurable function, we
define

||u||Lp
I
X = ||1I (t)u||LpX.

For T ≥ 0, we define ||u||Lp
T
X = ||u||Lp[−T ,T ]X.

9.3 LOCALIZED STRICHARTZ ESTIMATES

In this section we prove three Strichartz estimates, localized in both frequency and
time. For t ∈ R letW(3)(t) denote the operator on Y∞(R×T) defined by the Fourier
multiplier (ξ, n)→ ei(ξ3+n2/ξ)t and W(5)(t) denote the operator on Y∞(R × T)
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defined by the Fourier multiplier (ξ, n) → ei(ξ
5+n2/ξ)t . By a slight abuse of no-

tation we define the operatorW(3)(t) in the same way on Y∞(T× T).
For integers k = 0, 1, . . . we define the operators Qkx , Q

k
y , Q̃

k
x , and Q̃ky on

H∞(T× T) by

Q̂kxg(m, n) = 1[2k−1,2k)(|m|)ĝ(m, n) if k ≥ 1 and Q̂0
xg(m, n)

= 1[0,1)(|m|)ĝ(m, n),
Q̂kyg(m, n) = 1[2k−1,2k)(|n|)ĝ(m, n) if k ≥ 1 and Q̂0

yg(m, n)

= 1[0,1)(|n|)ĝ(m, n),

Q̃kx =
k∑
k′=0

Qk
′
x , Q̃

k
y =

k∑
k′=0

Qk
′
y , k = 0, 1, . . . .

By a slight abuse of notation, we define the operators Qkx , Q
k
y , Q̃

k
x , and Q̃ky in the

same way on H∞(R× T).

Theorem 9.3.1 Assume φ ∈ Y∞(T× T). Then, for any ε > 0,

||W(3)(t)Q̃2j
y Q

j
xφ||L2

2−j L
∞ ≤ Cε2(3/8+ε)j ||Q̃2j

y Q
j
xφ||L2 , (9.3.1)

and

||W(3)(t)Q2j+k
y Qjxφ||L2

2−j−k L
∞ ≤ Cε2(3/8+ε)j ||Q2j+k

y Qjxφ||L2 , (9.3.2)

for any integers j ≥ 0 and k ≥ 1.

Theorem 9.3.2 Assume φ ∈ Y∞(R× T). Then, for any ε > 0,

||W(3)(t)Q̃2j
y Q

j
xφ||L2

2−j L
∞ ≤ Cε2εj ||Q̃2j

y Q
j
xφ||L2 , (9.3.3)

and

||W(3)(t)Q2j+k
y Qjxφ||L2

2−j−k L
∞ ≤ Cε2εj ||Q2j+k

y Qjxφ||L2 , (9.3.4)

for any integers j ≥ 0 and k ≥ 1.

Theorem 9.3.3 Assume φ ∈ Y∞(R× T). Then, for any ε > 0,

||W(5)(t)Q̃3j
y Q

j
xφ||L2

2−2j L
∞ ≤ Cε2(−1/2+ε)j ||Q̃3j

y Q
j
xφ||L2 , (9.3.5)

and

||W(5)(t)Q3j+k
y Qjxφ||L2

2−2j−k L∞
≤ Cε2(−1/2+ε)j ||Q3j+k

y Qjxφ||L2 . (9.3.6)

for any integers j ≥ 0 and k ≥ 1.
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Proof of Theorem 9.3.1. We first prove (9.3.1). Let a(m, n) = (Q̃2j
y Q

j
xφ)̂(m, n),

so a(0, n) = 0. Let ψ0 : R → [0, 1] denote a smooth even function supported in
the interval [−2, 2] and equal to 1 in the interval [−1, 1] and ψ1 : R → [0, 1] a
smooth even function supported in the set {|r| ∈ [1/4, 4]} and equal to 1 in the set
{|r| ∈ [1/2, 2]}. Then,

W(3)(t)Q̃
2j
y Q

j
xφ(x, y) = C

∑
m,n∈Z

a(m, n)ψ1(m/2
j )ψ0(n/2

2j )ei(mx+ny+F(m,n)t),

where

F(m, n) = n2/m+m3. (9.3.7)

Thus, for (9.3.1), it suffices to prove that

||1[0,2−j ](|t |)
∑
m,n∈Z

a(m, n)ψ1(m/2
j )ψ0(n/2

2j )ei(mx(t)+ny(t)+F(m,n)t)||L2
t

≤ Cε2(3/8+ε)j ||a||L2(Z×Z)

for any measurable functions x, y : [−2−j , 2−j ] → T. By duality, this is equivalent
to proving that∣∣∣∣∣∣∣∣ ∫

R

g(t)1[0,2−j ](|t |)ψ1(m/2
j )ψ0(n/2

2j )ei(mx(t)+ny(t)+F(m,n)t) dt
∣∣∣∣∣∣∣∣
L2(Z×Z)

≤ Cε2(3/8+ε)j ||g||L2
t
,

for any g ∈ L2(R). By expanding the L2 norm in the left-hand side, it suffices to
prove that ∣∣∣∣ ∫

R

∫
R

g(t)g(t ′)Kj (t, t ′) dtdt ′
∣∣∣∣ ≤ Cε2(3/4+2ε)j ||g||2

L2
t
, (9.3.8)

where

Kj(t, t
′) = 1[0,2−j ](|t |)1[0,2−j ](|t ′|)

∑
m,n∈Z

ψ2
j (m)ψ

2
0 (n/2

2j )

× ei[m(x(t)−x(t ′))+n(y(t)−y(t ′))+F(m,n)(t−t ′)].
For integers l ≥ j let

Klj (t, t
′) = 1[2−l ,2·2−l ](|t − t ′|)Kj (t, t ′).

Clearly, for (9.3.8), it suffices to prove that

|Klj (t, t ′)| ≤ Cε2l2(3/4+2ε)j2(j−l)/10

for any l ≥ j . To summarize, it suffices to prove that∣∣∣∣ ∑
m,n∈Z

ψ2
1 (m/2

j )ψ2
0 (n/2

2j )ei(mx+ny+F(m,n)t)
∣∣∣∣ ≤ Cε2l2(3/4+2ε)j2(j−l)/10 (9.3.9)

for any x, y ∈ [0, 2π), |t | ∈ [2−l , 2 · 2−l], l ≥ j .
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To prove (9.3.9), we use the formula (9.3.7) and estimate the summation in n first.
Let

Aj(m, t, y) =
∑
n∈Z

ψ2
0 (n/2

2j )ei(ny+n
2t/m).

We use the Poisson summation formula∑
n∈Z

F(n) =
∑
ν∈Z

F̂ (2πν) (9.3.10)

for any F ∈ S(R). Thus,

Aj(m, t, y) =
∑
ν∈Z

∫
R

ψ2
0 (η/2

2j )ei(η(y+2πν)+η2t/m) dη.

Since y ∈ [0, 2π), η ≤ 22j+1, t ≤ 2 · 2−j , and |m| ≥ 2j−1, it follows by integration
by parts that ∣∣∣∣ ∫

R

ψ2
0 (η/2

2j )ei(η(y+2πν)+η2t/m) dη

∣∣∣∣ ≤ C/ν2

if |ν| ≥ 100. Thus,

Aj(m, t, y) =
∑

|ν|≤100

∫
R

ψ2
0 (η/2

2j )ei(η(y+2πν)+η2t/m) dη +O(1). (9.3.11)

The term O(1) in the right-hand side of (9.3.11) contributes O(2j ) after taking the
summation in m, which is dominated by the right-hand side of (9.3.9). Thus, for
(9.3.9) it suffices to prove that∣∣∣∣∣∑

m∈Z

ψ2
1 (m/2

j )ei(mx+m
3t)

∫
R

ψ2
0 (η/2

2j )ei(ηy
′+η2t/m) dη

∣∣∣∣∣ (9.3.12)

≤ Cε2l2(3/4+2ε)j2(j−l)/10,

for any l ≥ j , x, y ′ ∈ R, |t | ∈ [2−l , 2 · 2−l]. We write∫
R

ψ2
0 (η/2

2j )ei(ηy
′+η2t/m) dη

= C|m/t |1/2
∫

R

ψ̂2
0 (ξ)e

−i(y′+ξ/22j )2|m|/(4|t |) dξ.
(9.3.13)

By substituting into (9.3.12) and using the fact that ||ψ̂2
0 ||L1(R) ≤ C, it suffices to

prove that∣∣∣∣∣∑
m≥0

(m/2j )1/2ψ2
1 (m/2

j )ei(mx
′+m3t)

∣∣∣∣∣ ≤ Cε2(3/4+2ε)j22(l−j)/5 (9.3.14)

for any l ≥ j , x ′ ∈ R, |t | ∈ [2−l , 2 · 2−l].
To prove (9.3.14), we note first that we may assume j large and l ∈ [j, 7j/4].

We use a basic lemma of H. Weyl (see, for example, [13, Chapter 4]):
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Lemma 9.3.4 Ifh(x) = αdxd+· · ·+α1x+α0 is a polynomial with real coefficients,
and |αd − a/q| ≤ 1/q2 for some a ∈ Z, q ∈ Z \ {0} with (a, q) = 1, then, for any
δ > 0, ∣∣∣∣∣

N∑
m=1

e2πih(m)

∣∣∣∣∣ ≤ CδN1+δ[q−1 +N−1 + qN−d ]1/2d−1
,

uniformly in N and q.

We also use the following standard consequence of Dirichlet’s principle:

Lemma 9.3.5 For any integer � ≥ 1 and any r ∈ R, there are integers q ∈
{1, 2, . . . , �} and a ∈ Z, (a, q) = 1, such that

|r − a/q| ≤ 1/(�q).

To prove (9.3.14) we use the summation by parts formula,

∞∑
m=1

ambm =
∞∑
N=0

(
N∑
m=0

am

)
(bN − bN+1),

for any compactly supported sequences am and bm. Since the function m →
(m/2j )1/2ψ2

1 (m/2
j ) has bounded variation on Z∩ [0,∞), for (9.3.14) it suffices to

prove that ∣∣∣∣∣
N∑
m=0

ei(mx
′+m3t)

∣∣∣∣∣ ≤ Cε2(3/4+2ε)j (9.3.15)

for any integer N ∈ [2j−1, 2j+1], any l ∈ [j, 7j/4], x ′ ∈ R, and |t | ∈ [2−l , 2 · 2−l].
We fix � = 22j and apply Lemma 9.3.5 to r = t/(2π). Then,

|t/(2π)− a/q| ≤ 1/(22j q) (9.3.16)

for some integers q ∈ {1, 2, . . . , 22j } and a ∈ Z, (a, q) = 1. Since |t |/2π ≈ 2−l ,
l ∈ [j, 7j/4], and j is large, the denominator q in (9.3.16) is in the interval [c2j , 22j ]
(the restriction l ≤ 7j/4 guarantees that a/q �= 0/1). The bound (9.3.15) then
follows from Lemma 9.3.4, by taking δ = 2ε. This completes the proof of (9.3.1).

The proof of (9.3.2) is similar. The bound (9.3.2) is a consequence of the uniform
bound,∣∣∣∣∣∑

m,n

ψ2
1 (m/2

j )ψ2
1 (n/2

2j+k)ei(mx+ny+F(m,n)t)
∣∣∣∣∣ ≤ Cε2l2(3/4+2ε)j2(j−l)/10,

(9.3.17)

for any l ≥ j + k, |t | ∈ [2−l , 2 · 2−l], x, y ∈ [0, 2π), which is the analog of (9.3.9).
As before, we estimate the sum in n first. We use the Poisson summation formula
and the fact that n≈ 22j+k , |t/m| ≤ C2−2j−k to replace the sum in n with a sum
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of C integrals, modulo acceptable errors, as in (9.3.11). Finally, we use an identity
similar to (9.3.13) to reduce the proof of (9.3.17) to (9.3.14) for l ≥ j + k. This
completes the proof of Theorem 9.3.1. �

Proof of Theorem 9.3.2. This is similar to the proof of Theorem 9.3.1. We first
prove (9.3.3). We may assume j ≥ 1. Let a(ξ, n) = (Q̃2j

y Q
j
xφ)̂(ξ, n). Then,

W(3)(t)Q̃
2j
y Q

j
xφ(x, y) = C

∫
R

∑
n∈Z

a(ξ, n)ψ1(ξ/2
j )ψ0(n/2

2j )ei(ξx+ny+F(ξ,n)t) dξ,

where

F(ξ, n) = n2/ξ + ξ 3. (9.3.18)

The same argument as in the proof of Theorem 9.3.1 shows that, for (9.3.3), it
suffices to prove that∣∣∣∣∣

∫
R

∑
n∈Z

ψ2
1 (ξ/2

j )ψ2
0 (n/2

2j )ei(ξx+ny+F(ξ,n)t) dξ

∣∣∣∣∣ ≤ C2l (9.3.19)

for any x ∈ R, y ∈ [0, 2π), |t | ∈ [2−l , 2 · 2−l], l ∈ [j, 3j ]. We use the for-
mula (9.3.18), and estimate the summation in n first, using the Poisson summation
formula. The same argument as before (see (9.3.11) and (9.3.13)) shows that, for
(9.3.19), it suffices to prove that∣∣∣∣ ∫

R+
(ξ/2j )1/2ψ2

1 (ξ/2
j )ei(ξx

′+ξ3t) dξ

∣∣∣∣ ≤ C2(l−j)/2 (9.3.20)

for any l ≥ j , x ′ ∈ R, |t | ∈ [2−l , 2 · 2−l]. This follows from the van der Corput
lemma (see, for instance, [17, Chapter 8]).

The proof of (9.3.4) is similar. The same argument as before shows that the bound
(9.3.4) is a consequence of the uniform bound,∣∣∣∣ ∫

R

∑
n

ψ2
1 (ξ/2

j )ψ2
1 (n/2

2j+k)ei(ξx+ny+F(ξ,n)t) dξ
∣∣∣∣ ≤ C2l , (9.3.21)

for any l ∈ [j + k, 3j + k], |t | ∈ [2−l , 2 · 2−l], x ∈ R, y ∈ [0, 2π), which is the
analog of (9.3.19). The case j = 0 is trivial. If j ≥ 1, we estimate the sum in n
first, using the Poisson summation formula. Since n ≈ 22j+k , |t/ξ | ≤ C2−2j−k , we
replace the sum in n with a sum of C integrals, modulo acceptable errors. Finally,
we use an identity similar to (9.3.13) to reduce the proof of (9.3.21) to (9.3.20) for
l ≥ j + k. This completes the proof of Theorem 9.3.2. �

Proof of Theorem 9.3.3. This is also similar to the proof of Theorem 9.3.1. We first
prove (9.3.5). We may assume j ≥ 1. Let a(ξ, n) = (Q̃3j

y Q
j
xφ)̂(ξ, n). Then

W(5)(t)Q̃
3j
y Q

j
xφ(x, y) = C

∫
R

∑
n∈Z

a(ξ, n)ψ1(ξ/2
j )ψ0(n/2

3j )ei(ξx+ny+F(ξ,n)t) dξ,
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where

F(ξ, n) = n2/ξ + ξ 5. (9.3.22)

The same argument as in the proof of Theorem 9.3.1 shows that, for (9.3.5), it
suffices to prove that∣∣∣∣∣

∫
R

∑
n∈Z

ψ2
1 (ξ/2

j )ψ2
0 (n/2

3j )ei(ξx+ny+F(ξ,n)t) dξ

∣∣∣∣∣ ≤ C2l−j (9.3.23)

for any x ∈ R, y ∈ [0, 2π), |t | ∈ [2−l , 2 · 2−l], l ∈ [2j, 5j ]. We use the for-
mula (9.3.22), and estimate the summation in n first, using the Poisson summation
formula. The same argument as before (see (9.3.11) and (9.3.13)) shows that, for
(9.3.23), it suffices to prove that∣∣∣∣ ∫

R+
(ξ/2j )1/2ψ2

1 (ξ/2
j )ei(ξx

′+ξ5t) dξ

∣∣∣∣ ≤ C2(l−3j)/2 (9.3.24)

for any l ≥ 2j , x ′ ∈ R, |t | ∈ [2−l , 2 · 2−l]. This follows from the van der Corput
lemma (see, for instance, [17, Chapter 8]).

The proof of (9.3.6) is similar. The same argument as before shows that the bound
(9.3.6) is a consequence of the uniform bound,∣∣∣∣ ∫

R

∑
n

ψ2
1 (ξ/2

j )ψ2
1 (n/2

3j+k)ei(ξx+ny+F(ξ,n)t) dξ
∣∣∣∣ ≤ C2l−j , (9.3.25)

for any l ∈ [2j + k, 5j + k], |t | ∈ [2−l , 2 · 2−l], x ∈ R, y ∈ [0, 2π), which is the
analog of (9.3.23). The case j = 0 is trivial. If j ≥ 1, we estimate the sum in n
first, using the Poisson summation formula. Since n ≈ 23j+k , |t/ξ | ≤ C2−3j−k we
replace the sum in n with a sum of C integrals, modulo acceptable errors. Finally,
we use an identity similar to (9.3.13) to reduce the proof of (9.3.25) to (9.3.24) for
l ≥ 2j + k. This completes the proof of Theorem 9.3.3. �

As in [7] we have the following corollaries of Theorems 9.3.1, 9.3.2, and 9.3.3:

Corollary 9.3.6 AssumeN ≥ 4,u∈C([−T , T ] :Y 0,0,−N(T×T))∩C1([−T , T ] :
H−N−1(T× T)), f ∈ C([−T , T ] : H−N(T× T)), T ∈ [0, 1/2], and

[∂t + ∂3
x − ∂−1

x ∂
2
y ]u = ∂xf on T× T× [−T , T ].

Then, for any s1 > 7/8 and s2 > 1/2,

||u||L1
T
L∞ ≤ Cs1,s2T 1/2[||J s1x u||L∞T L2 + ||J s1−1

x J s2y u||L∞T L2 + ||J s1x f ||L1
T
L2 ].
(9.3.26)

Corollary 9.3.7 AssumeN≥ 4,u∈C([−T , T ] :Y 0,0,−N(R×T))∩C1([−T , T ] :
H−N−1(R× T)), f ∈ C([−T , T ] : H−N(R× T)), T ∈ [0, 1/2], and

[∂t + ∂3
x − ∂−1

x ∂
2
y ]u = ∂xf on R× T× [−T , T ].
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Then, for any s1 > 1/2 and s2 > 1/2,

||u||L1
T
L∞ ≤ Cs1,s2T 1/2[||J s1x u||L∞T L2 + ||J s1−1

x J s2y u||L∞T L2 + ||J s1x f ||L1
T
L2 ].
(9.3.27)

Corollary 9.3.8 AssumeN≥ 4,u∈C([−T , T ] :Y 0,0,−N(R×T))∩C1([−T , T ] :
H−N−1(R× T)), f ∈ C([−T , T ] : H−N(R× T)), T ∈ [0, 1/2], and

[∂t − ∂5
x − ∂−1

x ∂
2
y ]u = ∂xf on R× T× [−T , T ].

Then, for any s1 > 1/2 and s2 > 1/2,

||u||L1
T
L∞ ≤ Cs1,s2T 1/2[||J s1x u||L∞T L2 + ||J s1−3/2

x J s2y u||L∞T L2 + ||J s1x f ||L1
T
L2 ].

(9.3.28)

The assumptionN ≥ 4 in Corollaries 9.3.6, 9.3.7, and 9.3.8 (and also in Theorems
9.6.1, 9.6.2, and 9.6.3 in Section 9.6) is related to ∂tu ∈ C([−T , T ] : H−N−1).

Proof of Corollary 9.3.6. Without loss of generality, we may assume that u ∈
C([−T , T ] : Y∞(T × T)) ∩ C1([−T , T ] : H∞(T × T)), and f ∈ C([−T , T ] :
H∞(T×T)). It suffices to prove that if s1 = 7/8+ε and s2 = 1/2+ε, ε ∈ (0, 10−3],
then

||Q̃2j
y Q

j
xu||L1

T
L∞ ≤ Cε2−εj/2T 1/2[||J s1x u||L∞T L2 + ||J s1x f ||L1

T
L2 ], (9.3.29)

and

||Q2j+k
y Qjxu||L1

T
L∞ ≤ Cε2−ε(j+k)/2T 1/2[||J s1−1

x J s2y u||L∞T L2 + ||J s1x f ||L1
T
L2 ],
(9.3.30)

for any integers j ≥ 0 and k ≥ 1.
For (9.3.29), we partition the interval [−T , T ] into 2j equal intervals of length

2T 2−j , denoted by [aj,l, aj,l+1), l = 1, . . . , 2j . The term in the left-hand side of
(9.3.29) is dominated by

2j∑
l=1

||1[aj,l ,aj,l+1)(t)Q̃
2j
y Q

j
xu||L1L∞

≤ C2−j/2T 1/2
2j∑
l=1

||1[aj,l ,aj,l+1)(t)Q̃
2j
y Q

j
xu||L2L∞ . (9.3.31)

By Duhamel’s formula, for t ∈ [aj,l, aj,l+1],

u(t) = W(3)(t − aj,l)[u(aj,l)] +
∫ t
aj,l

W(3)(t − s)[∂xf (s)] ds.

It follows from (9.3.1) that

||1[aj,l ,aj,l+1)(t)Q̃
2j
y Q

j
xu||L2L∞ ≤ Cε2(3/8+ε/2)j ||Q̃2j

y Q
j
xu(aj,l)||L2

+Cε2(3/8+ε/2)j2j ||1[aj,l ,aj,l+1)(t)Q̃
2j
y Q

j
xf ||L1L2 . (9.3.32)
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Combining (9.3.31) and (9.3.32), the left-hand side of (9.3.29) is dominated by

Cε2
−εj/2T 1/2

⎡⎣2−j
2j∑
l=1

||J s1x u(aj,l)||L2 + ||J s1x f ||L1L2

⎤⎦ .
This leads to (9.3.29).

The proof of (9.3.30) is similar: the only difference is that we partition the interval
[−T , T ] into 2j+k equal intervals of length 2T 2−j−k , denoted by [bj,l, bj,l+1), l =
1, . . . , 2j+k and use (9.3.2) instead of (9.3.1). The term in the left-hand side of
(9.3.30) is dominated by

C2−(j+k)/2T 1/2
2j+k∑
l=1

||1[bj,l ,bj,l+1)(t)Q
2j+k
y Qjxu||L2L∞ . (9.3.33)

It follows from Duhamel’s formula and (9.3.2) that

||1[bj,l ,bj,l+1)(t)Q
2j+k
y Qjxu||L2L∞ ≤ Cε2(3/8+ε/2)j ||Q2j+k

y Qjxu(bj,l)||L2

+Cε2(3/8+ε/2)j2j ||1[bj,l ,bj,l+1)(t)Q
2j+k
y Qjxf ||L1L2 . (9.3.34)

Combining (9.3.33) and (9.3.34), the left-hand side of (9.3.30) is dominated by

Cε2
−ε(j+k)/2T 1/2

⎡⎣2−j−k
2j+k∑
l=1

||J s1−1
x J s2y u(bj,l)||L2 + ||J s1x f ||L1L2

⎤⎦ .
This leads to (9.3.30). �

Proof of Corollary 9.3.7. This is similar to the proof of Corollary 9.3.6. To con-
trol ||Q̃2j

y Q
j
xu||L1

T
L∞ , we partition the interval [−T , T ] into 2j equal subintervals,

and use Duhamel’s formula and the bound (9.3.3). To control ||Q2j+k
y Q

j
xu||L1

T
L∞ ,

we partition the interval [−T , T ] into 2j+k equal subintervals, and use Duhamel’s
formula and the bound (9.3.4). �

Proof of Corollary 9.3.8. This is also similar to the proof of Corollary 9.3.6. To con-
trol ||Q̃3j

y Q
j
xu||L1

T
L∞ , we partition the interval [−T , T ] into 22j equal subintervals,

and use Duhamel’s formula and the bound (9.3.5). To control ||Q3j+k
y Q

j
xu||L1

T
L∞ ,

we partition the interval [−T , T ] into 22j+k equal subintervals, and use Duhamel’s
formula and the bound (9.3.6). �

9.4 PROOF OF THEOREMS 9.1.1, 9.1.2, AND 9.1.3

In this section we prove Theorems 9.1.1, 9.1.2, and 9.1.3. For Theorems 9.1.1
and 9.1.2 we rely on the bounds (9.3.26) and (9.3.27) with s1 + 2s2 = 3. For
Theorem 9.1.3 we rely on the bound (9.3.6) with s1 + 3s2 = 5/2. We write in detail
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only the proof of Theorem 9.1.2 and indicate the minor changes needed for Theorems
9.1.1 and 9.1.3. For simplicity of notation, in this section we writeH∞,Hs ,Hs1,s2 ,
Y∞, Y s , Y s1,s2,s , and Zs(3) instead of H∞(R × T), Hs(R × T), Hs1,s2(R × T),
Y∞(R× T), Y s(R× T), Y s1,s2,s(R× T), and Zs(3)(R× T), respectively.

For ε ∈ (0, 1/2], we define the operators Rε on H∞(R× T) by

R̂εg(ξ, n) = [ψ0(εξ)− ψ0(ξ/ε)]ψ0(εn)ĝ(ξ, n), (9.4.1)

whereψ0 is defined in the proof of Theorem 9.3.1. Clearly,Rε extends to a bounded
operator on Lp(R× T), p ∈ [1,∞], uniformly in ε.

We start with a local wellposedness result:

Lemma 9.4.1 Assume φ ∈ Y∞. Then there is T = T (||φ||Y 3) > 0 and a solution
u ∈ C([−T , T ] : Y∞) ∩ C1([−T , T ] : H∞) of the initial value problem{

∂tu+ ∂3
xu− ∂−1

x ∂
2
yu+ u∂xu = 0 in C([−T , T ] : H∞);

u(0) = φ. (9.4.2)

Proof of Lemma 9.4.1. This is known. See, for instance, [5, Section 4] for the proof
in the case of functions in Y∞(R × R); the same argument applies in the case of
functions in Y∞(R× T). �

We assume now that φ ∈ Y∞ ∩ Z2
(3).

Lemma 9.4.2 Assume u ∈ C([−T , T ] : Y∞)∩C1([−T , T ] : H∞) is a solution of
(9.4.2) and φ ∈ Z2

(3). Then,

||u||L∞
T
Z2
(3)
≤ C(||φ||Z2

(3)
) (9.4.3)

for some constant C(||φ||Z2
(3)
) independent of T .

Remark. For Theorem 9.1.3 the bound (9.4.3) is replaced with

||u||L∞
T
Z1
(5)
≤ C(||φ||Z1

(5)
).

Also, the space Z2
(3) is replaced with Z1

(5) throughout.

Proof of Lemma 9.4.2. This is also known. The main ingredient is the conservation
of the energies Es(3), s = 0, 1, 2, defined in (9.1.2), (9.1.3), and (9.1.4),

Es(3)(u(t)) = Es(3)(φ), s = 0, 1, 2, (9.4.4)

for any t ∈ [−T , T ]. The identities (9.4.4) are justified in [11, section 3] (on R×R),
using suitable approximations of the solutionu and estimating the commutators. The
proof in [11, section 3] depends only on the Sobolev imbedding theorem and clearly
works in the case of functions defined on R×T. Given (9.4.4), the proof of (9.4.3)
is standard (see, for instance, [11, Proposition 5]). �

Next, we prove a global bound for ||u||L1
T
L∞ + ||∂xu||L1

T
L∞ .



PERIODIC KP-I EQUATION 195

Lemma 9.4.3 Assume u ∈ C([−T , T ] : Y∞)∩C1([−T , T ] : H∞) is a solution of
(9.4.2) and φ ∈ Z2

(3). Then there is a constant c(||φ||Z2
(3)
) such that

∫ t2
t1

||u(t)||L∞ + ||∂xu(t)||L∞ dt ≤ 1, (9.4.5)

for any t1, t2 ∈ [−T , T ] with

t2 − t1 ≤ c(||φ||Z2
(3)
). (9.4.6)

In particular,

||u||L1
T
L∞ + ||∂xu||L1

T
L∞ ≤ C(T , ||φ||Z2

(3)
). (9.4.7)

Proof of Lemma 9.4.3. First, we observe that

Z2
(3) ↪→ H 2,1.

We apply Corollary 9.3.7 to both u and ∂xu, with s1 = s2 = 2/3. We note also that
||J 2
x g||L2 +||J 2/3

x J
2/3
y g||L2 ≤ C||g||H 2,1 , for any g ∈ H∞. It follows from (9.3.27)

that∫ t2
t1

||u(t)||L∞ + ||∂xu(t)||L∞ dt

≤ C(t2 − t1)1/2
[
||u||L∞

T
H 2,1 +

∫ t2
t1

||J 2
x (u

2)(t)||L2 dt

]
≤ C(t2 − t1)1/2A,

where

A = ||u||L∞
T
H 2,1 +

∫ t2
t1

||u2(t)||L2 + ||(u∂2
xu)(t)||L2 + ||(∂xu)2(t)||L2 dt

≤ C||u||L∞
T
Z2
(3)

[
1 +

∫ t2
t1

||u(t)||L∞ + ||∂xu(t)||L∞ dt
]
.

The inequality (9.4.5) follows from (9.4.3) and the restriction (9.4.6). �

We can now control ||u||L∞
T
Y s , s > 7.

Lemma 9.4.4 Assume u ∈ C([−T , T ] : Y∞)∩C1([−T , T ] : H∞) is a solution of
(9.4.2) and φ ∈ Z2

(3). Then, for s > 7,

||u||L∞
T
Y s ≤ C(s, T , ||φ||Z2

(3)∩Y s ). (9.4.8)

Proof of Lemma 9.4.4. We show first that for any s ≥ 1,

||J sx u||L∞T L2 ≤ C(s, T , ||φ||Z2
(3)
)||J sx φ||L2 . (9.4.9)
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We start from the identity (9.4.2), apply J sx , multiply by 2J sx u, and integrate in x
and y. The result is

∂t

∫
R×T

(J sx u(t))
2 dxdy = −

∫
R×T

J sx (u(t)∂xu(t)) · J sx u(t) dxdy.

We apply the Kato-Ponce commutator estimate (Lemma 9.A.1) with f = u(t) and
g = ∂xu(t). Integration by parts then shows that

∂t ||J sx u(t)||2L2 ≤ Cs ||J sx u(t)||2L2(||u(t)||L∞ + ||∂xu(t)||L∞). (9.4.10)

The bound (9.4.9) then follows from (9.4.7).
A similar argument, using the operator ∂y instead of J sx , shows that

||J 1
y u||L∞T L2 ≤ C(T , ||φ||Z2

(3)
)||J 1

y φ||L2 . (9.4.11)

Next, we show that for any ε > 0,

||J 3+ε
x u||L∞T L∞ ≤ C(ε, T , ||φ||Z2

(3)∩H 7+3ε,1). (9.4.12)

In view of (9.4.9) and (9.4.11), it suffices to prove that

||J 3+ε
x g||L∞ ≤ Cε ||g||H 7+3ε,1 , ε > 0 (9.4.13)

for any g ∈ Y∞. This is elementary:

||J 3+ε
x g||L∞ ≤ C

∞∑
j,k=0

2(3+ε)j || ̂
Q
j
xQkyg||L1 ≤ C

∞∑
j,k=0

2(3+ε)j2(j+k)/2|| ̂
Q
j
xQkyg||L2

≤ C||g||H 7+3ε,1

∞∑
j,k=0

2(7j+2εj+k)/2(2(7+3ε)j + 2k)−1,

which gives (9.4.13).
Next, we show that for s > 7,

||∂x∂yu||L∞
T
L2 ≤ C(s, T , ||φ||Z2

(3)∩Hs ). (9.4.14)

We start from the identity (9.4.2), apply ∂x∂y , multiply by 2∂x∂yu, and integrate in
x and y. After integration by parts, the result is

∂t ||∂x∂yu(t)||2L2 ≤ C
∣∣∣∣ ∫

R×T

∂xu(t) · (∂x∂yu(t))2 dxdy
∣∣∣∣

+ C
∣∣∣∣ ∫

R×T

∂2
xu(t) · ∂yu · ∂x∂yu(t) dxdy

∣∣∣∣
≤ C||∂xu(t)||L∞||∂x∂yu(t)||2L2 + C||∂2

xu(t)||L∞||∂yu(t)||L2 ||∂x∂yu(t)||L2 .

The bound (9.4.14) follows from (9.4.11) and (9.4.12).
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A similar argument shows that for s > 7,

||∂2
x ∂yu||L∞T L2 ≤ C(s, T , ||φ||Z2

(3)∩Hs ). (9.4.15)

We also note that, for any t ∈ [−T , T ],
||∂yu(t)||L∞ ≤ C(||∂2

yu(t)||L2 + ||∂2
x ∂yu(t)||L2) (9.4.16)

(see the proof of (9.4.13)). We apply ∂2
y to the identity (9.4.2), multiply by 2∂2

yu,
and integrate in x and y. After integration by parts, the result is

∂t ||∂2
yu(t)||2L2 ≤ C||∂xu(t)||L∞||∂2

yu(t)||2L2

+ C||∂yu(t)||L∞||∂x∂yu(t)||L2 ||∂2
yu(t)||L2

≤ C(s, T , ||φ||Z2
(3)∩Hs )(||∂

2
yu(t)||2L2 + 1),

by using (9.4.12), (9.4.14), (9.4.15), and (9.4.16). It follows that

||∂2
yu||L∞T L2 ≤ C(s, T , ||φ||Z2

(3)∩Hs ),

for s > 7. Thus, using (9.4.15) and (9.4.16),

||∂yu||L∞
T
L∞ ≤ C(s, T , ||φ||Z2

(3)∩Hs ), s > 7. (9.4.17)

An argument as in the proof of (9.4.9) shows that for any s ≥ 1 and t ∈ [0, T ],
||J sy u(t)||2L2 ≤Cs

∫ t
0
||u(t ′)||2Y s (||u(t ′)||L∞

+ ||∂xu(t ′)||L∞ + ||∂yu(t ′)||L∞) dt ′. (9.4.18)

We show now that for any s ≥ 1 and t ∈ [0, T ],
||J sx (∂−1

x ∂y)u(t)||2L2

≤ Cs
∫ t

0
||u(t ′)||2Y s (||u(t ′)||L∞ + ||∂xu(t ′)||L∞ + ||∂yu(t ′)||L∞) dt ′.

(9.4.19)

We start from the identity (9.4.2), apply J sx (∂
−1
x ∂y)R

ε , multiply by 2J sx (∂
−1
x ∂y)R

εu,
and integrate in x and y. The result is

∂t ||J sx (∂−1
x ∂y)R

εu(t)||2
L2 ≤ C

∣∣∣∣ ∫
R×T

J sxR
ε(u(t)∂yu(t)) · J sx (∂−1

x ∂y)R
εu(t) dxdy

∣∣∣∣
≤ C

∣∣∣∣ ∫
R×T

J sx [u(t)Rε∂yu(t)] · J sx (∂−1
x ∂y)R

εu(t) dxdy

∣∣∣∣
+ C||J sx (∂−1

x ∂y)R
εu(t)||L2 ||J sx [u(t)Rε∂yu(t)− Rε(u(t)∂yu(t))]||L2 .

Using the Kato-Ponce inequality (Lemma 9.A.1) and the Sobolev imbedding theo-
rem, it follows easily that

∂t ||J sx (∂−1
x ∂y)R

εu(t)||2
L2 ≤ Cs ||u(t)||2Y s (||u(t)||L∞ + ||∂xu(t)||L∞ + ||∂yu(t)||L∞)

+ Cs ||u(t)||Y s [||(Rε − I )J s+3u(t)||L2 ||J s+3u(t)||L2

+ ||(Rε − I )J s+1(u2(t))||L2 ].
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We integrate this inequality from 0 to t and let ε → 0. The bound (9.4.19) follows
from the Lebesgue dominated convergence theorem.

A similar argument shows that for any s ≥ 1 and t ∈ [0, T ],
||J sy (∂−1

x ∂y)u(t)||2L2

≤ Cs
∫ t

0
||u(t ′)||2Y s (||u(t ′)||L∞ + ||∂xu(t ′)||L∞ + ||∂yu(t ′)||L∞) dt ′.

(9.4.20)

The bound (9.4.8) now follows from (9.4.9), (9.4.17), (9.4.18), (9.4.19), and
(9.4.20). �

The following corollary follows from Lemma 9.4.1 and Lemma 9.4.4 :

Corollary 9.4.5 Assume φ ∈ Y∞ ∩ Z2
(3). Then there is a global solution u ∈

C(R : Y∞) ∩ C1(R : H∞) of the initial value problem (9.4.2) with

||u||L∞Z2
(3)
≤ C(||φ||Z2

(3)
).

We turn now to the proof of Theorem 9.1.2. For later use, we prove a stronger
uniqueness property.

Lemma 9.4.6 Assume N ≥ 4 and u1, u2 ∈ C([a, b] : Y 2s,s,−N) ∩ C1([a, b] :
H−N−1), s > 3/4, are solutions of the equation

∂tu+ ∂3
xu− ∂−1

x ∂
2
yu+ u∂xu = 0 on R× T× [a, b], (9.4.21)

and u1(t0) = u2(t0) for some t0 ∈ [a, b]. Then u1 ≡ u2.

Remark. For Theorems 9.1.1 and 9.1.3, the space C([a, b] : Y 3/2+,3/4+,−N) ∩
C1([a, b] :H−N−1)has to be replaced withC([a, b] :Y 15/8+,15/16+,−N)∩C1([a, b] :
H−N−1) and C([a, b] : Y 3/2+,1/2+,−N) ∩ C1([a, b] : H−N−1), respectively. Com-
pare with the local wellposedness theorems 9.6.1, 9.6.2, and 9.6.3.

Proof of Lemma 9.4.6. Clearly,

||u1||L∞[a,b]Y 2s,s,−N + ||u2||L∞[a,b]Y 2s,s,−N ≤ C0. (9.4.22)

Thus,

||u1||L∞[a,b]Lp + ||u2||L∞[a,b]Lp ≤ C for p ∈ [2, 4]. (9.4.23)

Using Corollary 9.3.7 for uj and ∂xuj , j = 1, 2, we have

||uj ||L1
[a′,b′]L

∞ + ||∂xuj ||L1
[a′,b′]L

∞

≤ Cs(b′ − a′)1/2[||J 2s
x uj ||L∞[a′,b′]L2 + ||J sy uj ||L∞[a′,b′]L2 + ||J 2s

x u
2
j ||L1

[a′,b′]L
2 ]
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for any [a′, b′] ⊆ [a, b], with b′ − a′ ≤ 1. We use the Kato-Ponce commutator
estimate (Lemma 9.A.1) on the last term and the bound (9.4.22). As in Lemma
9.4.3, it follows that

||uj ||L1
[a′,b′]L

∞ + ||∂xuj ||L1
[a′,b′]L

∞ ≤ 1/10, j = 1, 2, (9.4.24)

whenever b′ − a′ ≤ c0. It suffices to prove that u1(t) = u2(t) for |t − t0| ≤ c0. Let
u = u1 − u2 and v = (u1 + u2)/2. It follows from (9.4.21) that⎧⎨⎩∂tu+ ∂

3
xu− ∂−1

x ∂
2
yu+ ∂x(uv) = 0 on R× T× [a, b];

u(t0) = 0.
(9.4.25)

We apply the operator Rε (defined in (9.4.1)) to (9.4.25), multiply by 2Rεu, and
integrate in x and y. The result is

∂t ||Rεu(t)||2L2 = 2
∫

R×T

Rε(u(t)v(t))∂xR
εu(t) dxdy

≤ 2||∂xv(t)||L∞||Rεu(t)||2L2 + ||∂xRεu(t)||L2 ||Rε(u(t)v(t))
− Rε(u(t))v(t)||L2 .

For |t − t0| ≤ c0, we integrate from t0 to t , use (9.4.24), and absorb the first term of
the right-hand side into the left-hand side. The result is

||Rεu||2
L∞{|t−t0 |≤c0}L

2 ≤ C
∫
|t−t0|≤c0

||Rε(u(t)v(t))− Rε(u(t))v(t)||L2 dt.

We let ε → 0. By (9.4.23) and the Lebesgue dominated convergence theorem, it
follows that u(t) = 0 if |t − t0| ≤ c0, as desired. �

We construct now the solution u.

Lemma 9.4.7 Assumeφ ∈ Z2
(3). Then there is a solutionu ∈ C(R : Y 2,1,0)∩C1(R :

H−1) of the initial value problem (9.1.12). In addition,

sup
t∈R

||u(t)||Z2
(3)
≤ C(||φ||Z2

(3)
), (9.4.26)

and

||u||L1
T
L∞ + ||∂xu||L1

T
L∞ ≤ C(T , ||φ||Z2

(3)
), (9.4.27)

for any T ≥ 0.

Remark. In Theorem 9.1.3, the solution u constructed at this stage is in C(R :
Y 2,2/3,−1) ∩ C1(R : H−3).

Proof of Lemma 9.4.7. We adapt the Bona-Smith approximations [1] to our an-
isotropic setting. Assume φ ∈ Z2

(3) and let φk = P k(3)φ, k = 1, 2, . . ., where

P̂ k(3)g(ξ, n) = ĝ(ξ, n)1[0,k](|ξ |)1[0,k2](|n|). (9.4.28)
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For k ≥ 1 let

hφ(k) =
[∑
n∈Z

∫
ξ2+|n|≥k2

|φ̂(ξ, n)|2(1 + ξ 2 + n2/ξ 2)2 dξ

]1/2

. (9.4.29)

Clearly, hφ is nonincreasing in k and

lim
k→∞hφ(k) = 0. (9.4.30)

Using Plancherel theorem, it is easy to see that

||φ − φk||L2 ≤ C(||φ||Z2
(3)
)k−2hφ(k), k ≥ 1, (9.4.31)

and

||J sx φk||L2 ≤ C(||φ||Z2
(3)
)ks−2, k ≥ 1, s = 3, 4. (9.4.32)

Let uk ∈ C(R : Y∞) denote global solutions of (9.4.2), with uk(0) = φk . Using
(9.4.3) and (9.4.7)

||uk||L∞Z2
(3)
≤ C(||φ||Z2

(3)
), (9.4.33)

and

||uk||L1
T
L∞ + ||∂xuk||L1

T
L∞ ≤ C(T , ||φ||Z2

(3)
), T ≥ 0, (9.4.34)

uniformly in k = 1, 2, . . ..
For 1 ≤ k ≤ k′ let vk,k′ = uk − uk′ . For any T ≥ 0 we show that

||vk,k′ ||L∞
T
Y 2,1,0 ≤ C(T , ||φ||Z2

(3)
)hφ(k)

1/8, 1 ≤ k ≤ k′. (9.4.35)

The bound (9.4.31) and the uniqueness argument show that

||vk,k′ ||L∞
T
L2 ≤ C(T , ||φ||Z2

(3)
)k−2hφ(k), 1 ≤ k ≤ k′. (9.4.36)

By interpolating with (9.4.33),

||∂−1
x ∂yvk,k′ ||L∞T L2 ≤ C(T , ||φ||Z2

(3)
)k−1[hφ(k)]1/2, 1 ≤ k ≤ k′, (9.4.37)

and

||J 1
x vk,k′ ||L∞T L2 ≤ C(T , ||φ||Z2

(3)
)k−1[hφ(k)]1/2, 1 ≤ k ≤ k′. (9.4.38)

Also, using (9.4.9) and (9.4.32),

||J sx uk||L∞T L2 ≤ C(T , ||φ||Z2
(3)
)ks−2, k ≥ 1, s = 3, 4. (9.4.39)
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We control now ||J 2
x vk,k′ ||L∞T L2 . Note that u2

k − u2
k′ = 2ukvk,k′ − v2

k,k′ and

{
∂tvk,k′ + ∂3

x vk,k′ − ∂−1
x ∂

2
y vk,k′ + ∂x(ukvk,k′ − v2

k,k′/2) = 0 in C(R : H∞);
vk,k′(0) = φk,k′ .

(9.4.40)

We apply ∂2
x to this identity, multiply by 2∂2

x vk,k′ , and integrate in x and y. After
integration by parts, the result is

∂t ||∂2
x vk,k′(t)||2L2 ≤ C

∣∣∣∣ ∫
R×T

∂xvk,k′(t)[∂2
x vk,k′(t)]2 dxdy

∣∣∣∣
+ C

∣∣∣∣ ∫
R×T

∂xuk(t)[∂2
x vk,k′(t)]2 dxdy

∣∣∣∣
+ C

∣∣∣∣ ∫
R×T

∂3
xuk(t)[∂xvk,k′(t)]2 dxdy

∣∣∣∣
+ C

∣∣∣∣ ∫
R×T

∂4
xuk(t)vk,k′(t)∂xvk,k′(t) dxdy

∣∣∣∣.
Using (9.4.36), (9.4.38), and (9.4.39), it follows that

∂t ||∂2
x vk,k′(t)||2L2 ≤ C(T , ||φ||Z2

(3)
)(||∂xuk(t)||L∞+||∂xuk′(t)||L∞)

(hφ(k)
1/2 + ||∂2

x vk,k′(t)||2L2).

The bound (9.4.34) shows that ||∂2
x vk,k′ ||L∞T L2 ≤ C(T , ||φ||Z2

(3)
)hφ(k)

1/4, thus

||J 2
x vk,k′ ||L∞T L2 ≤ C(T , ||φ||Z2

(3)
)hφ(k)

1/4. (9.4.41)

By interpolating with (9.4.33),

||J 1
y vk,k′ ||L∞T L2 ≤ C(T , ||φ||Z2

(3)
)hφ(k)

1/8. (9.4.42)

The bound (9.4.35) follows from (9.4.30), (9.4.37), (9.4.41), and (9.4.42).

Remark. For Theorem 9.1.3 we also need the bound

||J−1(∂−1
x ∂y)vk,k′ ||L∞T L2 ≤ C(T , ||φ||Z1

(5)
)k−1. (9.4.43)

To prove (9.4.43) we start from the identity

∂tvk,k′ − ∂5
x vk,k′ − ∂−1

x ∂
2
y vk,k′ =−(1/2)∂x[vk,k′(uk + uk′)]

in C([−T , T ] : H∞),
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apply the operator RεJ−1(∂−1
x ∂y), multiply by 2RεJ−1(∂−1

x ∂y)vk,k′ , and integrate
in x and y. The result is

∂t ||RεJ−1(∂−1
x ∂y)vk,k′(t)||2L2

≤ C
∣∣∣∣ ∫

R×T

RεJ−1∂y(vk,k′(t)(uk(t)+ uk′(t))) · RεJ−1(∂−1
x ∂y)vk,k′(t) dxdy

∣∣∣∣
≤ C||vk,k′(t)||L2(||uk(t)||L∞ + ||uk′(t)||L∞)||RεJ−1(∂−1

x ∂y)vk,k′(t)||L2 .

The bound (9.4.43) follows from (9.4.34) and (9.4.36).

It follows from (9.4.35) that {uk}∞k=1 is a Cauchy sequence inC([−T , T ] : Y 2,1,0),
for any T ≥ 0. Let u ∈ C(R : Y 2,1,0) denote its limit. Since ∂3

xuk − ∂−1
x ∂

2
yuk +

uk∂xuk → ∂3
xu− ∂−1

x ∂
2
yu+ u∂xu in C([−T , T ] : H−1), for any T ≥ 0, and

uk(t) = φk −
∫ t

0
∂3
xuk(t

′)− ∂−1
x ∂

2
yuk(t

′)+ uk(t ′)∂xuk(t ′) dt ′, (9.4.44)

we have ∂tu ∈ C(R : H−1) and u is a solution of (9.1.12). The bounds (9.4.26) and
(9.4.27) follow from the uniform bounds (9.4.33) and (9.4.34). �

We prove now the identities (9.1.13).

Lemma 9.4.8 Let u denote the solution constructed in Lemma 9.4.7. Then

Es(3)(u(t)) = Es(3)(φ)
for s = 0, 1, 2 and t ∈ R.

Remark. For Theorem 9.1.3, the corresponding identities areEs(5)(u(t)) = Es(5)(φ)
for s = 0, 1 and t ∈ R. The imbedding Y 2,1,0 ↪→ L∞, which is used in the proofs
of Lemmas 9.4.8 and Lemma 9.4.9 below, has to be replaced with the imbedding
Y 2,2/3,−1 ↪→ L3, which is easy to prove.

Proof of Lemma 9.4.8. For s = 0, 1, the identities follow directly from the corre-
sponding identities for the functions uk (see (9.4.4)) and the fact that uk → u in
C([−T , T ] : Y 2,1,0), T ∈ [0,∞). For s = 2, the uniqueness argument shows that
it suffices to prove that

E2
(3)(u(t)) ≤ E2

(3)(φ) (9.4.45)

for any t ∈ R.
From the definition of the functions φk ,

lim
k→∞φk = φ in Z2

(3).

In particular, φk → φ ∈ L2∩L∞. Thus, each one of the seven terms in the definition
(9.1.4) of E2

(3)(φk) converges to the corresponding term in E2
(3)(φ). Thus,

lim
k→∞E

2
(3)(φk) = E2

(3)(φ). (9.4.46)
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We show now that

E2
(3)(u(t)) ≤ lim inf

k→∞ E
2
(3)(uk(t)) (9.4.47)

for any t ∈ R. We combine three of the terms in the definition of E2
(3) and rewrite

E2
(3)(g)=

5

6

∫
(∂−2
x ∂

2
y g − g2/2)2 dxdy + 3

2

∫
(∂2
x g)

2 dxdy + 5
∫
(∂yg)

2 dxdy

−5

6

∫
g(∂−1
x ∂yg)

2 dxdy + 5

4

∫
g2∂2
x g dxdy, (9.4.48)

for g ∈ Z2
(3). For any fixed t , uk(t) → u(t) in Y 2,1,0 ↪→ L∞. Thus, all the

terms in the definition (9.4.48) of E2
(3)(uk(t)) converge to the corresponding terms

in E2
(3)(u(t)), with the possible exception of the first term. For the first term, we

note that

||∂−2
x ∂

2
yuk(t)− uk(t)2/2||L2 ≤ C.

Thus, there is a subsequence kl such that

∂−2
x ∂

2
yukl (t)− ukl (t)2/2⇀ v in L2.

Since ukl (t)→ u(t) in L2 ∩ L∞,

∂−2
x ∂

2
yukl (t) ⇀ v + u(t)2/2 in L2.

Since ukl (t)→ u(t) inL2, we have v+u(t)2/2 = ∂−2
x ∂

2
yu(t), and (9.4.47) follows.

Since E2
(3)(uk(t)) = E2

(3)(φk) (see (9.4.4)), the inequality (9.4.45) follows. �

Next, we show that u ∈ C(R : Z2
(3)).

Lemma 9.4.9 Let u denote the solution constructed in Lemma 9.4.7. Then u ∈
C(R : Z2

(3)).

Proof of Lemma 9.4.9. Assume tk ∈ R is a sequence, tk → t0. It suffices to prove
that

lim
l→∞ ∂

−2
x ∂

2
yu(tkl ) = ∂−2

x ∂
2
yu(t0) in L2 (9.4.49)

for some subsequence tkl of tk . We examine the formula (9.4.48). Since u ∈ C(R :
Y 2,1,0) and Y 2,1,0 ↪→ L∞, all the terms in the definition ofE2

(3)(u(t)) are continuous
in t , with the possible exception of the first term. However, since E2

(3)(u(t)) is
constant, it follows that

t → ||∂−2
x ∂

2
yu(t)− u(t)2/2||L2 is continuous on R. (9.4.50)

Thus, for some subsequence tkl of tk ,

∂−2
x ∂

2
yu(tkl )− u(tkl )2/2⇀ v in L2.
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Since u(tkl )→ u(t0) in L2 ∩ L∞,

∂−2
x ∂

2
yu(tkl ) ⇀ v + u(t0)2/2 in L2.

Since u(tkl )→ u(t0) in L2, we have v + u(t0)2/2 = ∂−2
x ∂

2
yu(t0). Thus

∂−2
x ∂

2
yu(tkl )− u(tkl )2/2⇀ ∂−2

x ∂
2
yu(t0)− u(t0)2/2 in L2.

Since ||∂−2
x ∂

2
yu(tkl )−u(tkl )2/2||L2 → ||∂−2

x ∂
2
yu(t0)−u(t0)2/2||L2 (due to (9.4.50)),

it follows that

∂−2
x ∂

2
yu(tkl )− u(tkl )2/2 → ∂−2

x ∂
2
yu(t0)− u(t0)2/2 in L2,

which gives (9.4.49). �

Finally, we prove the continuity of the flow map.

Lemma 9.4.10 Assume T ∈ [0,∞) and φl → φ in Z2
(3) as l →∞. Then ul → u

inC([−T , T ] : Z2
(3)) as l→∞, where ul and u are the solutions to the initial value

problem (9.1.12) corresponding to initial data φl and φ.

Proof of Lemma 9.4.10. We show first that

ul → u in C([−T , T ] : Y 2,1,0). (9.4.51)

For k ≥ 1 let, as before, φlk = P k(3)φl and ulk ∈ C(R+ : Y∞) the corresponding
solutions. The formula (9.4.29) shows easily that

hφl (k) ≤ C(||φ||Z2
(3)
)[hφ(k)+ ||φ − φl||Z2

(3)
]. (9.4.52)

It follows, using (9.4.35), that{ ||uk − u||L∞
T
Y 2,1,0 ≤ C(T , ||φ||Z2

(3)
)hφ(k)

1/8;
||ulk − ul||L∞T Y 2,1,0 ≤ C(T , ||φ||Z2

(3)
)(hφ(k)+ ||φ − φl||Z2

(3)
)1/8.

An argument similar to the proof of (9.4.35), using the bounds

||φlk − φk||L2 ≤ C(||φ||Z2
(3)
)||φ − φl||Z2

(3)
, k, l ≥ 1

and

||J 4
x φ
l
k||L2 + ||J 4

x φk||L2 ≤ C(||φ||Z2
(3)
)k2, k, l ≥ 1,

instead of (9.4.31) and (9.4.32), shows that

||ulk − uk||L∞T Y 2,1,0 ≤ C(T , ||φ||Z2
(3)
)k||φ − φl||1/4

Z2
(3)
.

The limit (9.4.51) follows.
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Finally, we show that

lim
l→∞ ∂

−2
x ∂

2
yu
l = ∂−2

x ∂
2
yu in C([−T , T ] : L2). (9.4.53)

Assume, by contradiction, that (9.4.53) was not true. Then there is ε0 > 0, a
subsequence lj , and a sequence tj ∈ [−T , T ], j = 1, 2, . . . , with the property that

||∂−2
x ∂

2
yu
lj (tj )− ∂−2

x ∂
2
yu(tj )|| ≥ ε0.

We may assume that tj → t0 as j →∞. Using Lemma 9.4.9, it follows that

||∂−2
x ∂

2
yu
lj (tj )− ∂−2

x ∂
2
yu(t0)|| ≥ ε0/2, (9.4.54)

for j large enough. On the other hand, E2
(3)(u

lj (tj )) = E2
(3)(φ

lj ), E2
(3)(u(t0)) =

E2
(3)(φ), using Lemma 9.4.8, and E2

(3)(φ
lj )→ E2

(3)(φ) as j →∞ (since φlj → φ
in Z2

(3)). Thus,

lim
j→∞E

2
(3)(u

lj (tj )) = E2
(3)(u(t0)).

However, it follows from Lemma 9.4.7 and (9.4.51) that

lim
j→∞ u

lj (tj ) = u(t0) in Y 2,1,0.

It follows from the last two limits and the formula (9.4.48) that

lim
j→∞ ||∂

−2
x ∂

2
yu
lj (tj )− ulj (tj )2/2||L2 = ||∂−2

x ∂
2
yu(t0)− u(t0)2/2||L2 .

The same argument as in the proof of Lemma 9.4.9, using a weakly convergent
subsequence, gives a contradiction with (9.4.54). �

9.5 GLOBAL EXISTENCE OF SMOOTH SOLUTIONS

In this section we prove that high Sobolev regularity is globally preserved by the
flow.

Theorem 9.5.1 Assume that s > 7 and φ ∈ Hs(T× T) ∩ Z2
(3)(T× T). Then the

initial value problem (9.1.10) admits a unique solution u ∈ C(R : Hs(T × T) ∩
Z2
(3)(T×T))∩C1(R : H−1(T×T)). In addition, the mapping φ→ u is continuous

from Hs(T×T)∩Z2
(3)(T×T) to C([−T , T ] : Hs(T×T)∩Z2

(3)(T×T)) for any
T ∈ [0,∞).
Theorem 9.5.2 Assume that s > 7 and φ ∈ Hs(R× T) ∩ Z2

(3)(R× T). Then the
initial value problem (9.1.12) admits a unique solution u ∈ C(R : Hs(R × T) ∩
Z2
(3)(R×T))∩C1(R : H−1(R×T)). In addition, the mapping φ→ u is continuous

fromHs(R×T)∩Z2
(3)(R×T) to C([−T , T ] : Hs(R×T)∩Z2

(3)(R×T)) for any
T ∈ [0,∞).



206 CHAPTER 9

Theorem 9.5.3 Assume that s > 7 and φ ∈ Hs(R× T) ∩ Z1
(5)(R× T). Then the

initial value problem (9.1.14) admits a unique solution u ∈ C(R : Hs(R × T) ∩
Z1
(5)(R×T))∩C1(R : H−1(R×T)). In addition, the mapping φ→ u is continuous

fromHs(R×T)∩Z1
(5)(T×T) to C([−T , T ] : Hs(R×T)∩Z1

(5)(R×T)) for any
T ∈ [0,∞).

The restriction s > 7 is related to Lemma 9.4.4. While this restriction may be
easily relaxed, we do not know if Theorems 9.5.1, 9.5.2, and 9.5.3 hold for s = 2.
Variants of Theorems 9.5.1, 9.5.2, and 9.5.3, using the anisotropic Sobolev spaces
Hs1,s2 or the interpolation spaces Y s1,s2,s , are also possible.

As in Section 9.4, we only indicate the proof of Theorem 9.5.2. We keep the
convention of notation explained at the beginning of Section 9.4.

Proof of Theorem 9.5.2. In view of Theorem 9.1.2, we only need to show that
u ∈ C(R : Hs) and the mappingφ→ u is continuous fromHs∩Z2

(3) toC([−T , T ] :
Hs). With the notation in the proof of Lemma 9.4.7, we have the uniform bounds

sup
t∈R

||uk(t)||Z2
(3)
≤ C(||φ||Z2

(3)
), (9.5.1)

and, using Lemma 9.4.4,

||uk||L∞
T
Hs ≤ C(s, T , ||φ||Z2

(3)∩Hs ), T ≥ 0, (9.5.2)

uniformly in k = 1, 2, . . . .An argument similar to the proof of (9.4.35), using the
Kato-Ponce commutator estimate (Lemma 9.A.1), shows that

||vk,k′ ||L∞
T
Y s,s,0 ≤ C(s, T , ||φ||Z2

(3)∩Hs )[||φ−φk||Hs+k
−1/10], 1 ≤ k ≤ k′. (9.5.3)

Thus u ∈ C(R : Hs), as desired.
Assume now that φl → φ in Hs ∩ Z2

(3) as l →∞. The same argument as in the
proof of (9.4.51), using the bound (9.5.3), shows that ul → u in C([−T , T ] : Hs),
which completes the proof of Theorem 9.5.2. �

9.6 LOCAL WELLPOSEDNESS THEOREMS

In this section we prove local well-posedness theorems in the spaces Y s1,s2,−N , for
suitable s1 and s2. For any Banach space X and r > 0 let B(X, r) = {x ∈ X :
||x||X ≤ r}.
Theorem 9.6.1 Assume that N ≥ 4, s ∈ (15/16, 1), and r > 0. Then there is
T = T (s, r) > 0 with the property that for any φ ∈ B(Y 2s,s,−N(T×T), r) there is a
unique solutionu ∈ C([−T , T ] : B(Y 2s,s,−N(T×T), Cr))∩C1(R : H−N−1(T×T))

of the initial value problem (9.1.10).

Theorem 9.6.2 Assume that N ≥ 4, s ∈ (3/4, 1), and r > 0. Then there is
T = T (s, r) > 0 with the property that for any φ ∈ B(Y 2s,s,−N(R× T), r) there is
a unique solution u ∈ C([−T , T ] : B(Y 2s,s,−N(R×T), Cr))∩C1(R : H−N−1(R×
T)) of the initial value problem (9.1.12).
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Theorem 9.6.3 Assume that N ≥ 4, s ∈ (1/2, 1) and r > 0. Then there is
T = T (s, r) > 0 with the property that for any φ ∈ B(Y 3s,s,−N(R× T), r) there is
a unique solution u ∈ C([−T , T ] : B(Y 3s,s,−N(R×T), Cr))∩C1(R : H−N−1(R×
T)) of the initial value problem (9.1.14).

As in Sections 9.4 and 9.5, we only indicate the proof of Theorem 9.6.2. We keep
the convention of notation explained at the beginning of section 9.4.

Proof of Theorem 9.6.2. The uniqueness of the solution follows from Lemma 9.4.6.
To construct the solution, assume φ ∈ B(Y 2s,s,−N, r) and let φk = R1/2kφ, k =
1, 2, . . . ,whereR1/2k is defined in (9.4.1). Clearly, φk ∈ Z2

(3)∩Y∞, ||φk||Y 2s,s,−N ≤
r and limk→∞ φk = φ in Y 2s,s,−N . Let uk ∈ C(R : Y∞), k = 1, 2, . . . , denote
the global solutions of (9.1.12) corresponding to the initial data φk (these global
solutions were constructed in Corollary 9.4.5). The bound (9.4.10) shows that

||J 2s
x uk||L∞T L2 ≤ ||J 2s

x φk||L2 exp

(
C

∫ T
−T

||uk(t)||L∞ + ||∂xuk(t)||L∞ dt
)
, (9.6.1)

for any T ≥ 0. A similar estimate, using the Leibniz rule in Lemma 9.A.2 instead
of the Kato-Ponce commutator estimate, shows that

||J sy uk||L∞T L2 ≤ ||J sy φk||L2 exp

(
Cs

∫ T
−T

||uk(t)||L∞ + ||∂xuk(t)||L∞ dt
)
. (9.6.2)

As in Lemma 9.4.6, it follows from Corollary 9.3.7 and the Kato–Ponce commutator
estimate (Lemma 9.A.1) that∫ T
−T

||uk(t)||L∞ + ||∂xuk(t)||L∞ dt
≤ CT 1/2(||J 2s

x uk||L∞T L2 + ||J sy uk||L∞T L2 + ||J 2s
x (u

2
k)||L1

T
L2)

≤ CT 1/2(||J 2s
x uk||L∞T L2 + ||J sy uk||L∞T L2)

(
1 +
∫ T
−T

||uk(t)||L∞ + ||∂xuk(t)||L∞ dt
)
.

(9.6.3)

We substitute (9.6.1) and (9.6.2) into (9.6.3) to show that∫ T
−T

||uk(t)||L∞+||∂xuk(t)||L∞ dt

≤ CrT 1/2 exp

(
Cs

∫ T
−T

||uk(t)||L∞ + ||∂xuk(t)||L∞ dt
)
.

Thus, if T ≤ T0(s, r) is sufficiently small,∫ T
−T

||uk(t)||L∞ + ||∂xuk(t)||L∞ dt ≤ C(s, r)T 1/2, (9.6.4)

uniformly in k. For such a T , it follows from (9.6.1) and (9.6.2) that

||uk||L∞
T
H 2s,s ≤ Cr
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uniformly in k. An argument similar to the proof of (9.4.43) shows that

||J−N(∂−1
x ∂y)uk||L∞T L2 ≤ Cr.

Thus,

||uk||L∞
T
Y 2s,s,−N ≤ Cr, (9.6.5)

uniformly in k.
We now let k→∞. Let vk,k′ = uk − uk′ , 1 ≤ k ≤ k′. The uniqueness argument

in Lemma 9.4.6 and the bound (9.6.4) show that

||vk,k′ ||L∞
T
L2 ≤ C||φk,k′ ||Y 2s,s,−N .

An argument similar to the proof of (9.4.43) shows that

||J−N(∂−1
x ∂y)vk,k′ ||L∞T L2 ≤ C||φk,k′ ||Y 2s,s,−N .

Therefore, uk is a Cauchy sequence in C([−T , T ] : Y 0,0,−N). Let u ∈ C([−T , T ] :
Y 0,0,−N) denote its limit. As in (9.4.44), u is a solution of the initial value problem
(9.1.12) and u ∈ C1([−T , T ] : H−N−1). The uniform bound (9.6.5) shows that

||u||L∞
T
Y 2s,s,−N ≤ Cr. (9.6.6)

Finally, we show that u ∈ C([−T , T ] : H 2s,s). The same argument as in the
proof of Lemma 9.4.9, using weakly convergent subsequences, shows that it suffices
to prove that the maps t → ||J 2s

x u(t)||L2 and t → ||J sy u(t)||L2 are (uniformly)
continuous on [−T , T ]. Assume, by contradiction, that the map t → ||J 2s

x u(t)||L2

is not uniformly continuous on [−T , T ], so there is ε0 > 0 and sequences tl, t ′l ⊂[−T , T ], l = 1, 2, . . . , |tl − t ′l | → 0 as l→∞, with the property that

||J 2s
x u(t

′
l )||L2 − ||J 2s

x u(tl)||L2 ≥ ε0. (9.6.7)

We fix l large enough such that |tl−t ′l | is sufficiently small (compared to ε0). Without
loss of generality (due to the uniqueness of solutions), we may assume tl = 0, so
utl = φ. We repeat the approximation argument at the beginning of the proof and
use (9.6.1) and (9.6.4) with T = T (ε0, s, r) sufficiently small. It follows that

||J 2s
x uk(t

′
l )||L2 ≤ ||J 2s

x φ||L2 + ε0/2,
provided that t ′l is sufficiently small, which is in contradiction with (9.6.7). The
proof of the continuity of the map t → ||J sy u(t)||L2 is similar, using (9.6.2) instead
of (9.6.1). �

APPENDIX 9A. TWO LEMMAS

For s ≥ 0 let J s
R

denote the operator on S ′(R) defined by the Fourier multiplier
ξ → (1 + ξ 2)s/2 and J s

T
denote the operator on S ′(T) defined by the Fourier

multiplier m→ (1 +m2)s/2.
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Lemma 9.A.1 (a) If s ≥ 1 and f, g ∈ H 3/2+(R), then

||J s
R
(fg)− f J s

R
g||L2 ≤Cs[||J sRf ||L2 ||g||L∞

+ (||f ||L∞ + ||∂f ||L∞)||J s−1
R
g||L2 ]. (9.A.1)

(b) If s ≥ 1 and f, g ∈ H 3/2+(T), then

||J s
T
(fg)− f J s

T
g||L2 ≤Cs[||J sTf ||L2 ||g||L∞

+ (||f ||L∞ + ||∂f ||L∞)||J s−1
T
g||L2 ]. (9.A.2)

Proof of Lemma 9.A.1. Part (a) follows from the Kato-Ponce commutator estimate
[6, Lemma X1]. We use part (a) to prove part (b). We may assume f, g ∈ C∞(T)
and fix 1 = ψ1 + ψ2 a partition of unity, with ψ1, ψ2 : R → [0, 1], ψ1, ψ2 smooth
and periodic with period 2π , ψ1 supported in

⋃
m∈Z

[2πm + π/4, 2πm + 7π/4],
and ψ2 supported in

⋃
m∈Z

[2πm− 3π/4, 2πm+ 3π/4]. Given f, g ∈ C∞(T), let
f̃ ∈ C∞(R) denote the periodic extension of f , and

g̃1(x) = g(x)ψ1(x)1[0,2π ](x), g̃2(x) = g(x)ψ2(x)1[−π,π ](x).

Clearly, g̃1, g̃2 ∈ C∞0 (R). Also,

FT(fg)(m) =
∑
l∈{1,2}

FR(f̃ g̃l)(m).

Using the Poisson summation formula (9.3.10),

J s
T
(fg)(x) = (2π)−1

∑
m∈Z

FT(fg)(m)(1 +m2)s/2eimx

= (2π)−1
∑
l∈{1,2}

∑
m∈Z

FR(f̃ g̃l)(m)(1 +m2)s/2eimx

=
∑
l∈{1,2}

∑
μ∈Z

J s
R
(f̃ g̃l)(x + 2πμ),

for any x ∈ T. A similar computation shows that

f (x)J s
T
g(x) =

∑
l∈{1,2}

∑
μ∈Z

f (x)J s
R
g̃l(x + 2πμ),

for any x ∈ T. Thus,

||J s
T
(fg)− f J s

T
g||L2(T) ≤ C

∑
l∈{1,2}

||J s
R
(f̃ g̃l)− f̃ J sRg̃l||L2(R). (9.A.3)

We fix two smooth functions ψ̃1, ψ̃2 : R → [0, 1], ψ̃1 supported in [π/10, 19π/10]
and equal to 1 in [π/5, 9π/5], ψ̃2 supported in [−9π/10, 9π/10] and equal to 1
in [−4π/5, 4π/5]. Then f̃ g̃l = (f̃ ψ̃l)g̃l , l = 1, 2. Thus, the right-hand side of
(9.A.3) is dominated by

C
∑
l∈{1,2}

[
||J s

R
((f̃ ψ̃l)g̃l)− (f̃ ψ̃l)J sRg̃l||L2(R) + ||f̃ (1 − ψ̃l)J sRg̃l||L2(R)

]
. (9.A.4)
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Using (9.A.1) and the simple observations ||J s
R
(f̃ ψ̃l)||L2(R) ≤ Cs ||J sTf ||L2(T) and

||J s−1
R
g̃l||L2(R) ≤ Cs ||J s−1

T
g||L2(T), l = 0, 1, the first term in (9.A.4) is dominated

by the right-hand side of (9.A.2). For the second term in (9.A.4), we notice that

|J s
R
g̃l(x)| ≤ Cs ||g||L∞(1 + |x|)−2,

for x in the support of (1 − ψ̃l). Thus, the second term in (9.A.4) is dominated by
C||f ||L2 ||g||L∞ , which completes the proof of (9.A.2). �

Lemma 9.A.2 (a) If s ∈ (0, 1) and f, g ∈ H 1/2+(R) then

||J s
R
(fg)− f J s

R
g||L2 ≤ Cs ||J sRf ||L2 ||g||L∞ . (9.A.5)

(b) If s ∈ (0, 1) and f, g ∈ H 1/2+(T) then

||J s
T
(fg)− f J s

T
g||L2 ≤ Cs ||J sTf ||L2 ||g||L∞ . (9.A.6)

Proof of Lemma 9.A.2. Part (a) follows from [8, Theorem A.12]. Part (b) then
follows from part (a) using the same argument as in Lemma 9.A.1. �
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Chapter Ten

The Cauchy Problem for the Navier-Stokes Equations
with Spatially Almost Periodic Initial Data

Y. Giga, A. Mahalov, and B. Nicolaenko

10.1 INTRODUCTION

We consider the Cauchy problem for the Navier-Stokes equations (n ≥ 2) :
∂tu− ν�u+ (u,∇)u+ ∇p = 0, div u = 0 in Rn × (0, T ), (10.1.1)

u|t=0 = u0 (div u0 = 0) in Rn, (10.1.2)

when the initial data u0 is spatially nondecreasing, in particular almost periodic. We
use a standard convention of notation; u(x, t) = (u1(x, t), . . . , un(x, t)) represents
the unknown velocity field while p(x, t) represents the unknown pressure field;
ν > 0 denotes the kinematic viscosity and ∂tu = ∂u/∂t , (u,∇) =∑ni=1 u

i∂xi , ∂xi =
∂/∂xi , ∇p = (∂x1p, . . . , ∂xnp) with x = (x1, . . . , xn).

It is by now well known ([CK], [Ca], [CaM], [GIM], [KT]) that the problem
(10.1.1)–(10.1.2) admits a local in time-classical solution for any bounded initial
data. It is unique under an extra assumption for pressure. It is also well known
[GMS] that the solution is global in time if the space dimension n= 2. By the
translation invariance in space variables for (10.1.1)–(10.1.2) and the uniqueness of
the solution it is clear that if the initial data u0 is spatially periodic, so is the solution.

Our goal in this note is to show that if u0 is spatially almost periodic in the sense of
Bohr [AG], [Co], so is the solution. This fact follows from continuity of the solution
with respect to initial data in uniform topology. Fortunately, such a result follows
from analysis developed in [GIM]. However, this persistency of almost periodicity
is not noted elsewhere, so we shall give its statement as well as its proof. We note
that considerations of solutions not decaying at infinity such as corresponding to
almost periodic initial data are essential in the development of mathematical theory
for homogeneous statistical solutions [FMRT], [VF].

It turns out that this persistency property also holds for the three-dimensional
Navier-Stokes equation in a rotating frame with almost periodic initial data (10.1.2):

ut −ν�u+ (u,∇)u+�e3×u+∇p = 0, div u = 0 in R3× (0, T ), (10.1.3)

with � ∈ R, where e3 = (0, 0, 1) is the direction of the axis of rotation. In
[GIMM] we have proved its local solvability for some class of bounded initial data
not necessarily decaying at space infinity. Since we are forced to use a homogeneous
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Besov space, a more specific argument is necessary to prove the persistence of almost
periodicity. We shall prove this result in Section 10.3.

An almost periodic function always has its mean value [AG], [Co]. However, the
converse does not hold. Nevertheless, we also prove that existence of mean value
is preserved for the Navier-Stokes flow even if the initial velocity is not necessarily
almost periodic.

10.2 PERSISTENCE OF ALMOST PERIODICITY

We first recall a well-known existence result. Let L∞σ (Rn) be the space of all
divergence-free essentially bounded vector fields on Rn equipped with essential
supremum norm ‖ · ‖∞. Let BUC(Rn) be the space of all bounded uniformly
continuous functions on Rn. The spaceBUCσ (Rn)(= BUC(Rn)∩L∞σ ) is evidently
a closed subspace ofL∞σ (Rn). The spaceC(I,X) denotes the space of all continuous
functions from I toX, where X is a Banach space. We do not distinguish the space
of vector-valued and scalar functions.

Proposition 10.2.1 ([GIM]). (Existence and uniqueness). Assume that u0 ∈
BUCσ (Rn). There exists T0 > 0 and a unique classical solution (u,∇p) of
(10.1.1)–(10.1.2) such that

(i) u ∈ C([0, T0], BUCσ (Rn)) and u is smooth in Rn × (0, T0);
(ii) sup0<t<T0

‖u‖∞(t) <∞;
(iii) ∇p = ∇∑ni,j=1 RiRju

iui , where Ri = ∂xi (−�)−1/2.

Moreover, t1/2∇u ∈ C([0, T0], L∞σ (Rn)) and T0‖u0‖2∞ ≥ C0 with a constant
depending only on n.

Remark 10.2.2

(i) One is able to take T0 arbitrary large number for n = 2. In particular, there
is a global in time unique smooth solution u for any u0 ∈ BUCσ (Rn) (and
more generally for u0 ∈ L∞σ (Rn)) [GMS].

(ii) As observed in [GIM], we need some restriction of the form of ∇p to have
the uniqueness.

Lemma 10.2.3 (Continuity with respect to initial data). Let uk be the bounded
(smooth) solution Rn × (0, T ) of the Navier-Stokes equations for initial data u0k ∈
BUCσ (Rn) for k = 1, 2, . . . . Assume that sup0≤t≤T ‖uk‖∞(t) ≤ M . Then the
following two properties hold.

(i) ‖u1(·, t) − u2(·, t)‖∞ ≤ C‖u01 − u02‖∞, t ∈ [0, T ] with C depending only
on n, T , andM .

(ii) If u0k converges to u0 in L∞σ (Rn), then the solution u with initial data u0

exists for Rn × (0, T ), and it is the uniform limit of uk in Rn × (0, T ).
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Proof. This is easy to prove by applying arguments in [GIM]. The solution in [GIM]
is the mild solution of an integral equation so uk satisfies

uk(t) = et�u0k −
∫ t

0
div e(t−s)�P(uk ⊗ uk)ds, (10.2.1)

where P = (δij + RiRj ) and et�f is the solution of the heat equation with initial
data f , i.e., (et�f )(x) = (Gt ∗ f )(x) with Gt(x) = (4πt)−n/2 exp(−|x|2/4t). By
(10.2.1) it is clear that the difference u1 − u2 fulfills

u1(t)−u2(t) = et�(u01−u02)−
∫ t

0
div e(t−s)�P((u1⊗u1)−(u2⊗u2))ds. (10.2.2)

Since

‖div et�Pf ‖∞ ≤ Ct−1/2‖f ‖∞ (10.2.3)

by [GIM], estimating (10.2.2) yields

‖u1 − u2‖∞(t)≤‖u01 − u02‖∞ + 2C
∫ t

0
(t − s)−1/2(‖u1‖∞

+‖u2‖∞)(‖u1 − u2‖∞(s))ds
so that

sup
0<τ<t

‖u1 − u2‖∞(τ ) ≤ ‖u01 − u02‖∞ + 4C2Mt1/2 sup
0<τ<t

‖u1 − u2‖∞(τ ).
If 8CMt1/2 ≤ 1/2, then we have

sup
0<τ<t

‖u1 − u2‖∞(τ ) ≤ 2‖u01 − u02‖∞.
We divide [0, T ] into [0, T1], [T1, T2], . . . , [TN, T0] so that the length of each time
interval is less than (16CM)−2 and repeat this argument on each interval to get (i).

If {u0k} is the Cauchy sequence in L∞σ (Rn), {uk} is the Cauchy sequence in
L∞(Rn × (0, T )) (= the space of all essentially bounded functions in Rn × (0, T ))
by (i). Thus, sending k to infinity in (10.2.1) yields (ii) if we note (10.2.3). �

We now recall the notion of almost periodicity in the sense of Bohr [AG], [Co].
Let f be in BUC(Rn). We say that f is almost periodic if the set

�f = {f (· + ξ)|ξ ∈ Rn} ⊂ L∞(Rn)
is relatively compact in L∞(Rn), i.e., any sequence in �f has a convergent subse-
quence in L∞(Rn). (Actually, uniformly continuity assumption is redundant. In
fact, if f is bounded continuous and �f is relatively compact in L∞(Rn), then f
must be uniformly continuous [AG], [Co]). If f is periodic in (x1, . . . , xn), i.e.,

f (x + η) = f (x) for all x ∈ Rn

for some η = (η1, . . . , ηn), ηi > 0, i = 1, . . . , n, then �f is identified with a
torus

∏n
i=1(R/ηiZ) so any periodic function is almost periodic. A finite sum of

periodic continuous functions inL∞ is almost periodic. If an infinite sum of periodic
continuous functions converges in L∞(Rn), then it is almost periodic.

We are now in position to state our main result.
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Theorem 10.2.4 Assume that u0 ∈ BUCσ (Rn) is almost periodic. Let u be the
bounded (smooth) solution of the Navier-Stokes equation in Rn× (0, T ) with initial
data u0 in Proposition 10.2.1. Then u(·, t) is almost periodic as a function of Rn

for all t ∈ (0, T ).
Proof. Letu(t) = u(·, t) be the solution (in Proposition 10.2.1) of the Navier-Stokes
equation with initial data u0. We denote the mapping u0 "−→ u(t) by S(t).

Since the Navier-Stokes equations are invariant under translation in the space
variable, the solution uη with initial data u0η(x) = u0(x + η), η ∈ Rn fulfills
uη(x, t) = u(x + η, t). Thus S(t) maps �u0 onto �u(t). Since

sup
0<t<T

‖uη‖∞(t) = sup
0<t<T

‖u‖∞(t)
is independent of η, Lemma 10.1 implies that S(t) is a well-defined continuous
mapping from the closure �̄u0 onto �̄u(·,t). Thus, if �̄u0 is relatively compact, so is
�̄u(·,t). We now conclude that u(·, t) is almost periodic. �

10.3 THREE-DIMENSIONAL NAVIER-STOKES EQUATIONS

IN A ROTATING FRAME

We shall show persistence of almost periodicity for the Cauchy problem (10.1.2)–
(10.1.3). For this problem it seems impossible to establish wellposedness for L∞-
initial data. We recall a result of existence of a unique local solution for (10.1.2)–
(10.1.3) [GIMM](see also [S]). Let W be

W = {u ∈ L∞σ (R3)|∂u/∂x3 = 0 in R3 in the sense of distribution}.
An element of this space is often called a two-dimensional three-component diver-
gence free-vector field. We need to recall a Besov space,

Ḃ0
∞,1(R

3) = {f ∈ S ′(R3)|f =
∞∑

j=−∞
ϕj ∗ f in S ′ (R3),

‖f ‖Ḃ0∞,1 :=
∞∑

j=−∞
‖ϕj ∗ f ‖∞ <∞},

where {ϕj }∞j=−∞ is the Littlewood-Paley decomposition satisfying

ϕ̂j (ξ)= ϕ̂0(2
−j ξ) ∈ C∞0 (R3), supp ϕ̂0 ⊂ {1/2 ≤ |ξ | ≤ 2},

∞∑
j=−∞

ϕ̂j (ξ) = 1(ξ �= 0);

here ϕ̂ denotes the Fourier transform of ϕ and C∞0 (Rn) is the space of all smooth
functions with compact support in Rn.

We need to prepare several function spaces. We say that u ∈ L∞σ (R3) admits
vertical averaging if

lim
L→∞

1

2L

∫ L
−L
u(x1, x2, x3)dx3 = ū(x1, x2)
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exists almost everywhere (a.e.). The vector field ū is called the vertical average of
u(x1, x2, x3). Let L∞σ,a be the topological direct sum of the form

L∞σ,a = W ⊕ B0

with

B0 = {u ∈ Ḃ0
∞,1 ∩ L∞σ |ū(x1, x2) = 0 a.e.(x1, x2) ∈ R2}.

We often consider a smaller space,

X=BUCσ,a := {u ∈ L∞σ,a(R3)|u ∈ BUC(R3)}
= {u = u1 + u2|u1 ∈ W ∩ BUC, u2 ∈ B0}.

The second identity follows from the fact that B0 ⊂ BUC. The spaceX is equipped
with the norm

‖u‖X = ‖u1‖L∞ + ‖u2‖Ḃ0∞,1
and it is a Banach space. We shall fix � ∈ R below.

Proposition 10.3.1 ([GIMM]). Assume that u0 ∈ X. There exists T0 > 0 and a
unique classical solution (u,∇p) of (10.1.2)–(10.1.3) such that

(i) u ∈ C([0, T0), X) for any δ > 0 and u is smooth in R3 × (0, T0).

(ii)

∂p

∂x�
= ∂

∂x�

3∑
i,j=1

RiRju
iuj −�R�(R2u

1 − R1u
2), � = 1, 2, 3.

Moreover, t1/2∇u ∈ C([0, T0];L∞σ (R3)) and T0
(‖u0‖2

X + 1
) ≥ c0 with a positive

constant c0.

Proposition 10.3.2 (Continuity with respect to initial data). Let uk be the
bounded (smooth) solution in R3 × (0, T ) of the Navier-Stokes equations (10.1.3)
in a rotating frame with initial data u0k ∈ X for k = 1, 2, . . . Assume that
sup0≤t<T ‖uk‖∞(t) ≤ M . Then the following two properties hold:

(i) ‖u1(·, t) − u2(·, t)‖∞ ≤ C‖u01 − u02‖X, t ∈ (0, T ) with C depending only
on T andM .

(ii) If {u0k}∞k=1 converges to u0 inX, then the solution u with initial data u0 exists
for R3 × (0, T ) and it is the uniform limit in R3 × (0, T ).

Proof of Proposition 10.3.2. This is easy to prove by applying arguments in [GIMM].
The solution in [GIMM] is the mild solution of an integral equation, so uk fulfills

uk(t) = e−A(�)tu0k −
∫ t

0
dive−A(�)(t−s)�P(uk ⊗ uk)ds

with A(�) = −� + �PJP, where Ja = e3 × a for a ∈ R3. We estimate the
difference u1 − u2 similarly to [GIMM, (4.8)] and obtain

‖u1 − u2‖∞(t) ≤ ‖u01 − u02‖X + 2CM
∫ t

0
(t − s)−1/2‖u1 − u2‖∞(s)ds,
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with a constant C > 0. As before, we apply the Gronwall inequality [GMS] to get

‖u1 − u2‖∞(t) ≤ C1‖u01 − u02‖XeC2t , t ∈ (0, T ),
with some positive constants C1, C2 depending only on C and M . This yields (i).
From (i) it follows (ii) as before. �

We are now in position to state our main result.

Theorem 10.3.3 Assume that u0 ∈ X is almost periodic. Let u be the bounded
(smooth) solution of the Navier-Stokes equations (10.1.3) in a rotating frame in
R3×(0, T )with initial data u0 in Proposition 10.3.1. Then u(·, t) is almost periodic
as a function of Rn.

The proof parallels that of Theorem 10.2.4 by setting the solution operator S(t) :
u0 "→ u(·, t) if we use the next lemma.

Lemma 10.3.4 A function f ∈ Ḃ0∞,1(Rn) is almost periodic if and only if �f is
relatively compact in f ∈ Ḃ0∞,1(Rn).

Proof. It suffices to prove “only if” part since Ḃ0∞,1 ⊂ L∞ is continuous. Suppose
that�f (⊂ Ḃ0∞,1) is relatively compact in L∞(Rn). Then any sequence {fηk } ⊂ �f
has a convergent subsequence {f� = f (·+ηk(�))} → f0 in L∞(R3) as �→∞. We
note that

‖ϕi ∗ f�‖∞ = ‖ϕi ∗ f ‖∞ for all i ∈ Z.

to get

‖f� − f0‖Ḃ0∞,1 ≤
∑
|i|≥N

‖ϕi ∗ (f� − f0)‖∞

+
∑

|i|≤N−1

‖(f� − f0) ∗ ϕi‖∞ ≤ 2
∑
|i|≥N

‖ϕi ∗ f ‖∞ + CN‖f� − f ‖∞

with CN = 2N‖ϕ0‖L1 . Sending �→∞, we observe that

lim
�→∞ sup ‖f� − f0‖Ḃ0∞,1 ≤ 2

∑
|i|≥N

‖ϕi ∗ f ‖∞.

Since f ∈ Ḃ0∞,1, the right-hand side tends to zero as N → ∞ so f� → f0 and
f0 ∈ Ḃ0∞,1. �

Remark 10.3.5 We note that�e3 × u restricted to divergence-free vector fields is
a skew-symmetric operator in (10.1.3). The fast singular oscillating limit (large �)
of the 3D Navier-Stokes equations in a rotating frame (10.1.3) with almost periodic
initial data (10.1.2) will be considered elsewhere. Global regularity for large � of
solutions of the three-dimensional Navier-Stokes equations in a rotating frame with
initial data on arbitrary periodic lattices and in bounded cylindrical domains in R3

was proven in [BMN1], [BMN2], [BMN3], and [MN] without any conditional as-
sumptions on the properties of solutions at later times. The method of proving global
regularity for large fixed� is based on the analysis of fast singular oscillating limits
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(singular limit � → +∞), nonlinear averaging, and cancellation of oscillations
in the nonlinear interactions for the vorticity field. It uses harmonic analysis tools
of Littlewood-Paley dyadic decomposition and lemmas on restricted convolutions
to prove global regularity of the limit-resonant three-dimensional Navier-Stokes
equations which holds without any restriction on the size of initial data and strong
convergence theorems for large �.

10.4 AVERAGING PROPERTY

As proved in [AG], [Co] an almost periodic function has the mean value at least for
functions of one variable. We shall study a class of functions having its mean value.

Definition 10.4.1 Let D be a bounded C1 domain in Rn containing the origin.
Let χD be its characteristic function, i.e., χD(x) = 1 if x ∈ D and χD(x) = 0
if x �∈ D. Let χRD(x) = χD(x/R)R−n|D|−1 for R > 0, where |D| denotes the
Lebesgue measure of D. (By definition,

∫
Rn χ

R
Ddx = 1.) A function f ∈ L∞(D) is

said to have its D-mean value if χRD ∗ f converges to a constant c uniformly in Rn

as R→∞. The constant c is called D-mean value of f .

Example 10.4.2 For any ξ ∈ Rn the function eiξx has its mean value for any D.
This is trivial if ξ = 0, so we may assume ξ �= 0. By rotation of coordinates we
may assume ξ1 �= 0 for ξ = (ξ1, . . . , ξn). Integrating by parts, we observe that

(χRD ∗ f )(x) =
1

Rn|D|
∫
RD

f (x − y)dy = − 1

Rn|D|
∫
∂(RD)

n1
eiξ(x−y)

iξ1
dHn−1(y),

where n = (n1, . . . , nn) is the outer unit normal of ∂(RD) = R(∂D) = {Rx|x ∈
∂D} and dHn−1 is the area element. Thus, ‖χRD ∗ f ‖∞ → 0 as R → ∞. Thus,
unless ξ = 0, the mean value of eiξx equals zero. Since one can prove that an almost
periodic function is a uniform limit of Bochner-Fejer trigonometric polynomials as
proved in [AG], [Co] (for n = 1), an almost periodic function has itsD-mean value
for allD. (Note that a uniform limit of {fm} always has itsD-mean value if fm has
its D-mean value.)

Evidently, even if a function has itsD-mean value for anyD, this does not imply
the function is almost periodic. For example f (x) = eiaxe−εx2

, x ∈ R, a �= 0, ε >
0 has mean value zero, but it is not at all almost periodic. However, f ∈ Ḃ0∞,1 if

ε is taken sufficiently small so that the support of f̂ is away from the origin. This
implies that an element of Ḃ0∞,1 is not necessarily almost periodic though it has
mean value zero for any D.

Lemma 10.4.3 A function f ∈ Ḃ0∞,1 has D-mean value zero for any D.

Proof. It suffices to prove that ϕj ∗ f has D-mean value zero for all j ∈ Z since
fm → f in Ḃ0∞,1 implies fm → f in L∞ for fm = �|j |≤mϕj ∗ f . Let {ψ̂�}N�=1 ⊂
C∞0 (Rn) be a partition of unity of the support of ϕj and supp ψ̂� does not intersect
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the plane {ξk = 0} for some k = 1, . . . , n (kmay depend on �). Then there is ρ� ∈ S
such that ψ̂� = iξk ρ̂�. Thus we observe

ψ� ∗ ϕj ∗ f = ∂k(ρ� ∗ ϕj ∗ f )
to get

FR(x) := (χRD ∗ψ�∗ϕj ∗f )(x) = − 1

Rn|D|
∫
∂(RD)

nk(ρ�∗ϕj ∗f )(x−y)dHn−1(y).

We estimate FR to get

|FR(x)| ≤ 1

Rn|D| ‖ρ� ∗ ϕj ∗ f ‖∞Hn−1(∂(RD))→ 0

since ρ� ∗ ϕj ∈ L1 is independent of R. Thus,

ϕj ∗ f =
N∑
�=1

ψ� ∗ ϕj ∗ f

has D-mean value zero. The proof is now complete. �

An element of BUC having its mean value for someD may not have mean value
for another D. Here is an example. We consider

f (x) = x√
x2 + 1

(cos log
√
x2 + 1 − sin log

√
x2 + 1),

which is the derivative of

g(x) =
√
x2 + 1 cos log

√
x2 + 1.

If D = (−1, 1), the mean value exists and equals zero by uniform continuity of
f . If D = (−1/2, 3/2), the mean value does not exist. Indeed, (χRD ∗ f )(0) =
1
R
(g(3R/2)− g(R/2)) does not converge as R→∞.
Our goal in this section is to prove that existence of mean value is preserved for

the Navier-Stokes flow.

Theorem 10.4.4 Assume that u0 hasD-mean value c ∈ Rn. Then the solution u of
the Navier-Stokes equation with initial data u0 (in Proposition 10.2.1) hasD-mean
value c for all t ∈ (0, T0).

Proof. Since u solves (10.2.1), i.e.,

u(t) = et�u0 −
∫ t

0
div(e(t−s)� P(u⊗ u))ds, (10.4.1)

it suffices to prove that et�u0 has D-mean value c and that the second term F(t)
of (10.4.1) belongs to Ḃ0∞,1 if we note that any element of Ḃ0∞,1 has D-mean value
zero (Lemma 10.3). We shall prove these facts in the next lemmas. �

Lemma 10.4.5 (i) If a ∈ BUC(Rn) has D-mean value c ∈ R, then f ∗ a has D-
mean value c

∫
Rn f dx provided that f ∈ L1(Rn). In particular, et�a has D-mean

value c. (ii) If u ∈ L∞(Rn × (0, T )), then F(t) ∈ Ḃ0∞,1(Rn).
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Proof. (i) This is clear since

‖χRD ∗ f ∗ a − f ∗ c‖∞ = ‖(χRD ∗ a − c) ∗ f ‖∞ ≤ ‖f ‖L1‖χRD ∗ a − c‖∞ → 0

as R→∞.
(ii) We shall recall an estimate

‖∇et�f ‖Ḃ0∞,1 ≤
C

t1/2
‖f ‖Ḃ0∞,∞ (10.4.2)

found, for example, in [I]. (Here the space Ḃ0∞,∞(⊂ S ′) is defined as the dual space
of

Ḃ0
1,1 = {f ∈ S ′|f =

∞∑
j=−∞

f ∗ ϕj in S ′,

‖f ‖Ḃ0
1,1
=

∞∑
j=−∞

‖ϕj ∗ f ‖L1 <∞}.)

Using this estimate for F(t), we observe that

‖F(t)‖Ḃ0∞,1 ≤
∫ t

0

C

(t − s)1/2 |P| ‖u‖
2
∞(s)ds,

where |P| is the operator norm in Ḃ0∞,∞, which is finite (see, e.g., [A]); here we
invoked the property that ‖f ‖Ḃ0∞,∞ ≤ C ′‖f ‖∞. This estimate yields that F(t) ∈
Ḃ0∞,1. �

Remark 10.4.6 (i) The estimate (10.4.2) also implies (10.2.3) if we note that
‖f ‖∞ ≤ ‖f ‖Ḃ0∞,1 . (ii) A similar result holds for the Navier-Stokes equation in a

rotating frame. In this case we have to assume that W component of the initial data
u0 has D-mean value.
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Chapter Eleven

Longtime Decay Estimates for the
Schrödinger Equation on Manifolds

I. Rodnianski and T. Tao

11.1 INTRODUCTION

Let (M, g) = (R3, g) be a compact perturbation of Euclidean space1 R3, thusM is
R3 endowed with a smooth metric g which equals the Euclidean metric outside of
a Euclidean ball B(0, R0) := {x ∈ R3 : |x| ≤ R0} for some fixed R0. We consider
smooth solutions to the Schrödinger equation

ut = −iHu, (11.1)

where for each time t , u(t) : M → C is a Schwartz function on M , and H is the
Hamiltonian operator

H := −1

2
�M,

where �M := ∇j∇j is the Laplace-Beltrami operator (with ∇j denoting covariant
differentiation with respect to the Levi-Civita connection, in contrast with the Eu-
clidean partial derivatives ∂j ). Note thatH is positive definite and self-adjoint with
respect to the natural inner product

〈u, v〉L2(M) :=
∫
M

u(x)v(x) dg(x), (11.2)

where dg := √det gij (x)dx is the standard volume element induced by the metric
g. In fact, the spectrum of H consists entirely of absolutely continuous spectrum
on the positive real axis [0,+∞), in particular H has no eigenvalues or resonances
at any energy. In particular,H enjoys a standard functional calculus on L2(M), the
Hilbert space associated to the inner product, and one can define the homogeneous
Sobolev norms ‖u‖Ḣ s (M) := ‖Hs/2u‖L2(M) onM using fractional powers of H for
all −1 ≤ s ≤ 1. (One can of course define these norms for other s also, but there

1 The analysis we give here also extends to higher dimensions n> 3, and are in fact slightly easier in
those cases, but for simplicity of exposition we restrict our attention to the physically important three-
dimensional case and to compact perturbations. The hypothesis thatM is topologically R3 is technical
but in any event is forced upon us by the nontrapping hypothesis, which we introduce below; see [14].
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are some technicalities when s is too negative that we do not wish to address here.)
Thus, for instance, ‖u‖Ḣ 0(M) = ‖u‖L2(M) and

‖u‖2
Ḣ 1(M)

= 〈u,Hu〉L2(M) =
1

2

∫
M

|∇u|2g dg. (11.3)

It is well known (see [2]) that for any time t0 and any Schwartz initial data
u0 there exists a unique global-in-time Schwartz solution u : R × M → C to
(11.1) with initial data u(0) = u0; indeed, we have u(t) = e−itH u0. In this paper
we develop a quantitative variant of Enss’s method to obtain a new global-in-time
local smoothing estimate for such solutions; to avoid needless technicalities we
shall always restrict ourselves to Schwartz solutions. The methods here extend to
more general classes of Hamiltonians than those considered here; for instance, they
can handle asymptotically flat manifolds of dimension n≥ 3 as well as short-range
potentials, provided that there are no resonances or eigenfunctions at zero; however,
to simplify the exposition, we have chosen to restrict attention to the simple case of
zero potential and compact perturbations of three-dimensional Euclidean space. We
shall pursue more general Hamiltonians in [9] using a somewhat different method
(based on limiting absorption principles).

Let us begin by recalling some earlier results. In the case whereM is Euclidean
space Rn, so that H = H0 := − 1

2�R3 is just the free Hamiltonian, then we have
the well-known global-in-time local smoothing estimate (see [3], [11], [15]), which
we shall phrase as∫ ∞

−∞
‖〈x〉−1/2−σ∇e−itH0u0‖2

L2(R3)

+‖〈x〉−3/2−σ e−itH0u0‖2
L2(R3)

dt ≤ Cσ‖u0‖2
Ḣ 1/2(R3)

(11.4)

for any σ > 0 and any Schwartz initial data f , where 〈x〉 := (1+ |x|2)1/2. It is well
known that the condition on σ is sharp (there is a logarithmic divergence in the
left-hand side when σ = 0).

Now we suppose that (M, g) = (R3, g) is a compact perturbation of Euclidean
space obeying the nontrapping condition. It is known (see [2], [5]) that one has the
local-in-time local smoothing estimate∫

I

‖〈x〉−1/2−σ∇e−itH u0‖2
L2(M)

+‖〈x〉−3/2−σ e−itH u0‖2
L2(M)

dt ≤ Cσ,I,M‖u0‖2
Ḣ 1/2(M)

(11.5)

for all compact time intervals I ⊂ R, where the constant on the right-hand side
is allowed to depend on I , if and only if the manifold M is nontrapping, i.e., ev-
ery geodesic s "→ x(s) in M eventually goes to spatial infinity, as has a theory
for the Schrödinger equation as s → ±∞. To understand why the nontrapping
condition is necessary, observe that the localization in time means that the low and
medium energies are easily controlled (for instance, by using the Sobolev embed-
ding Ḣ 1/2(M) ⊆ L3(M) and Hölder’s inequality, noting that at low and medium
energies ∇e−itH u0 is also in Ḣ 1/2(M)), and so one only needs to understand the
evolution of the high energies, which evolve semiclassically. The semiclassical
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limit of the estimate (11.5) is the estimate
∫

R〈x(s)〉−1−2σ |ẋ(s)|2 ds ≤ Cσ,M |ẋ(0)|
for any geodesic s "→ x(s), which is easily seen to hold if and only if the manifold
is nontrapping (this also explains the requirement that σ > 0). Of course, one needs
semiclassical tools such as pseudo-differential operators and the positive commu-
tator method in order to make this argument rigorous; see [2], [5] (or Section 11.6)
for more details.

The main result of this paper is to unify the global-in-time Euclidean estimate
(11.4) with the local-in-time manifold estimate (11.5) as follows.

Theorem 11.1.1 Let M be a smooth compact perturbation of R3 which is non-
trapping and which is smoothly diffeomorphic to R3. Then, for any Schwartz solution
u(t, x) to (11.1) and any σ > 0, we have∫

R
‖〈x〉−1/2−σ∇e−itH u0‖2

L2(M)
(11.6)

+‖〈x〉−3/2−σ e−itH u0‖2
L2(M)

dt ≤ Cσ,M‖u0‖2
Ḣ 1/2(M)

.

In other words, the constant Cσ,I,M in (11.5) can be taken to be independent of the
interval I .

As mentioned earlier, this is not the strongest result that one could obtain with
this method; our purpose here is merely to illustrate a model example in which the
method applies. By using different methods (in particular the limiting absorption
principle) we were able to obtain results for more general Hamiltonians; see [9].
However, we believe the method we present here still has some merit; in particular,
it is conceptually straightforward and seems to have some hope of generalizing to
more “time-dependent” or “nonlinear” situations in which spectral theory tools are
less useful. For instance, the methods here were already used in [13] to obtain new
results on the asymptotic behavior of focusing nonlinear Schrödinger equations, at
least in the spherically symmetric case.

We now informally discuss the proof of the theorem. First note that this esti-
mate is already proven whenM is Euclidean space R3, and we are only considering
manifolds M that are compact perturbations of Euclidean space. Thus it is rea-
sonable to expect that the only difficulties in proving (11.6) will arise from the
compact region B(0, R0), and indeed by modifying the proof of (11.4) we will be
able to show that a global-in-time local smoothing estimate in a slight enlargement
B(0, R) ofB(0, R0)will automatically imply the full estimate (11.6). Thus we may
(heuristically, at least) restrict our attention to a ball such as B(0, R).

Next, we use the spectral theorem to decompose the evolution (11.1) into low-
energy, medium-energy, and high-energy components. The high-energy compo-
nents turn out to be treatable by the same positive commutator arguments used to
prove the local-in-time estimate (11.5). From heuristic viewpoint, this is because
high-energy components propagate very quickly and thus only linger in the com-
pact region B(0, R) for a very short period of time, after which they escape into the
Euclidean region of M and never return to B(0, R) again. Of course, the nontrap-
ping hypothesis is essential here. At a more technical level, the reason why we can
adapt the arguments used to prove (11.5) is that the error terms generated by the



226 CHAPTER 11

positive commutator method are lower order than the main term, and can thus be
absorbed by the main term in the high-energy regime even when the time interval I
is unbounded.

The low-energy components are easy to treat, but for a different reason, namely
that there is an “uncertainty principle” that shows that solutions that have extremely
low energy cannot be concentrated entirely in the compact region K , and thus the
low energies cannot be the dominant component to the local smoothing estimate
inside this region K . This is ultimately a reflection of the well-known fact that a
HamiltonianH = − 1

2�M with no potential does not have any resonances or bound
states at zero or negative energies.

The most interesting component to treat is the medium energies regime, which
requires new methods. These are energies that are not high enough to behave semi-
classically and escape the compact region K by means of the nontrapping hypoth-
esis, but which are not low enough to escape the compact region K by means of
the uncertainty principle. Fortunately, there is a third mechanism by which we can
force solutions of the Schrödinger equation to escape the compact regionK , namely
the Ruelle-Amrein-Georgescu-Enss (RAGE) theorem. The point is that (as is well
known) H contains no embedded eigenfunctions in the medium-energy portion of
the spectrum (or indeed anywhere in the spectrum), and so the RAGE theorem then
ensures that any given solution to (11.1) must eventually vacate the region K after
some time T . We recall the abstract version of the RAGE Theorem (see, e.g., [8]).

Theorem 11.1.2 (RAGE) LetH be a self-adjoint operator on a Hilbert space H.
If C : H → H is a compact operator and u0 lies in the continuous subspace of H ,
then

lim
T→∞

1

T

∫ T
0
‖Ce−itH u0‖2

H = 0.

The RAGE theorem played a crucial role in Enss’s approach to scattering for
Schrödinger operatorsH = H0 +V , [6]. In fact, our treatment of medium energies
can be viewed as a quantitative version of Enss’s method in a sense that we use
both the RAGE type inequality and the decomposition into incoming and outgoing
waves, also a major part of Enss’s work, but derive an a priori estimate, as opposed
to a qualitative result about completeness of the wave operators. The other major
difference is that in scattering theory, density arguments allow one to consider only
medium energies and compactly supported data, whereas we must necessarily treat
all energy ranges and allow our data to have arbitrary support.

One might object that the RAGE theorem is “qualitative” in nature, in that the
time T required for a solution to leave K depends on the choice of solution and
thus need not be uniform. However, because we have localized the solution in both
frequency (to medium energies) and position (to the regionK), and because we can
use linearity to normalize the H 1/2(M) norm of u, the solution is in fact effectively
contained in a compact region of (quantum) phase space. Because of this, one can
make the time T required for a solution to leave K to be uniform for all medium-
energy solutions u.

There is, however, still a remaining difficulty for medium-energy solutions, which
is that once a solution leaves the compact regionK one needs to ensure that it does not
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return back toK , since a solution that periodically left and then returned toK would
eventually contribute an infinite left-hand side to (11.6). To resolve this we introduce
a quantitative version of Enss’s method. The starting point is the observation that, in
the exterior of the domainK , any function can be decomposed into “outgoing” and
“incoming” components (very roughly speaking, this corresponds to the spectral
projections χ[0,+∞)(i∂r ) and χ(−∞,0](i∂r)where ∂r is the radial derivative, although
we shall not perform these projections directly due to the singular behavior of the
operator i∂r ). Outgoing components will evolve toward spatial infinity as t →+∞,
whereas incoming components will evolve toward spatial infinity as t → −∞. In
particular, in both cases the solution will not encounter the compact region K , and
the evolution is essentially Euclidean in nature.

Now suppose that a medium-energy solution to (11.1) is localized to K at some
time t0. By the quantitative RAGE theorem, at some later time t0 + T the solution
has mostly vacated the region K . By Enss’s decomposition it can have either out-
going or incoming components. But one can show that there is almost no incoming
component, because if we evolved backward in time from t0 + T back to t0 we
see that the incoming component would have evolved back to a region far away
from K , and thus be orthogonal to the initial data. Thus, at time t0 + T , the solu-
tion consists almost primarily of outgoing components. But then, by the preceding
discussion this means that the solution will continue to radiate to spatial infinity
for times after t0 and thus never return to K . To summarize, we have shown that
any component of a medium-energy solution that is located in K at time t0 will
eventually radiate to spatial infinity as t → +∞; a similar argument also handles
the t → −∞ evolution. Combining this with the finite energy of u (note that in
the medium energy regime all Sobolev norms are equivalent), one can obtain the
estimate (11.6).

The global-in-time local smoothing estimate in Theorem 11.1.1 has a number of
consequences; for instance, by combining it with the arguments of Staffilani and
Tataru [12] one can obtain global-in-time Strichartz estimates for compact nontrap-
ping perturbations of Euclidean space, which then can be used to transfer some
local and global existence results for nonlinear Schrödinger equations on Euclidean
space, to the setting of compact nontrapping perturbations. We will not discuss
these (fairly standard) generalizations here, but see [9] for further discussion.

11.2 NOTATION

Throughout this paper, the manifold M , the radius R0, and the exponent σ will be
fixed. All constants C will be allowed to depend on σ andM (and hence on R0). If
C needs to depend on other parameters, we will indicate this by subscripts.

Suppose A0, A1, . . . , Ak are real parameters. We use OA1,...,Ak (1) to denote any
quantity depending on A1, . . . , Ak (and possibly some other quantities), which
is bounded in magnitude by some constant CA1,...,Ak . For some fixed c (usually
c = 0 or c = ∞), we also use oA0→c;A1,...,Ak (1) to denote a quantity depend-
ing on A0, A1, . . . , Ak (and possibly some other parameters), which is bounded in
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magnitude by some quantity FA1,...,Ak (A0), such that

lim
A0→c

FA1,...,Ak = 0 for all choices of A1, . . . , Ak.

Often k will be zero, in which case the above notations simply read O(1) and
oA0→c(1), respectively. We also abbreviate OA1,...,Ak (1)X and oA0→c;A1,...,Ak (1)X
as OA1,...,Ak (X) and oA0→c;A1,...,Ak (X), respectively.

In the absence of parentheses, we read operators from right to left. Thus, for
instance, ∇fg denotes the function ∇(fg) rather than (∇f )g.

We use the usual summation conventions on indices, and use gjk to denote the
dual metric to gjk on the cotangent bundle, and use g to raise and lower indices
in the usual manner. We use ∇j , ∇j to denote the usual covariant derivatives with
respect to the Levi-Civita connection on M; these can be applied to any tensor

field; we use |∇f |g =
√
∇j f∇j f to denote the magnitude of the gradient with

respect to the metric g, and |∇f | to denote the Euclidean magnitude of the gradient.
Since∇g = 0, the indices of covariant derivatives can be raised and lowered freely;
thus, for instance, �M = ∇j∇j = ∇j∇j . Also, these covariant derivatives are
antiselfadjoint with respect to the inner product (11.2), and thus we can integrate by
parts using these derivatives freely.

As the operator H is self-adjoint and has spectrum on [0,∞), we can construct
spectral multipliers f (H) for any measurable function f : [0,∞)→ C of at most
polynomial growth; in particular, we can define fractional powers Hs/2 and (1 +
H)s/2, as well as Schrödinger propagators e−itH and Littlewood-Paley type operators
on H . These spectral multipliers commute with each other, and are bounded on L2

if their symbol f is bounded.

11.3 OVERVIEW OF PROOF

We now begin the proof of Theorem 11.1.1. The first step will be to show that
one can freely pass back and forth between the slowly decaying weight 〈x〉−1/2−σ
in (11.6) and a suitably chosen compactly supported weight ϕ. By shrinking σ as
necessary we may assume that 0 < σ � 1.

Fix any compact time interval [0, T ], and letK(T ) be the best constant for which
the inequality∫ T

0
‖〈x〉−1/2−σ |∇e−itH u0|g‖2

L2(M)

+‖〈x〉−3/2−σ e−itH u0‖2
L2(M)

dt ≤ K(T )2‖u0‖2
Ḣ 1/2(M)

(11.7)

holds for any Schwartz function u0. From the (local-in-time) local smoothing theory
in [2], [5] we already know that K(T ) is finite for each T . Our task is to show that
K(T ) is bounded independently of T ; the negative times can then be handled by
time reversal symmetry.

Recall thatM is equal to Euclidean space in the exterior region |x| > R0. To take
advantage of this, let us fix ϕ : M → R to be a smooth function that equals 1 when
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|x| ≤ 4R0 and equals 0 when |x| ≥ 8R0. We then define the localized quantity
Kϕ(T ) to be the best constant, such that∫ T

0
‖ϕ|∇e−itH u0|g‖2

L2(M)
dt ≤ Kϕ(T )2‖u0‖2

Ḣ 1/2(M)
(11.8)

holds for any Schwartz solution u to (11.1). It is clear that Kϕ(T ) ≤ CϕK(T ). In
Section 11.4 we shall establish the converse inequality

K(T ) ≤ Cϕ + CϕKϕ(T ) (11.9)

for all times T > 0, where the constants Cϕ depend on ϕ but not on T .
In light of (11.9), we see that to bound K(T ) it suffices to bound the localized

quantity Kϕ(T ). We make the technical remark that Kϕ(T ) is required only to
control first derivatives of e−itH u0, and not e−itH u0 directly. This will be important
in the low-freqency analysis later on.

The next step is energy decomposition into the very low energy, medium energy,
and very high energy portions of the evolution. Let 0 < ε0 � 1 be a small parameter
(depending on ϕ) to be chosen later, and decompose 1 = Plo + Pmed + Phi, where
Plo, Pmed, Phi are the spectral multipliers

Plo := χ(H/ε0); Pmed = χ(ε0H)− χ(H/ε0); Phi := 1 − χ(ε0H),
and χ : R → R is a bump function supported on [−1, 1] which equals 1 on [−1/2,
1/2]. We shall prove the following three propositions, in Sections 11.5, 11.7, 11.6,
respectively:

Proposition 11.3.1 (Low-energy estimate). For any T > 0, we have∫ T
0
‖ϕ∇Ploe

−itH u0‖2
L2(M)

dt ≤ oε0→0;ϕ(K(T )2)‖u0‖2
Ḣ 1/2(M)

.

Proposition 11.3.2 (Medium-energy estimate). For any T > 0, any time-step
τ ≥ 1, and radius R ≥ 10R0, we have∫ T

0
‖ϕ∇Pmede

−itH u0‖2
L2(M)

dt ≤ (Cϕ,ε0,R,τ + oR→∞;ϕ,ε0(K(T )
2)

+ oτ→∞;ϕ,ε0,R(K(T )
2))‖u0‖2

Ḣ 1/2(M)
.

Proposition 11.3.3 (High-energy estimate). For any T > 0, we have∫ T
0
‖ϕ∇Phie

−itH u0‖2
L2(M)

dt ≤ oε0→0;ϕ(K(T )2)‖u0‖2
Ḣ 1/2(M)

.

Combining these three propositions using the triangle inequality and using the
definition (11.7) of Kϕ(T ), we see that

Kϕ(T )
2 ≤ oε0→0,ϕ(K(T )

2)+ (Cϕ,ε0,R,τ
+ oR→∞;ϕ,ε0(K(T )

2)+ oτ→∞;ϕ,ε0,R(K(T )
2))+ oε0→0;ϕ(K(T )2)
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for any ε0 > 0, τ ≥ 1, and R ≥ 1. If we choose τ sufficiently large depending on
ϕ, ε0 and R, and R sufficiently large depending on ϕ, ε0, we conclude that

Kϕ(T )
2 ≤ Cϕ,ε0 + oε0→0;ϕ(K(T )2);

combining this with (11.9) we obtain

K(T )2 ≤ Cϕ,ε0 + oε0→0;ϕ(K(T )2);
letting ε0 be sufficiently small depending on ϕ and recalling thatK(T ) is finite, we
conclude that K(T ) ≤ Cϕ for all time T , which gives Theorem 11.1.1.

It remains to prove (11.9) and Propositions 11.3.1, 11.3.2, 11.3.3. This will be
done in the following sections.

11.4 PHYSICAL SPACE LOCALIZATION

We first prove (11.9). Let u = e−itH u0 be a Schwartz solution to (11.1). Let
T > 0. We will allow all constants C to depend on ϕ and will no longer mention
this dependence explicitly. We normalize ‖u0‖Ḣ 1/2(M) = 1, which by unitarity of
e−itH and spectral calculus implies that

sup
t∈R

‖u(t)‖Ḣ 1/2(M) = 1. (11.10)

Our task is to show that∫ T
0
‖〈x〉−1/2−σ∇u‖2

L2(M)
+ ‖〈x〉−3−σ u‖2

L2(M)
dt

≤ (C + CKϕ(T )2)‖u0‖2
Ḣ 1/2(M)

.

Note that it will not be relevant whether we measure the magnitude of ∇u using the
metric g or the Euclidean metric as they only differ by at most a constant.

From (11.7) we already have∫ T
0

∫
|x|≤3R0

|∇u|2 dxdt ≤ CKϕ(T )2. (11.11)

From an easy Poincaré inequality argument we also can show that∫
|x|≤3R0

|u|2 dx ≤ C
(∫

|x|≤4R0

|∇u|2 dx +
∫

3R0≤|x|≤4R0

|u|2 dx.
Thus it will suffice to work in the Euclidean region |x| > 3R0 and prove that∫ T

0

∫
|x|>3R0

|x|−3−2σ |∇u|2 + |x|−1−2σ |u|2 dxdt ≤ C + CKϕ(T )2. (11.12)

We now invoke the positive commutator method. Let A be an arbitrary linear
operator on Schwartz functions. From the self-adjoint nature of H , we observe the
Heisenberg identity

d

dt
〈Au(t), u(t)〉L2(M) = 〈i[H,A]u(t), u(t)〉L2(M), (11.13)
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where i[H,A] = i(HA− AH) is the Lie bracket of H and A; integrating this in t
and using (11.10) and the duality of Ḣ 1/2(M) and Ḣ−1/2(M), we obtain∣∣∣∣ ∫ T

0
〈i[H,A]u(t), u(t)〉L2(M) dx

∣∣∣∣ ≤ C‖A‖Ḣ 1/2(M)→Ḣ−1/2(M). (11.14)

The positive commutator method is based on choosing A so that i[H,A] is mostly
positive definite, in order to extract useful information out of (11.14).

Let us now set A equal to the self-adjoint first-order operator

A = −ia,k∂k − i∂ka,k,
where a : M → R is the function a := χ(|x|−ε|x|1−ε), where χ is a smooth cutoff
supported on the region |x| > 2R0, which equals 1 when |x| ≥ 3R0, and 0 < ε � 1
is a sufficiently small constant depending onR0, a,k denotes the Euclidean derivative
of a in the ek direction, and we are summing indices in the usual manner. Since
∇a = O(1) and ∇2a = O(1/|x|), we observe from (11.3) and the classical Hardy
inequality ‖u/|x|‖L2(R3) ≤ C‖u‖Ḣ 1(R3) thatAmaps Ḣ 1(M) to L2(M), and by self-
adjointness also mapsL2(M) to Ḣ−1(M). By interpolation we conclude thatAmaps
Ḣ 1/2 to Ḣ−1/2. Also, since H = − 1

2∂j ∂j on the support of χ , we can compute

i[H,A] = −1

2
[∂j ∂j , a,k∂k + ∂ka,k]

= −1

2
(a,kjj ∂k + 2a,kj ∂jk + ∂ka,kjj + 2∂ka,kj ∂j )

= −2∂ja,kj ∂k − 1

2
a,jjkk,

and thus from (11.14) and an integration by parts we conclude that∣∣∣∣ ∫ T
0

∫
|x|>R0

2a,jk∂ku∂ju− 1

2
�2

R3a|u|2 dxdt
∣∣∣∣ ≤ C. (11.15)

Let us first consider the portion of (11.15) on the region |x| > 3R0, for which
a = |x| − ε|x|1−ε. Then a computation shows that a has some convexity if ε is
sufficiently small; indeed, in this region we have

a,jk∂ku∂ju ≥ cε |∇u|
2

|x|1+ε ; �2a ≤ −cε/|x|3+ε

for some cε > 0. Invoking (11.15) and using (11.11) to estimate the region where
2R0 ≤ |x| ≤ 3R0, we conclude that

2
∫ T

0

∫
|x|>3R0

|∇u|2
|x|1+ε + cε

|u|2
|x|2+ε dxdt ≤ Cε + CεKϕ(T )

2

+1

2

∫ T
0

∫
|x|≤3R0

�2
R3a|u|2 dxdt.

To conclude (11.12), it thus suffices by (11.11) to establish the following fixed-time
estimate:
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Lemma 11.4.1 If ε > 0 is sufficiently small, then there exists a constant C > 0
such that ∫

|x|≤3R0

�2
R3a|f |2 ≤ C

∫
|x|≤3R0

|∇f |2

for all smooth functions f . (Note that the left-hand side can be negative.)

Proof. It is possible to establish this from Poincaré inequality and the Green’s func-
tion computation below (the main point being that �2a has negative mean), but
we shall use a compactness argument instead. Let δ > 0 be a small number to be
chosen later. It clearly suffices to show that there exists C > 0 such that∫

|x|≤3R0

(δ +�2
R3a)|f |2 ≤ δ

∫
|x|≤3R0

|f |2 + C
∫
|x|≤3R0

|∇f |2

for all smooth functions f . We have chosen to use the Euclidean measure dx here,
but one could equally well run the following argument using the measure dg.

Suppose for contradiction that the above estimate failed. Then we can find a
sequence fn of smooth functions with the normalization

δ

∫
|x|≤3R0

|fn|2 + n
∫
|x|≤3R0

|∇fn|2 = 1,

such that

lim sup
n→∞

∫
|x|≤3R0

(δ +�2a)|fn|2 > 1.

By Rellich compactness we can find a subsequence fnj of fn that converges in L2

to a limiting object f ∈ L2(B(0, 3R0)), and then by Fatou’s lemma∫
|x|≤3R0

|∇f |2 = 0.

In other words, f is equal to a constant on the region 〈x〉 ≤ 3R0. But by Green’s
formula we have∫
|x|≤3R0

δ +�2a=O(δ)+
∫
|x|=3R0

d

dn
�a dS

=O(δ)+ 4π(3R0)
2

(
− 1

(3R0)2
+O(ε)

)
= −4π +O(ε)+O(δ)

which is negative if ε and δ are chosen sufficiently small. This is a contradiction,
and the claim follows.

11.5 LOW-ENERGY ESTIMATE

Now we prove the low-energy estimate in Proposition 11.3.1, which is the easiest of
the three propositions to prove, especially in the model case when there is no potential
V , and the manifoldM is a compact perturbation of R3. The idea here is to exploit
the uncertainty principle to extract some gain from the spatial projection ϕ and the
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frequency projection Plo, but in order to do this we need to somehow exploit the
fact thatH contains no resonances or bound states at the zero energy. For technical
reasons (having to do with our use of the homogeneous norm Ḣ 1/2(M) instead
of the inhomogeneous norm H 1/2(M)), we shall need the following nonstandard
formulation of this nonresonance property.

Proposition 11.5.1 (Laplace-Beltrami operators have no resonance). Suppose
that f : M → C is a measurable, weakly differentiable function such that∫

M

〈x〉−3−2σ |f (x)|2 + 〈x〉−1−2σ |∇f |2 dg(x) <∞

for some K < ∞, and such that Hf ≡ 0 in the sense of distributions. Then (if
σ > 0 is sufficiently small ) f is a constant.

Proof. We may take f to be real. The condition Hf = 0, combined with the
local square-integrability of f , implies that f is in fact smooth thanks to elliptic
regularity (and the smoothness of g). SinceHf = 0 andH = H0 = − 1

2�R3 outside
of B(0, R0), the function �R3f is a smooth, compactly supported function. Thus,
if we set F := 1

4π |x| ∗ �R3f , i.e., the convolution of �R3f with the fundamental
solution of the Euclidean Laplacian, thenf−F is harmonic,F decays likeO(1/〈x〉),
and |∇F | decays like O(1/〈x〉2). From hypothesis and the triangle inequality, we
then have ∫

M

〈x〉−3−2σ |f (x)− F(x)|2 dg(x) <∞.

Since f − F is harmonic, we conclude (e.g., from the mean-value theorem applied
to f − F and its first derivative) that f − F is constant, thus f − F = c. By
subtracting this constant from f we may in fact take F = f . This now shows
that f (x) = O(1/〈x〉) and ∇f (x) = O(1/〈x〉2). But then we can justify the
computation ∫

M

|∇f |2g dx=−
∫
M

f (x)∇j∇j f (x) dg(x)

=
∫
M

2f (x)Hf (x) dg(x) = 0

by inserting a suitable smooth cutoff to a large ballB(0, R) and then lettingR→∞;
we omit the standard details. But then we have ∇f = 0 and we are done.

Using this fact and a compactness argument, we now conclude

Proposition 11.5.2 (Poincaré-type inequality). Let f : M → R be a Schwartz
function. Let ϕ be as in previous sections. Then for any ε > 0 we have

‖ϕ|∇f |‖L2(M) ≤ oε→0(1)(‖〈x〉−1/2−σ∇f ‖L2(M) + ‖〈x〉−3/2−σ f ‖L2(M)

+ ε−1‖〈x〉−1/2−σ∇Hf ‖L2(M)

+ ε−1‖〈x〉−3/2−σHf ‖L2(M)).

(11.16)
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Proof. Suppose for contradiction that Proposition 11.5.2 was false. Then there
exists a δ > 0, a sequence εn > 0 converging to zero, and Schwartz functions fn
such that

‖ϕ|∇fn|‖L2(M) > δ(‖〈x〉−1/2−σ∇fn‖L2(M) + ‖〈x〉−3/2−σ fn‖L2(M)

+ ε−1
n ‖〈x〉−1/2−σ∇Hfn‖L2(M)

+ ε−1
n ‖〈x〉−3/2−σHfn‖L2(M)).

Without loss of generality we may assume that fn is not identically zero, and then
we can normalize the expression in parentheses to equal 1. Thus,

‖〈x〉−1/2−σ∇fn‖L2(M), ‖〈x〉−3/2−σ fn‖L2(M) ≤ 1;
‖〈x〉−1/2−σ∇Hfn‖L2(M) + ‖〈x〉−3/2−σHfn‖L2(M) ≤ εn;

‖ϕ|∇f |‖L2(M) ≥ δ.
(11.17)

Next, we establish weighted Ḣ 2 bounds on fn via a Bochner identity. From (11.17)
and Cauchy-Schwartz we have∫

M

〈x〉−1−2σRe((∇j fn)∇jHfn) ≤ εn = O(1).

We substitute H = − 1
2∇k∇k . SinceM is flat outside of the compact set B(0, R0),

we have

∇jHfn = −1

2
∇j∇k∇kfn = −1

2
∇k∇j∇kfn +O(|∇fn|)χB(0,R0).

Using this and (11.17), we obtain

−
∫
M

〈x〉1−2σRe((∇j fn)∇k∇j∇kfn) ≤ C.
Integrating by parts we obtain∫

M

〈x〉1−2σRe((∇k∇j fn)∇j∇kfn)
+ (∇k〈x〉1−2σ )Re((∇j fn)∇k∇j∇kfn) ≤ C.

Since Re((∇j fn)∇k∇j∇kfn) = 1
2∇k|∇fn|2g , we can integrate by parts once more

to obtain ∫
M

〈x〉1−2σ |Hess(fn)|2g ≤ C +
1

2

∫
M

(�M〈x〉1−2σ )|∇fn|2g.

Since �M〈x〉1−2σ = O(〈x〉−1−2σ ), the integral on the right-hand side is O(1) by
(11.17). Thus, ∫

M

〈x〉1−2σ |Hess(fn)|2 ≤ C. (11.18)

From this, (11.17), and Rellich compactness we see that the sequencefn, when local-
ized smoothly to any ballB(0, R), is contained in a compact subset ofH 1(B(0, R)).
From this and the usual Arzela-Ascoli diagonalization argument, we may extract a
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subsequence of fn that converges locally in H 1 to some limit f . From (11.17) and
Fatou’s lemma we then see that

‖〈x〉−1/2−σ∇f ‖L2(M), ‖〈x〉−3/2−σ f ‖L2(M) ≤ 1; ‖ϕ|∇f |‖L2(M) ≥ δ (11.19)

and that Hf = 0 in the sense of distributions. But then by Proposition 11.5.1, f is
constant. But this contradicts the last estimate in (11.19), and we are done.

We can now quickly prove Proposition 11.3.1. Applying (11.7) with u0 replaced
by Plou0 and HPlou0, and using some spectral theory to estimate the right-hand
side, we obtain∫ T

0
‖〈x〉−1/2−σ∇Ploe

−itH u0‖2
L2(M)

+ ‖〈x〉−3/2−σPloe
−itH u0‖2

L2(M)
dt

≤ CK(T )2‖u0‖2
Ḣ 1/2(M)

and ∫ T
0
‖〈x〉−1/2−σ∇HPloe

−itH u0‖2
L2(M)

+ ‖〈x〉−3/2−σPloe
−itH u0‖2

L2(M)
dt

≤ Cε2
0K(T )

2‖u0‖2
Ḣ 1/2(M)

;
note that Plo andH are spectral multipliers and hence commute with each other and
with e−itH . Applying Proposition 11.5.2, Proposition 11.3.1 follows.

11.6 HIGH-ENERGY ESTIMATE

We now prove Proposition 11.3.3, which is the next easiest of the three propositions.
This case resembles the local-in-time theory of Craig-Kappeler-Strauss [2] and Doi
[5], and indeed our main tool here will be the positive commutator method applied
to a certain pseudo-differential operator, exploiting the nontrapping hypothesis to
ensure that the symbol of the pseudo-differential operator increases along geodesic
flow. As we shall now be working in the high-energy setting, we will not need to take
as much care with lower-order terms as in previous sections. For similar reasons,
we will not need to use the homogeneous Sobolev spaces Ḣ s(M), relying instead
on the more standard (and more stable) inhomogeneous Sobolev spaces Hs(M).
The argument here is in fact quite general and would work on any asymptotically
conic manifold with a short-range metric perturbation and a short-range potential.

It will be convenient to use the scattering pseudo-differential calculus, which is an
extension of the standard pseudo-differential calculus that keeps track of the decay
of the symbol at infinity. We briefly summarize the relevant features of this calculus
here, referring the reader to [2] for more complete details. For any m, l ∈ R, we
define a symbol a : T ∗M → C of order (m, l) to be any smooth function obeying
the bounds

|∇αx∇βξ a(x, ξ)| ≤ Cα,β〈ξ〉m−|β|〈x〉−l−|α|;
the function a(x, ξ) = 〈x〉−l〈ξ〉m is a typical example of such a symbol. Note that
we assume that each derivative in x gains a power of 〈x〉, in contrast to the standard



236 CHAPTER 11

symbol calculus in which no such gain is assumed. We let Sm,l(M) denote the space
of such symbols. Given any such symbol a ∈ Sm,l(M), we can define an associated
pseudo-differential operator A = Op(a) by the usual Kohn-Nirenberg quantization
formula

Op(a)u(x) := (2π)−n
∫
ei〈x−y,ξ〉a(x, ξ)u(y) dy dξ.

We sometimes denote a by σ(A) and refer to it as the symbol of A. Heuristically
speaking, we have A = σ(A)(x, 1

i
∇x). We refer to the class of pseudo-differential

operators of order (m, l) as�m,lsc . Also, if h : R → C is any spectral symbol of order
m/2, the corresponding spectral multiplier h(H) is a pseudo-differential operator
of order (m, 0). In particular, (1 + H)m/2 has order (m, 0), and the Littlewood-
Paley type operators Plo, Pmed, Phi have order (0, 0). We caution, however, that the
Schrödinger propagators e−itH are not pseudo-differential operators.

The composition of an operator A = Op(a) of order (m, l) with an operator of
B = Op(b) order (m′, l′) is an operatorAB of order (m+m′, l+ l′), whose symbol
σ(AB) is equal to σ(A)σ(B) plus an error of order (m+m′ −1, l+ l′ +1); note the
additional gain of 1 in the decay index l, which is not present in the classical calculus.
Similarly, the commutator i[A,B]will be an operator of order (m+m′−1, l+l′−1)
with symbol σ(i[A,B]) equal to the Poisson bracket

{σ(A), σ (B)} := ∇xσ (A) · ∇ξ σ (B)− ∇ξ σ (A) · ∇xσ (A),
plus an error of order (m + m′ − 2, l + l′ + 2). We shall write the above facts
schematically as

σ(AB)= σ(A)σ(B)+O(Sm+m′−1,l+l′+1);
σ(i[A,B])={σ(A), σ (B)} +O(Sm+m′−2,l+l′+2),

or equivalently as

Op(a)Op(b)=Op(ab)+O(�m+m′−1,l+l′+1
sc ),

i[Op(a),Op(b)]=Op({a, b})+O(�m+m′−2,l+l′+2
sc ).

In particular, sinceH has order (2, 0) and has principal symbol 1
2 |ξ |2g(x) plus lower-

order terms of order (1, 1) and (0, 2), we see that if a ∈ Sm,l , then we have

i[H,Op(a)] = Op(Xa)+O(�m,l+2
sc ),

where Xa denotes the derivative of a along geodesic flow in the cotagent bundle
T ∗M .

Associated with the scattering calculus are the weighted Sobolev spacesHm,l(M)
defined (for instance) by

‖u‖Hm,l (M) := ‖〈x〉l(1 +H)m/2u‖L2(M)

(many other equivalent expressions for this norm exist, of course); when l = 0 this
corresponds to the usual Sobolev spaceHm(M). It is easy to verify that a scattering
pseudo-differential operator of order (m, l) maps Hm

′,l′(M) to Hm
′−m,l′+l(M) for

any m′, l′.
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In [2] (see also [5]) it was shown that the nontrapping hypothesis on M al-
lows one to construct a real-valued symbol a ∈ S1,0 (depending on ϕ) which was
nondecreasing along geodesic flow, Xa ≥ 0, and in fact obeyed the more quantita-
tive estimate

Xa(x, ξ) = ϕ(x)|ξ |2g + |b|2
for some symbol b of order (1, 1/2 − σ). In Euclidean space, an example of such
a symbol is Cϕ x〈x〉 · ξ for some sufficiently large constant Cϕ . Quantizing this, we
obtain

i[H,A] = ∇jϕ(x)∇j + B∗B +O(�1,2−2σ
sc ),

whereA := Op(a) is a symbol of order (1, 0), and B := Op(b) is a symbol of order
(1, 1/2− σ). We then apply the self-adjoint projection Phi = P ∗hi to both sides, and
observe that this commutes with H , to obtain

i[H,P ∗hiAPhi] = P ∗hi∇jϕ(x)∇jPhi + P ∗hiB
∗BPhi + PhiO(�

1,2−2σ
sc )Phi.

Applying (11.14), and integrating by parts (discarding the positive term B∗B, and
using that �1,2−2σ

sc maps H 1/2,−1+σ to H−1/2,1−σ ), we obtain∫ T
0

∫
M

ϕ|∇e−itH u0|2g dgdt ≤ C‖P ∗hiAPhi‖Ḣ 1/2(M)→Ḣ−1/2(M)‖u0‖2
Ḣ 1/2(M)

+ C
∫ T

0
‖Phie

−itH u0‖2
H 1/2,−1+σ dt.

Since A is of order (1, 0), and Phi maps the homogeneous Sobolev spaces to their
inhomogeneous counterparts, we obtain a bound of the form

‖P ∗hiAPhi‖Ḣ 1/2(M)→Ḣ−1/2(M) ≤ Cϕ.
To finish the proof of Proposition 11.3.3, it thus suffices to show that∫ T

0
‖Phie

−itH u0‖2
H 1/2,−1+σ dt ≤ oε0(1)‖u(0)‖2

Ḣ 1/2(M)
.

On the other hand, applying (11.7) to H−jPhiu(0) for j = 0, 1 we have∫ T
0
‖∇H−j e−itHPhiu0‖2

H 0,−1/2−σ

+ ‖H−j e−itHPhiu0‖2
H 0,−3/2−σ dt ≤ CK(T )2‖u(0)‖2

H 1/2(M)

for j = 0, 1. Thus fixing t and setting f := H−1e−itHPhiu0 it will suffice to prove
the fixed-time estimate

‖Hf ‖H 1/2,−1+σ (M) ≤ oε0→0(1)

×
1∑
j=0

(
‖∇Hjf ‖H 0,−1/2−σ (M) + ‖Hjf ‖H 0,−3/2−σ (M)

)
.

It suffices to verify this for real-valued f . By Rellich compactness, the space
H 1,−1/2−σ (M) embeds compactly into H 1/2,−1+σ (M). Since Phif → 0 as ε0 → 0
for each individual f , we thus see by compactness that it suffices to show that
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‖Hf ‖H 1,−1/2−σ (M) ≤ C(‖∇Hf ‖H 0,−1/2−σ (M) + ‖Hf ‖H 0,−3/2−σ (M)
+ ‖∇f ‖H 0,−1/2−σ (M) + ‖f ‖H 0,−3/2−σ (M)). (11.20)

The top order term of ‖Hf ‖H 1,−1/2−σ (M) is already controlled by the right-hand side
of (11.20), so it suffices to control the lower-order term ‖Hf ‖H 0,−1/2−σ (M). But an
integration by parts allows us to write∫

M

〈x〉−1−2σHfHf dg

= 1

2

∫
M

〈x〉−1−2σ

(
∇j f∇jHf dg − (1 + 2σ)

∇j 〈x〉
〈x〉 ∇j fHf

)
.

The claim then follows from the Cauchy-Schwartz inequality. This concludes the
proof of Proposition 11.3.3.

11.7 MEDIUM ENERGY ESTIMATE

We now turn to the medium-energy estimate, Proposition 11.3.2, which is the hardest
of the three propositions. Neither the uncertainty principle nor the nontrapping
condition will be of much use here. Instead our tools2 will be a RAGE-type theorem,
exploiting the fact that H has no embedded eigenvalues, to propagate the solution
away from the origin after a long time τ (though the energy localization shows the
solution will not move too far away from the origin in bounded time), combined
with a decomposition of phase space into incoming and outgoing waves (cf. Enss’s
method, [6], [10]), and several applications of Duhamel’s formula. Because we
have eliminated the high frequencies, we will enjoy an approximate finite speed of
propagation law for the solution (but the upper bound of the speed is quite large,
being roughly O(ε−1/2

0 )); and because we have eliminated the low energies, we
will not encounter a frequency singularity when we decompose into incoming and
outgoing waves, although again we will pick up some negative powers of ε0. We
shall compensate for these ε0 losses by using the RAGE theorem to gain a factor
of oτ→∞;ε0,R(1) within a distance R from the origin, and to also gain a factor of
oR→∞;ε0(1) when one is farther than R from the origin. The reader should view the
comparative magnitudes of ε0, R, τ according to the relationship 1/ε0 � R � τ ,
which is of course the most interesting case of Proposition 11.3.2.

It is instructive at this point to recall the basic features of Enss’s method. Define
the wave operatorW+ = s− limt→+∞ eitH e−itH0 . Enss’s method is concerned with
establishing completeness ofW+, i.e., showing that the range ofW+ coincides with
the continuous subspace ofH = H0 +V . We assume otherwise so that there exists
φ0 not in the range ofW+. Density arguments allow us to consider φ0 with compact
support and medium energies only. We then evolve φ0 by e−itH and claim that we

2 One can also proceed via Kato’s theory of H -smooth operators, using the limiting absorption prin-
ciples obtained in [1]. We will pursue this approach in detail in [9].
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can find a sequence of times tn and a decomposition

e−itnHφ0 = φn = φn,out + φn,in + φ̃n. (11.21)

Compare this with the decomposition intoFloc, Fglob in (11.24) and a further decom-
position of Fglob into the outgoing/incoming waves in (11.34)) with the properties
that

‖(W+ − 1)φn,out‖L2 , ‖φn,in‖L2 , ‖φ̃n‖L2 = on→∞(1).

If we had such a decomposition, we could conclude from the L2 boundedness of
W+ that

‖W+eitnH0φ0 − φ0‖L2 = on→∞(1),

and thusφ0 lies in the range ofW+. The desired decomposition (11.21) can be found,
for instance, in [10], and we sketch it as follows. The local component φ̃n can be
set, for instance, to φ̃n := χ|x|≤nφn; its convergence to zero is a consequence of the
RAGE theorem (if the times tn are chosen appropriately). The global component
(1− χ|x|≤n)φn is partitioned into functions φn,α supported in unit balls with centers
at the lattice points α ∈ Rn. One can then define the

φn,α,out =
∫
ξ,y

ei(x−y)·ξm(ξ)φn,α(y) dξ dy,

φn,α,in=
∫
ξ,y

ei(x−y)·ξ (1 −m(ξ))φn,α(y) dξ dy,

wherem(ξ) is a smooth multiplier localizing to the region � (ξ, α) ≤ 3π/2. Since it
is expected that a compact support function φ0 propagated by e−itnH should become
mostly outgoing in the region |x| ≥ n, we have that φn,in → 0, while the fact that
(W+−1)φn,out → 0 inL2 follows since on the outgoing waves the evolution e−itH is
well approximated by the free flow e−itH0 and in fact converges to it as n→∞. Our
proof of Proposition 11.3.2 will follow in spirit the above construction, although we
have to take additional care since we do not work with functions of compact support
and need weighted estimates instead of L2 bounds. On the other hand, we are still
localized in energy, and so we will not be too concerned about losing or gaining too
many derivatives (as we are able to lose factors of ε0 or ε−1

0 in our estimates here). In
particular, the metric perturbationH ofH0 is now of similar “strength” to a potential
perturbation, and we will now be able to use H0 as a reasonable approximant to H ,
at least when the solution is far away from the origin.

It is more convenient to work in the dual formulation. First observe that the
claim is easy when T ≤ τ , since Pmede

−itH maps Ḣ 1/2(M) toH 1(M) thanks to the
frequency localization of Pmed. Similarly, the

∫ τ
0 portion of the integral is easy to

deal with. Thus, we may assume that T > τ and reduce to proving∫ T
τ

‖ϕ∇Pmede
−itH u0‖2

L2(M)
dt ≤ (Cε0,R,τ + oR→∞;ε0(K(T ))

+ oτ→∞;ε0,R(K(T )))‖u0‖2
Ḣ 1/2(M)

,
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which after dualization (and shifting t by τ ) becomes∥∥∥∥ ∫ T−τ
0

eitH eiτHPmed∇jϕF j (t + τ) dt
∥∥∥∥
Ḣ−1/2(M)

≤ (Cε0,R,τ + oR→∞;ε0(K(T ))+ oτ→∞;ε0,R(K(T )))

×
(∫ T−τ

0
‖F(t + τ)‖2

L2(M)
dt

)1/2

(11.22)

for any vector field F(t) defined on the time interval [τ, T ] which is Schwartz for
each time t .

Fix F . We split

eitH eiτHPmed∇jϕF j (t + τ) = eitHFloc(t)+ eitHFglob(t), (11.23)

where

Floc(t) := ϕReiτHPmed∇jϕF j (t + τ);
Fglob(t) := (1 − ϕR)eiτHPmed∇jϕF j (t + τ).

(11.24)

11.7.1 Term 1. Contribution of the Local Part

Consider first the contribution of the local term Floc(t). To control this term we use
the following local decay result:

Proposition 11.7.1 (RAGE theorem). Let ϕR be a bump function supported on
B(0, 2R), which equals 1 on B(0, R). For all Schwartz vector fields f j , we have

‖ϕReiτHPmed∇jϕf j‖L2(M) ≤ oτ→∞;R,ε0(‖f ‖L2(M)).

Proof. Observe that we have the crude bound

‖ϕReiτHPmed∇jϕf j‖L2(M) ≤ Cε0‖f ‖H−1,−1(M)

since Pmed∇ϕ maps H−1,−1 to L2, and ϕReiτH is bounded on L2. Since the unit
ball of L2(M) is precompact in H−1,−1, it thus suffices to prove the estimate

‖ϕReiτHPmed∇jϕf j‖L2(M) ≤ oτ→∞;R,f,ε0(1)

for all Schwartz vector fields f , the point being that the compactness allows us to
ignore the dependence of the constants on f . Fix f̃ , ϕ, R. Since f is Schwartz, the
curve {ϕ̃eiτHPmed∇jϕf j : τ ∈ R} is bounded in H 1,1(M) (for instance) and hence
precompact in L2. Thus, to prove the above strong convergence, it will suffice to
prove the weak convergence result

|〈ϕ̃eiτHPmed∇jϕf j , ψ〉| ≤ oτ→∞;R,f,ε0,ψ (1)

for all Schwartz functions ψ .
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Fix ψ . Since the spectrum of H is purely absolutely continuous,3 we see from
the Riemann-Lebesgue lemma and the spectral theorem that

〈ϕReiτHPmed∇ϕf,ψ〉= 〈eiτHPmed∇jϕf j , ϕRψ〉
= oτ→∞;Pmed∇j ϕf j ,ϕRψ(1)

and the claim follows.

From this proposition we see in particular that

‖Floc(t)‖L2(M) ≤ oτ→∞;R,ε0(1)‖F(t + τ)‖L2(M).

From dualizing the second part of (11.7) we have∥∥∥∥ ∫ T
0
eitH 〈x〉−3/2−σG(t) dt

∥∥∥∥
Ḣ−1/2(M)

(11.25)

≤ K(T )
(∫ T

0
‖G(t)‖2

L2(M)
dt

)1/2

for anyG. If we truncate the time interval toT−τ , substituteG(t) := 〈x〉3/2+σFloc(t),
and take advantage of the spatial localization of Floc to B(0, 2R), we thus have∥∥∥∥ ∫ T−τ

0
eitHFloc(t) dt

∥∥∥∥
Ḣ−1/2(M)

≤ oτ→∞;ε0,R(K(T ))
(∫ T−τ

0
‖F(t + τ)‖2

L2(M)
dt

)1/2

.

Thus the first term in (11.23) is acceptable.

11.7.2 Term 2. Contribution of the Global Part

To conclude the proof of Proposition 11.3.2, it suffices to establish the estimate∥∥∥∥ ∫ T−τ
0

eitHFglob(t) dt

∥∥∥∥
Ḣ−1/2(M)

(11.26)

≤ (Cε0,R,τ + oR→∞;ε0(K(T )))
(∫ T−τ

0
‖F(t + τ)‖2

L2(M)
dt

)1/2

for the global term Fglob(t).
Let us first show an associated estimate for the free propagator eitH0 , namely∥∥∥∥ ∫ T−τ

0
eitH0Fglob(t) dt

∥∥∥∥
Ḣ−1/2(M)

(11.27)

≤ Cε0,R,τ
(∫ T−τ

0
‖F(t + τ)‖2

L2(M)
dt

)1/2

.

3 Actually, the argument would still work well if H had some singular continuous spectrum, except
that τ must now be averaged over an interval such as [τ0, 2τ0], but the reader may verify that the arguments
below will continue to work with this averaging. The spectral fact that is really being used here is thatH
contains no embedded eigenfunctions at medium frequencies, since such eigenfunctions would certainly
contradict (11.6).
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Note that our constants are allowed to depend on τ , as we will no longer need to
place a factor of K(T ) on the right-hand side.

To prove (11.27), first observe that by dualizing the second part of (11.4) we have∥∥∥∥ ∫ T−τ
0

eitH0Fglob(t) dt

∥∥∥∥
Ḣ−1/2(M)

≤ C
(∫ T−τ

0
‖Fglob(t)‖2

H 0,2(M)
dt

)1/2

(for instance), so it will suffice to show that

‖Fglob(t)‖H 0,2(M) ≤ Cε0,R,τ‖F(t + τ)‖L2(M)

for all 0 ≤ t ≤ T − τ . On the other hand, we know from inspection of the symbol
of Pmed∇jϕ that

‖Pmed∇jϕF j (t + τ)‖H 2,2(M) ≤ Cε0‖F(t + τ)‖L2(M)

(for instance), so it will suffice by (11.24) to show that

‖eiτH‖H 2,2(M)→H 0,2(M) ≤ Cτ .
But this can be easily established by standard energy methods.4 This proves (11.27).
Thus to prove (11.26) it suffices to show that∥∥∥∥ ∫ T−τ

0
(eitH − eitH0)Fglob(t) dt

∥∥∥∥
Ḣ−1/2(M)

≤ oR→∞;ε0(1 +K(T ))
(∫ T−τ

0
‖F(t + τ)‖2

L2(M)
dt

)1/2

. (11.28)

At this stage it is necessary to decompose Fglob(t) further into “incoming” and
“outgoing” components, which roughly correspond to the regions of phase space
where x · ξ < 0 and x · ξ > 0, respectively. Semiclassically, we expect Fglob(t)

to be supported almost entirely in the “incoming” region of phase space, since it is
currently far away from the origin, but came by propagating a localized function
backwards in time from t+τ . However, if this function is supported in the incoming
region of phase space, then by moving farther backward in time by t it should move
even farther away from the origin, and in particular it should evolve much like the
Euclidean flow (i.e., it should become small when eitH − eitH0 is applied).

We now make this intuition precise. The first step is to formalize the decomposi-
tion into incoming and outgoing waves. We first take advantage of the fact that the
spectral support of Pmed vanishes near zero. From (11.24) we have

Fglob(t) = (1 − ϕR)H 2F̃glob(t), (11.29)

4 For instance, if f ∈ H 2,2(M), one can first establish uniform bounds on eiτH f in H 2,0(M) by
spectral methods, then use energy methods to control eiτH f in H 1,1(M), and then finally in H 0,2(M),
losing polynomial factors of τ in each case. One could also argue using positive commutator methods
based on (11.13) for such operators as A = 〈x〉4. We omit the details.
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where

F̃glob(t) := eiτH P̃med∇jϕF j (t + τ) (11.30)

and P̃med := H−2Pmed. This factor of H 2 we have extracted from Pmed shall be
helpful for managing the very low frequencies in the proof of Proposition 11.7.2
below, which would otherwise cause a significant problem for this portion of the
evolution (at least in three dimensions; this step appears to be unnecessary in five
and higher dimensions, for reasons similar to why resonances do not occur in those
dimensions).

We now need the following phase space decomposition associated to the Eu-
clidean flow e−itH0 .

Proposition 11.7.2 (Phase space decomposition). There exist operators Pin, Pout

such that

(1 − ϕR)H 2 = (1 − ϕR)H 2Pin + (1 − ϕR)H 2Pout (11.31)

and for which we have the estimates5

‖eisH0(1 − ϕR)H 2Pinf ‖H 2,−8(M) ≤ C(R2 + |s|)−1−σ‖f ‖H 20(M) (11.32)

and

‖〈x〉3/2+σ (1 − ϕR)H 2Poute
isH0f ‖L2(M)

≤ C(R2 + |s|)−1−σ‖f ‖H 18,11(M) (11.33)

for any time s > 0 and all Schwartz f .

The proof of this proposition is a straightforward application of the principle of
stationary phase and can be justified heuristically by appealing to the intuition of
microlocal analysis and the uncertainty principle. It is, however, a little technical and
will be deferred to the next section. Assuming it for the moment, let us conclude
the proof of Proposition 11.3.2. It suffices to prove (11.26). From (11.29) and
Proposition 11.3.2 we can split Fglob as

Fglob(t) = (1 − ϕR)H 2PinF̃glob(t)+ (1 − ϕR)H 2PoutF̃glob(t), (11.34)

and treat the components separately.

11.7.3 Term 2(a). Contribution of the Global Incoming Part

We now control the contribution of the incoming component of (11.34) to (11.26).
We use Duhamel’s formula to write

(eitH − eitH0)(1 − ϕR)H 2PinF̃glob(t)

= i
∫ t

0
ei(t−s)H (H −H0)e

isH0(1 − ϕR)H 2PinF̃glob(t) ds

5 The decay weights here should not be taken too seriously; indeed, since we are assuming H to be a
compactly supported perturbation of H0 we have enormous flexibility with these weights.
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and so it suffices to show that∥∥∥∥ ∫ T−τ
0

∫ t
0
ei(t−s)H (H −H0)e

isH0(1 − ϕR)H 2PinF̃glob(t) dsdt

∥∥∥∥
Ḣ−1/2(M)

= oR→∞;ε0(K(T ))
(∫ T−τ

0
‖F(t + τ)‖2

L2(M)
dt

)1/2

.

Substituting t ′ := t − s using Minkowski’s inequality, we can estimate∥∥∥∥ ∫ T−τ
0

∫ t
0
ei(t−s)H (H −H0)e

isH0(1 − ϕR)H 2PinF̃glob(t) dsdt

∥∥∥∥
Ḣ−1/2(M)

≤
∫ T−τ

0

∥∥∥∥ ∫ T−τ−s
0

eit
′H (H −H0)e

isH0PinF̃glob(t
′ + s) dt ′

∥∥∥∥
Ḣ−1/2(M)

.

Applying (11.25), it thus suffices to show that∫ T−τ
0

∫ T−τ−s
0 ‖〈x〉3/2+σ (H −H0)e

isH0(1 − ϕR)H 2PinF̃glob(t
′ + s)‖L2(M) dt

′

= oR→∞;ε0

((∫ T−τ
0 ‖F(t + τ)‖2

L2(M)
dt

)1/2)
. (11.35)

On the other hand, since H − H0 is a compactly supported second-order operator,
we have

‖〈x〉3/2+σ (H −H0)e
isH0(1 − ϕR)H 2PinF̃glob(t

′ + s)‖L2(M)

≤ C‖eisH0(1 − ϕR)H 2PinF̃glob(t
′ + s)‖H 2,−8(M),

and so from (11.32) we thus have

‖〈x〉3/2+σ (H −H0)e
isH0(1 − ϕR)H 2PinF̃glob(t

′ + s)‖L2(M)

≤ C(R2 + |s|)−1−σ‖F̃glob(t
′ + s)‖H 20(M).

From (11.30) we note that ‖F̃glob(t
′ + s)‖L2(M) ≤ Cε0‖F‖L2(M) (noting that P̃med

maps H−1(M) to H 20(M) with an operator norm of Cε0 . Thus we have∫ T−τ−s
0

‖〈x〉3/2+σ (H −H0)e
isH0(1 − ϕR)H 2PinF̃glob(t

′ + s)‖L2(M)

≤ Cε0(R2 + |s|)−1−σ
(∫ T−τ

0
‖F(t + τ)‖2

L2(M)
dt

)1/2

and the claim (11.35) follows upon integrating in s.

11.7.4 Term 2(b). Contribution of the Global Outgoing Part

We now control the contribution of the outgoing component of (11.34) to (11.26).
From (11.25) we have
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0

eitH (1 − ϕR)H 2PoutF̃glob(t) dt

∥∥∥∥
Ḣ−1/2(M)

≤ K(T )
(∫ T−τ

0
‖S(t)‖2

L2(M)
dt

)1/2

where

S(t) := 〈x〉3/2+σ (1 − ϕR)H 2PoutF̃glob(t).

From (11.4), a similar estimate holds when eitH is replaced by the free flow eitH0 ,
withK(T ) replaced by a constant C. Thus, to control this contribution to (11.26) it
will suffice to show that(∫ T−τ

0
‖S(t)‖2

L2(M)
dt

)1/2

= oR→0;ε0

(∫ T−τ
0

‖F(t + τ)‖2
L2(M)

dt

)1/2

. (11.36)

To prove this, we first use (11.30) to expand

‖S(t)‖2
L2(M)

= 〈〈x〉3/2+σ (1 − ϕR)H 2Poute
iτH P̃med∇jϕF j (t + τ), S(t)〉

= −〈Fj (t + τ), ϕ∇jPmede
−iτHW(t)〉

≤ C‖F(t + τ)‖L2(M)‖Pmede
−iτHW(t)‖H 1,−20(M)

≤ Cε0‖F(t + τ)‖L2(M)‖e−iτHW(t)‖H−20,−20(M)

(11.37)

by the support of ϕ and the smoothing properties of Pmed, where

W(t) := P ∗outH
2(1 − ϕR)〈x〉3/2+σ S(t). (11.38)

We use Duhamel’s formula to write

e−iτHW(t) = e−iτH0W(t)− i
∫ τ

0
e−i(τ−s)H (H −H0)e

−isH0W(t) ds,

and apply H−20,−20 norms on both sides, to obtain

‖e−iτHW(t)‖H−20,−20(M) ≤ ‖e−iτH0W(t)‖H−20,−20(M)

+
∫ τ

0
‖e−i(τ−s)H (H −H0)e

−isH0W(t) ds‖H−20,−20(M).

Observe that the propagator e−i(τ−s)H maps H−20(M) to H−20(M) and hence to
H−20,−20(M), uniformly in τ and s. Also, since H −H0 is a compactly supported
operator, we see that H −H0 maps H−18,−11(M) to H−20(M). We thus have

‖e−iτHW(t)‖H 1(B(0,C)) ≤ C‖e−iτH0W(t)‖H−18,−11(M)

+ C
∫ τ

0
‖‖e−isH0W(t)‖H−18,−11(M) ds,
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and thus by (11.38) and the adjoint of (11.33)

‖e−iτHW(t)‖H 1(B(0,C)) ≤ C(R2 + τ)−1−σ‖S(t)‖L2(M)

+ C
∫ τ

0
(R2 + s)−1−σ‖S(t)‖L2(M)

≤ Cε0R−σ‖S(t)‖L2(M).

The point here is that we have obtained a nontrivial decay in R. Inserting this
estimate back into (11.37), we see that

‖S(t)‖L2(M) ≤ Cε0R−1‖F(t + τ)‖L2(M),

and (11.36) follows.
The proof of Theorem 11.1.1 is now complete, once we complete the proof of

Proposition 11.7.2, which we do in the next section.

11.8 PROOF OF THE PHASE SPACE DECOMPOSITION

We now prove Proposition 11.7.2. The ideas here have some similarity with a
decomposition used in [12]; related ideas were also used recently in [13]. The
idea of using a decomposition into incoming and outgoing waves to analyze the
perturbation theory of the free Laplacian H0 of course goes back to Enss (and,
in a different context, even earlier to the work of Lax-Phillips.) The phase space
decomposition, developed by Enss [6] and refined by Simon [10], is based on the
following construction. Let {ζj}j∈Zd and {mj}j∈Zd be smooth partitions of unity in Rdx
and Rdξ , respectively, with the property that each of the functions ζj(x) andmj(ξ) is
supported in the ball B(j, 2). Define the symbols (of the �DO’s) of the projections
Pin and Pout on the incoming and outgoing states:

Pin =
∑
j·k≤0

mj(ξ) ζk(x), Pout =
∑
j·k<0

mj(ξ) ζk(x)

The following estimate, crucial to Enss’s method, reflects the expectation that
the outgoing waves never come back to the region where they originate. For any
t ≥ 0, N ≥ 0 and j · k > 0 such that |j| ≥ 3, we have

‖e−itH0mjζkf ‖L2(|x|<1/2(|k|+t/4) ≤ CN(1 + t + |k|)−N‖f ‖L2(Rd )

(compare with (11.32) noting that the transformation t → −t corresponds to the
change Pin → Pout). Observe that the condition |j| ≥ 3 ensures that we deal only
with the outgoing waves of velocities bounded away from zero in absolute value.

A continuous decomposition, based on coherent (Gaussian) states, was used by
Davies, [4], while the outgoing/incoming waves defined via projections on posi-
tive/negative spectral subspace of the dilation operator x ·∇ +∇ ·x were introduced
by Mourre, [7].

We now return to our decomposition into the incoming/outgoing wave needed
to prove Proposition 11.7.2. We first observe from dyadic decomposition that it
suffices to prove the claim with (1− ϕR) replaced by (ϕ2R − ϕR), since the original
claim then follows by replacing R by 2mR and summing the telescoping series
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over m ≥ 0. By further decomposition, and some rotation and scaling, we may
replace ϕ2R − ϕR by a smooth cutoff function ψ = ψR supported on the ball
B := {x : |x − Re1| ≤ R/100}, where e1 is a basis vector of Rn.

Our construction will be based on Euclidean tools such as the Fourier transform,
so we shall now use the Euclidean inner product and Euclidean Lebesgue measure
instead of the counterparts corresponding to the metric g. In particular, the operator
H will no longer be self-adjoint, but this will not concern us as we shall soon break
it down into components anyway. To reflect this change of perspective we shall
write our manifoldM now as Rn.

We begin with the Fourier inversion formula

ψH 2f (x) = ψH 2ψ̃f (x) = ψH 2
∫

Rn

∫
Rn
e2πi(x−y)·ξ ψ̃(y)f (y) dydξ,

valid for all Schwartz f , where ψ̃ is a smooth cutoff to the ball B̃ := {x : |x−Re1| ≤
R/50}which equals 1 onB. We then split the ξ integration into subspaces±ξ1 > 0,
defining

Pinf (x) =
∫
ξ1<0

∫
Rn
e2πi(x−y)·ξ ψ̃(y)f (y) dydξ

and

Poutf (x) =
∫
ξ1>0

∫
Rn
e2πi(x−y)·ξ ψ̃(y)f (y) dydξ,

where ξ1 := ξ · e1 is the e1 component of ξ1. We remark that these operators
are essentially Hilbert transforms in the e1 direction; the multiplier is of course
discontinuous in the ξ1 variable, but we will never integrate by parts in this variable
so this will not be a difficulty.

Clearly we have the decomposition (11.31). It remains to prove (11.33), (11.32).

11.8.1 Proof of (11.7.33)

We now prove the estimate (11.33). Since H = H0 on the support of ψ , we may
write

〈x〉3/2+σψH 2 = R−5/2+σ a(x)(R∇x)4
for some bounded functions tensor a(x) supported on B. We shall think of R∇x as
a normalized gradient on B.

In light of the above decomposition, it thus suffices to show that∥∥∥∥(R∇x)4 ∫
ξ1>0

∫
R3
e2πi(x−y)·ξ ψ̃(y)eisH0f (y) dydξ

∥∥∥∥
L2
x (B)

≤ CR 5
2−σ (R2 + s)−1−σ‖f ‖H 18,11(R3)

for all all times s > 0.
We first dispose of the derivatives (R∇x)4. Each x derivative in R∇x hits the

phase e2πi(x−y)·ξ , where it can be converted to a y derivative, which after integration
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by parts either hits ψ̃ or eisH0f (y). Since partial derivatives commute with eisH0 ,
we thus reduce to showing that∥∥∥∥ ∫

ξ>0

∫
R3
e2πi(x−y)·ξψ(j1)(y)eisH0f (j2)(y) dydξ

∥∥∥∥
L2
x (B)

(11.39)

≤ CR 5
2−σ (R2 + s)−1−σ‖f ‖H 18,11(R3)

whenever 0 ≤ j1, j2 with j1 + j2 = 4, where ψ(j1) := (R∇x)j1ψ̃ is a minor variant
of the cutoff ψ̃ , and f (j2) := (R∇x)j2f .

Applying a smooth cutoff to f , we can divide into two cases: the local case where
f is supported on the ball {|x| ≤ R/100}, or the global case where f is supported
on the exterior ball {x ≥ R/200}. Let us consider the global case first, which is
rather easy and for which one can be somewhat careless with powers of R. We first
observe from Plancherel (or the L2 boundedness of the Hilbert transform) that∥∥∥∥ ∫

ξ>0

∫
R3
e2πi(x−y)·ξ g(y) dydξ

∥∥∥∥
L2
x (B)

≤ C‖g‖L2(R3).

Thus to prove (11.39) in the global case it suffices to show that

‖ψ(j1)eisH0f (j2)‖L2(R3) ≤ CR
5
2−σ (R2 + s)−1−σ‖f ‖H 18,11(R3).

We divide further into two subcases, the short-time case s ≤ R2 and the long-time
case s ≥ R2. In the short-time case the claim follows since

‖ψ(j1)eisH0f (j2)‖L2(R3) ≤ C‖eisH0f (j2)‖L2(R3)

= C‖f (j2)‖L2(R3)

≤ CRj2R−11‖f ‖H 18,11(R3)

≤ CR−7‖f ‖H 18,11(R3),

which is certainly acceptable (if σ is small enough). In the long time case we
interpolate between the two bounds

‖ψ(j1)eisH0g‖L2(R3) ≤ C‖eisH0g‖L2(R3) ≤ C‖g‖L2(R3)

and

‖ψ(j1)eisH0g‖L2(R3) ≤ CRn/2‖eisH0g‖L∞(R3)

≤ CR3/2s−3/2‖g‖L1(R3) ≤ CRn/2s−n/2‖g‖H 0,n/2+σ (R3)

to obtain

‖ψ(j1)eisH0f (j2)‖L2(R3) ≤ C(R/s)−1−σ‖f (j2)‖H 0,1+Cσ

≤ C(R/s)−1−σRj2R−11+1+Cσ‖f ‖H 18,11(R3),

which is certainly acceptable.
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It remains to prove (11.39) in the local case, when f is supported on the ball
{|x| ≤ R/100}. In this case, expand the fundamental solution of eisH0 to write∫

R3

∫
R3
χ+(ξ)e2πi(x−y)·ξψ(j1)(y)eisH0f (j2)(y) dydξ =

∫
Ks(x, z)f

(j2)(z) dz,

where

Ks(x, z) := Cs−3/2
∫
ξ1>0

∫
R3
e2πi(x−y)·ξψ(j1)(y)e−i|y−z|

2/2s dydξ.

Observe from all the spatial cutoffs that x, y are localized to the ball B̃, while z is
localized to the ball |z| ≤ R/100. Also, ξ is localized to the half-plane ξ1 > 0. Our
task is to show that ∥∥∥∥ ∫|x|≤R/100

Ks(x, z)f
(j2)(z) dz

∥∥∥∥
L2(B)

(11.40)

≤ CR 5
2−σ (R2 + s)−1−σ‖f ‖H 18,11(R3).

We split Ks into Khi
s and K lo

s , corresponding to the regions |ξ | ≥ R−1+σ and
|ξ | < R−1+σ of frequency space, respectively. The contribution ofKhi

s will be very
small. Indeed, for any |ξ | ≥ R−1+σ , we can evaluate the y integral using stationary
phase as follows. Observe that the y gradient of the phase

2π(x − y) · ξ − |y − z|2/2s
is equal to

−2πξ − (y − z)/s.
From the localizations on y, z, and ξ we observe that this quantity has magnitude
at least ≥ c(|ξ | + R/s). One can then do repeated integration by parts in the y1

variable, gaining an R every time one differentiates the ψ(j1) cutoff, to obtain the
bound ∣∣∣∣ ∫

R3
e2πi(x−y)·ξψ(j1)(y)e−i|y−z|

2/2s dy

∣∣∣∣ ≤ CNR3(R|ξ | + R2/s)−N

for any N . Integrating over all |ξ | ≥ R−1+σ , we thus see that Khi
s (x, z) is bounded

by ON((R2 + s)−N) for any N , and so this contribution to (11.40) is easily shown
to be acceptable (using crude estimates on f (j2)).

Now we deal with the low-frequency case |ξ | ≤ R−1+σ . In this case we expand
f (j2) and integrate by parts to write∣∣∣∣ ∫|z|≤R/100

K lo
s (x, z)f

(j2)(z) dz| ≤ CRj2
∣∣∣∣ ∫|z|≤R/100

∇j2x K lo
s (x, z)f (z) dz|

≤ Cs−3/2
∫
|z|≤R/100

∫
|ξ |≤R−1+σ ;ξ1>0∣∣∣∣ ∫

R3
e2πi(x−y)·ξψ(j1)(y)e−i|y−z|

2/2s dy

∣∣∣∣Rj2 |ξ |j2 |f (z)| dξdz.
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We crudely bound Rj2 |ξ |j2 by O(R4σ ). From stationary phase we also observe the
estimate ∣∣∣∣ ∫

R3
e2πi(x−y)·ξψ(j1)(y)e−i|y−z|

2/2s dy

∣∣∣∣ ≤ Cs3/2
while by taking absolute values everywhere we also have the estimate∣∣∣∣ ∫

R3
e2πi(x−y)·ξψ(j1)(y)e−i|y−z|

2/2s dy

∣∣∣∣ ≤ CR3

and hence∣∣∣∣ ∫|z|≤R/100
K lo
s (x, z)f

(j2)(z) dz

∣∣∣∣
≤ Cs−3/2R4σ

∫
|z|≤R/100

∫
|ξ |≤R−1+σ

min(sn/2, R3)|f (z)| dξdz

≤ CRCσ s−3/2 min(s3/2, R3)R−3
∫
|z|≤R/100

|f (z)| dz

≤ CRCσ s−3/2 min(s3/2, R3)R−3/2‖f ‖L2(R3)

≤ CRCσR2(R2 + s)−1−σR−3/2‖f ‖H 18,11(R3),

which is certainly acceptable. This completes the proof of (11.33).

11.8.2 Proof of (11.32)

To conclude the proof of Proposition 11.7.2 it suffices to prove (11.32) (with 1−ϕR
replaced byψ , of course). This is in a spirit similar to the proof of (11.33), although
the steps will be in a somewhat permuted order. We begin by estimating

‖eisH0ψH 2Pinf ‖H 2,−8(R3) ≤
2∑
k=0

‖〈x〉−8∇kx eisH0ψH 2Pinf ‖L2(R3)

≤
2∑
k=0

‖〈x〉−8eisH0∇kxψH 2Pinf ‖L2(R3).

Now observe that

∇kxψH 2 =
4∑
j=0

Rj−4aj,k(x)∇j+kx

for some smooth cutoff functions aj,k adapted to the ballB. Our task is thus to show
that

‖〈x〉−8eisH0aj,k∇j+kx Pinf ‖L2(R3) ≤ CR4−j (R2 + |s|)−1−σ‖f ‖H 20(R3)

for all 0 ≤ j ≤ 4 and 0 ≤ k ≤ 2.
Fix j, k. Let us first control the contribution of the weight 〈x〉−8 arising from the

region |x| ≥ R/100. This contribution is dealt with differently in the short-time
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case s ≤ R2 and the long-time case s > R2. In the short-time case s ≤ R2, this
contribution is dealt with

≤ CR−8‖eisH0aj,k∇j+kPinf ‖L2(R3).

Since eisH0 and aj,k are both bounded on L2, we can bound this by

≤ CR−8‖∇j+kPinf ‖L2(R3).

Now observe from Plancherel that Pin is bounded onH 20 (since multiplication by ψ̃
is certainly bounded on H 20), and so we can bound this by O(R−8‖f ‖H 20), which
is acceptable. In the long-time case, we control the contribution instead by

≤ CR−8+ 3
2 ‖eisH0aj,k∇j+kPinf ‖H 0,−3/2(R3). (11.41)

Now we interpolate between the energy estimate

‖eisH0g‖L2(R3) = ‖g‖L2(R3)

and the decay estimate

‖eisH0g‖H 0,−n/2−σ (R3) ≤ C‖eisH0g‖L∞(R3)

≤ Cs−3/2‖g‖L1(R3)

≤ Cs−3/2‖g‖H 0,n/3+σ (R3)

to obtain

‖eisH0g‖H 0,−3/2(R3) ≤ Cs−3/2+σ‖g‖H 0,3/2(R3).

The operator aj,k maps L2 to H 0,3/2 with a bound of O(R3/2), so we can therefore
bound (11.41) by

≤ CR−8+ 3
2 s−3/2+σR3/2‖∇j+kPinf ‖L2(R3).

As in the long-term case we can bound ‖∇j+kPinf ‖L2(R3) by ‖f ‖H 20(R3), and so
this case is also acceptable.

It remains to control the contribution in the region |x| ≤ R/100. We then expand
out the fundamental solution of eisH0 , and reduce to showing that

s−3/2‖〈x〉−8
∫

R3

∫
ξ1<0

∫
R3
e−i|x−y|

2/2saj,k(y)

∇j+ky e2πi(y−z)·ξψ(z)f (z) dzdξdy‖L2
x (|x|≤R/100)

≤ CR4−j (R2 + |s|)−1−σ‖f ‖H 20(R3).

(11.42)

Note that the x variable is localized to the ball |x| ≤ R/100, while y and z are
localized to the ball B̃, and ξ is localized to the half-space ξ1 < 0. Once again,
we split into the high frequencies |ξ | ≥ R−1+σ and low frequencies |ξ | < R−1+σ .
In the case of the high frequencies, we move the y derivatives onto ψ(z)f (z) by
integration by parts, and reduce to showing that
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s−3/2‖〈x〉−8
∫
|ξ |≥R−1+σ ;ξ1<0

∫
R3

(∫
R3
e−i|x−y|

2/2saj,k(y)e
2πi(y−z)·ξ dy

)
g(z) dzdξ‖L2

x (|x|≤R/100) ≤ CR4−j (R2 + |s|)−1−σ‖g‖L2(B̃)

for some g. But the y derivative of the phase

−|x − y|2/2s + 2π(y − z) · ξ
is

−(x − y)/s + 2πξ,

which has magnitude at least c(|ξ |+R/s), by the localizations on x, y, ξ . Thus, by
stationary phase we have∫

R3
e−i|x−y|

2/2saj,k(y)e
2πi(y−z)·ξ dy = ON(R3(|ξ | + R/s)−N)

for any N > 0, and the claim is now easy to establish by crude estimates. Thus, it
remains to prove (11.42) in the low-frequency case |ξ | < R−1+σ . In this case we
convert the ∇j+ky derivative to O(|ξ |j+k) = O(R−(j+k)RCσ ), and thus estimate the
left-hand side of this contribution to (11.42) by

≤Cs−3/2R−(j+k)RCσR−3‖〈x〉−8
∫

R3
sup

|ξ |≤R−1+σ ;ξ1<0∣∣∣∣∫
R3
e−i|x−y|

2/2saj,k(y)e
2πi(y−z)·ξ dy

∣∣∣∣ψ(z)|f (z)| dz‖L2
x (|x|≤R/100).

But by stationary phase as before, we have the estimates∣∣∣∣ ∫
R3
e−i|x−y|

2/2saj,k(y)e
2πi(y−z)·ξ dy

∣∣∣∣ ≤ Cmin(s3/2, R3),

and thus we can bound the previous expression by

≤ Cs−3/2R−(j+k)RCσR−3 min(s3/2, R3)‖〈x〉−8∫
R3
ψ(z)|f (z)| dz‖L2(|x|≤R/100).

We crudely bound the L2(|x| ≤ R/100) norm of 〈x〉−8 by O(1), and use Cauchy-
Schwartz we can bound the previous expression by

≤ Cs−3/2R−(j+k)RCσR−3 min(s3/2, R3)R3/2‖f ‖L2(R3),

which is acceptable (treating the s ≤ R2 and s > R2 cases separately). The proof
of Proposition 11.7.2 is now complete.
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Chapter Twelve

Dispersive Estimates for Schrödinger operators:
A survey

W. Schlag

12.1 INTRODUCTION

The purpose of this note is to give a survey of some recent work on dispersive
estimates for the Schrödinger flow

eitHPc, H = −0+ V on Rd , d ≥ 1, (12.1)

where Pc is the projection onto the continuous spectrum of H . V is a real-valued
potential that is assumed to satisfy some decay condition at infinity. This decay
is typically expressed in terms of the point-wise decay |V (x)| ≤ C〈x〉−β , for all
x ∈ Rd and some β > 0. Throughout this paper, 〈x〉 = (1 + |x|2) 1

2 . Occasionally,
we will use an integrability condition V ∈ Lp(Rd) (or a weighted variant thereof)
instead of a point-wise condition. These decay conditions will also be such that H
is asymptotically complete, i.e.,

L2(Rd) = L2
p.p.(R

d)⊕ L2
a.c.(R

d),

where the spaces on the right-hand side refer to the span of all eigenfunctions and
the absolutely continuous subspace, respectively.

The dispersive estimate for (12.1) with which we will be most concerned is of
the form

sup
t �=0

|t | d2 ∥∥eitHPcf ∥∥∞ ≤ C‖f ‖1 for all f ∈ L1(Rd) ∩ L2(Rd). (12.2)

Interpolating with the L2 bound
∥∥eitHPcf ∥∥2 ≤ C‖f ‖2 leads to

sup
t �=0

|t |d( 1
2− 1
p )
∥∥eitHPcf ∥∥p′ ≤ C‖f ‖p for all f ∈ L1(Rd) ∩ L2(Rd), (12.3)

The author was partially supported by NSF grant DMS-0300081 and a Sloan fellowship. This article
is based in part on a talk that the author gave at the PDE meeting at the Institute for advanced study in
Princeton, N.J., in March 2004. The author is grateful to the organizers for the invitation to speak at that
conference, as well as to the Clay Foundation and the IAS for their support. Also, he wishes to thank
Fabrice Planchon for useful comments on a preliminary version of this article.
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where 1 ≤ p ≤ 2. It is well known that via a T ∗T argument (12.3) gives rise to the
class of Strichartz estimates∥∥eitHPcf ∥∥Lqt (Lpx ) ≤ C‖f ‖2, for all

2

q
+ d
p
= d

2
, 2 < q ≤ ∞. (12.4)

The endpoint q = 2 is not captured by this approach; see Keel and Tao [53].
In heuristic terms, for the free problem V = 0 the rate of decay |t |− d2 in (12.2)

follows from L2- conservation and the classical Newton law ẍ = 0, which leads to
the trajectories x(t) = vt + x0. Mathematically, (12.2) follows from the explicit
solution

(e−it0f )(x) = Cd t− d2
∫

Rd

e−i
|x−y|2

4t f (y) dy.

For general V �= 0, no explicit solutions are available, and one needs to proceed
differently.

If V is small and d ≥ 3, then one can proceed perturbatively. We will give
examples of such arguments in Section 12.2. A purely perturbative approach cannot
work in the presence of bound states ofH since those need to be removed. In other
words, in the presence of bound states the nature of the spectral measure and/or
resolvents of H becomes essential. Since it is well known that bound states can
arise for arbitrarily small potentials in dimensions d = 1, 2; see Theorem XIII.11
in Reed and Simon [63], we conclude that a perturbative approach will necessarily
fail in those dimensions. On the other hand, if d = 3 and V satisfies the Rollnik
condition

‖V ‖2
Roll :=

∫
R6

|V (x)||V (y)|
|x − y|2 dxdy <∞,

then Kato [52] showed that −0 + V is unitarily equivalent with −0 provided
4π‖V ‖Roll < 1. Similar conditions are known for unitary equivalence if d ≥ 4.

Dispersive estimates for large V and d = 3 were established by Rauch [62]
and Jensen, Kato [48]. In contrast to (12.2), these authors measured the decay on
weighted L2(R3), i.e., they proved that∥∥weitHPcwf ∥∥2 ≤ C|t |−

3
2 ‖f ‖2, (12.5)

with w(x) = e−ρ〈x〉 with some ρ > 0 and V exponentially decaying (Rauch) or
w(x) = 〈x〉−σ for some σ > 0 and V decaying at a power rate (Jensen, Kato). In
addition, they needed to assume that the resolvent of H has the property that

lim sup
λ→0

‖w(H − (λ± i0))−1w‖2→2 <∞. (12.6)

This condition is usually referred to as zero energy being neither an eigenvalue nor
a resonance. While it is clear what it means for zero to be an eigenvalue of H ,
the notion of a resonance depends on the norms relative to which the resolvent is
required to remain bounded at zero energy; see (12.6). In the context of L2 with
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power weights, which are most commonly used, one says that there is a resonance
at zero iff there exists a distributional solution f of Hf = 0 with the property that
f �∈L2(R3) but such that 〈x〉−σ f ∈L2(R3) for all σ > 1

2 . With this definition the

following holds: (12.6) is valid forw(x) = 〈x〉− 1
2−ε for any ε > 0 iff zero is neither

an eigenvalue nor a resonance. The proof proceeds via the Fredholm alternative
and the mapping properties of (−0+ (λ+ i0))−1 on weighted L2(R3) spaces; see
Section 12.2. The notion of a resonance arises also in other dimensions, and we will
discuss the cases d = 1, 2 in the corresponding sections below. If |V (x)| ≤C〈x〉−2−ε
with ε > 0 arbitrary, and d ≥ 5, then H cannot have any resonances at zero energy.
This is due to the fact that under these assumptions (−0)−1V : L2(Rd)→ L2(Rd).

Rauch and Jensen, and Kato went beyond (12.5) by showing that if zero is an
eigenvalue and/or a resonance, then (12.5) fails. In fact, they observed that if zero
is a resonance but not an eigenvalue, then

C−1 < sup
‖f ‖2=1

sup
t≥1

|t | 1
2
∥∥eitHPcf ∥∥2 < C <∞.

Furthermore, this loss of decay can occur also if zero is an eigenvalue even though
Pc is understood to project away the corresponding eigenfunctions. They obtained
these results as corollaries of asymptotic expansions of eitH as t →∞ on weighted
L2 spaces.

These asymptotic expansions are basically obtained as the Fourier transforms
of asymptotic expansions of the resolvents (or rather, the imaginary part of the
resolvents) around zero energy. In odd dimensions the latter are of the form, with
 z > 0,

(−0+ V − z2)−1 = z−2A−2 + z−1A−1 + A0

+ zA1 +O(z2) as z→ 0, (12.7)

where the O-term is understood in the operator norm on a suitable weighted L2-
space. These expansions can, of course, be continued to higher-order zm, with the
degree of the weights in L2 needed to control the errorO(zm) increasing withm. In
addition, the decay of V needs to increase withm as well. The operator−A−2 is the
orthogonal projection onto the eigenspace of H , and A−1 is a finite rank operator
related to both the eigenspace and the resonance functions. In odd dimensions, the
free resolvent (−0 + z2)−1 is analytic for all z �= 0 (and if d ≥ 3 for all z ∈ C),
whereas in even dimensions the Riemann surface of the free resolvent is that of
the logarithm. In practical terms, this means that (12.7) needs to include (inverse)
powers of log z in even dimensions.

In [46] and [47], Jensen derived analogous expansions for the resolvent around
zero energy (and thus for the evolution as t →∞) in dimensions d ≥ 4. Resolvent
expansion at thresholds for the cases d = 1 and d = 2 were treated by Bollé,
Gesztesy, and Wilk [7], and Bollé, Gesztesy, and Danneels [5], [6]. However, their
approach requires separate treatment of the cases

∫
V dx = 0 and

∫
V dx �= 0.

Moreover, for d = 2 only the latter case was worked out. A unified approach
to resolvent expansions was recently found by Jensen and Nenciu in [49]. Their
method can be applied to all dimensions, but in [49] the authors only present d = 1, 2
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in detail, because for those cases novel results are obtained by their method. The
method developed by Jensen and Nenciu was applied by Erdogan and the author for
d = 3; see [28], [29], and by the author for d = 2; see [69]. A very general treatment
of resolvent expansions as in (12.7) and of local L2 decay estimates can be found in
Murata’s paper [57]. It is general in the sense that Murata states expansions in all
dimensions, and covers the case of elliptic operators as well. However, his method
is partially implicit in the sense that the coefficients of the singular powers in (12.7)
depend on operators that are solutions of certain equations, but those equations are
not solved explicitly.

The first authors to address (12.2) were Journeé, Soffer, and Sogge [51]. Under
suitable decay and regularity conditions on V , and under the assumption that zero
is neither an eigenvalue nor a resonance, they proved (12.2) for d ≥ 3. In addition,
they conjectured that (12.4) should hold for all V such that |V (x)| ≤ C〈x〉−2−ε with
arbitrary ε > 0 and for which−0+V has neither an eigenvalue nor a resonance at
zero energy.

The decay rate 〈x〉−2−ε, which corresponds to L
d
2 (Rd) integrability, plays a spe-

cial role in dispersive estimates in particular, and the spectral theory of −0+ V in
general. On the one hand, potentials that decay more slowly than |x|−2 at infinity
can lead to operators with infinitely many negative bound states. On the other hand,
in [13] and [14] Burq, Planchon, Stalker, and Tahvildar-Zadeh obtain Strichartz
estimates for

i∂tu+0u− a

|x|2 u = 0,

provided a > −(d − 2)2/4 and d ≥ 2, and they show that this condition is also
necessary. Furthermore, for the case of the wave equation, it is known that point-
wise decay estimates fail in the attractive case a < 0; see the work of Planchon,
Stalker, and Tahvildar-Zadeh.

For d = 3 the assumptions onV in [51] are |V (x)| ≤ C〈x〉−7−ε, V̂ ∈ L1(R3), and
some small amount of differentiability of V . These requirements were subsequently
relaxed by Yajima [84], [85], and [86], who proved much more, namely the Lp

boundedness of the wave operators for 1 ≤ p ≤ ∞. A different approach, which
led to even weaker conditions on V , was found by Rodnianski and the author [64]
(for small V ), as well as by Goldberg and the author [35] (for large V ). In addition,
the aforementioned conjecture from [51] is proved in [64] (for large V ).

Finally, Goldberg [34] proved that (12.2)—and not just (12.4)—holds for all V
for which |V (x)| ≤ C〈x〉−2−ε with arbitrary ε > 0 and for which −0 + V has
neither an eigenvalue nor a resonance at zero energy. In fact, he only required a
suitable Lp condition; see Section 12.2. In contrast, trying to adapt [35] to higher
dimensions has led Goldberg and Visan [37] to show that for d ≥ 4, (12.2) fails
unless V has some amount of regularity, i.e., decay alone is insufficient for (12.2) to

hold if d ≥ 4. More precisely, they exhibit potentials V ∈ C d−3
2 −ε

comp (R
d) for which

the dispersive L1(Rd)→ L∞(Rd) decay with power t−
d
2 fails.

The first results for d = 1 are due to Weder [80], [78], [81]; see also Artbazar
and Yajima [4]. These authors make use of the following explicit expression for the
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resolvent. If  z > 0, then

(−∂2
x + V − z2)−1(x, y) = f+(x, z)f−(y, z)

W(z)
if x > y

and symmetrically if x < y. Here f± are the Jost solutions defined as solutions of

−f ′′±(·, z)+ Vf±(·, z) = z2f±(·, z)
with the asymptotics

f+(x, z) ∼ eixz as x →∞
f−(x, z) ∼ e−ixz as x →−∞ ,

and W(z) = W [f+(·, z), f−(·, z)] is their Wronskian. These Jost solutions are
known to exist and have boundary values as  z → 0+ as long as V ∈ L1(R) (in
particular, this proves that the spectrum of H is purely a.c. on (0,∞) for such V ).
In order for these boundary values f±(·, λ) to be continuous at λ = 0, one needs to
require that 〈x〉V (x) ∈ L1(R). In that case, we say that zero energy is a resonance
iff W(0) = 0. Note that the free case V = 0 has a resonance at zero energy,
since then f±(·, 0) = 1. This condition is equivalent to the existence of a bounded
solution f of Hf = 0 (in particular, zero cannot be an eigenvalue).

Using some standard properties of the Jost solutions; see [25], Goldberg and the
author proved that

‖eitHPcf ‖L∞(R) ≤ C|t |− 1
2 ‖f ‖L1(R) (12.8)

provided 〈x〉V (x) ∈ L1(R) and provided zero is not a resonance. Note that in
terms of pointwise decay, this is in agreement with the 〈x〉−2 threshold mentioned
above. If zero is a resonance, then the same estimate holds for all V such that
〈x〉2V (x) ∈ L1(R). In Section 12.3 below, we present a variant of (12.8) with
faster decay that seems to be new. It states that under sufficient decay on V and
provided zero is not a resonance,

‖〈x〉−1eitHPcf ‖L∞(R) ≤ C t− 3
2 ‖〈x〉f ‖L1(R) (12.9)

for all t > 0. This estimate was motivated by the work of Murata [57] and Bus-
laev and Perelman [15], where such improved decay was obtained on L2(R) and
with weights of the form 〈x〉3.5+ε. It combines dispersive decay and the rate of
propagation for H . However, to the best of the author’s knowledge, (12.9) has not
appeared before, and we therefore include a complete proof in Section 12.3. A
version of (12.9) for the evolution of linearized nonlinear Schrödinger equations
was crucial to the recent work [55] by Krieger and the author on stable manifolds
for all supercritical NLS in one dimension.

Generally speaking, there is a very important difference between the one-
dimensional dispersive bounds and those in other dimensions that have been proved
so far, namely with regard to the constants. Indeed, in the one-dimensional case
these constants exhibit an explicit dependence on the potential via the Jost solu-
tions, which are solutions to a Volterra integral equation. On the other hand, in
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higher dimensions one resorts to a Fredholm alternative argument in order to invert
the operatorH − (λ2± i0). This indirect argument is traditionally used to prove the
so-called limiting absorption principle for the resolvent; see Agmon [1] and (12.25)
below. Any constructive proof of such an estimate for the perturbed resolvent would
be most interesting, as it would allow for quantitative constants in dispersive esti-
mates. Such a result was achieved by Rodnianski and Tao; see [67] as well as their
article in this volume. More generally, their work deals with dispersive estimates
for the Schrödinger operator on Rn (or other manifolds) with variable metrics and is
thus closely related to the subject matter of this article. Unfortunately, it is outside
the scope of this review to discuss this exciting field of research. For example, see
Bourgain [8], Doi [26], Burq, Gerard, and Tzvetkov [12] (as well as other papers
by these authors), Hassell, Tao, and Wunsch [39], [40], Smith and Sogge [72], and
Staffilani and Tataru [73].

For the wave equation with a potential, dispersive estimates have also been devel-
oped in recent years; see Cuccagna [20], Georgiev andVisciglia [31], Pierfelice [59],
Planchon, Stalker, and Tahvildar-Zadeh [60], [61], d’Ancona and Pierfelice [22], as
well as Stalker and Tahvildar-Zadeh [74]. The paper by Krieger and the author [56]
establishes dispersive estimates for the wave equation with a potential in the presence
of a zero energy resonance. This is necessary because of the particular nonlinear
application they consider: the construction of a co-dimension one family of global
solutions to the focusing H 1 critical wave equation in R3. There is some overlap
with the results here, in particular with respect to certain bounds on the resolvent,
but we will restrict ourselves to the Schrödinger equation. For Klein-Gordon, see
Weder’s work [79].

Much of the work in this paper has been motivated by nonlinear problems (see,
e.g., Bourgain’s book [11], in particular pages 17–27). In recent years there has been
much interest in the asymptotic stability of standing waves of the focusing NLS

i∂tψ +0ψ + f (|ψ |2)ψ = 0. (12.10)

A “standing wave” here refers to a solution of the form ψ(t, x) = eiα2tφ(x), where
α �= 0 and

α2φ −0φ = f (φ2)φ, (12.11)

or any solution obtained from this one by applying the symmetries of the NLS,
namely Galilei, scaling, and modulation (if the nonlinearity is critical, then there
is one more symmetry by the name of pseudoconformal). Most work has been de-
voted to the standing wave generated by the ground state, i.e., a positive, decaying,
solution of (12.11). In fact, such a solution must be radial and decay exponen-
tially. Linearizing (12.10) around a standing wave yields a system of Schrödinger
equations with non-selfadjoint matrix operator

H =
[−0+ α2 − U −W

W 0− α2 + U
]

(12.12)

and exponentially decaying, real-valued potentials U , W . In order to address the
question of asymptotic stability of standing waves, one needs to study the spectrum
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of H, as well as prove dispersive estimates for eitH restricted to the stable subspace
(which is defined as the range of a suitable Riesz projection). In the following
sections we will mostly report on work on the scalar case rather than the system
case. However, most of what is being said can be generalized to systems; see,
e.g., [21], [65], [29], [70], [55]. Although it may seem that the exponential decay of
the potential in (12.12) may simplify matters greatly, this turns out not to be the case.
In fact, the method from the paper [35], which is concerned with weakening the de-
cay assumptions on V in the scalar, three-dimensional case, has led to the resolution
of some open questions about matrix operators as in (12.12); see [29], [70], [55].

12.2 DIMENSIONS THREE AND HIGHER

We start with a perturbative argument for small V that can be considered as a sketch
of the method from [51]. As above, let H = −0+ V and suppose d ≥ 3. Define

M0 = sup
0≤t

sup
‖f ‖1∩2=1

〈t〉 d2 ‖eitH0f ‖2+∞,

M(T )= sup
0≤t≤T

sup
‖f ‖1∩2=1

〈t〉 d2 ‖eitH f ‖2+∞.

Here,

‖f ‖1∩2 = ‖f ‖L1∩L2 , ‖f ‖2+∞ = inf
f1+f2=f

(‖f1‖2 + ‖f2‖∞).

Then the Duhamel formula

eitH = eitH0 + i
∫ t

0
ei(t−s)H0V eisH ds

implies that

M(T )≤M0 + 〈T 〉 d2
∫ T

0
M0〈t − s〉− d2 ‖V ‖1∩∞M(T )〈s〉− d2 ds

≤M0 + C ‖V ‖1∩∞M0M(T ).

Consequently, as long as

C ‖V ‖1∩∞M0 ≤ 1

2
,

we obtain the bound

sup
T≥0
M(T ) ≤ 2M0.

Note first that such an argument necessarily fails if d = 1, 2 due to the nonintegra-
bility of t−

d
2 at infinity. Moreover, there are spectral reasons for this failure, which

we outlined in the introduction. Second, we would like to point out that it equally
applies to time-dependent potentials provided the evolution eitH is replaced with
the propagator of the associated Schrödinger equation. The inclusion of the space
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L2 allows us to deal with the singularity of t−
d
2 at t = 0 that arises in the L1 → L∞

estimate. In order to avoid it, Journeé, Soffer, and Sogge use the bound

‖e−itH0V eitH0‖p→p ≤ ‖V̂ ‖1,

which holds uniformly in 1 ≤ p ≤ ∞. This explains the origin of the condition
V̂ ∈ L1 in their paper.

The main difficulty in [51] is of course the fact that V is large. Let us first present
an unpublished argument of Ginibre [32] in dimensions d ≥ 3 that allows passing
from the weighted (or local) decay (12.5) to global decay, albeit in the form of a
L1 ∩L2 → L2 +L∞ estimate rather than the one in (12.2). Applying the Duhamel
formula twice, we obtain

eitHPc = eitH0Pc + i
∫ t

0
ei(t−s)H0VPce

isH0 ds

−
∫ t

0

∫ s
0
ei(t−s)H0V ei(s−σ)HPcV eiσH0 dσ ds . (12.13)

As long as V decays sufficiently rapidly so as to absorb the weights w, i.e., such
that

‖w−1V ‖L1∩L∞ <∞ ,
we can combine the L1 ∩ L2 → L2 + L∞ bound

‖eitH0‖2+∞ ≤ C〈t〉− d3 ‖f ‖1∩2 (12.14)

with (12.5) as above, to conclude from (12.13) that (12.14) also holds for H . Here
we also used thatPc : L1∩L∞ → L1∩L∞ which holds provided all eigenfunctions
ofH with negative eigenvalue belong to L1∩L∞ (recall that zero is assumed not to
be an eigenvalue). That property, however, follows fromAgmon’s exponential decay
bound [2] and Sobolev imbedding, provided V also has some small of regularity.

This argument, however, does not shed much light on the question of L1 → L∞
bounds (without assuming more regularity onV ). The inclusion ofL2 is undesirable
for a number of reasons, the main one being nonlinear applications. We therefore
proceed differently, and first recall the small-potential argument from [64] in d = 3.
For certain standard details we refer the reader to [64].

The starting point is the standard fact

eitHPac =
∫ ∞

0
eitλEac(dλ), (12.15)

where Eac is the absolutely continuous part of the spectral resolution. Its density is
given by

dEac(λ)

dλ
= 1

2πi
[(H − (λ+ i0))−1 − (H − (λ− i0))−1]

on λ> 0. As already mentioned, Kato’s theorem [52] insures thatEac=E, provided

‖V ‖2
R :=

∫
R3×R3

|V (x)| |V (y)|
|x − y|2 dx dy < (4π)2 . (12.16)
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LetRV (z) = (−0+V −z)−1 andR0(z) = (−0−z)−1. Then with V as in (12.16),
for all f, g ∈ L2(R3) and ε ≥ 0, one has the Born series expansion

〈RV (λ± iε)f, g〉−〈R0(λ± iε)f, g〉 =
∞∑
�=1

(−1)�〈R0(λ± iε)(V R0(λ± iε))�f, g〉.
(12.17)

It is well known that the resolvent R0(z) for  z ≥ 0 has the kernel

R0(z)(x, y) = exp(i
√
z|x − y|)

4π |x − y| (12.18)

with  (√z) ≥ 0. Then there is the following simple lemma that is basically an
instance of stationary phase. For the proof we refer the reader to [64].

Lemma 12.2.1 Let ψ be a smooth, even bump function with ψ(λ) = 1 for −1 ≤
λ ≤ 1 and supp(ψ) ⊂ [−2, 2]. Then for all t ≥ 1 and any real a,

sup
L≥1

∣∣∣∣ ∫ ∞

0
eitλ sin(a

√
λ)ψ(

√
λ

L
) dλ

∣∣∣∣ ≤ C t− 3
2 |a| (12.19)

where C only depends on ψ .

In addition to (12.16), we will assume that

‖V ‖K := sup
x∈R3

∫
R3

|V (y)|
|x − y| dy < 4π. (12.20)

In [64] this norm was introduced by the term global Kato norm (it is closely related
to the well-known Kato norm; see Aizenman and Simon [3], [71]). The following
lemma explains to some extent why condition (12.20) is needed. Iterated integrals as
in (12.21) will appear in a series expansion of the spectral resolution ofH = −0+V .
For the sake of completeness, and in order to show how these global Kato norms
arise, we reproduce the simple proof from [64].

Lemma 12.2.2 For any positive integer k and V as above,

sup
x0,xk+1∈R3

∫
R3k

∏k
j=1 |V (xj )|∏k

j=0 |xj − xj+1|
k∑
�=0

|x� − x�+1| dx1 . . . dxk ≤ (k + 1)‖V ‖kK.
(12.21)

Proof. Define the operator A by the formula

Af (x) =
∫

R3

|V (y)|
|x − y| f (y) dy.

Observe that the assumption (12.20) on the potential V implies that A : L∞ → L∞
and ‖A‖L∞→L∞ ≤ c0, where we have set c0 := ‖V ‖K for convenience. Denote
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by 〈, 〉 the standard L2 pairing. In this notation the estimate (12.21) is equivalent to
proving that the operators Bk defined as

Bkf =
k∑
m=0

< f,Ak−m1 > Am1

are bounded as operators from L1 → L∞ with the bound

‖Bk‖L1→L∞ ≤ (k + 1)ck0.

For arbitrary f ∈ L1 one has

‖Bkf ‖L∞ ≤
k∑
m=0

| < f,Ak−m1 > | ‖Am1‖L∞

≤
k∑
m=0

‖Ak−m‖L∞→L∞‖Am‖L∞→L∞‖f ‖L1

≤
k∑
m=0

ck0‖f ‖L1 ≤ (k + 1)ck0‖f ‖L1 ,

as claimed. �

We are now in a position to prove the small V result from [64]. In [59], Perfelice
obtained an analogous result for the wave equation.

Theorem 12.2.1 With H = −0+ V and V satisfying the conditions (12.16) and
(12.20), one has the bound ∥∥eitH∥∥

L1→L∞ ≤ C t− 3
2

in three dimensions.

Proof. Fix a real potentialV as above, as well as anyL ≥ 1, and realf, g ∈ C∞0 (R3).
Then applying (12.17), (12.18), Lemma 12.2.1, and Lemma 12.2.2 in this order, we
obtain

sup
L≥1

∣∣∣〈eitHψ(√H/L)f, g〉∣∣∣
≤ sup
L≥1

∣∣∣∣ ∫ ∞

0
eitλ ψ(

√
λ/L)〈E′(λ)f, g〉 dλ

∣∣∣∣
= sup
L≥1

∣∣∣∣ ∫ ∞

0
eitλ ψ(

√
λ/L) 〈RV (λ+ i0)f, g〉 dλ

∣∣∣∣
= sup
L≥1

∣∣∣∣ ∫ ∞

0
eitλ ψ(

√
λ/L)

∞∑
k=0

 〈R0(λ+ i0)(V R0(λ+ i0))k f, g〉 dλ
∣∣∣∣.
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To proceed, we now use the explicit form of the free resolvent. This yields

≤
∞∑
k=0

∫
R6
|f (x0)||g(xk+1)|

∫
R3k

∏k
j=1 |V (xj )|∏k

j=0 4π |xj − xj+1|
·

· sup
L≥1

∣∣∣∣ ∫ ∞

0
eitλ ψ(

√
λ/L) sin

(√
λ

k∑
�=0

|x� − x�+1|
)
dλ

∣∣∣∣
× d(x1, . . . , xk) dx0 dxk+1

≤ Ct− 3
2

∞∑
k=0

∫
R6
|f (x0)||g(xk+1)|

∫
R3k

∏k
j=1 |V (xj )|

(4π)k+1
∏k
j=0 |xj − xj+1|

×
k∑
�=0

|x� − x�+1| d(x1, . . . , xk) dx0 dxk+1

≤ Ct− 3
2

∞∑
k=0

∫
R6
|f (x0)||g(xk+1)| (k + 1)(‖V ‖K/4π)k dx0 dxk+1

≤ Ct− 3
2 ‖f ‖1‖g‖1,

(12.22)

since ‖V ‖K < 4π . In order to pass to (12.22) one uses the explicit representation
of the kernel of R0(λ+ i0), see (12.18), which leads to a k-fold integral. Next, one
interchanges the order of integration in this iterated integral. �

The next step is to remove the smallness assumption on V . This was done in [35]
for potentials decaying like |V (x)| ≤ C〈x〉−β with β > 3. The proof required
splitting the energies into the regions [λ0,∞) (the “large energies”) and [0, λ0] (the
“small energies”) where λ0 > 0 is small. In the regime of large energies, one
expands the resolvent RV into a finite Born series,

RV (λ
2 ± i0) =

2m+1∑
�=0

R0(λ
2 ± i0)(−VR0(λ

2 ± i0))�

+ R0(λ
2 ± i0)(V R0(λ

2 ± i0))mVRV (λ2 ± i0) (12.23)

× V (R0(λ
2 ± i0)V )mR0(λ

2 ± i0),
wherem is any positive integer. All but the last term (which involvesRV ) are treated
by the same argument in [64] that we sketched previously. To bound the contribution
of the final term in (12.23), let R±0 (λ2) := R0(λ

2 ± i0). Moreover, set

G±,x(λ2)(x1) := e∓iλ|x|R0(λ
2 ± i0)(x1, x) = e

±iλ(|x1−x|−|x|)

4π |x1 − x| .

Similar kernels appear already in Yajima’s work [87] (see his high-energy section).
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Hence, we are led to proving that∣∣∣∣ ∫ ∞

0
eitλ

2
e±iλ(|x|+|y|) (1 − χ(λ/λ0))λ

〈
VR±V (λ

2)V (R±0 (λ
2)V )mG±,y(λ2),

(R∓0 (λ
2)V )mG∗±,x(λ

2)
〉
dλ

∣∣∣∣ � |t |− 3
2 (12.24)

uniformly in x, y ∈ R3. Here χ is a bump function that is equal to one on a
neighborhood of the origin. The estimate (12.24) is proved by means of stationary
phase and the limiting absorption principle. The latter refers to estimates of the
form, with λ> 0 and σ > 1

2 ,

‖R0(λ
2 ± i0)f ‖L2,−σ ≤ C(λ) ‖f ‖L2,σ , (12.25)

where L2,σ = 〈x〉−σL2, see [1]. Similar estimates also hold for the derivatives
of R0 in λ. Moreover, C(λ) decays powerlike with λ → ∞. By means of the
resolvent identity and arguments of Agmon and Kato, analogous estimates hold for
RV (λ

2± i0) (this essentially amounts to the absence of imbedded eigenvalues in the
continuous spectrum). These properties insure that the integrand in (12.24), viz.,

ax,y(λ) := (1 − χ(λ/λ0))λ
〈
VR±V (λ

2)V (R±0 (λ
2)V )mG±,y(λ2),

(R∓0 (λ
2)V )mG∗±,x(λ

2)
〉
,

decays at least as fast as λ−2 (provided m is large) and is twice differentiable, say.
Moreover, due to the presence of the functions G±,y and G∗±,x at the edges, one

checks that if the critical point λ1 = |x|+|y|
2t of the phase falls into the support of this

integrand, which requires λ1 ≥ λ0, then the entire integral is bounded by

t−
1
2 |ax,y(λ1)| ≤ Ct− 1

2 (〈x〉〈y〉)−1 ≤ Ct− 3
2 ,

as desired.
In the low-energy regime λ ∈ [0, λ0], one writes〈

eitHχ(
√
H/λ0) Pa.c. f, g

〉
=
∫ ∞

0
eitλ

2
λχ(λ/λ0)

〈[RV (λ2 + i0)− RV (λ2 − i0)]f, g〉 dλ
πi

and proceeds via the resolvent identity

R±V (λ
2) = R±0 (λ2)− R±0 (λ2)V (I + R±0 (λ2)V )−1R±0 (λ

2).

Expanding R±0 (λ2) around zero, the invertibility of I + R±0 (λ2)V reduces to the
invertibility of

S0 := I + R±0 (0)V . (12.26)

However, the latter is equivalent to zero energy being neither an eigenvalue nor a
resonance. Writing R±0 (λ2) = R0(0)+ B±(λ), we conclude that

[I + R±0 (λ2)V ]−1 = S−1
0 [I + B±(λ)V S−1

0 ]−1 =: S−1
0 B̃

±(λ).
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Some elementary calculations based on the explicit form of the kernel ofR0 and the
decay of V then reduce the t−

3
2 dispersive decay to the finiteness of∫ ∞

−∞
‖[χ0(B̃

+)′]∨(u)‖HS(−1−,−2−) du and
∫ ∞

−∞
‖[χ0B̃

+]∨(u)‖HS(−1−,−2−) du,

where the norm is that of the Hilbert-Schmidt operators from L−1−ε(R3)→
L−2−ε(R3). Expanding into a Neuman series

B̃+(λ) = [I + B+(λ)V S−1
0 ]−1 =

∞∑
n=0

(− B+(λ)V S−1
0

)n
and making careful use of the explicit kernel

B±(λ)(x, y) = e
±iλ|x−y| − 1

4π |x − y|
finishes the proof; see [35].

This argument was extended in various directions. First Yajima [88] and, inde-
pendently, Erdogan and the author [28] have adapted it to the case of zero energy
being an eigenvalue and/or a resonance. The difference is, of course, that in this
case S0 as in (12.26) is no longer invertible and (I +R±0 (λ2)V )−1 involves singular
powers of λ. Yajima uses the expansion from [48] for this purpose, whereas [28]
uses the method from [49]. The latter is based on the symmetric resolvent identity
and is therefore entirely situated in L2 rather than weighted L2. The following
theorem is from [28]. Yajima proves the same, but assuming less decay on V .

Theorem 12.2.2 Assume that V satisfies |V (x)| ≤ C〈x〉−β with β > 10 and
assume that there is a resonance at energy zero but that zero is not an eigenvalue.
Then there is a time-dependent rank one operator Ft such that∥∥eitHPac − t−1/2Ft

∥∥
1→∞ ≤ Ct−3/2,

for all t > 0, and Ft satisfies

sup
t

‖Ft‖L1→L∞ <∞, lim sup
t→∞

‖Ft‖L1→L∞ > 0.

A similar result holds also in the presence of eigenvalues, but in general Ft is no
longer of rank one.

The paper [29] extends these methods further, namely to the case of systems of
the type that arise from linearizing NLS around a ground-state standing wave.

In another direction, Goldberg has improved on the method from [35] in several
aspects. In [33], he proves thatV ∈ L 3

2 (1+ε)(R3)∩L1(R3) suffices for the dispersive
estimate (assuming, of course, that zero is neither an eigenvalue nor a resonance).
This amount of integrability is analogous to the β > 3 point-wise decay from [35].
Goldberg’s result requires a substitute for (12.25) on Lp(R3) spaces, rather than
weighted L2 spaces. Such a substitute exists and is known to be related to the
Stein-Tomas theorem in Fourier analysis; see [75]. It was first obtained for the free



268 CHAPTER 12

resolvent by Kenig, Ruiz, and Sogge [54] and extended to perturbed resolvents by
Goldberg and the author [36], as well as Ionescu and the author [45]. For example,
in R3 the bound from [54] takes the form

‖R0(λ
2 + iε)f ‖L4(R3) ≤ C λ−

1
2 ‖f ‖

L
4
3 (R3)
,

and in [36] it is proved that

sup
0<ε<1, λ≥λ0

∥∥(−0+ V − (λ2 + iε))−1
∥∥

4
3→4 ≤ C(λ0, V ) λ

− 1
2 . (12.27)

for all real-valued V ∈ Lp(R3) ∩ L 3
2 (R3), p > 3

2 and every λ0 > 0. Of course
this requires absence of imbedded bound states in the continuous spectrum, which
was proved for the same class of V by Ionescu and Jerison [44]. A very different
approach from the one in [36] to estimates of the form (12.27) was found in [45],
which is related to [68]. [45] applies to all dimensions d ≥ 2 and quite general
perturbations (including magnetic ones) of −0, but it also does not rely on [44].
In fact, as in Agmon’s classical paper [1] it is shown that the imbedded eigenvalues
form a discrete set outside of which a bound as in (12.27) holds (albeit on somewhat
different spaces). Moreover, this is obtained under the assumption that V ∈ Lp(Rd)
for some d2 ≤ p ≤ d+1

2 . The upper limit of d+1
2 here is natural in some ways, since

Ionescu and Jerison have found a smooth, real-valued potential in Lp(Rd) for all
p > d+1

2 , which has an imbedded eigenvalue. The lower limit of d/2 is the usual
one for self-adjointness purposes.

Returning to dispersive estimates, Goldberg [34] proved that even V ∈ Lp(R3)∩
Lq(R3) with p < 3

2 < q suffices for a dispersive estimate with the usual restriction
on zero energy. Note that this is nearly critical with respect to the natural scaling of
the Schrödinger equation in R3. One of his main observations for the low-energy
argument was that for such V (and assuming that zero is neither an eigenvalue nor
a resonance)

sup
λ∈R

∥∥(I + VR+0 (λ2))−1
∥∥

1→1 <∞

(see [34] for further details). As far as high energies are concerned, Goldberg
noticed that the Born series estimate from [64] can be improved so that the kth term is
bounded by (λ−ε1 ‖V ‖)k with ‖V ‖ = max(‖V ‖p, ‖V ‖q) as opposed to (‖V ‖K/4π)k .
Choosing λ1 large bound guarantees a convergent series.

12.3 THE ONE-DIMENSIONAL CASE

We will not repeat the discussion of the one-dimensional theorems from the intro-
duction where the results from [80], [78], [4], or [35] were described. Rather, we
would like to focus on a novel estimate that exploits the absence of a resonance by
means of weights and obtains a better rate of decay. It was motivated by the work
of Murata [57] and Buslaev and Perelman [15] on improved local L2 decay in the
absence of resonances in dimension one. Note that the weight 〈x〉 is optimal in the
sense that it cannot be replaced with 〈x〉τ , τ < 1.
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Theorem 12.3.1 Suppose V is real-valued and ‖〈x〉4V ‖1 <∞. LetH = − d2

dx2 +
V have the property that zero energy is not a resonance. Then

‖〈x〉−1eitHPacf ‖∞ ≤ Ct− 3
2 ‖〈x〉f ‖1

for all t > 0.

Proof. Let λ0 = ‖〈x〉V ‖2
1 and suppose χ is a smooth cut-off such that χ(λ) = 0

for λ ≤ λ0 and χ(λ) = 1 for λ ≥ 2λ0. Recall that

R0(λ± i0)(x) = ±i
2
√
λ
e±i|x|

√
λ.

Hence, ∣∣〈R0(λ+ i0)(V R0(λ+ i0))nf, g〉
∣∣ ≤ (2√λ)−n−1‖V ‖n1‖f ‖1 ‖g‖1,

and the Born series

RV (λ± i0) =
∞∑
n=0

R0(λ± i0)(−VR0(λ± i0))n (12.28)

converges in the operator norm L1(R)→ L∞(R) provided λ > λ0. The absolutely
continuous part of the spectral measure is given by

〈Ea.c.(dλ)f, g〉 =
〈

1

2πi
[RV (λ+ i0)− RV (λ− i0)]f, g

〉
dλ.

Therefore, integrating by parts once yields

〈eitHχ(H)f, g〉
= −(4πt)−1

∞∑
n=0

∫ ∞

−∞
eitλ

2 d

dλ

[
χ(λ2)〈R0(λ

2 + i0)(V R0(λ
2 + i0))nf, g〉] dλ,

(12.29)

where we have first changed variables λ → λ2. Summation and integration may
be exchanged because the Born series converges absolutely in the L1(dλ) norm,
and the domain of integration is extended to R via the identity R0(λ

2 − i0) =
R0((−λ)2 + i0). The kernel of R0(λ

2 + i0)(V R0(λ
2 + i0))n is given explicitly by

the formula

R0(λ
2 + i0)(V R0(λ

2 + i0))n(x, y)
= 1

(2λ)n+1

∫
Rn

n∏
j=1

V (xj )e
iλ(|x−x1|+|y−xn|+

∑n
k=2 |xk−xk−1|)dx,
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with dx = dx1 . . . dxn. Hence, in view of the derivative in (12.29),∣∣〈eitHχ(H)f, g〉∣∣
≤ C|t |−1

∞∑
n=0

(2
√
λ0)

−n−1 sup
a∈R

∣∣∣∣∫ ∞

−∞
ei(tλ

2+aλ)χ(λ2) λ−n−1λ
(n+1)/2
0 dλ

∣∣∣∣
‖〈x〉V ‖n1 ‖〈x〉f ‖1‖〈x〉g‖1

+ C|t |−1
∞∑
n=0

(2
√
λ0)

−n−1 sup
a∈R

∣∣∣∣∫ ∞

−∞
ei(tλ

2+aλ)χ ′(λ2) λ−nλ(n+1)/2
0 dλ

∣∣∣∣
‖V ‖n1 ‖f ‖1‖g‖1

≤ C(V ) |t |− 3
2 ‖〈x〉f ‖1‖〈x〉g‖1.

(12.30)

We used the dispersive bound for the one-dimensional Schrödinger equation to pass
to (12.30), observing in particular that

sup
n≥0

∥∥[χ(λ2) λ−n−1λ
(n+1)/2
0 ]∨∥∥ <∞,

where the norm refers to the total variation norm of measures.
It remains to consider small energies, i.e., those λ for which χ(λ2) �= 1. In this

case, we let fj (·, λ) for j = 1, 2 be the Jost solutions. They satisfy(
− d

2

dx2
+ V − λ2

)
fj (x, λ) = 0, f1(x, λ) ∼ eixλ

as x →∞, f2(x, λ) ∼ e−ixλ as x →−∞
for any λ ∈ R. Furthermore, if λ �= 0, then

f1(·, λ) = R1(λ)

T (λ)
f2(·, λ)+ 1

T (λ)
f2(·,−λ),

f2(·, λ) = R2(λ)

T (λ)
f1(·, λ)+ 1

T (λ)
f1(·,−λ),

(12.31)

where T (λ) = −2iλ
W(λ)

withW(λ) = W [f1(·, λ), f2(·, λ)] and

R1(λ) = −T (λ)
2iλ
W [f1(·, λ), f2(·,−λ)], R2(λ) = T (λ)

2iλ
W [f1(·,−λ), f2(·, λ)].

Then the jump condition of the resolvent RV across the spectrum takes the form(
RV (λ

2 + i0)− RV (λ2 − i0))(x, y)
= |T (λ)|2

−2iλ
(f1(x, λ)f1(y,−λ)+ f2(x, λ)f2(y,−λ)),

with λ ≥ 0. Let us denote the distorted Fourier basis by

e(x, λ) = 1√
2π

{
T (λ)f1(·, λ) if λ ≥ 0
T (−λ)f2(x,−λ) if λ < 0
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(see Weder’s papers [80] and [78] for more details on this basis). Then the evolution
eitH (1 − χ(H))Pa.c. can be written as〈
eitH (1 − χ(H))Pa.c.φ, ψ

〉
= 1

2πi

∫
R2

∫ ∞

0
2λeitλ

2
(1 − χ(λ2))

(
RV (λ

2 + i0)− RV (λ2 − i0))
(x, y) dλ φ̄(x)ψ(y) dxdy

=
∫ ∞

−∞
eitλ

2
(1 − χ(λ2))〈ψ, e(·, λ)〉〈e(·, λ), φ〉 dλ.

(12.32)

Our assumption that zero energy is not a resonance implies that T (λ) = αλ+ o(λ)
where α �= 0. In particular, T (0) = 0 and R1(0) = R2(0) = −1. Integrating by
parts in (12.32) therefore yields

〈
eitH (1 − χ(H))Pa.c.φ, ψ

〉 = − 1

4πit

∫ ∞

0
eitλ

2
∂λ

[
(1 − χ(λ2))|T (λ)|2λ−1

〈ψ, f1(·, λ)〉〈f1(·, λ), φ〉
]
dλ

− 1

4πit

∫ 0

−∞
eitλ

2
∂λ

[
(1 − χ(λ2))|T (λ)|2λ−1

〈ψ, f2(·,−λ)〉〈f2(·,−λ), φ〉
]
dλ.

(12.33)

By symmetry, it will suffice to treat the integral involving f1(·, λ). We distinguish
three cases, depending on where the derivative ∂λ falls. We start with the integral∫ ∞

0
eitλ

2
ω(λ)f1(x, λ)f1(y,−λ) dλ, (12.34)

where we have set ω(λ) = ∂λ[(1 − χ(λ2))|T (λ)|2λ−1]. By the preceding, ω is a
smooth function with compact support in [0,∞). As usual, we will estimate (12.34)
by means of a Fourier transform in λ. Since we are working on a half-line, this will
actually be a cosine transform. Let ω̃ be another cut-off function satisfyingωω̃ = ω.
Then ∣∣∣∣ ∫ ∞

0
eitλ

2
ω(λ)f1(x, λ)f1(y,−λ) dλ

∣∣∣∣
≤ C|t |− 1

2 ‖ [ωf1(x, ·)]∨‖1‖ [ω̃f1(y,−·)]∨‖1. (12.35)

It remains to estimate

[ωf1(x, ·)]∨(u) :=
∫ ∞

0
cos(uλ)ω(λ)f1(x, λ) dλ (12.36)
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in L1 relative to u. The second L1-norm in (12.35) is treated the same way. We
need to consider the cases x ≥ 0 and x ≤ 0 separately. In the former case,

[ωf1(x, ·)]∨(u) :=
∫ ∞

0
cos(uλ)eixλω(λ)e−ixλf1(x, λ) dλ

= 1

2

∫ ∞

0
ei(x+u)λω(λ)e−ixλf1(x, λ) dλ (12.37)

+ 1

2

∫ ∞

0
ei(x−u)λω(λ)e−ixλf1(x, λ) dλ.

If ||u| − |x|| ≤ |x|, then we simply estimate

|[ωf1(x, ·)]∨(u)| ≤ C.
On the other hand, if ||u| − |x|| > |x|, then we integrate by parts in (12.37):

[ωf1(x, ·)]∨(u) = − 1

2i(x + u)ω(0)f1(x, 0)− 1

2i(x − u)ω(0)f1(x, 0)

− 1

2i(x + u)
∫ ∞

0
ei(x+u)λ∂λ

[
ω(λ)e−ixλf1(x, λ)

]
dλ (12.38)

− 1

2i(x − u)
∫ ∞

0
ei(x−u)λ∂λ

[
ω(λ)e−ixλf1(x, λ)

]
dλ.

Since

sup
x≥0, λ

|∂jλ [ω(λ)e−ixλf1(x, λ)]| ≤ C(V ),

for j = 0, 1, 2, it follows that

|[ωf1(x, ·)]∨(u)| ≤ C |x|
|x2 − u2| + C(u+ x)

−2 + C(u− x)−2.

The conclusion is that ∫
R

|[ωf1(x, ·)]∨(u)| du ≤ C〈x〉. (12.39)

To deal with x ≤ 0, we use (12.31). Thus,

[ωf1(x, ·)]∨(u) =
∫ ∞

0
cos(uλ)ω(λ)

R1(λ)+ 1

T (λ)
f2(x, λ) dλ (12.40)

+
∫ ∞

0
cos(uλ)ω(λ)

1

T (λ)
(f2(x, λ)− f2(x,−λ)) dλ. (12.41)

Set ω1 = ω(λ)R1(λ)+1
T (λ)

. Then (12.40) can be written as∫ ∞

0
cos(uλ)ω(λ)

R1(λ)+ 1

T (λ)
f2(x, λ) dλ =

∫ ∞

0
cos(uλ)e−ixλω1(λ)e

ixλf2(x, λ) dλ.
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Hence, it can be treated by the same arguments as (12.36) with x ≥ 0. Indeed,
simply use that

sup
x≤0, λ

|∂λ[ω1(λ)e
ixλf2(x, λ)]| ≤ C(V ).

On the other hand, (12.41) is the same (with ∂2 being the partial derivative with
respect to the second variable of f2) as∫ 1

−1

∫ ∞

0
cos(uλ)ω(λ)

λ

T (λ)
∂2f2(x, λσ) dλdσ

=
∫ 1

−1

∫ ∞

0
cos(uλ)e−iλxσω2(λ)∂2[eiλxσ f2(x, λσ)] dλdσ (12.42)

− ix
∫ 1

−1

∫ ∞

0
cos(uλ)e−iλxσω2(λ)e

iλxσ f2(x, λσ) dλdσ, (12.43)

where we have set ω2(λ) = ω(λ) λT (λ) (a smooth, compactly supported function in
[0,∞)). We will focus on the second integral (12.43), since the first one (12.42) is
similar. We will integrate by parts in λ, but only on the set |σx ± u| ≥ 1. Then

− ix
∫ 1

−1

∫ ∞

0
cos(uλ)e−iλxσω2(λ)e

iλxσ f2(x, λσ) dλχ[|σx±u|≥1] dσ

=
∫ 1

−1

x

2(−σx + u)ω2(0)f2(x, 0) χ[|σx±u|≥1] dσ

+
∫ 1

−1

x

2(−σx − u)ω2(0)f2(x, 0) χ[|σx±u|≥1] dσ

+
∫ 1

−1

x

2(−σx + u)
∫ ∞

0
ei(−σx+u)λ∂λ (12.44)

× [ω2(λ)e
ixλσ f2(x, λ)

]
dλ χ[|σx±u|≥1] dσ

+
∫ 1

−1

x

2(−σx − u)
∫ ∞

0
ei(−σx−u)λ∂λ (12.45)

× [ω2(λ)e
ixλσ f2(x, λ)

]
dλ χ[|σx±u|≥1] dσ.

The first two integrals here (which are due to the boundary λ = 0) contribute∫ 1

−1

x

2(−σx + u)ω2(0)f2(x, 0) χ[|σx±u|≥1] dσ

+
∫ 1

−1

x

2(σx − u)ω2(0)f2(x, 0) χ[|σx±u|≥1] dσ = 0,
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where we performed a change of variables σ "→ −σ in the second one. Integrating
by parts one more time in (12.44) and (12.45) with respect to λ implies∫ ∞

−∞

∣∣∣∣x ∫ 1

−1

∫ ∞

0
cos(uλ)e−iλxσω2(λ)e

iλxσ f2(x, λσ) dλχ[|σx±u|≥1] dσ
∣∣∣∣ du

≤ C
∫ ∞

−∞

∫ 1

−1

|x|
(−σx + u)2χ[|σx±u|≥1] dσdu

+ C
∫ ∞

−∞

∫ 1

−1

|x|
(−σx − u)2χ[|σx±u|≥1] dσdu ≤ C |x|.

Finally, the cases |σx + u| ≤ 1 and |σx − u| ≤ 1 each contribute at most C|x| to
the u-integral. Hence,∫ ∞

−∞

∣∣∣∣x ∫ 1

−1

∫ ∞

0
cos(uλ)e−iλxσω2(λ)e

iλxσ f2(x, λσ) dλdσ

∣∣∣∣ du ≤ C|x|.
Since (12.42) can be treated the same way (in fact, the bound is O(1)), we obtain∫ ∞

−∞

∣∣∣∣ ∫ 1

−1

∫ ∞

0
cos(uλ)ω(λ)

λ

T (λ)
∂2f2(x, λσ) dλdσ

∣∣∣∣ du ≤ C〈x〉.
In view of (12.39), (12.40), and (12.41),∥∥[ωf1(x, ·)]∨

∥∥
1 ≤ C〈x〉 ∀ x ∈ R,

which in turn implies that∣∣∣∣ ∫ ∞

0
eitλ

2
ω(λ)f1(x, λ)f1(y,−λ) dλ

∣∣∣∣ ≤ C |t |− 1
2 〈x〉〈y〉, (12.46)

for all x, y ∈ R; see (12.34). This is the desired estimate on (12.33), but only for
the case when ∂λ falls on the factors not involving f1. We now consider the case
when ∂λ falls on f1(x, λ). The integral in which ∂λ falls on f1(y,−λ) is analogous.
Hence, we need to estimate∫ ∞

0
eitλ

2
(1 − χ(λ2))|T (λ)|2λ−1∂λf1(x, λ) f1(y,−λ) dλ

=
∫ ∞

0
eitλ

2
(1 − χ(λ2))T (−λ)λ−1∂λ[T (λ)f1(x, λ)] f1(y,−λ) dλ (12.47)

+
∫ ∞

0
eitλ

2
(1 − χ(λ2))T (−λ)T ′(λ)λ−1f1(x, λ) f1(y,−λ) dλ. (12.48)

The integral in (12.48) is of the same form as that in (12.34). It therefore suffices
to control (12.47). Let ω3(λ) = (1− χ(λ2))T (−λ)λ−1. By the same reductions as
before, we need to show that∥∥[ω3∂λ[T (λ)f1(x, ·)]

]∨∥∥
1 ≤ C〈x〉 ∀ x ∈ R.



SCHRÖDINGER OPERATOR 275

Thus consider∫ ∞

0
cos(uλ)ω3(λ)∂λ[T (λ)f1(x, λ)] dλ

= ix
∫ ∞

0
cos(uλ)eixλω3(λ)T (λ)e

−ixλf1(x, λ) dλ

+
∫ ∞

0
cos(uλ)eixλω3(λ)∂λ[T (λ)e−ixλf1(x, λ)] dλ.

If x ≥ 0, integrating by parts leads to

ix

∫ ∞

0
cos(uλ)eixλω3(λ)T (λ)e

−ixλf1(x, λ) dλ (12.49)

= − ix

2i(x + u)
∫ ∞

0
ei(x+u)λ∂λ

[
ω3(λ)T (λ)e

−ixλf1(x, λ)
]
dλ

− ix

2i(x − u)
∫ ∞

0
ei(x−u)λ∂λ

[
ω3(λ)T (λ)e

−ixλf1(x, λ)
]
dλ

as well as∫ ∞

0
cos(uλ)eixλω3(λ)∂λ[T (λ)e−ixλf1(x, λ)] dλ (12.50)

= − 1

2i(x + u)ω3(0)∂λ[T (λ)e−ixλf1(x, λ)]
∣∣∣∣
λ=0

− 1

2i(x − u)ω3(0)∂λ[T (λ)e−ixλf1(x, λ)]
∣∣∣∣
λ=0

− 1

2i(x + u)
∫ ∞

0
ei(x+u)λ∂λ

[
ω3(λ)∂λ[T (λ)e−ixλf1(x, λ)

]
dλ

− 1

2i(x − u)
∫ ∞

0
ei(x−u)λ∂λ

[
ω3(λ)∂λ[T (λ)e−ixλf1(x, λ)

]
dλ.

Integrating by parts one more time in (12.49) implies∣∣∣∣ix ∫ ∞

0
cos(uλ)eixλω3(λ)T (λ)e

−ixλf1(x, λ) dλ

∣∣∣∣
≤ C|x|(1 + |x − u|)−2 + C|x|(1 + |x + u|)−2

uniformly in x ≥ 0, whereas (12.50) is treated the same way as (12.38). One needs
to use here that

sup
x≥0, λ

|∂jλ [ω3(λ)e
−ixλf1(x, λ)]| ≤ C(V ),

for j = 0, 1, 2, 3 which follows from ‖〈x〉4V ‖1 < ∞. Consequently, we have
proved that ∫

R

∣∣∣∣ ∫ ∞

0
cos(uλ)ω3(λ)∂λ[T (λ)f1(x, λ)] dλ

∣∣∣∣ du ≤ C〈x〉
uniformly in x ≥ 0.
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Next, we deal with the case x ≤ 0. In view of (12.31),

T (λ)f1(·, λ) = R1(λ)f2(·, λ)+ f2(·,−λ).
This implies that∫ ∞

0
cos(uλ)ω3(λ)∂λ[T (λ)f1(x, λ)] dλ (12.51)

=
∫ ∞

0
cos(uλ)e−ixλω3(λ)∂λ[R1(λ)e

ixλf2(x, λ)] dλ

− ix
∫ ∞

0
cos(uλ)e−ixλω3(λ)R1(λ)e

ixλf2(x, λ) dλ

+
∫ ∞

0
cos(uλ)e−ixλω3(λ)∂λ[eixλf2(x,−λ)] dλ

+ ix
∫ ∞

0
cos(uλ)eixλω3(λ)e

−ixλf2(x,−λ) dλ.

The two integrals that are not preceded by factors of ix are treated just as in (12.50).
The only difference here is that the estimates are uniform in x ≤ 0 rather than x ≥ 0.
On the other hand, the integrals preceded by ix need to be integrated by parts in λ.
It is important to check that the boundary terms at λ = 0 do not contribute to this
case. Indeed, these boundary terms are

x

2(u− x)ω3(0)R1(0)f2(x, 0)− x

2(u+ x)ω3(0)R1(0)f2(x, 0)

− x

2(u+ x)ω3(0)f2(x, 0)− x

2(x − u)ω3(0)f2(x, 0) = 0,

since R1(0)= − 1. Hence, integrating by parts leads to an expression similar
to (12.49). The conclusion is that (12.51) satisfies∫

R

∣∣∣∣ ∫ ∞

0
cos(uλ)ω3(λ)∂λ[T (λ)f1(x, λ)] dλ

∣∣∣∣ du ≤ C〈x〉
uniformly in x ≤ 0, and we are done. �

In [55] the same bound is proved for non-selfadjoint systems of the type that arise
by linearizing NLS around a ground-state standing wave. It is crucial for proving
the existence of stable manifolds for all supercritical NLS in one dimension.

In dimension one, there is some recent work of Cai [17] on dispersion for Hill’s
operator. More precisely, let H = − d2

dx2 + q, where q is periodic and such that
its spectrum has precisely one gap. It is well known that such q are characterized
in terms of Weierstrass elliptic functions. As part of his Caltech Ph.D. thesis, Cai
showed that for this H one always has

‖eitH f ‖∞ ≤ Ct− 1
4 ‖f ‖1, t ≥ 1,

and that generically in the potential one can replace 1
4 with 1

3 .
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12.4 THE TWO-DIMENSIONAL CASE

The following two-dimensional dispersive estimate was obtained in [69].

Theorem 12.4.1 Let V : R2 → R be a measurable function such that |V (x)| ≤
C(1+|x|)−β , β > 3. Assume in addition that zero is a regular point of the spectrum
of H = −0+ V . Then ∥∥eitHPac(H)f ∥∥∞ ≤ C|t |−1‖f ‖1

for all f ∈ L1(R2).

The definition of zero being a regular point amounts to the following; see Jensen
and Nenciu [49]: Let V �≡ 0 and set U = sign V , v = |V | 1

2 . Let Pv be the
orthogonal projection onto v and setQ = I − Pv . Finally, let

(G0f )(x) := − 1

2π

∫
R2

log |x − y| f (y) dy.

Then zero is regular iffQ(U + vG0v)Q is invertible onQL2(R2).
Jensen and Nenciu study ker[Q(U+vG0v)Q] onQL2(R2). It can be completely

described in terms of solutions � of H� = 0. In particular, its dimension is at
most three plus the dimension of the zero energy eigenspace; see Theorem 6.2 and
Lemma 6.4 in [49]. The extra three dimensions here are called resonances. Hence,
the requirement that zero is a regular point is the analog of the usual condition that
zero is neither an eigenvalue nor a resonance of H . An equivalent characterization
of a regular point was given in [6], albeit under the additional assumption that∫

R2 V (x) dx �= 0.
As far as the spectral properties of H are concerned, we note that under the

hypotheses of Theorem 12.4.1 the spectrum of H on [0,∞) is purely, absolutely
continuous, and that the spectrum is pure point on (−∞, 0)with at most finitely many
eigenvalues of finite multiplicities. The latter follows for example from Stoiciu [76],
who obtained Birman-Schwinger type bounds in the case of two dimensions.

Theorem 12.4.1 appears to be the first L1 → L∞ bound with |t |−1 decay in R2.
Yajima [87] and Jensen andYajima [50] proved theLp(R2) boundedness of the wave
operators under stronger decay assumptions on V (x), but only for 1 < p < ∞.
Hence, their result does not imply Theorem 12.4.1. Local L2 decay was studied by
Murata [57], but he does not consider L1 → L∞ estimates.

The main challenge in two dimensions is, of course, the low-energy part. This is
due to the fact that the free resolvent R±0 (λ2) = (−0− (λ2 ± i0))−1 has the kernel
(H±

0 being the Hankel functions)

R±0 (λ
2)(x, y) = ± i

4
H±

0 (λ|x − y|),

which is singular at energy zero (which, just as in dimension one, expresses the fact
that the free problem has a resonance at zero). It is a consequence of the asymptotic
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expansion of Hankel functions that for all λ > 0,

R±0 (λ
2) =

[
± i

4
− 1

2π
γ − 1

2π
log(λ/2)

]
P0 +G0 + E±0 (λ). (12.52)

Here P0f := ∫
R2 f (x) dx, G0f (x) = − 1

2π

∫
R2 log |x − y| f (y) dy, and the error

E±0 (λ) has the property that∥∥∥ sup
0<λ
λ−

1
2 |E±0 (λ)(·, ·)|

∥∥∥+ ∥∥∥ sup
0<λ
λ

1
2 |∂λE±0 (λ)(·, ·)|

∥∥∥ � 1 (12.53)

with respect to the Hilbert-Schmidt norm in B(L2,s(R2), L2,−s(R2)) with s > 3
2 .

These error estimates may seem artificial, but they allow for the least amount of
decay onV . The following lemma from [69] contains the expansion of the perturbed
resolvent around energy zero needed in the proof of Theorem 12.4.1. It displays
an important idea from [49], namely to re-sum infinite series of powers of log λ
into one function h±(λ). This feature is crucial for our purposes. Given V �≡ 0,
set U = signV , v = |V | 1

2 . Let Pv be the orthogonal projection onto v and set
Q = I − Pv . Finally, let D0 = [Q(U + vG0v)Q]−1 onQL2(R2).

Lemma 12.4.1 Suppose that zero is a regular point of the spectrum ofH = −0+V .
Then for some sufficiently small λ1 > 0, the operators M±(λ) := U + vR±0 (λ2)v

are invertible for all 0 < λ < λ1 as bounded operators on L2(R2), and one has the
expansion

M±(λ)−1 = h±(λ)−1S +QD0Q+ E±(λ), (12.54)

whereh+(λ) = a log λ+z, a is real, z complex, a �= 0, z �= 0, andh−(λ) = h+(λ).
Moreover, S is of finite rank and has a real-valued kernel, and E±(λ) is a Hilbert-
Schmidt operator that satisfies the bound∥∥∥ sup

0<λ<λ1

λ−
1
2 |E±(λ)(·, ·)|

∥∥∥
HS

+
∥∥∥ sup

0<λ<λ1

λ
1
2 |∂λE±(λ)(·, ·)|

∥∥∥
HS

� 1, (12.55)

where the norm refers to the Hilbert-Schmidt norm onL2(R2). Finally, letR±V (λ2) =
(−0+ V − (λ2 ± i0))−1. Then

R±V (λ
2) = R±0 (λ2)− R±0 (λ2)vM±(λ)−1vR±0 (λ

2). (12.56)

This is to be understood as an identity between operatorsL2, 12+ε(R2)→ L2,− 1
2−ε(R2)

for some sufficiently small ε > 0.

The low-energy part of the proof of Theorem 12.4.1 is based on a careful estima-
tion of the contribution of each of the terms in (12.54) to RV in (12.56) by means
of the method of stationary phase; see [69].

Murata [57] discovered that under the assumptions of Theorem 12.4.1∥∥weitHPac(H)w f ∥∥2 ≤ C|t |−1(log t)−2‖f ‖2,
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provided w(x) = 〈x〉−σ with some sufficiently large σ > 0. In other words, he
obtained improved local L2 decay provided zero energy is regular. Needless to
say, such improved decay is impossible for the L1 → L∞ bound, but a weighted
L1 → L∞ estimate as in Theorem 12.3.1 with the improved |t |−1(log t)−2 decay is
quite possibly true but currently unknown. Due to the integrability of this decay at
infinity, such a bound would be useful for the study of nonlinear asymptotic stability
of (multi) solitons in dimension two.

12.5 TIME-DEPENDENT POTENTIALS

It seems unreasonable to expect a general theory of dispersion for the Schrödinger
equation

i∂tψ +0ψ + V (t, ·)ψ = 0 (12.57)

for time-dependent potentialsV (t, ·). While theL2 norm is preserved for real-valued
V , it is well known that, in contrast to time-independent V , higher Hs norms can
grow in this case; see, e.g., Bourgain [9], [10], and Erdogan, Killip, and Schlag [27].

The classical work of Davies [24], Howland [41], [42], [43], andYajima [83] deals
with scattering and wave operators in this context. Recall that ifU(t, s) denotes the
evolution of (12.57) from time s to time t , then

W±(s) = s − lim
t→±∞ e

−i(t−s)0U(t, s)

are the wave operators (strictly speaking, the existence of these limits is usually
referred to as completeness, but we are following Howland’s terminology). In
analogy to the treatment of time-dependent Hamiltonians in classical mechanics,
Howland [42] develops a formalism for treating time-dependent potentials in which
K = −i∂t + H(t) is considered as a self-adjoint operator on the Hilbert space
L2(−∞,∞;L2(Rd)). He shows that the existence of W± is equivalent to the
existence of the strong limits

W± := s − lim
σ→±∞ e

iσK0e−iσK,

and that W± is the same as multiplication by W±(t). Furthermore, following
Kato [52], he formulates a condition which insures that the wave operators are
unitary. He applies this to (12.57) with (real-valued) potentials

V ∈ Lr+εt (Lpx ) ∩ Lr−εt (Lpx ), r =
2p

2p − d ,
d

2
< p ≤ ∞, d > 1

to conclude that for suchV the wave operators exist and are unitary. In [42], Howland
obtained similar results for d ≥ 3 potentials that are small at infinity (rather than
vanishing).

Dispersive estimates were obtained by Rodnianksi and the author [64] for small
but not necessarily decaying time-dependent potentials in R3, whereas the case of
decaying V and dimensions ≥ 2 was studied by Naibo and Stepanov [58], and
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d’Ancona, Pierfelice, and Visciglia [23]. In particular, the result from [64] insures
that in R3 and for small ε

i∂tψ +0ψ + εF (t)V (x)ψ = 0

has the usual t−
3
2 dispersive L1 → L∞ decay for any real-valued trigonometric

polynomial F(t) (or more generally, any quasi-periodic analytic function F(t)) and
V satisfying ‖V ‖K <∞; see (12.20).

Another much studied case is that of time-periodic V ; see [24], [43], and [83].
Suppose T > 0 is the smallest period of V . Then the theory of (12.57) reduces to
that of the Floquet operator U = U(T , 0). The Floquet operator can exhibit bound
states and the question arises as to the existence and ranges of the wave operators (the
so-called completeness problem) as well as the structure of the discrete spectrum.
These issues are addressed in the aforementioned references.

More recently, in [30], Galtbayar, Jensen, andYajima show that on the orthogonal
complement of the bound states of the Floquet operator, the solutions decay locally
inL2(R3). In addition, O. Costin, R. Costin, Lebowitz, and Rohlenko [19], [18] have
made a very detailed analysis of some special models with time-periodic potentials.
More precisely, they have found and applied a criterion that ensures scattering of the
wave function. On the level of the Floquet operator, this means that there is no dis-
crete spectrum. It would be interesting to obtain dispersive estimates for these cases.

Another well-studied class of time-dependent potentials are the so-called charge
transfer models. These are Hamiltonians of the form

H(t) = −0+
m∑
j=1

Vj (· − vj t),

where {vj }mj=1 are distinct velocities and Vj are well-localized potentials. They
admit localized states that travel with each of these potentials and asymptotically
behave like the sum of bound states of each of the “channel Hamiltonians”

H(t) = −0+ Vj (· − vj t) .
Those are, of course, Galilei transformed bound states of the corresponding station-
ary Hamiltonians. Yajima [82] and Graf [38] proved that these Hamiltonians are
asymptotically complete, i.e., that as t →∞, each state decomposes into a sum of
wave functions associated with each of the channels, including the free channel.

Rodnianski, Soffer, and the author obtained dispersive estimates for these models
in the spaces L1 ∩ L2 → L2 ∩ L∞. Later, Cai [16] as part of his Caltech thesis,
removed L2 from these bounds. Such estimates were needed in order to prove
asymptotic stability of N -soliton solutions; see [66].
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