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Preface

The radial basis function method for multivariate approximation is one of the
most often applied approaches in modern approximation theory when the task is
to approximate scattered data in several dimensions. Its development has lasted
for about 25 years now and has accelerated fast during the last 10 years or so. It
is now in order to step back and summarise the basic results comprehensively, so
as to make them accessible to general audiences of mathematicians, engineers
and scientists alike.

This is the main purpose of this book which aims to have included all neces-
sary material to give a complete introduction into the theory and applications of
radial basis functions and also has several of the more recent results included.
Therefore it should also be suitable as a reference book to more experienced
approximation theorists, although no specialised knowledge of the field is re-
quired. A basic mathematical education, preferably with a slight slant towards
analysis in multiple dimensions, and an interest in multivariate approximation
methods will be suitable for reading and hopefully enjoying this book.

Any monograph of this type should be self-contained and motivated and
need not much further advance explanations, and this one is no exception to
this rule. Nonetheless we mention here that for illustration and motivation, we
have included in this book several examples of practical applications of the
methods at various stages, especially of course in the Introduction, to demon-
strate how very useful this new method is and where it has already attracted
attention in real life applications. Apart from such instances, the personal in-
terests of the author mean that the text is dominated by theoretical analysis.
Nonetheless, the importance of applications and practical methods is under-
lined by the aforementioned examples and by the chapter on implementations.
Since the methods are usually applied in more than two or three dimensions,
pictures will unfortunately not help us here very much which explains their
absence.

iX



X Preface

After an introduction and a summary in Chapter 2 of the types and results of
analysis that are used for the radial basis functions, the order of the remaining
chapters essentially follows the history of the development: the convergence
analysis was first completed in the setting of gridded data, after some initial
and seminal papers by Duchon, and then further results on scattered data and
their convergence orders were found; subsequently, radial basis functions on
compact support were studied, then (and now) efficient implementations and
finally wavelets using radial basis functions are the most topical themes.

Few can complete a piece of work of this kind without helping hands from
various people. In my case, I would like to thank first and foremost my teacher
Professor Michael Powell who introduced me into radial basis function research
at Cambridge some 17 years ago and has been the most valuable teacher, friend
and colleague to me ever since. Dr David Tranah of Cambridge University Press
suggested once that I should write this book and Dr Alan Harvey as an editor kept
me on the straight and narrow thereafter. Dr Oleg Davydov, Mr Simon Hubbert,
Dr Ulrike Maier, Professor Tomas Sauer and Professor Robert Schaback looked
at various parts of the manuscript and gave many helpful suggestions. Finally,
I would like to thank Mrs Marianne Pfister of ETH who has most expertly typed
an early version of the manuscript and thereby helped to start this project.

At the time of proofreading this book, the author learnt about the death of
Professor Will Light of Leicester University. Will’s totally unexpected death is
an irreplaceable less to approximation theory and much of what is being said in
this book would have been unthinkable without his many contributions to and
insights into the mathematics of radial basis functions.
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Introduction

In the present age, when computers are applied almost anywhere in science,
engineering and, indeed, all around us in day-to-day life, it becomes more and
more important to implement mathematical functions for efficient evaluation in
computer programs. It is usually necessary for this purpose to use all kinds of
‘approximations’ of functions rather than their exact mathematical form. There
are various reasons why this is so. A simple one is that in many instances it
is not possible to implement the functions exactly, because, for instance, they
are only represented by an infinite expansion. Furthermore, the function we
want to use may not be completely known to us, or may be too expensive or
demanding of computer time and memory to compute in advance, which is
another typical, important reason why approximations are required. This is true
even in the face of ever increasing speed and computer memory availability,
given that additional memory and speed will always increase the demand of the
users and the size of the problems which are to be solved. Finally, the data that
define the function may have to be computed interactively or by a step-by-step
approach which again makes it suitable to compute approximations. With those
we can then pursue further computations, for instance, or further evaluations
that are required by the user, or display data or functions on a screen. Such cases
are absolutely standard in mathematical methods for modelling and analysing
functions; in this context, analysis can mean, e.g., looking for their stationary
points with standard optimisation codes such as quasi-Newton methods.

As we can see, the applications of general purpose methods for functional
approximations are manifold and important. One such class of methods will be
introduced and is the subject area of this book, and we are particularly interested
when the functions to be approximated (the approximands)

(a) depend on many variables or parameters,
(b) are defined by possibly very many data,
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(c) and the data are ‘scattered’ in their domain.

The ‘radial basis function approach’ is especially well suited for those
cases.

1.1 Radial basis functions

Radial basis function methods are the means to approximate the multivariate
functions we wish to study in this book. That is, in concrete terms, given data
in n dimensions that consist of data sites £ € R” and ‘function values’ f; =
f(&) € R (or C but we usually take R), we seek an approximant s: R* — R to
the function f: R" — R from which the data are assumed to stem. Here n > 0
is the dimension of underlying space and, incidentally, one often speaks — not
quite correctly —of ‘data’ when referring just to the £. They can also be restricted
to a domain D C R" and if this D is prescribed, one seeks an approximation
s: D — R only. In the general context described in the introduction to this
chapter, we consider f(&) as the explicit function values we know of our f,
which itself is unknown or at least unavailable for arbitrarily large numbers of
evaluations. It could represent magnetic potentials over the earth’s surface or
temperature measurements over an area or depth measurements over part of an
ocean.

While the function f is usually not known in practice, for the purpose of
(e.g. convergence) analysis, one has to postulate the existence of f, so that s
and f can be compared and the quality of the approximation estimated. More-
over, some smoothness of f normally has to be required for the typical error
estimates.

Now, given a linear space S of approximants, usually finite-dimensional, there
are various ways to find approximants s € S to approximate the approximand
(namely, the object of the approximation) f. In this book, the approximation
will normally take place by way of interpolation, i.e. we explicitly require
slg = flg, where E C R” is the discrete set of data sites we have mentioned
above. Putting it another way, our goal is to interpolate the function between
the data sites. It is desirable to be able to perform the interpolation — or indeed
any approximation — without any further assumptions on the shape of E, so that
the data points can be ‘scattered’. But sometimes we assume E = (hZ)", h a
positive step size, Z the integers, for example, in order that the properties of the
approximation method can more easily be analysed. We call this type of data
distribution a square (cardinal) grid of step size 4. This is only a technique for
analysis and means no restriction for application of the methods to scattered &.
Interpolants probably being the most frequent choice of approximant, other
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choices are nonetheless possible and used in practice, and they can indeed be
very desirable such as least squares approximations or ‘quasi-interpolation’, a
variant of interpolation, where s still depends in a simple way on f¢, £ € E,
while not necessarily matching each f; exactly. We will come back to this type
of approximation at many places in this book. We remark that if we know how to
approximate a function f: R" — R we can always approximate a vector-valued
approximand, call it F: R" — R™, m > 1, componentwise.

From these general considerations, we now come back to our specific con-
cepts for the subject area of this monograph, namely, for radial basis function
approximations the approximants s are usually finite linear combinations of
translates of a radially symmetric basis function, say ¢(|| - ||), where || - || is the
Euclidean norm. Radial symmetry means that the value of the function only
depends on the Euclidean distance of the argument from the origin, and any
rotations thereof make no difference to the function value.

The translates are along the points £ € E, whence we consider linear combi-
nations of ¢(|| - —&||). So the data sites enter already at two places here, namely
as the points where we wish to match interpolant s and approximand f, and as
the vectors by which we translate our radial basis function. Those are called the
centres, and we observe that their choice makes the space S dependent on the
set E. There are good reasons for formulating the approximants in this fashion
used in this monograph.

Indeed, it is a well-known fact that interpolation to arbitrary data in more than
one dimension can easily become a singular problem unless the linear space S
from which s stems depends on the set of points E — or the E have only very
restricted shapes. For any fixed, centre-independent space, there are some data
point distributions that cause singularity.

In fact, polynomial interpolation is the standard example where this problem
occurs and we will explain that in detail in Chapter 3. This is why radial basis
functions always define a space S C C(R") which depends on E. The simplest
example is, for a finite set of centres E in R”,

(1.1) S = {stn-—sn

EcE

).g S R}

Here the ‘radial basis function’ is simply ¢(r) = r, the radial symmetry stem-
ming from the Euclidean norm || - ||, and we are shifting this norm in (1.1) by
the centres &.

More generally, radial basis function spaces are spanned by translates

o(l- =&, &€&,
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where ¢: R, — Rare given, continuous functions, called radial basis functions.
Therefore the approximants have the general form

s() =Y heop(ll- =€), xR,
E€B
with real coefficients A¢.

Other examples that we will encounter very often from now on are ¢(r) =
r? log r (‘thin-plate splines’), ¢(r) = /72 + 2 (c a positive parameter, ‘mul-
tiquadrics’), ¢(r) = e—or’ (o a positive parameter, ‘Gaussian’). As the later
analysis will show, radial symmetry is not the most important property that
makes these functions such suitable choices for approximating smooth func-
tions as they are, but rather their smoothness and certain properties of their
Fourier transform. Nonetheless we bow to convention and speak of radial basis
functions even when we occasionally consider general n-variate ¢: R" — R
and their translates ¢(- — &) for the purpose of approximation. And, at any
rate, most of these basis functions that we encounter in theory and practice are
radial. This is because it helps in applications to consider genuinely radial ones,
as the composition with the Euclidean norm makes the approach technically in
many respects a univariate one; we will see more of this especially in Chapter 4.
Moreover, we shall at all places make a clear distinction between considering
general n-variate ¢: R" — R and radially symmetric ¢(|| - ||) and carefully state
whether we use one or the other in the following chapters.

Unlike high degree spline approximation with scattered data in more than
one dimension, and unlike the polynomial interpolation already mentioned, the
interpolation problem from the space (1.1) is always uniquely solvable for sets
of distinct data sites &, and this is also so for multiquadrics and Gaussians. For
multivariate polynomial spline spaces on nongridded data it is up to now not
even possible in general to find the exact dimension of the spline space! Thus
we may very well be unable to interpolate uniquely from that spline space.
Only several upper and lower bounds on the spatial dimension are available.
There exist radial basis functions ¢ of compact support, where there are some
restrictions so that the interpolation problem is nonsingular, but they are only
simple bounds on the dimension n of R” from where the data sites come. We
will discuss those radial basis functions of compact support in Chapter 6 of
this book.

Further remarkable properties of radial basis functions that render them
highly efficient in practice are their easily adjustable smoothness and their
powerful convergence properties. To demonstrate both, consider the ubiquitous
multiquadric function which is infinitely often continuously differentiable for
¢ > 0 and only continuous for ¢ = 0, since in the latter case ¢(r) = r and
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¢(]| - |I) is the Euclidean norm as considered in (1.1) which has a derivative
discontinuity at zero. Other useful radial basis functions of any given smooth-
ness are readily available, even of compact support, as we have just mentioned.
Moreover, as will be seen in Chapter 4, on E = (hZ)", e.g. an approximation
rate of O(h"*!) is obtained with multiquadrics to suitably smooth f. This is
particularly remarkable because the convergence rate increases linearly with
dimension, and, at any rate, it is very fast convergence indeed. Of course, the
amount of work needed (e.g. the number of centres involved) for performing
the approximation also increases at the same rate. Sometimes, even exponen-
tial convergence orders are possible with multiquadric interpolation and related
radial basis functions.

1.2 Applications

Consequently, it is no longer a surprise that in many applications, radial basis
functions have been shown to be most useful. Purposes and applications of such
approximations and in particular of interpolation are manifold. As we have al-
ready remarked, there are many applications especially in the sciences and in
mathematics. They include, for example, mappings of two- or three-dimensional
images such as portraits or underwater sonar scans into other images for com-
parison. In this important application, interpolation comes into play because
some special features of an image may have to be preserved while others need
not be mapped exactly, thus enabling a comparison of some features that may
differ while at the same time retaining others. Such so-called ‘markers’ can be,
for example, certain points of the skeleton in an X-ray which has to be compared
with another one of the same person, taken at another time. The same structure
appears if we wish to compare sonar scans of a harbour at different times, the
rocks being suitable as markers this time. Thin-plate splines turned out to be
excellent for such very practical applications (Barrodale and Zala, 1999).

Measurements of potential or temperature on the earth’s surface at ‘scat-
tered’ meteorological stations or measurements on other multidimensional ob-
jects may give rise to interpolation problems that require the aforementioned
scattered data. Multiquadric approximations are performing well for this type
of use (Hardy, 1990).

Further, the so-called track data are data sites which are very close together on
nearly parallel lines, such as can occur, e.g., in measurements of sea temperature
with a boat that runs along lines parallel to the coast. So the step size of the
measurements is very small along the lines, but the lines may have a distance
of 100 times that step size or more. Many interpolation algorithms fail on
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such awkward distributions of data points, not so radial basis function (here
multiquadric) methods (Carlson and Foley, 1992).

The approximation to so-called learning situations by neural networks usu-
ally leads to very high-dimensional interpolation problems with scattered data.
Girosi (1992) mentions radial basis functions as a very suitable approach to
this, partly because of their availability in arbitrary dimensions and of their
smoothness.

A typical application is in fire detectors. An advanced type of fire detector
has to look at several measured parameters such as colour, spectrum, inten-
sity, movement of an observed object from which it must decide whether it is
looking at a fire in the room or not. There is a learning procedure before the
implementation of the device, where several prescribed situations (these are the
data) are tested and the values zero (no fire) and one (fire) are interpolated, so
that the device can ‘learn’ to interpolate between these standard situations for
general situations later when it is used in real life.

In another learning application, the data come from the raster of a screen
which shows the reading of a camera that serves as the eye of a robot. In this
application, it is immediately clear why we have a high-dimensional problem,
because each point on the square raster represents one parameter, which gives
a million points even on a relatively low resolution of 1000 by 1000. The data
come from showing objects to the robot which it should recognise as, for in-
stance, a wall it should not run into, or a robot friend, or its human master or
whatever. Each of these situations should be interpolated and from the inter-
polant the robot should then be able to recognise other, similar situations as
well. Invariances such as those objects which should be recognised indepen-
dently of angle etc. are also important in measurements of neural activity in the
brain, where researchers aim to recognise those activities of the nerve cells that
appear when someone is looking at an object and which are invariant of the an-
gle under which the object is looked at. This is currently an important research
area in neuro-physics (Eckhorn, 1999, Kremper, Schanze and Eckhorn 2002)
where radial basis functions appear often in the associated physics literature.
See the above paper by Eckhorn for a partial list.

The numerical solution of partial differential equations also enters into the
long list of mathematical applications of radial basis function approximation.
In the event, Pollandt (1997) used them to perform approximations needed in
a multidimensional boundary element method to solve nonlinear elliptic PDEs
on a domain €2, such as Auy = p(u(x),x),x €e Q C R, £ =1,...,N,
with Dirichlet boundary conditions u¢|sq = g¢, When u = (uy, ..., uy)"
are suitably smooth functions and p, are multivariate polynomials. Here, A
denotes the Laplace operator. The advantage of radial basis functions in this
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application is the already mentioned convergence power, in tandem with easy
formulation of interpolants and quasi-interpolants and their introduction into
the PDE. Moreover, especially for boundary element methods, it is relevant
that several radial basis functions are Green’s functions of elliptic differential
operators, i.e. the elliptic differential operator applied to them including the
composition with the ubiquitous Euclidean norm yields the Dirac §-operator.

The same reasons led Sonar (1996) to use radial basis functions for the
local reconstruction of solutions within algorithms which solve numerically
hyperbolic conservation laws. It was usual to employ low order polynomial
approximation (mostly linear) for this purpose so far, but it turned out that radial
basis functions, especially thin-plate splines, help to improve the accuracy of
the finite volume methods notably to solve the hyperbolic equations, because
of their ability to approximate locally (‘recover’ in the language of hyperbolic
conservation laws) highly accurately.

They appear to be remarkably resilient against irregular data distributions,
for not only track data but also those that occur, for instance, when local models
are made for functions whose stationary points (or extrema) are sought (Powell,
1987). This is problematic because algorithms that seek such points will nat-
urally accumulate data points densely near the stationary point, where now an
approximation is made, based on those accumulated points, to continue with
the approximant instead of the original function (which is expensive to evalu-
ate). Furthermore, it turned out to be especially advantageous for their use that
radial basis functions have a variation-diminishing property which is explained
in Chapter 5. Thin-plate splines provide the most easily understood variant of
that property and thus they were used for the first successful experiments with
radial basis functions for optimisation algorithms. Not only do the variation-
diminishing properties guarantee a certain smoothness of the approximants,
but they are tremendously helpful for the analysis because many concepts of
orthogonal projections and norm-minimising approximants can be used in the
analysis. We shall do so often in this book.

In summary, our methods are known from practice to be good and general
purpose approximation and interpolation techniques that can be used in many
instances, where other methods are unlikely to deliver useful results or fail
completely, due to singular interpolation matrices or too high dimensionality.
The methods are being applied widely, and important theoretical results have
been found that support the experimental and practical observations, many of
which will enter into this book. Among them are the exceptional accuracy that
can be obtained, when interpolating smooth functions.

Thus the purpose of this book is to demonstrate how well radial basis
function techniques work and why, and to summarise and explain efficient
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implementations and applications. Moreover, the analysis presented in this
work will allow a user to choose which radial basis functions to use for his
application based on its individual merits. This is important because the theory
itself, while mathematically stimulating, stands alone if it does not yield itself
to support practical use.

1.3 Contents of the book

We now outline the contents and intents of the following chapters. The next
chapter gives a brief summary of the schemes including precise mathemati-
cal details of some specific methods and aspects, so that the reader can get
sufficient insight into the radial basis function approach and its mathematical
underpinning to understand (i) the specifics of the methods and (ii) the kind of
mathematical analysis typically needed. This may also be the point to decide
whether this approach is suitable for his needs and interests and whether he or
she wants to read on to get the full details in the rest of the book or, e.g., just
wants to go directly to the chapter about implementations.

Chapter 3 puts radial basis functions in the necessary, more general context
of multivariate interpolation and approximation methods, so that the reader can
compare and see the ‘environment’ of the book. Especially splines, Shepard’s
method, and several other widely used (mostly interpolation) approaches will
be reviewed briefly in that chapter. There is, however, little on practice and
implementations in Chapter 3. It is really only a short summary and not
comprehensive.

Chapter 4 introduces the reader to the very important special case of E =
(hZ)", h > 0,1.e.radial basis functions on regularly spaced (integer) grids. This
was one of the first cases when their properties were explicitly and comprehen-
sively analysed and documented, because the absence of boundaries and the
periodicity of E allow the application of powerful analysis tools such as Fourier
transforms, Poisson summation formula etc. While the analysis is easier, it still
gives much insight into the properties of the functions and the spaces generated
by them, such as unique existence of interpolants, conditioning of interpolation
matrices and exactness of approximations to polynomials of certain degrees,
and, finally but most importantly, convergence theorems. Especially the latter
will be highly relevant to later chapters of the book. Moreover, several of the re-
sults on gridded E will be seen to carry through to scattered data, so that indeed
the properties of the spaces generated by translates of radial basis functions
were documented correctly. Many of the results are shown to be best possible,
too, that is, they explicitly give the best possible convergence results.
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The following chapter, 5, generalises the results of Chapter 4 to scattered data,
confirming that surprisingly many approximation order results on gridded data
carry through with almost no change, whereas, naturally, new and involved
proofs are needed. One of the main differences is that there are usually finitely
many data for this setting and, of course, there are boundaries of the domain
wherein the £ € E reside, which have to be considered. It is usual that there
are less striking convergence results in the presence of boundaries and this is
what we will find there as well.

This Chapter 5, dealing with the many and deep theorems that have been
established concerning the convergence rates of approximations, is the core
of the book. This is because, aside from the existence and uniqueness the-
orems about interpolation, convergence of the methods is of utmost impor-
tance in applications. After all, the various rates of convergence that can be
achieved are essential to the choice of a method and the interpretation of its
results. Besides algebraic rates of convergence that are related to the polyno-
mial exactness results already mentioned, the aforementioned spectral rates are
discussed.

In Chapter 6, radial basis functions with compact support are constructed.
They are useful especially when the number of data or evaluations of the inter-
polant is massive so that any basis functions of global support incur prohibitive
costs for evaluation. Many of those radial basis functions are piecewise polyno-
mials, and all of them have similar nonsingularity properties for the interpolation
problem to the ones we have mentioned before. Moreover, radial basis functions
with compact support are suitable for, and are now actually used in, solving
linear partial differential equations by Galerkin methods. There, they provide
a suitable replacement for the standard piecewise polynomial finite elements.
It turns out that they can be just as good as means for approximation, while
not requiring any triangulation or mesh, so they allow meshless approxima-
tion which is easier when the amount of data has to be continuously enlarged
or made smaller. That is often the case when partial differential equations are
solved numerically. By contrast, finite elements can be difficult to compute in
three or more dimensions for scattered data due to the necessity of triangulating
the domain before using finite elements and due to the complicated spaces of
piecewise polynomials in more than two dimensions.

While many such powerful theoretical results exist for radial basis functions,
the implementation of the methods is nontrivial and requires careful attention.
Thus Chapter 7 describes several modern techniques that have been developed to
implement the approach, evaluate and compute interpolants fast and efficiently,
so that real-time rendering of surfaces that interpolate the data is possible now,
for example. The methods we describe are iterative and they include so-called
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particle methods, efficient preconditioners and the Beatson—Faul-Goodsell-
Powell (BFGP) algorithm of local Lagrange bases.

As outlined above, the principal application of radial basis functions is clearly
with interpolation. This notwithstanding, least squares methods are frequently
asked for, especially because often in applications, data are inaccurate, too
many, and/or need smoothing. Hence Chapter 8 is devoted to least squares
approaches both using the standard Euclidean least squares setting and with the
so-called Sobolev inner products. Existence and convergence questions will be
considered as well as, briefly, implementation.

Closely related to the least squares problem, whose solution is facilitated by
computing orthogonal or orthonormal bases of the radial basis function spaces in
advance, are ‘wavelet expansions’ by radial basis functions. In these important
wavelet expansions, the goal is to decompose a given function simultaneously
into its local parts in space and in frequency. The purpose of this can be the anal-
ysis, approximation, reconstruction, compression, or filtering of functions and
signals. In comparison with the well-known Fourier analysis we can, e.g., tell
from a wavelet expansion when a frequency appears in a melody, say, and not just
that it appears and with what amplitude. This is what we call localness, not only
in frequency for the wavelet expansions. Radial basis functions are bound to be
useful for this because of their approximational efficacy. After all, the better we
can approximate from a space, the fewer coefficients are needed in expansions
of functions using bases of that space. All this is detailed, together with several
examples of radial basis (especially multiquadric) wavelets, in Chapter 9.

Chapter 10 concerns the most recent and topical results in review form and an
outlook and ideas towards further, future research. Many aspects of these tools
are studied in research articles right now and in Chapter 10 we attempt to catch
up with the newest work. Of course this can only be discussed very briefly. Sev-
eral important questions are still wide open and we will outline some of those.

We conclude with an extensive bibliography, our principal aim being to
provide a good account of the state of the art in radial basis function research.
Of course not all aspects of current or past interest in radial basis functions
can be covered within the scope of a book of this size but the aim is at least
to provide up to date references to those areas that are not covered. We also
give a commentary on the bibliography to point the reader to other interesting
results that are not otherwise in this book on one hand, and to comment on
generalisations, other points of view etc. on those results that are.

Now, in the following chapter, we give the already mentioned summary of
some aspects of radial basis functions in detail in order to exemplify the others.



2
Summary of Methods and Applications

We have seen in the introduction what a radial basis function is and what the
general purposes of multivariate interpolation are, including several examples.
The aim of this chapter is more specifically oriented to the mathematical analysis
of radial basis functions and their properties in examples.

That is, in this chapter, we will demonstrate in what way radial basis function
interpolation works and give several detailed examples of its mathematical, i.e.
approximation, properties. In large parts of this chapter, we will concentrate
on one particular example of a radial basis function, namely the multiquadric
function, but discuss this example in much detail. In fact, many of the very typ-
ical properties of radial basis functions are already contained in this example
which is indeed a nontrivial one, and therefore quite representative. We delib-
erately accept the risk of being somewhat repetitive here because several of the
multivariate general techniques especially of Chapter 4 are similar, albeit more
involved, to the ones used now. What is perhaps most important to us in this
chapter, among all current radial basis functions, the multiquadric is the best-
known one and best understood, and very often used. One reason for this is its
versatility due to an adjustable parameter ¢ which may sometimes be used to
improve accuracy or stability of approximations with multiquadric functions.

2.1 Invertibility of interpolation matrices

The goal is, as before, to provide interpolants to data (§, fz) € R" x R which
are arbitrary (but the £ are distinct and there are, at this point, just finitely many
of them). The data sites & are from the set &, which is still a finite subset of R”
with more than one element, and our interpolants are required to have the form

s) =) redllx —&l), xeR".

Ee€l

11
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The ¢ are real coefficients. They are required to satisfy the interpolation con-
ditions s|g = f|z, thatis f(&) = s(§) for all £ from E, where we think of the
feas f(§) foran f: R" — R, as before, which usually needs to have a certain
minimal smoothness. One of the central results of this chapter shows that the
matrix that determines the A¢ using the f;, namely the so-called interpolation
matrix

2.1 A ={o(It =D} .ses,

is always nonsingular for the multiquadric function ¢(r) = +/r2 + ¢2. Indeed,
the entries Az of the vector A = {As}¢cz are found by premultiplying { fz}ees
by A~!, as the linear system we solve is

AX = {fi)eez = 1.

In practical computations, however, one uses a solver for the above linear system
and does not invert the matrix. We have much more on this in Chapter 7.
As it turns out, for our approach the interpolation matrix is sometimes (for
some radial basis functions, especially for the compactly supported ones) even
positive definite, i.e. for all vectors A = {A¢}scz that are not identically zero,
the quadratic form

ATAX

is positive at A.

Hence using the fact that A is nonsingular or even positive definite, we can
conclude that the A¢ and s exist uniquely, for all data and for all n. There are no
restrictions for any of those parameters. After demonstrating this remarkable
observation in detail, we shall describe some further important properties of
this interpolation process.

We give a definition and several results that explain the nonsingularity prop-
erties of (2.1) for multiquadrics now.

The principal concept that serves to show nonsingularity of the interpolation
matrix is complete monotonicity. We will define this concept and show its
usefulness in the next few results. In its definition we use the standard notation
C for the set of infinitely continuously differentiable functions on a set stated
in parentheses thereafter. Of course the analogous notation C*, say, stands for
£ times continuously differentiable functions.

Definition 2.1. A function g € C*(R..) is completely monotonic if and only
if, fort =0,1,2,..., (=Dt g(z)(t) > 0 for all positive t.

The prototype of a completely monotonic function is the exponential function
g(t) = e~ for any nonnegative «. This is a prototype because in some sense
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all completely monotonic functions are generated by integration of a measure
with g as a kernel. Soon we will see in what way this is meant.

We will encounter many other simple examples of completely monotonic
functions later, but we note at once that g(¢t) = (r + A2 isan example for a
continuous completely monotonic function for all c. Although this g is not the
multiquadric function, it serves well to show the usefulness of the following
proposition to which we will hark back very soon in connection with the actual
multiquadric function. The following result was shown first by Schoenberg
(1938), but he had quite different applications in mind from ours.

Proposition 2.1. Let g: R, — R be a continuous completely monotonic
function. Then, for all finite E C R" of distinct points and all n, the matrix A
in (2.1) is positive definite for ¢(r) = g(r?), unless g is constant. In particular,
the matrix A in (2.1) is nonsingular.

As an example, we note that the above proposition immediately shows that the
Gaussian kernel function ¢(r) = e’ gives rise to an invertible interpolation
matrix A. In fact, Schoenberg established a characterisation of positive semi-
definite gs in his original theorem, but we only require the single implication
stated in the proposition above.

The proof of Proposition 2.1 requires a lemma, which characterises com-
pletely monotonic functions. It is called the Bernstein—Widder representation,
often just referred to as the Bernstein representation theorem (Widder, 1946).

Bernstein—~Widder representation. A function g is completely monotonic if
and only if it is the Laplace transform

o) = f e du(a), 1> 0,
0

of a nondecreasing measure |4 that is bounded below, so that, in particular,
du > 0.

Trivial cases, i.e. constant completely monotonic functions, can be excluded by
not letting 1 be a point measure. Incidentally, the function g is also continuous
at the origin if the measure remains finite.

Proof of Proposition 2.1:  Let A € RE\{0}, i.e. X is a vector with components
Mg where & ranges over =. Then,

2.2) ATAN=D" 3" heke glllc — &1,

(eE E€E

where A still denotes the matrix (2.1).
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This is, according to the Bernstein—Widder representation, by exchanging
sums and integration (the sums are finite, so it is permitted to interchange
integration and summation), the same as the quadratic form

/oo S e e I (),
0

LecE &eE

now inside the integral. Here u is not a point measure because g is not a constant,
and moreover du > 0 and du # 0. This quadratic form and, a fortiori, (2.2)
are positive, as required, by virtue of the positive definiteness of the matrix
{e*t)tII{*SIIZ}E ces
for all positive o.
Indeed, there are many straightforward ways to show positive definiteness of
the matrix in the above display for all positive «; see, for example, Stein and

Weiss (1971). We demonstrate a standard approach here. That is, one can use
for instance the fact that the Fourier transform of e™"" is

nn/2 . efrz/(4oz) . 06711/27 r> 0’

to deduce for all nonzero vectors A € RE and positive o

2
3 pneelesl = "
@) [,

£,0€B

2
e IIP/G) o =nr2 g

Z}\,éeiig‘y

Ee€l

which is positive, as required, because of the linear independence of exponential
functions with distinct (imaginary) exponents. a

In summary, we have by now made the observation that all A for the inverse mul-
tiquadric function ¢(r) = r*+c®)1?are positive definite, hence nonsingular.
This is an application of the above proposition. It turns out to be a fairly simple
consequence of this analysis that A is also nonsingular for ¢(r) = +/r2 + ¢2.

Theorem 2.2. Let g € C™[0, 00) be such that g’ is completely monotonic
but not constant. Suppose further that g(0) > 0. Then A is nonsingular for

o(r) = g(r?).

The result is due to Micchelli (1986). Before we embark on its proof, note
that this theorem does apply to the multiquadric, namely g(t) = 4/t + ¢? and
¢(r) = +/r2 + ¢2, and it gives the desired nonsingularity result.
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Proof of Theorem 2.2:  As g € C*°[0, 00), we can rewrite it as

g(t) =g(0)+/0 g'(x)dx.

We now insert the Bernstein—Widder representation of g’(x) and exchange
integrals. This is admissible because of Fubini’s theorem. We get

g(t) = g(0) + f / = diu(er) dox.
0 0

Let A € RE be such that its components sum to zero, i.e. Dcezre = 0.
Thus, because of the Bernstein—Widder representation, used for g’(x), we get

ATAN — _/ Z Z hehe @ e e,
0

EcE (e€EB

We are using here that [ e™* dx = —a~! ¢~ 4+ ! and that the sum over X’s
components cancels the @ ~! term which is constant with respect to x. Therefore
ATAX < 0 for all such X unless A = 0. Hence all but one of A’s eigenvalues
are negative. Otherwise, we could take y and § as two nonnegative ones and
let z and ¢ their associated orthonormal eigenvectors; they exist because A is
symmetric. Thus there would be a nonzero vector A whose components sum to
zero and that has the representation A = az + bt. It fulfils

0> ATAX = a®y +b% > 0,

and this is a contradiction. Thus, indeed, all but one of the matrix’s eigenvalues
are negative.

On the other hand, as A’s trace is nonnegative, the remaining eigenvalue
must be positive, since it is a well-known fact that the trace of the matrix is the
sum of its eigenvalues. Hence det A # 0. Indeed, the sign of its determinant
is (—DIE-L, a

Thus we have now established the important result that multiquadric interpo-
lation is always nonsingular, i.e. uniquely possible. Note that this also applies
to the special case ¢ = 0, which is the case ¢(r) = r. The sign of the matrix
determinant is always (—1)/Z/~1, that is the same as multiquadrics also for this
choice of the parameter c.

The fact that Euclidean norms are used here, incidentally, is of the essence.
There are examples for £! and £*° norms and choices of &, where {||¢ —£|| plreE
is singular for p = 1, co. More precisely, the matrix is always nonsingular (for
all n and E, that is) for p € (1, 2]. It always can be singular (for some n and/or
&) otherwise. The case p = 1 was studied in particular by Dyn, Light and
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Cheney (1989) who give general theorems that characterise point constellations
leading to singularity. The positive and negative results on p-norms, p € (1, 2]
and 2 < p < oo, respectively, are due to Baxter (1991).

Many other radial basis functions exist for which either Proposition 2.1
or Theorem 2.2 applies: for example ¢(r) = e“”z, ¢(r)y = e, ¢(r) =
(r? + ¢®)7!, and others. As has also been proved, the condition of complete
monotonicity can be relaxed to A-fold (finite or ‘incomplete’) monotonicity
(Micchelli, 1986, Buhmann, 1989), which is closely related to certain radial
basis functions of compact support. We will return to those later on in Chapter 6
and explain XA times monotonic functions with examples there.

2.2 Convergence analysis

After showing the unique existence of multiquadric interpolants, the next im-
portant question is that of their usefulness for approximation. Only if they turn
out to be able to approximate smooth functions well (depending on step size
of the centres and the actual smoothness of the approximand) will they be
suitable for applications. This question is, within the scope of this chapter, best
discussed forn = 1 and the infinite set of equally spaced centres E = hZ, where
h is a positive step size. Note that this means that the approximand f: R — R
must be defined everywhere and at least continuous on the real axis and that, in
particular, no boundary conditions need be considered. In fact we give up the
interpolation conditions altogether for the first part of the convergence analysis
because the goodness of approximation can very well be discussed within the
context of ‘quasi-interpolation’ which we introduce now as

. X .
s =Y fGm (3 —i). xek
JEL
where f is the approximand and v is a finite linear combination of multiquadric
functions

Y= > Mo(x—k|), xeR.
[kl=N
It is important to notice that we are using here the so-called stationary case,
where we are using a fixed ¥ which is scaled by the reciprocal of 4 in its
argument. It is also possible to study the nonstationary case, where 1 depends
on % in another way and where v = v, is evaluated at x — jh without scaling.
We shall, however, use only stationary analysis in this chapter and address the
nonstationary case briefly in Chapters 4 and 9.
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The N is a positive integer in the expression for . It is understood that s,
depends on & as well as on f. The function s;, need not satisfy any interpolatory
properties but it should be such that s, & f is a good uniform approximation
on the real line by virtue of properties of the function . It is reasonable to
address this form of approximants, as the quality of the approximation depends
more on the space of approximants than on any particular choice of methods
such as interpolation. The above form is especially helpful for our consideration
because of its particularly simple form: f enters directly into the expression
without any preprocessing and v is completely independent of f.

We want to explain this further and give an example. Note first that we indeed
remain in the space spanned by translates of a radial basis function, in spite of
the fact that we formulate the approximant as a linear combination of s. This
is because we are using finite linear combinations. Thus, later on, we will be
able to deduce properties of interpolation with multiquadrics on the equally
spaced points from the analysis of the present situation.

The idea is to find A; such that ¢ is local, e.g. by requiring the absolute sum

2.3) pBRIZEE

JEZ
to be uniformly bounded for all x € R and by demanding that the absolutely
convergent series gives
dv—pH=1,

JEZ

so that s = f at a minimum for constant f. Here, we abbreviate s; by s. Both
conditions are eminently reasonable for approximation and in spite of their
relative weakness they will provide good methods. However, all this should
happen irrespective of the asymptotic linear growth of the multiquadric func-
tion! We will show now that this is possible and that furthermore s = f for all
linear f. This provides essentially second order convergence of s to f when
f is smooth enough and 7 — 0. Indeed, let i be a second divided difference
of ¢, i.e.

1 1
V@) =5 ¢lx = 1)) = o(x) + 5 o(lx + 1)).

Then we can show that s is at least well-defined for at most linearly growing
f and that in particular the boundedness condition that (2.3) be finite holds
for all x. We let without loss of generality ¢ > 0, because otherwise our
quasi-interpolation is the usual piecewise interpolation and then the following
statements are trivial, ¥ being then the hat-function or equivalently the linear
B-spline By, see Powell (1981) for example, for a comprehensive treatment of
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B-splines. For us here, it suffices to remark that B is the continuous piecewise
linear function which is one at zero, zero at all nonvanishing integers and whose
breakpoints are the integers.

The next proposition shows the boundedness of (2.3).

Proposition 2.3. The above second divided difference  satisfies, for |x|
greater than 1,

Y (x)] < Cc?x| 73,

where C is a generic positive constant, independent of x and c. We note in
particular the trivial estimate | (x)| < C(1 + ¢?) for all arguments.

We remark that this proposition shows that, although ¢ is an unbounded
function, the linear combination ¥ of ¢’s translates decays cubically as
x — = oo. Uniform boundedness of (2.3) is thus a trivial consequence of
absolute convergence of the series, because ¥ is continuous and bounded
anyway.

Proof of Proposition 2.3: According to the Peano kernel theorem (Powell,
1981, p. 270)

1 o0
wm=5/ Bi(x — 1) ¢"(1)dt,

where Bj is the linear B-spline with knots at 0, +1. Because ¢”(t) = (1> +
c2)73/2, the proof now follows from the compact support of Bj, thus from the
finiteness of the integral. O

This proof will, incidentally, also apply to general second divided differences
of ¢ with respect to nonequidistant &, as does the following result on linear
polynomial reproduction.

Theorem 2.4. The second divided difference r satisfies also the polynomial
reproduction property

Y @+bpyx—j)=a+bx, x.abeR.
jez

Note that Proposition 2.3 implies the series in Theorem 2.4 above converges
uniformly and absolutely. Note also that Theorem 2.4 means, in particular,
s = f for constant and for linear approximands f.
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Proof of Theorem 2.4:  As in the previous proof, we express ¥ by the Peano
kernel theorem and exchange integrals:

1 o0
S@rbpua-i=5 [ 3 @ropsit—j-ngwd

JEZ JEZ

= % / (a +b(x — 1) ¢"(t)dt

oo

1 o0
= (a + bx) 3 / @”(t)dt
=a + bx,

where we have used that sums over linear B-splines recover linear polynomials.
We have also used that the integral over ¢” is 2 and the integral over t¢"(t)
vanishes. Here, a and b are arbitrary reals. The proof is complete. O

We observe that this result gives the polynomial recovery indicated above.
This, in tandem with the localisation result Proposition 2.3 opens the door to
a uniform convergence result by suitable Taylor series arguments when twice
differentiable functions are approximated. Moreover, these two results above
exemplify very well indeed how we are going to approach the convergence
questions elsewhere in the book, namely almost always via polynomial recovery
and locality estimates, that is asymptotic decay estimates. In most instances, the
difficulty in the proofs for several dimensions lies much more in establishing the
decay of the basis function, that is its locality, than in the polynomial recovery
which is relatively standard and straightforward, once we know the principles
behind polynomial exactness. More precisely, the same requirements on the
aforementioned coefficients of ¥ which lead to a suitable decay behaviour also
imply polynomial exactness with no further work. The convergence estimates,
however, need a more difficult analysis than the familiar ones from spline theory
for instance, because compact support of the basis functions makes the proof
techniques much simpler.

We point out once more that the above results are not just confined to integer
data. Indeed, as Powell (1991) has shown, it suffices to have a strictly increasing
sequence of centres £ on the real axis that have +00 as upper and lower limits,
respectively, to achieve the same results.

Convergence results are obtained in various guises. They always use the
asymptotic decay at an algebraic rate of the basis function: not the radial basis
functions but linear combinations of its translates; it is important to distinguish
carefully between those. The basis function we use in the approximation is
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our . They use this decay in tandem with polynomial recovery of a nontrivial
order to show that smooth functions can be locally approximated by Taylor
polynomials which are recovered by the approximant. An easy but quite rep-
resentative convergence theorem is the following theorem. In it || - ||, denotes
the uniform or Chebyshev norm on the whole axis R, as is usual.

Theorem 2.5. Let f be twice differentiable and such that || f' || oo and || f” |l
are finite. Then for any nonnegative c¢

If = sulloo = Oh* + c*h* |loghl), h — 0.

Proof: Let x € R be arbitrary. Let p(y) := f(x) + (y — x) f'(x) be a local
Taylor polynomial. Thus p is x-dependent, but recall that we fix x. We have
therefore

£ = DI = 201 oo llx = Yoo

and

1
£ = POl = S loollx = vl

Both estimates follow from Taylor expansions, with two and three terms, respec-
tively, and with the respective remainder terms estimated by their maximum.
We note that by the assumptions | f/(x)| is bounded and f is therefore of at most
linear growth. Thus, by Theorem 2.4 and the definition of the Taylor polynomial

Lf(x) = sn(x)] =

> (et Gh -0 - rim) v (S22

JEZ !
_ ‘ > (vgm — rum) v (50|
Jj€EZ

Using the bound in Proposition 2.3 several times, we get, for a generic (i.e.
independent of x and &) positive constant C which may even change its asso-
ciated value from line to line, the required estimates by dividing the sums up
into three parts, as follows.

"))

FO =@l = Y IpGm = fGnl v (5

[x—jh|<2h

h
+ Y G = fGml | (S

2h<|x—jh|<1

5)

h
+ Y G- rGml v (5 ﬂ)‘

|[x—jh|>1
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These are at most a fixed positive multiple of

17 en? max fo (S50

x—jh|<2h
h
+ cnf”nooczh2 > —
an<ix—yni<t ¥ — 0
h
+ C|l f'llooc?h? —_—.
” |x—%;>1 e — jhP

This is the same as a fixed multiple of
1
17 ol + )+ CLF W [ 57y
h

o0
+ Cll f'llooc*h? / y~*dy.
1-h

We can summarise these expressions by an order term in ¢ and A
O(h* + c¢*h? | log h|),

thus finishing the proof. O

We note that for the first derivatives also, a similar convergence statement can
be made. Indeed, with the same assumptions as in Theorem 2.5 in place, the
derivatives of f and s; have the property that

If = splle = Oh+c*/h),  h— 0.

Of course, in order for the above to tend to zero, it is necessary that ¢ tends to
zero as well. With the above proof of Theorem 2.5 in mind, establishing this
second estimate is routine work.

Thus we have now made a first important step towards a quantitative analysis
of the radial basis function method, specifically about convergence: Theorem 2.5
gives, in particular, uniform, essentially quadratic convergence of approximants
from multiquadrics to sufficiently smooth approximands which clearly shows
the usefulness of multiquadric approximation. It is the most important positive
result in this chapter. On the other hand, we may ask whether such constructions
are always possible with the well-known examples of radial basis functions,
such as all the ones mentioned already in this book, multiquadrics, inverse
multiquadrics, thin-plate splines etc. It turns out that they are not. That is, there
is a further result relevant in this context, but it is a negative one, namely,

Theorem 2.6. Let ¢ be the inverse multiquadric ¢(r) = (r2 + ¢2)~V2. Then,
for all finite linear combinations  of translates of ¢, absolute integrability can
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only be achieved for a basis function  of zero means, that is

f T W ldx < 00 = f ¥ = 0.

o0

Before we embark on the proof, we note that such aresult is useful for radial basis
function approximations in the context we are considering; that is, the theorem
gives us the interesting information that no satisfactory approximations can
be obtained from linear combinations of translates of inverse multiquadrics.
This is because all such linear combinations will have zero means, whence
even approximations to simple data such as constants f will be bad unless
we use approximations in L2(R) such as will be discussed in Chapter 9 of
this book. Therefore Theorem 2.6 shows an instance where, surprisingly, linear
combinations of the increasing multiquadric give much better approximations
than the decaying inverse multiquadrics. This was so far unknown to many users
of the radial basis function method, to whom the inverse multiquadric appeared
falsely to be more useful because of its decay — which is albeit too slow to give
any actual advantage. Later in this book, there will be many further such results
that classify radial basis functions according to their ability to approximate.
Now to the proof of Theorem 2.6.

Proof of Theorem 2.6: Let ¢ > 0 be arbitrary and N the largest modulus |i|
of a translate ¢(- — i) of ¢ incorporated in the definition of ¥r. Let M be such
that |¢p(x)| <& V|x| > M — N and

/ Y (x)|dx < e.
R\[-M.M]

It is possible to find such M and & because ¥ is absolutely integrable, and
because ¢ decays linearly for large argument.
Foranym > M,

‘/_Ztﬂ(x)dx‘ < ‘/_m w(x)dx‘~|—£

2‘/"1 Zki¢(x—i)dx

moil<N

+&.

This is at most

m+i
Z Ai / d(x — i)dx

+&42eN Z 4]

lil<N mti lil<N
2D ‘ ¢(x)dx‘+8<l+2N 3 |A[|>.
li|l<N -m li|<N
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Now, the first term must be zero which can be seen by changing +eto — ¢
and reversing the inequality signs in the above display, recalling ¢ > 0 and
¢ ¢ L'(R), and finally letting m — oo. Since & was chosen arbitrarily, the
theorem is proved. O

2.3 Interpolation and convergence

2.3.1 Central results about existence

Our Theorem 2.5 in the last section, providing upper bounds for the error of
best approximation in the aforementioned stationary case, gives insight into
the approximational accuracy of multiquadric quasi-interpolation. We shall see
later that very similar bounds hold for both gridded and scattered data sites
alike, also in higher dimensions.

Furthermore, for interpolation, the results can sometimes be significantly
improved, both in one and in more dimensions, albeit for very special classes of
functions f only. Although already our quasi-interpolation results give highly
relevant information about radial basis function spaces and their efficiency as
spaces for approximants, we are still keenly interested in interpolation.

Indeed, itis not hard to show that these convergence results for equally spaced
data (and f with certain differentiability properties like those in Theorem 2.5)
hold for interpolation as well. Therefore we now look at multiquadric interpo-
lation in one dimension and still with centres E = hZ. We claim that we can
find a ‘cardinal function’ (also known as a Lagrange function) denoted by L
which is here a linear combination of shifts of ¥, namely

L&)=Y c;¥(x—j). xeR,
I
where i is still the same as before. The existence of Lagrange functions is
fundamental in interpolation theory, because, if they exist, we know the generic
interpolation problem is well-posed, the interpolant being expressible as a sim-
ple linear combination of Lagrange functions multiplied by the function values.
Furthermore, it is much simpler to work with ¥ instead of ¢ in both theory and
practice because of i’s decay properties, which are in stark contrast with the
unboundedness of most radial basis functions.
As a cardinal function, L is required to satisfy the ‘cardinality conditions’

L(j) = doj, J €.

Here § denotes the Kronecker §, i.e. §g; = 8(—j) with §(0) = 1, 8|z\(0y = 0. If
that is so, we can build interpolants extremely easily in Lagrange form even on
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scaled lattices as

) =Y fGML(5 = j). xeR

JEL

which fulfil the interpolation conditions s|,z = f|nz. We are still using the
stationary setting as before and want to study the error f — s as h — 0 in
this set-up. For this, it is helpful to know more about L, and, indeed, we have
not even proved L’s existence yet. (Note that we are dealing with infinitely
many data at present, so that our earlier results do not apply. This fact is related
especially with the question of convergence of the infinite series that occur in
the Lagrange formulation of interpolants.) To this end, consider the equation
that has to be fulfiled by L’s coefficients for every £, namely

D ey —j)=6u. teL.

JEZ

At first purely formally, ignoring the question of convergence of the following
series, we can form the so-called discrete Fourier transform of these conditions
by multiplying by exponentials to the £th imaginary power and summing over £.
By recalling that such a sum over exponentials, multiplied by convolutions as
above, can be decomposed into a product, we get the product of Fourier series

e Y ye " =1, veT,

JEZ Lel

through use of the Cauchy formula for products of infinite sums. This is equiva-
lent to the previous display, denoting the convolution of the Fourier coefficients
of the two Fourier series of the last display. Here T = [—m, ].

Hence, according to a theorem of Wiener, which is traditionally called
Wiener’s lemma (Wiener, 1933, Rudin, 1991), the desired {c; } jcz exist uniquely
as an absolutely summable sequence if and only if the so-called symbol

oM =Y y@e' veT,

LeZ

which is an infinite, absolutely convergent series, has no zero. For later refer-
ence, we state the lemma already for several unknowns but restrict its application
in this section to one variable only.

Wiener’s lemma. [f the Fourier series

S deii, e,
jezr
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is absolutely convergent and has no zero, its reciprocal can also be expanded
in an absolutely convergent Fourier series with coefficients c;:

1 o
_—— C'e—tﬂ-j, 19 S Tn.
Z —iY 2 : J

Jjezn dje J jer

The statement of Wiener’s lemma can also be phrased as a statement about
the ring of absolutely convergent Fourier series, namely, the ring of absolutely
convergent Fourier series is an algebra, the so-called Wiener algebra.

Now, in this event, the c; of the above are the Fourier coefficients of the 27-
periodic continuous reciprocal o (#)~' and we have to look for its positivity.
Because i is such that |4 (£)| decays cubically, the series above converges
absolutely and we may apply the Poisson summation formula (Stein and Weiss,
1971) to obtain the alternative formulation for the ‘symbol’ o that will show us
that the symbol has no zero and will be very important also later in this book.
Following is the pertinent result, and we recall that the Fourier transform of an
integrable function f is defined by

A

fx) = / e M f(n)dt, x eR",

cf. the Appendix. For the same reasons as above we define this and state the
following result already in several dimensions; its usage in this chapter is only
forn =1.

Poisson summation formula. Lers € L'(R") be such that its Fourier trans-
form § is also absolutely integrable. Then we have the equality

D s(eT =) "5 + 270, 9 e T,

jezr LeZl

the convergence of the sums being in L'(T"). If s satisfies the two estimates
ls()l = O + [[xID™"7%) and |5(x)| = O((1 + ||x[)™""%) for positive ¢,
then the two sums above are absolutely convergent and their limiting functions
continuous. Therefore the above identity holds pointwise.

It follows for our purposes that the symbol is

oM =Y Y@ +270), Vel
LeZ
So ¥ > 0or ¥ < 0 everywhere is sufficient for o() # 0 for all ¥, as long
as ¥ has no 27-periodic zero. We will now check this condition as well as the
absolute convergence of the series of the symbol in the new formulation. We
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commence with the latter which is the more difficult issue. The other condition
will come out as a by-product.

To this end we note that v/ decays even exponentially, so that the series in the
last display converges absolutely. Indeed, this can be verified by computing the
Fourier transform of v explicitly. It is composed of the distributional Fourier
transform of ¢ times a trigonometric polynomial coming from taking the second
divided difference: that is,

% ¢(x —1]) — o(Ix]) + % ¢(lx + 1)

gives through Fourier transformation

N N | 1 .
w(x>=¢(|x|>(§e Fo1t e).

The distributional or generalised Fourier transforms will be discussed in more
detail in Section 4.1. Here it is only relevant that for our choice of ¥ above,

Y (@) = (cos ¥ — 1) d(|?]),

where ¢(|9|) is —(2c¢ /191)K(c|?|), the distributional Fourier transform in one
dimension of

o(x]) = vVx2 42, x eR.

This K is a modified Bessel function; the Fourier transform q3 is found in Jones
(1982). The 1ﬁ satisfies our condition of nonnegativity because K;(z) > 0 and
Ki(z) ~ z7', z = 04 (Abramowitz and Stegun, 1972). Moreover, it shows
that ¥ and ¢ decay exponentially, because K(z) does for growing argument
z — oo. Finally, there is no 2m-periodic zero; in particular ¥(0) =
limy o ¥ () # 0.

Later on when we work in n dimensions instead of one, we use that the
Fourier transform ¢ for the multiquadric function is a constant multiple of
(/19" FD2K 1 11y/2(c[?]). We will also explain distributional Fourier trans-
forms in more detail in the fourth chapter.

2.3.2 Properties of the Lagrange function

Hence we have shown the unique existence of a bounded cardinal function,
where the uniqueness means ‘the only one with absolutely summable coeffi-
cients’ in the sense of Wiener’s lemma. We claim that L does in fact decay
cubically for large argument just as y does, and we will prove in Chapter 4,
in a more general context, that its multidimensional analogue even decays for
general n like ||x||~2"~! as ||x|| — oo. For now, however, the following result
suffices.
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Theorem 2.7. Let ¢ be the multiquadric function and v be the second divided
difference mentioned above. Then there is a unique absolutely summable set of
coefficients {c;} jez such that L satisfies the cardinality conditions

L(j) = do;, RS

and is bounded. Moreover, |c;| = O(] j1I7™), and so in particular L decays
cubically at infinity because ¥ does as well.

Proof: The first part of the theorem has already been shown. We only
have to show the cubic decay of the cardinal function’s coefficients. That
this implies that |L(x)| also decays cubically is an easy consequence of
the convolution form of L because v decays cubically as well (e.g. from
Lemma 4.14 of Light and Cheney, 1992a). Indeed, it is straightforward to show
that a convolution in one variable of two cubically decaying functions decays
cubically.

Further, the coefficients are of the form of a discrete inverse Fourier transform
as we have noted before, namely

1 b4 eijl?

Cj = — dv.
2 J_, o(D)

This is well-defined because o has no zero as we have seen already by using the
Poisson summation formula. Itis straightforward to verify that the ¢; provide the
desired cardinal function L once we have established their asymptotic decay;
that follows from the fact that we can expand the reciprocal of the symbol
in an absolutely convergent Fourier series whose coefficients are our desired
coefficients. Assuming for the moment that we have already established their
decay, we get by Cauchy’s formula for the multiplication of infinite absolutely
convergent series

cilr(l — e it? cre— P Ne 1Y ) — @ =1,
;Z v (;Zj : )(}Xezjwm ) @)
asrequired. We have used here in particular that the ¢, are the Fourier coefficients
of the reciprocal of the symbol and therefore the Fourier series with those
coefficients reproduces o (1#)~'. Thus we now only consider the coefficients’
decay.

In order to establish the result, it suffices to prove that o ()" is three times
differentiable except perhaps at zero or indeed at any finite number of points,
while all those derivatives are still integrable over T. Then we can apply integra-
tion by parts to our above integral to show that |c;| - | j * is uniformly bounded
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through the absolute integrability of the third derivative of the reciprocal of the
symbol. For that, we integrate the exponential function and differentiate the
reciprocal of the symbol:

T eli? -1 [ ..d 1

/ dy = — P —

—z o(D) Ji J_x dd o(v)
There are no boundary terms because of the periodicity of the integrand. Each
time this integration by parts gives a factor of 7—11 in front of the integral;
performing it three times gives the desired result so long as the remaining
integrand is still absolutely integrable. To this end, the symbol’s reciprocal is
further differentiated while the integration of the exponential function provides
the required powers of j. Moreover, because K; € C*°(R.), and therefore
the same is true for the whole Fourier transform ¢, we only have to prove the

integrability assertions in a neighbourhood of the origin.

Indeed, near zero, setting without loss of generality ¢ = 1, and letting

C1, €2, 83,04

be suitable real constants, we have the following short expansion of the recip-
rocal of (1), where the expression Y in the display denotes > teno)> and
where we have used the expression for v/ derived above:

N /A —1
o) = —cos0) { oD+ Y b9 +27e))
1 1 -1
=9 e 0196}

{2 ¥ TOOY)

x {81072 42 log® + &5 + & + 02 log®)} ™, ¥ — 0,
This is because we have in our case the particularly simple form

by =—-Q2/r) Ki(r),  r >0,

and because of the expansion of K; to be found in Abramowitz and Stegun
(1972, p. 375). It is as follows:

1 1 1 1 3

Ki@) = - +5zlog(52) = 70 =2z + OGP loga), 20y,

z 2 2 4
where y denotes Euler’s constant. The sum )’ (|9 + 27£)) is infinitely dif-
ferentiable near zero. This reciprocal of the symbol given for the radial basis
function in question is therefore

o) ' =T+ 50 logy + G2+ 03 + 0WHlogy), ¥ — 0,.
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Here, again, |, C,, 3, ¢4 are suitable nonzero constants, whose particular values
are unimportant to us.

The first four terms give no or an O(|j| =) contribution to the inverse gen-
eralised Fourier transform of o (:)~!, because the inverse Fourier transform of
2 log ¥ in one dimension is O( ~*) and the Fourier transform of a polynomial
is a linear combination of derivatives of the §-distribution (Jones, 1982), which
gives no contribution to the decay at infinity.

The remaining terms in the above short asymptotic expansion are all at least
three times continuously differentiable, as is o () ™! everywhere else other than
at zero. Therefore the ¢;, which are computed by the inverse transform of the
27 -periodic function o(%)~!, are composed of terms which all decay at least
as fast as a multiple of | j| 3. Hence the theorem is true. O

We note that a convergence theorem such as the one we have derived above for
quasi-interpolation follows immediately for cardinal interpolation too. This is
because, as we have just seen, L decays at least as fast as ¢ does, and cardinal
interpolation recovers linear polynomials as well, because it is a projection
onto the space spanned by translates of ¥, by the uniqueness of interpolation.
Therefore cardinal interpolation recovers all polynomials reproduced by quasi-
interpolation, namely linear ones. The convergence proof, however, has made
no use of any further properties of .

All of this work on interpolation will be generalised considerably in
Chapter 4. Most notably, it will apply to all n and to much larger classes of
radial basis functions. We will also show strong decay results that lead to high
approximation orders. Specifically, multiquadric interpolation on h-scaled in-
teger grids in n dimensions incurs approximation errors of at most O (h"*")
if f is sufficiently smooth. (Interestingly enough, the polynomial recovery
properties are the same for interpolation and quasi-interpolation, so, e.g., linear
polynomial recovery is the best we can do in one dimension with multiquadrics.
This says also that it is not necessary to perform all the work which interpola-
tion requires, as quasi-interpolation will do from the viewpoint of asymptotic
error analysis.) Nonetheless, the work demonstrated so far gives insight into
the achievable results and the proof techniques. We now give some concrete
examples for mathematical applications.

2.4 Applications to PDEs

Perhaps the most important concrete example of applications is the use of ra-
dial basis functions for solving partial differential equations. These methods



30 2. Summary of methods

are particularly interesting when nonlinear partial differential equations are
solved and/or nongrid approaches are used, e.g. because of nonsmooth do-
main boundaries, where nonuniform knot placement is important to mod-
elling the solution to good accuracy. This is no contradiction to our analysis
above, where equal spacing was chosen merely for the purpose of theoret-
ical analysis. As we shall see in the next chapter, there are, for more than
two or three-dimensions, not many alternative methods that allow nongrid
approaches.

Two ways to approach the numerical solution of elliptic boundary value prob-
lems are by collocation and by the dual reciprocity method. We begin with a
description of the collocation approach. This involves an important decision
whether to use the well-known, standard globally supported radial basis func-
tions such as multiquadrics or the new compactly supported ones which are
described in Chapter 6 of this book. Since the approximation properties of the
latter are not as good as the former ones, unless multilevel methods (Floater
and Iske, 1996) are used, we have a trade-off between accuracy on one hand
and sparsity of the collocation matrix on the other hand. Compactly supported
ones give, if scaled suitably, banded collocation matrices while the globally
supported ones give dense matrices. When we use the compactly supported
radial basis functions we have, in fact, another trade-off, because even their
scaling pits accuracy against population of the matrix. We will come back to
those important questions later in the book.

One typical partial differential equation problem suitable for collocation
techniques reads

Lu(x) = f(x), xe€QCR"
Bulse = q,

where €2 is a domain with suitably smooth, e.g. Lipschitz-continuous, boundary
dQ2 and f, g are prescribed functions. The L is a linear differential operator and
B aboundary operator acting on functions defined on 9€2. Often, B is just point
evaluation (this gives rise to the so-called Dirichlet problem) on the boundary or
taking normal derivatives (for Neumann problems). We will come to nonlinear
examples soon in the context of boundary element techniques.

For centres E that are partitioned into two disjoint sets &; and E;, the former
from the domain, the latter from its boundary, the usual approach to collocation
is to solve the so-called Hermite interpolation system

Agup = f(§), &€&y,
Agup =q(£), ¢ € B,
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which involves both derivatives of different degrees and function evaluations.
The approximants u;, are defined by the sums

un(x) =Y ceAed(llx =&+ Y deAg(llx — ).

Ee€E, LeB;

The A¢ and A, are suitable functionals to describe our operators L and B on
the discrete set of centres. This is usually done by discretisation, i.e. replacing
derivatives by differences.

Thus we end up with a square symmetric system of linear equations whose
collocation matrix is nonsingular if, for instance, the radial basis function is
positive definite and the aforementioned linear functionals are linearly inde-
pendent functionals in the dual space of the native space of the radial basis
functions (see Chapter 5 for the details about ‘native spaces’ which is another
name, commonly used in the literature, for the reproducing kernel semi-Hilbert
spaces treated there).

An error estimate is given in Franke and Schaback (1998). For those error
estimates, it has been noted that more smoothness of the radial basis func-
tion is required than for a comparable finite element setting, but clearly, the
radial basis function setting has the distinct advantage of availability in any
dimension and the absence of grids or triangulations which take much time to
compute.

If a compactly supported radial basis function is used, it is possible to scale so
that the matrix is a multiple of the identity matrix, but then the approximation
quality will necessarily be bad. In fact, the conditioning of the collocation
matrix is also affected which becomes worse the smaller the scaling 7 is with
¢(-/n) being used as scaled radial basis function. A Jacobi preconditioning by
the diagonal values helps here, so the matrix A is replaced by P~'AP~! where
P = ,/diag(A) (Fasshauer, 1999).

We now outline the second method, that is a boundary element method
(BEM). The dual reciprocity method as in Pollandt (1997) uses the second
Green formula and a fundamental solution ¢(|| - ||) of the Laplace operator

92 92
A= — .o —
ax? dx?2

to reformulate a boundary value problem as a boundary integral problem over a
space of one dimension lower. No sparsity occurs in the linear systems that are
solved when BEM are used, but this we are used to when applying noncompactly
supported radial basis functions (see Chapter 7).
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The radial basis function that occurs in that context is this fundamental solu-
tion, and, naturally, it is highly relevant in this case that the Laplace operator is
rotationally invariant. We wish to give a very concrete practical example from
Pollandt (1997), namely, for a nonlinear problem on a domain 2 C R" with
Dirichlet boundary conditions such as

Au(x) = u’*(x), xeQcCRY,
ulse = ¢,

one gets after two applications of Green’s formula (Forster, 1984) the equation
on the boundary (where g will be defined below)

ea g (- gwo)+ [ (¢(||x I o ()~ £0))
’ 2 aQ al’ly

~ (k= 8) 5 y||>) dry =0, xedQ,

where ->- is the normal derivative with respectto y on I'y, = T" = 9£2. We will

later usae (2.4) to approximate the boundary part of the solut10n that is the part
of the numerical solution which satisfies the boundary conditions. In order to
define the function g which appears in (2.4), we have to assume that there are
real coefficients Az such that the — usually infinite — expansion (which will be

approximated by a finite series in an implementation)

2.5) Py =Y rnoly—£D.  yee,

E€B

holds, and set

g =Y A O(ly—&l. yeq,

E€B

so that Ag = u? everywhere with no boundary conditions. Here ¢ ® are
suitable radial basis functions with the property that AD ar-mn= ¢(|| II) and
the centres & are from .

The next goal is to approximate the solution u of the PDE on the domain
by g which is expanded in radial basis functions plus a boundary term 7 that
satisfies A7 = 0 on 2. To this end, we require that (2.4) holds at finitely many
boundary points x = ¢; € 02, j = 1,2, ...,¢, only. Then we solve for the
coefficients A¢ by requiring that (2.5) holds for all y € E. The pointsin & C
must be chosen so that the interpolation problem is solvable.

Therefore we have fixed the A by interpolation (collocation in the language of
differential equations), whereas (2.4) determines the normal derivative % u(y)
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on I', where we are replacing % u(y) by another approximant, a spline, say, as
in Chapter 3, call it (). Thus the spline is found by requiring (2.4) for all x =
¢iel,j=1,2,...,t and choosing a suitable ¢. Finally, an approximation
1(x) to u(x) is determined on €2 by the identity

u(x) = g(x) + [(q(y) g(y) —ylhdTy

/¢(||x—y||) <y>—ﬂ)dr}, xeq,

where 7 corresponds to the second and third terms on the right-hand side of the
display (Pollandt, 1997).

Now, all expressions on the right-hand side are known. This is an outline
of the approach but we have skipped several important details. Nonetheless,
one can clearly see how radial basis functions appear in this algorithm; indeed,
it is most natural to use them here, since many of them are fundamental so-
lutions of the rotationally invariant Laplace operators in certain dimensions.
In the above example and n = 2, ¢(r) = 5~ logr, $(r) = r*logr (thin-
plate splines) and ®(r) = & r*logr — & r* are the correct choices. An
undesirable feature of those functions for this application, however, is their
unbounded support because it makes it harder to solve the linear systems for
the A¢ etc., especially since in the approximative solution of partial differen-
tial equations usually very many collocation points are used to get sufficient
accuracy.

One suitable approach to such problems that uses radial basis functions with
compact support is with the ‘piecewise thin-plate spline’ that we shall describe
now. With it, the general form of the thin-plate spline is retained as well as
the nonsingularity of the interpolation matrix for nonuniform data. In fact, the
interpolation matrix turns out to be positive definite. To describe our new radial
basis functions, let ¢» be the radial basis function

(2.6) ¢(r) = A (1 =r*/B); (1= B")dp, r=0.

Here (- )", is the so-called truncated power function which is zero for negative
argument and (- )" for positive argument. From this we see immediately that
supp ¢ = [0, 1]; it can be scaled for other support sizes. An example with
n= 2, v=A=1is

Q2.7) ¢(r)={2r2 logr—3ri+r24+1 ifr<1,
0 otherwise.
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which explains why we have called ¢ a ‘piecewise thin-plate spline’. The pos-
itive definiteness of the interpolation matrix follows from a theorem which is
stated and established in full generality in Chapter 6.

We now state a few more mathematical applications explicitly where the
methods turned out to be good. Casdagli (1989) for instance used them to
interpolate componentwise functions F: R* — R” that have to be iterated to
simulate what is called a discrete dynamical system. In such experiments we
especially seek the attractor of the discrete dynamical system that maps F:
R? — R2. An example is the Hénon map

Fx,y)=(,1+bx —ayz)

(a and b being suitable parameters). Note that often in such mathematical
applications, the dimension is much larger than two, so that radial basis functions
are very suitable.

Since F often is far too expensive to be evaluated more than a few times, the
idea is to interpolate F by s and then iterate with s instead. For instance, if F
can reasonably be evaluated m times, beginning from a starting value &, € R",
interpolation points

E&1=F&o), &=FE&), ..., & =F&u-1)

are generated, and we let E = {§;}]_,. Then we wish to interpolate F by s on
the basis of that set E. We note that thus the points in E can be highly irregularly
distributed, and at any rate their positions are not foreseeable. Moreover it is
usual in this kind of application that n is large. Therefore both spline and poly-
nomial interpolation are immediately ruled out, whereas Casdagli notes that,
e.g., interpolation by multiquadrics is very suitable and gives good approxima-
tions to the short term and long term asymptotic behaviour of the dynamical
system.

Hence radial basis functions are useful for such applications where inter-
polation is required to arbitrarily distributed data sites. There is, so far, no
comprehensive theoretical explanation of this particular successful application,
but the numerical results are striking as documented in Casdagli (1989).

In summary, this chapter has presented several concepts fundamental to ra-
dial basis functions and highly relevant to Chapters 4-10, namely complete
monotonicity, positive definiteness, quasi- and cardinal interpolation, polyno-
mial reproduction and convergence orders, localness of cardinal functions, ra-
dial basis functions of compact support. Three of the principal tools that we
use here, namely the Bernstein representation theorem, Wiener’s lemma, the
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Poisson summation formula, are so central to our work that they will come up
frequently in the later chapters as well.

In the following chapter we will show several other approaches to approxi-
mation and interpolation of functions with many variables. The main purpose of
that chapter is to enable the reader to contrast our approach with other possible
methods.



3

General Methods for Approximation
and Interpolation

In this chapter we summarise very briefly some general methods other than
radial basis functions for the approximation and especially interpolation of
multivariate data. The goal of this summary is to put the radial basis function
approach into the context of other methods for approximation and interpolation,
whereby the advantages and some potential disadvantages are revealed. It is
particularly important to compare them with spline methods because in one
dimension, for example, the radial basis function approach with integral powers
(i.e. ¢(r) = r or ¢(r) = r3 for instance) simplifies to nothing else than a
polynomial spline method. This is why we will concentrate on polynomial and
polynomial spline methods. They are the most important ones and related to
radial basis functions, and we will only touch upon a few others which are
non(-piecewise-)polynomial. For instance, we shall almost completely exclude
the so-called local methods although they are quite popular. They are local in
the sense that there is not one continuous function s defined over the whole
domain, where the data are situated, through the method for approximating all
data. Instead, there is, for every x in the domain, an approximation s(x) sought
which depends just on a few, nearby data. Thus, as x varies, this s(x) may not
even be continuous in x (it is in some constructions). Typical cases are ‘natural
neighbour’ methods or methods that are not interpolating but compute local
least-squares approximations.

Such methods are not to be confused with our global methods which usually
should also depend locally on the data to approximate well; the difference is
that our methods define just one continuous function normally over the whole
of R", or anyway over a very specific nontrivial range, a subset of R".

We begin in the next section with polynomial methods, especially polynomial
interpolation in more than one dimension, where the data E are allowed to be
scattered in R". Then we will deal with piecewise polynomial methods, and we
conclude the chapter with a few remarks about nonpolynomial methods.

36
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3.1 Polynomial schemes

The most frequently employed techniques for multivariate approximation, other
than radial basis functions, are straight polynomial interpolation, and piecewise
polynomial splines. We begin with polynomial interpolation. There are various,
highly specific techniques for forming polynomial interpolants. Very special
considerations are needed indeed because as long as E is a finite generic set
of data sites from an open set in more than one dimension, and if we are
interpolating from a polynomial space independent of E, there can always be
singularity of the interpolation problem. That is, we can always find a finite set
of sites E that causes the interpolation problem to be singular, whenever the
dimension is greater than one and the data sites can be varied within an open
subset of the underlying Euclidean space.

This is a standard result in multivariate interpolation theory and it can be
shown as follows. Suppose that E is such that the interpolation matrix for a
fixed polynomial basis, call the matrix A, is nonsingular. If E stems from an
open set in two or more dimensions, two of E’s points can be swapped, causing
a sign change in det A, where for the purpose of the swap the two points can
be moved along paths that do not intersect. Hence there must be a constellation
of points for which det A vanishes, det A being continuous in each £ € E due
to the independence of the polynomial basis of the points in E. So we have
proved the result that singularity can always occur (see Mairhuber, 1956). Of
course, this proof works for all continuous finite bases, but polynomials are the
prime example for this case.

As a consequence of this observation, we need either to impose special re-
quirements on the placement of E — which is nontrivial and normally not very
attractive in applications — or to make the space of polynomials dependent on
&, a more natural and better choice.

The easiest cases for multivariate polynomial interpolation with prescribed
geometries of data points are the tensor-product approach (which is useless in
most practical cases when the dimension is large because of the exponential
increase of the required number of data and basis functions) and the interpolation
e.g. onintersecting lines. Other approaches admitting m scattered data have been
given by Goodman (1983), Kergin (1980), Cavaretta, Micchelli and Sharma
(1980) and Hakopian (1982). All these approaches have in common that they
yield unique polynomials in P!~V i.e. polynomials of total degree m — 1 —v in
n unknowns, where v < m varies according to the type of approach. They also
have in common the use of ridge functions as a proof technique for establishing
their properties, i.e. forming basis functions for the polynomial spaces which
involve functions g(X - x) where A and x are from R” so that this function is
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constant in directions orthogonal to A and g € C"~!'~"(R). The approach by
Goodman is the most general among these. The remarkable property of Kergin
interpolation is that it simplifies to the standard Hermite, Lagrange or Taylor
polynomials in one dimension, as the case may be. The work by Cavaretta et al.
is particularly concerned with the question which types of Hermite data (i.e.
data involving function evaluations and derivatives of varying degrees) may be
generalised in this way.

A completely different approach for polynomial interpolation in several un-
knowns is due to Sauer and Xu (1995) who use divided differences represented
in terms of simplex splines and directional derivatives to express the polyno-
mials. Computational aspects are treated in Sauer (1995), see also the survey
paper, Gasca and Sauer (2000).

The representations of the approximants are usually ill-conditioned and there-
fore not too useful in practical applications. Some convergence results for the
approximation method are available in the literature (Bloom, 1981, Goodman
and Sharma, 1984).

The interpolation of points on spheres by polynomials has been studied by
Reimer (1990) including some important results about the interpolation oper-
ator. The key issue is here to place the points at which we interpolate suitably
on the sphere. ‘Suitably’ means on one hand that the interpolation problem
is well-posed (uniquely solvable) and on the other hand that the norm of the
interpolation operator does not grow too fast with increasing numbers of data
points. The former problem is more easily dealt with than the latter. It is eas-
ier to distribute the points so that the determinant of the interpolation matrix
is maximised than to find point sets that give low bounds on operator norms.
Surprisingly, the points that keep the operator norms small do not seem to
be distributed very regularly, while we get a fairly uniform distribution if for
instance the potentials in the three-dimensional setting

Z 1

g —¢|

are minimised with a suitable norm on the sphere. This work is so far only avail-
able computationally for the two-dimensional sphere in R3, whereas theoretic
analysis extends beyond n = 3.

Another new idea is that of de Boor and Ron which represents the interpo-
lating polynomial spaces and is dependent on the given data points. In order to
explain the various notions involved with this idea, we need to introduce some
simple and useful new notations now. They include the so-called least term of
an analytic function — it is usually an exponential — and the minimal totality of
a set of functionals, which is related to our interpolation problem.
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Definition 3.1. We call the least term f| of a function f that is analytic at
zero the homogeneous polynomial f| of largest degree j such that

fx) = fx)+ odx|’th, x| — 0.

Also, for any finite-dimensional space H of sufficiently smooth functions, the
least of the space H is

H¢ ={f¢|f€H}

This is a space of polynomials.

Let P* be a space of linear functionals on the continuous functions. We recall
that such a space P* of linear functionals is ‘minimally total’ for H if for any
h e H,Ah =0VA € P*implies h = 0, and if, additionally, P* is the smallest
such space. Using Definition 3.1 and the notion of minimal totality, de Boor and
Ron (1990) prove the following important minimality property of H|. Here,
the overline means, as is usual, complex conjugation.

Proposition 3.1. Among all spaces P of polynomials defined on C" which
have the property that P* is minimally total for H, the least ﬁi is one of least
total degree, that is, contains the polynomials of smallest degree.

The reason why Proposition 3.1 helps us to find a suitable polynomial space
for interpolation when the set of data E is given is that we can reformulate the
interpolation problem, which we wish to be nonsingular, in a more suitable form.
That is, given that we wish to find a polynomial ¢ from a polynomial space Q,

say, so that function values on E are met, we can represent the interpolation
conditions alternatively in an inner product form as the requirement

fo=a"exp(§ (), s

Here, the first - in the exponential’s argument denotes the standard Euclidean
inner product, while the - in parentheses denotes the argument to which the
functional g* is applied. The latter is, in turn, defined by application to any
sufficiently smooth p through the formula

9" p= ZZ %(D 9)© - (D p) O

using standard multiindex notation for partial derivatives

% 9% %
DY = oy —
(E)xl b0xy’ 9x," )
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and a! = 1! - 2! ... x,!, a notation that occurs often in the book. This func-
tional is well-defined, whenever p is a function that is sufficiently smooth at
the origin. It implies that our polynomial interpolation problem, as prescribed
through Q and E, is well-posed (i.e. uniquely solvable) if and only if the dual
problem of interpolation from H := {Zses ag exp(é . (~)) )a; € (C} with
interpolation conditions defined through ¢* is well-posed. Hence the minimal
totality of the set H| can be used to prove the following important result.

Theorem 3.2. Given a finite set of data & C C", let H be as above. Then H l
is a polynomial space of least degree that admits unique interpolation to data
defined on E.

The authors de Boor and Ron state this result more generally for Hermite
interpolation, i.e. it involves interpolation of derivatives of various degrees and
various centres.

There is also an algorithm for computing the least of a space that is a re-
cursive method and is closely related to the Gram—Schmidt orthogonalisation
procedure. We refer to the paper by de Boor and Ron for the details of this
algorithm.

We give a few examples for the polynomials involved in two dimensions. If
E contains just one element, then

H= {asexp(§~ (‘))},

with
exp(5 () =148 () +3(5- () 4

Thus H, = span{1}. Therefore our sought polynomial space, call it P, is IP’g, i.e.
constant polynomials in two variables. In general we let PX be all polynomials
in P, of total degree at most k. If E contains two elements £ and 7, then

H = {az exp(§ - () +arexp(t - (-)},

hence H| = span{l, (-) - (§ — 7)}. Therefore P = ]P’} o (X ), where o denotes
composition and where the vector A is parallel to the affine hull of E, a one-
dimensional object. If | E| = 3, then P = IP’% o(A-)or IP’%, depending on whether
the convex hull of E is a line parallel to the vector A or not. Finally, if & contains
four elements and they are on a line, P = ]P’f o (A -); otherwise ]P’% cPc IP’%.
Eg if E = {0,§,1,& + 1}, £ = first coordinate unit vector, T = second
coordinate unit vector, then P is the space of bi-linear polynomials, i.e. we have
linear tensor-product interpolation.
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3.2 Piecewise polynomials

Spline, i.e. piecewise polynomial, methods usually require a triangulation of the
set & in order to define the space from which we approximate, unless the data
sites are in very special positions, e.g. gridded or otherwise highly regularly
distributed. The reason for this is that it has to be decided where the pieces of the
piecewise polynomials lie and where they are joined together. Moreover, it then
has to be decided with what smoothness they are joined together at common
vertices, edges etc. and how that is done. This is not at all trivial in more than
one dimension and it is highly relevant in connection with the dimension of the
space. Since triangulations or similar structures (such as quadrangulations) can
be very difficult to provide in more than two dimensions, we concentrate now
on two-dimensional problems — this in fact is one of the severest disadvantages
of piecewise polynomial techniques and a good reason for using radial basis
functions (in three or more dimensions) where no triangulations are required.
Moreover, the quality of the spline approximation depends severely on the
triangulation itself, long and thin triangles, for instance, often being responsible
for the deterioration of the accuracy of approximation.

Let E with elements £ be the given data sites in R?. We describe the Delaunay
triangulation which is a particular technique for triangulation, and give a stan-
dard example. We define the triangulation by finding first the so-called Voronoi
tessellation which is in some sense a dual representation. Let, for ¢ from E,
T, ={x € R?||x —¢|| = min ||x —&], £ € B}. These T; are two-dimensional
tiles surrounding the data sites. They form a Voronoi diagram and there are
points where three of those tiles meet. These are the vertices of the tessellation.
(In degenerate cases there could be points where more than three tiles meet.)
Let 7, be any vertex of the tessellation; in order to keep the description simple,
we assume that degeneracy does not take place. Let D, be the set of those three
& such that ||z, — &]| is least. Then the set of triangles defined by the D, is
our triangulation, it is the aforementioned dual to the Voronoi diagram. This
algorithm is a reliable method for triangulation with a well-developed theory,
at least in two dimensions (cf., e.g., Braess, 1997, Brenner and Scott, 1994). In
higher dimensions there can be problems with such triangulations, for instance
it may be difficult to re-establish prescribed boundary faces when triangula-
tions are updated for new sets of data, which is important for solving PDEs
numerically with finite element methods.

Now we need to define interpolation by piecewise polynomials on such a
triangulation. It is elementary how to do this with piecewise linears. However,
often higher order piecewise polynomials and/or higher order smoothness of
the interpolants are required, in particular if there is further processing of the
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approximants in applications to PDE solving etc. needed. For instance, piece-
wise quadratics can be defined by interpolating at all vertices of the triangulation
plus the midpoints of the edges, which gives the required six items of informa-
tion per triangle. Six are needed because quadratics in two dimensions have six
degrees of freedom. This provides an interpolant which is still only continuous.
In order to get continuous differentiability, say, we may estimate the gradient of
the proposed interpolant at the vertices, too. This can be done by taking suitable
differences of the data, for example. In order to have sufficient freedom within
each of the triangles, they have to be further subdivided. The subdivision into
subtriangles requires additional, interior C' conditions.

Powell and Sabin (1977) divide the triangles into six subtriangles in such
a way that the approximant has continuous first derivatives. To allow for this,
the subdivision must be such that, if we extend any internal boundary from the
common internal vertex to an edge, then the extension is an internal boundary
of the adjacent element. Concretely, one takes the midpoint inside the big
triangle to be the intersection of the normals at the midpoints of the edges. By this
construction and by the internal C! requirement we get nine degrees of freedom
for interpolating function values and gradients at the vertices, as required.
Continuity of the first derivatives across internal edges of the triangulation
is easy to show due to the interpolation conditions and linearity of the gradient.

Another case is the C!-Clough-Tocher interpolant (Ciarlet, 1978). It is a
particularly easy case where each triangle of the triangulation is divided into
three smaller ones by joining the vertices of the big triangle to the centroid. If we
wish to interpolate by these triangles over a given (or computed) triangulation,
we require function and gradient values at each of the vertices of the big triangle
plus the normal derivatives across its edges (this is a standard but not a necessary
condition; any directional derivative not parallel to the edges will do). Therefore
we get 12 data for each of the big triangles inside the triangulation, each of which
is subdivided into three small triangles. On each of the small triangles, there
is a cubic polynomial defined which provides 10 degrees of freedom each.
The remaining degrees of freedom are taken up by the interior smoothness
conditions inside the triangle.

In those cases where the points E form a square or rectangular grid, be it finite
or infinite, triangulations such as the above are not needed. In that event, tensor-
product splines can be used or, more generally, the so-called box-splines that are
comprehensively described in the book by de Boor, Hollig and Riemenschneider
(1993). Tensor-product splines are the easiest multivariate splines, but here we
start by introducing the more general notion of box-splines and then we will
simplify again to tensor-product splines as particular examples. Box-splines
are piecewise polynomial, compactly supported functions defined by so-called
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direction sets X C Z" and the Fourier transform of the box-spline B,

1
A s 5x -t

3.1) Boy=]] ——. teRr".

xeX ix.t

We recall the definition of the Fourier transform from the previous chapter.
They can also be defined directly in the real domain without Fourier transforms,
e.g. recursively, but for our short introduction here, the above is sufficient and
indeed quite handy. In fact, many of the properties of box-splines are derived
from their Fourier transform which has the above very simple form. Degree of
the polynomial pieces, smoothness, polynomial recovery and linear indepen-
dence are among the important properties of box-splines that can be identified
from (3.1).

The direction sets X are fundamental to box-splines; they are responsible via
the Fourier transform for not only degree and smoothness of the piecewise poly-
nomial B but also its approximation properties and its support X[0, 118 c R".
By the latter expression we mean all elements of the | E|-dimensional unit cube,
to which X seen as a matrix (and as a linear operator) is applied. Usually, X
consists of multiple entries of vectors with components from {0, £1}, but thatis
not a condition on X. Due to the possibly repeated entries, they are sometimes
called multisets. The only condition is that always span X = R”". If in two
dimensions, say, the vectors ((1)), ((1)), ( }) are used, one speaks of a three-
directional box-spline, if ( _1 ) is added, a four-directional one, and any number
of these vectors may be used. These two examples are the Courant finite element,
and the Zwart—Powell element, respectively. If X contains just the two unit
vectors in two dimensions, we get the characteristic function of the unit
square.

In the simplest special case, X consists only of a collection of standard unit
vectors of R", where it is here particularly important that multiple entries in the
set X are allowed. If thatis so, B is a product B(y) = By, (y1):Be,(y2) . .. Be,(yn)
of univariate B-splines, where y = (y1, 2, ..., v,)T and the degrees ¢; —1 of the
B-splines are defined through the multiplicity ¢; of the corresponding unit vector
in X. When X has more complicated entries, other choices of box-splines B
occur, i.e. not tensor-products, but they are still piecewise polynomials of which
we have seen two examples in the paragraph above. In order to determine the
accuracy that can be obtained from approximations by B and its translates along
the grid (or the A-scaled grid) it is important to find out which polynomials lie
in the span of those translates. This again depends on certain properties of X,
as does the linear independence of the translates of the box-spline. The latter is
relevant if we want to interpolate with linear combinations of the translates of
the box-spline.
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Linear independence, for instance, is guaranteed if X is ‘unimodular’, i.e.
the determinants of each collection of n vectors from X are either O or +1
(Dahmen and Micchelli, 1983a), which is important, not only for interpolation
from the space but also if we wish to create multiresolution analyses as defined
in Chapter 9.

Out of the many results which are central to the theory and applications of
box-splines we choose one that identifies the polynomials in the linear span
of the box-splines. It is especially important to the approximational power of
box-splines. Another one, which we do not prove here, is the fact that the
multiinteger translates of a box-spline such as the above form a partition of
unity.

Theorem 3.3. Let S be the linear span of the box-spline B defined by the
direction set X C Z", span X = R". Let P, be the space of all n-variate
polynomials. Then

P,NS = ﬂ ker ]_[ D.,
{ZCX|span(X\Z)#R"} zeZ

where D,, z € R", denotes in this theorem directional derivative in the direction

of z.

For the proof and further discussion of this result, see de Boor, Hollig and
Riemenschneider (1993). A corollary whose simple proof we present is

Theorem 3.4. Let PX be all polynomials in P, of total degree at most k, let
d := max{r|span X\Z = R*, VZ C X with |Z| = r}. Then IP’; C § &
k <d.

Proof: ‘«<=’:Let Z be a subset of X. Since [[,., D. reduces the degree of
any polynomial by | Z| or less (|Z| being attained) and since by the definition
of d

min |Z|=d+1,
{ZC X [span (X\Z)#R")

it follows that IP",f C ker [] D, as required, for such Z.

There is, again for one such Z, | Z| = d +1 attained, whence [[.., D. p #0
for some p € IP’Z“. This proves the other implication. O

‘We remark that the number d used in Theorem 3.4 is also related to the smooth-
ness of the box-spline. The box-spline with direction set X and the quantity
d as defined above is d — 1 times continuously differentiable and its partial
derivatives of the next order are bounded if possibly discontinuous.
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In what way convergence rates are obtained from such results as the above
Theorem 3.4 will be exemplified in the chapter about interpolation (albeit with
radial basis functions, not with box-splines) but the approach there is similar to
how we would go about it here (and as it is done, for instance, in the book by
de Boor, Hollig and Riemenschneider). In fact, convergence proofs would be
in principle much simpler here than they will be with our radial basis functions,
because the latter are not of compact support which the box-splines are.

Additionally to the simple examples of tensor-product (univariate) splines
that have been given above, we wish to give further examples of box-splines.
Two well-known ones that are not tensor-product are the aforementioned
Courant finite element or hat-function that occurs if

=10 (- (I

and the Zwart—Powell element

x={()- () G- ()}

The Courant finite element is well-known to be continuous piecewise linear;
the Zwart—Powell element is piecewise quadratic and C'(R?). Using certain
recursions for derivatives of box-splines, it is in fact quite easy to establish that
B € C?"(R?), where d is the same as in Theorem 3.4. We will not go into
further details here because this is not our goal in this book on radial basis
functions.

3.3 General nonpolynomial methods

Perhaps the best-known global, multivariate interpolation scheme for uni-
versal scattered distributions of data sites, which is not using polynomials, is
Shepard’s method. It is, however, not really the most successful one in the sense
of accuracy of approximations, although it does give easy-to-define interpolants
in any dimension which are not hard to evaluate either. These two facts give
a clear advantage to the application of the method in practice. With finitely
many data E prescribed as in Chapter 1, a Shepard approximant is usually of
the form
gzﬂ few(x —§) 52; fe llx —&lI7"

eo ex n

R S DI <
eo

E€E

where © > 0 and w(x — &) = ||x — &||~* are the so-called weight functions;
also weights w other than w(x) = ||x||™* are admitted, namely exponentially
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decaying ones for example. It is easy to see that s does indeed yield s|z = f|z,
as is required for interpolation, due to the singularities of the weight functions
at the data sites.

Unless p is very small, s depends locally on the data, because the influence
of f¢ diminishes quickly at a rate of —u when the argument of s moves away
from &. Shepard’s method’s Lagrange functions are

llx— &7
> Il =gl

LeEB

Le(x) = x e R,

so that we can reformulate s = ) .z feL¢. This L; clearly decays when x
moves away from &. If we wish to have completely local dependence of s on the
f&, we can arrange for that too: that is, even compactly supported weights which
make s completely local, are possible. For example, a useful weight function
w is defined by

exP(—?z/(?—IIXH)2

A N L .
w(x) = oo i Xl =7,

0, otherwise,

with positive radius 7 and scaling & parameters given by the user. Thus @ has
compact support in B;(0), namely the ball of radius 7 about the origin, a notation
we shall use frequently in the book.

A severe disadvantage of Shepard’s method (3.2) is that s has stationary
points (vanishing gradients) at all data sites & if © > 1 which is a strange and
undesirable property, as there is no reason to believe that all underlying func-
tions f with fz = f(&) should have this feature. Several possible remedies
for this unsatisfactory behaviour have been proposed, mostly in the shape of
adding derivative information about the data. Such modifications are described
in Powell (1996), e.g. one remedy is to modify s so as to satisfy Vs(§) = g¢
for some approximations g; to the gradient of f at £, or indeed for the actual
gradient of the approximand, where we are assuming that now a differentiable
function f underlies the data in the aforementioned manner. The weight func-
tions @ are further modified so as to give the limits lim,j—o [|x|| @(x) = 0.
Then the approximant s is defined afresh by the formula

Y (ft -8 g) ot -8
Ee€E
Y ol —8) ’

Eel

(3.3) s(x) = x e R".
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Thus s interpolates f: and Vs interpolates the prescribed approximative gradient
ge ateach point £ in the finite set Z. More generally, the term f:w(x —&)in (3.3)
can be replaced by any ‘good’ approximation hg(x) to f(x) for x — £&. For
Shepard’s method, there is also a convergence analysis in Farwig (1986) that
considers it both with and without augmentation by derivatives. However, the
convergence of Shepard’s method is unsatisfactory unless it is augmented by
derivative information about the approximand. This is usually an undesirable
requirement as for most data sets, derivative information is not available, or too
‘expensive’ to obtain.

Other multivariate approximation schemes are so-called ‘moving’ least
squares schemes, such as the one proposed by McLain (1974). These methods
are local in the sense of the first paragraph in our chapter. The famous McLain
scheme seeks, for each prescribed x € R”, a multivariate function g from a
function space X that is given in advance, and which minimises the expression

D w0)@E) — fif, geX.

el
We call the solution g of this requirement g* because it depends on x, so that
s(x) := g*(x) for all x. If we choose weight functions w that are nonnegative
and continuous, except that wg (x) — 400 for x — &, then this clearly implies
that interpolation in E is achieved. Usually, the weight’s supports are required
to be small in practical algorithms and X is a space with dimension much
smaller than | E|, so that a least squares approach is suitable. In particular, some
smoothing of rough or noisy data can be achieved in this way (cf. our Chapters 8
and 9). Thus the values of s depend indeed locally on x. Uniqueness is achieved
by asking X to be such that, for each x, the only function g from that space
which satisfies

g € X Ag(€) =0 V& withwg(x) > 0

is the zero function. The main disadvantage of those methods is that they nor-
mally do not give an explicit analytic expression for one approximant for all
the provided data at once.

In summary, we have seen that there are many approximation methods in
several dimensions other than radial basis functions, the most attractive ones
being probably the ones that generate piecewise polynomials. However, those
require much set-up work especially in more than two dimensions and this,
among others previously mentioned, is a strong argument in favour of radial
basis functions.
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Radial Basis Function Approximation on
Infinite Grids

Inasmuch as radial basis function approximations are used mainly for the pur-
pose of scattered data approximation in applications, the assumption that the
data lie at the vertices of an infinite regular grid gives rise to an interesting
special case. In this chapter, data at the vertices of a scaled grid will lead us
to highly relevant theoretical results about their approximation power in this
chapter. Such results are important in terms of understanding the usefulness of
the approximation spaces, especially if the best approximation orders (so-called
saturation orders) are known. The L?(R")-approximation order is at least y for
approximants from an i-dependent space S = S;, of the approximants with
centres hZ" if

distzr@)(f, S) == inf || f — gll, = O(h*)
gesS

for all f from the given space of approximands. (In some of our estimates an
extra factor of logh occurs.) The approximation order is exactly w if the O
cannot be replaced by o on the right-hand side (as used elsewhere sometimes:
if u cannot be replaced by u + ¢ for any positive ¢). In this chapter, the A-
dependence of S comes only from the fact that shifts of the radial basis function
on a scaled integer grid hZ" = &, which is our set of data sites, are employed.

The results in this chapter, regarding interpolation and quasi-interpolation,
are extensions of the results in Chapter 2 in various directions. The remark about
reasons for studying regular grids is, incidentally, true for the study of multi-
variate polynomial splines as well (e.g. de Boor, Hollig and Riemenschneider,
1993), whose approximation properties were intensely investigated on regular
square grids. Although we do not normally intend to compute approximations in
practice on such grids, statements about their approximation power — especially
if they are optimal (best approximation orders, saturation orders) — are helpful
for making choices of radial basis functions for approximation when they are

48
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used in applications. It must be kept in mind that for applications for data on
square grids there are many other suitable methods, such as tensor-product
methods or the box-splines mentioned in Chapter 3. Among those, tensor-
product B-splines are most often used and best understood, because the B-
splines have a particularly simple univariate form, are piecewise polynomials
and are of small, compact support, while radial basis functions are usually not
compactly supported.

Further, for the analysis of their properties in computer experiments it is usual
to do computations on finife cardinal (i.e. regular, square, equally spaced) grids,
in order to elucidate their approximational behaviour. Finally, approximation
on so-called sparse grids, which are being studied at present and which are
regular grids thinned out by removal of many points, are useful in applications
for the numerical solution of partial differential equations. In short, radial basis
functions were born to be applied to scattered data interpolation, but for the
purpose of analysis, it makes perfect sense to study them on infinite grids, and
we shall do so now.

4.1 Existence of interpolants

The interpolants we consider now are defined on equally spaced grids. A crucial
property of grids with equal spacing, e.g.

7' ={(j1, jor- s ) | ji €Z, i =1,2,...,n)

or (hZ)", is that they are periodic and boundary-free. This enables us to apply
Fourier transform techniques during the analysis, since discrete Fourier trans-
forms are defined on infinite equally spaced lattices. The spaces spanned by
shifts of a basis function, call it ¥ (not to be confused with our radial basis
function), namely by

(=, jez,
are called shift-invariant because for any f in such a space, its shift f(- — k),
k € Z", is an element of the same space. Shift-invariant spaces were studied
extensively in the literature, see for instance the various papers by de Boor,
DeVore and Ron mentioned in the bibliography. We are only using them im-
plicitly at this stage, because their analysis in the literature is (mostly) restricted
to square-integrable or even compactly supported basis functions which is not
the case for our radial basis functions, although most of the known theory of

shift-invariant spaces can be adapted to and used for radial basis functions (e.g.
Halton and Light, 1993).
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One of the main tools in the analysis of our approximants is the Poisson
summation formula, which will be used often in this chapter. In fact, the
Lagrange functions of our interpolants will be defined only by stating their
form in the Fourier domain. Even if we actually wish to compute approximants
on such grids, their periodicity can be used e.g. by the application of FFT
techniques.

The goal of approximation on grids is to find approximants which in our
study have the relatively simple form

D f v —j). xeR,

jezr

where f: R" — R is the function we wish to approximate (the approximand)
and ¥ has the following expansion which is a finite sum in many instances:

Y =Y allx—kl), xeR,

keZn

all sums being assumed at present to be absolutely convergent, ¢ being our
radial function and {c;}iez» suitable, f-independent coefficients that may or
may not be of compact support with respect to k. Of course, so far we have
written an approximant based on Z"-translates of ¢(|| - ||) but to get convergence
on the whole underlying space R” of the approximant to f, it is necessary to
base the approximant on 2Z", h being positive and becoming small. In fact, it
is desirable in the latter case to remain with exactly the same ¥, but then we
must scale the argument of the i as follows:

> rGmw(5-J). xer

JEZ! h
In the language of shift-invariant spaces and multiresolution analysis which we
shall use in Chapter 9, what we do here is a ‘stationary’ scaling as mentioned
already in Chapter 2, since for all z the same function 1 is used which is scaled
by A~! inside its argument.

In contrast, a nonstationary approximation process would correspond

to making h-dependent choices v, of i, which would typically result in
approximations

> FGR) Yu(x — hj), x eR".

Jjezr

We shall encounter this in Chapter 9 and briefly in Chapter 5 but give no further
attention to this more complicated nonstationary version at present.
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In this chapter about radial basis functions on infinite lattices, we are partic-
ularly interested in the question of uniform approximation orders of the above
to sufficiently differentiable approximands f when 2 — 0. This order should
only depend on ¢ and n (and in certain ways on the smoothness of the ap-
proximand f), ¥ being assumed to be chosen in some way optimally for any
given ¢. This function may in fact not at all be unique, but ‘optimally’ is to be
understood anyway only in a very weak sense: it means that the error for a class
of sufficiently smooth approximands decreases for 4 — 0 at the best possible
asymptotic rate for the particular radial function under investigation. This does
not exclude, for instance, that an error which is smaller by a constant factor
cannot be achieved with another . It also does not exclude a — log / term as
a multiplier of the determining power of & since the logarithm grows so slowly
that its presence will hardly show up in practical computations.

Incidentally, we only consider uniform approximations and convergence or-
ders; Binev and Jetter (1992) in contrast offer a different approach to radial basis
functions approximation altogether and in particular cardinal interpolation only
by means of L?-theory. This facilitates many things in the theory through the
exclusive use of Hilbert space and Fourier transform techniques.

There is a variety of methods to achieve our goal outlined above. One way is
via the so-called Strang and Fix theory. This is the method of choice especially
when the functions ¢ are compactly supported, such as box-splines or other
multivariate piecewise polynomials. Strang—Fix theory is, in particular, almost
always used when finite element methods are discussed. Indeed, it is possible
to apply this in the present context of our noncompactly supported radial basis
functions and we shall discuss this briefly below. The main feature of this
approach is that certain zero-conditions are imposed on the Fourier transform
of Y at 2 -multiples of multiintegers — which guarantee that the approximants
reproduce polynomials of a certain degree that in turn is linked to the order of
the imposed zero-conditions at 2 -multiples of multiintegers.

At this point, however, we shall address the problem from a slightly different
point of view, namely that of the theory of interpolation by radial basis functions.
Starting with interpolation, the question of approximation orders obtainable via
the Strang and Fix conditions is answered almost automatically, as we shall see.

One way to choose 1 is by interpolation, and in that special case it is nor-
mally unique in the sense that the coefficients are unique within the class of all
absolutely summable coefficient sequences. So in this instance we choose i to
be a Lagrange function

L&) =) c¢lx —kl), xeR",

keZ?
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that satisfies the Lagrange conditions which are also familiar, e.g. from uni-
variate polynomial Lagrange interpolation and from Chapter 2 of this book,
namely

, 1 ifj=0,
LG) = do; = {o if j € Z"\{0}.

If L is so, then our above approximants, setting v = L, will automatically
interpolate f on hZ" or Z", depending on whether we scale or not.

We want to pursue this approach further and ask first, whether such L exist
and what their properties are. Much of the analysis of our radial basis function
methods on lattices boils down to exactly those questions. Many of the properties
of the approximants can be identified through relatively simple facts about
Lagrange functions. It is very helpful to the analysis at this time to fix the
coefficients of the functions through the Lagrange conditions, because this way
they are identified easily, and fortunately, the Lagrange functions have the best
possible properties, as we shall see. This means that they have the highest
polynomial exactness of the approximation and best local behaviour. This is
in spite of the fact that for the formulation of the approximants the Lagrange
conditions are not always necessary unless we really want to interpolate. We
shall see that this is true later in our convergence theorems where the Lagrange
conditions as such are not required.

Under the following weak conditions we can show that there are {cy}irez»
which provide the property L(j) = &o;. To begin our analysis, let us assume
that the radial basis function in use decays so fast that ¢(|| - ||) € L'(R"), an as-
sumption which we will have to drop soon in order to apply the
theory to our general class of radial basis functions, most of which are any-
way not integrable or even decaying for large argument. At first, however, we
can prove the following simple result with fairly weak conditions that hold
for decaying and integrable radial basis functions such as the Gauss-kernel

P(r) = e

Proposition 4.1. Let ¢ be such that |¢p(r)] < C(1 + r)™"¢ for some fixed
positive constant C and & > 0, so that in particular ¢(|| - ||) € L'(R™). Suppose
that

a@) =) éjlhe " #£0, VoeT"
JEZ"

Then there are unique absolutely summable coefficients {ci}rezn such that the
above cardinal function L satisfies L(j) = 8¢;. Moreover, the conditions that
the Fourier transform of the radially symmetric ¢(|| - ||), namely ¢(|| - ), satisfy
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|¢3(r)| < C(1+r)™""% and be positive, are sufficient for the symbol o () to be
positive everywhere.

Remark: We recall that the Fourier transform of a radially symmetric func-
tion is always radially symmetric, too. Specifically, if f: R” — R is radially
symmetric, F: R, — R being its radial part, its Fourier transform f is as well
and the radial part of that Fourier transform, call it F.is

o0

E(r) = Q)21 / F(s)s"*Jyo-1(rs)ds, r>0.
0

Here, J denotes the standard Bessel function (Abramowitz and Stegun, 1972,

p- 358). The above expression comes from the fact that the Fourier transform

of a radially symmetric function has the following shape that leads to Bessel

functions:

o0
fe’”"F(HtH)dt:/ F(s) e dt ds.
R" 0 ltl=s

The Bessel function occurring in the previous display is a result of the second
integral on the right-hand side in this display, because of the following identity:

/ eix-tdt — sn/ eisx~tdt
lzll=s [[z]]=1

= Q) P 2 g (Il )

This fact about radially symmetric Fourier transforms remains true for the
distributional or generalised Fourier transforms which we shall use below. We
also remark that, instead of the Fourier transform ¢ being required to be positive
in the statement of Proposition 4.1, it suffices that it is nonnegative and has no
2m-periodic zero.

Proof of Proposition 4.1: The first statement of the proposition is an appli-
cation of Wiener’s lemma, performed exactly as in our work in the second
chapter. The coefficients of the Lagrange function are the Fourier coefficients
of the periodic reciprocal of the symbol exactly as before, even though we are
now in more than one dimension.

The second assertion follows from an application of the Poisson summation
formula:

o)=Y ¢ljhe 7 =" v —27jl)
JEzZ" Jjezr

which is positive whenever the radial function’s Fourier transform is positive.
|
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An example of a suitable radial function for the above is ¢(r) = e~ for a
positive parameter . As we noted in Chapter 2, the Fourier transform is also a
positive multiple of an exponential function in —? itself. Although the above
proposition does not apply for instance to ¢(r) = r, it contains two fundamental
facts which will prove to be of great importance, namely

(1) The ‘symbol’ o can be reformulated as
o)=Y ¢(l9 —2xjl), »eT,
jEZ“

through the use of Poisson’s summation formula.
(2) The {ci}xez» can be expressed by Wiener’s lemma as Fourier coefficients
of the reciprocal of the 27 -periodic symbol, that is

1 o0k
(.0 a= [ S v ker
Qryt Jm o)
provided the symbol has no zero. Further, these coefficients are absolutely
summable.

The last formula (4.1) follows from a simple reformulation of the Lagrange
conditions and from o (%) # O for all arguments ¥:

SN i~k e =1
JEZ" keZ

which can be rewritten equivalently as

[Z cke-f“} [ » ¢(||j||>e—“"f} ~1

keZn jezn

and because o does not vanish anywhere

. 1
Z eV =—_  PpeT.
iz o ()

We now go backwards, beginning by expressing the symbol o () as the series
of Fourier transforms

> bl — 2,

JEZ"
which we require to be well-defined and without a zero, and define the coeffi-
cients of the Lagrange function c¢; as the symbol’s Fourier coefficients. For this
purpose, we consider a larger class of radial basis functions and admit any ¢ that
is polynomially bounded, thus has a radially symmetric distributional Fourier
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transform (e.g., Jones, 1982) (- ID: R"\{0} — R, with the properties (A1)—
(A3) which we state below. Those conditions guarantee the well-definedness of
the symbol and that it has no zero. Thus the aforementioned Fourier coefficients
exist.

To aid the analysis we briefly review some of the salient points of the dis-
tributional Fourier theory. We recall that any function that grows at most like
a polynomial of arbitrary degree (also called tempered functions) has a gener-
alised (distributional) Fourier transform which need not be everywhere contin-
uous, unlike conventional Fourier transforms of integrable functions (see the
Appendix). In fact a distributional Fourier transform usually has singularities
at the origin. Actually, the order of the singularity reflects the speed of the
growth of the aforementioned polynomial type at infinity. In order to define the
generalised Fourier transform we have to state a few facts about generalised
functions first.

One way to represent generalised functions or distributions is by equivalence
classes of sequences of good functions (test functions) v;, j € N. The set S
of good functions is the set of infinitely differentiable functions on R" with all
derivatives (including the function itself) decaying faster than the reciprocal of
any polynomial at infinity. Therefore, g is a generalised function, represented
by a sequence with entries v; € S, if there exists a sequence of good functions
vj, j € N, such that

/ v;(x)y(x)dx, jeN,
is a convergent sequence for any good y. As a consequence, the Fourier
transform of such a generalised function may be defined by the sequence
v; € S, j € N. An example of such a generalised function is Dirac’s 4-

function, which is represented in one dimension by a sequence of good functions
vj(x) = /j/m exp(—jx?), j € N. Forany y € S we then have

lim /V(x)v,-(x)dx =y(0)
j—oo Jr
which is also expressed by

/R5(X)7/(X)dx = y(0).

The Fourier transform of § is then 1 because

lim f y(x)f)j(x)dx:[y(x)dx.
J]—>00 R R
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More generally, generalised Fourier transforms of derivatives of the §-function
are polynomials and generalised Fourier transforms of polynomials are deriva-
tives of the §-function.

In fact, we need very few properties of these generalised Fourier transforms.
The key fact which we shall rely on is that they exist for the radial basis functions
of at most polynomial growth which we study here and that they agree for those
radial basis functions with continuous functions almost everywhere (in the
event, everywhere except zero). Then, we have certain properties which we
demand from those almost everywhere continuous functions that we take from
the literature. In addition to the part of the generalised Fourier transform that
is continuous except at zero, the generalised Fourier transforms of radial basis
functions often contain a term that comprises a §-function and its derivatives.
This can be removed by changing the radial basis function by adding an even
degree polynomial, containing only even powers. We always assume therefore
that this é-function term is not present. Indeed, we shall learn in Sections 4.2
and 5.1 that the linear combinations of translates of radial basis functions which
we study always contain coefficients which cancel out any such polynomial
addition to ¢. Therefore it is not loss of generality that already at this time, we
consider the radial basis functions and their Fourier transforms modulo an even
degree polynomial and derivatives of the §-function respectively. We illustrate
this by an example.

The generalised Fourier transforms can be computed by standard means using
the above definition as limiting functions. An example is the generalised Fourier
transform of the thin-plate spline function ¢(r) = r?logr in two dimensions,
that is (Jones, 1982)

d(Ix|) = 4m|lx ||~ + 4m%(og2 + 1 — y)AS(x), x € R,

where y = 0.5772...1is Euler’s constant and A is the two-dimensonal Laplace
operator. Therefore we consider only

Plllxll) = 4o ||~

as the two-dimensional generalised Fourier transform of the thin-plate spline
function that we thus consider modulo a quadratic polynomial.

Another useful way of stating that a function &(llx ) with a singularity at
the origin is the generalised Fourier transform (again, modulo an even degree
polynomial) is by the integral identity that demands

[ $Uxlveds = | ClxDoc) dx.

R»
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Again, this is for all test functions v € S. Also the test functions which are used
in the above have to satisfy

/ p(x)d(x)dx =0

for all polynomials of some order which depends on ¢. Thus the right-hand
side of the last but one display is well-defined by the fast decay of the Fourier
transform of the test function and the continuity and limited growth of the radial
basis function. The left-hand side is well-defined by the fast decay of v and by
the above display that requires the v to have a sufficiently high order of zero at
zero to meet the singularity of ¢. What the correct order of the polynomials p
is will be seen below.

Indeed, since for nonintegrable radial basis functions the generalised or dis-
tributional Fourier transform will usually not agree with a continuous function
everywhere, the last but one display admits the singularity of the generalised
Fourier transform at the origin, cancelling singularities of the same order. There-
fore both sides are well-defined, absolutely convergent integrals and may be
used to define generalised Fourier transforms. We will give examples of those
below, having encountered the multiquadrics example already in the second
chapter.

We need conditions that ensure that the interpolation problem set on the
scaled lattice i - Z" is well-defined and uniquely solvable. These conditions are
always formulated in terms of the generalised Fourier transform of the radial
basis function. The three required properties are

(A1) ¢(r) > 0,7 > 0,
(A2) ¢(r) = O " %), e >0,r — o0,
(A3) ¢(r) ~r ", u=>0,r — 0,.

In these conditions, we use the notation ~ to mean that, if f(x) ~ g(x), then
f(x) = const. x g(x)+ o(g(x)) with a nonvanishing constant. Condition (A1)
here is responsible for the positivity of the symbol, although nonnegativity of
the Fourier transform and absence of 2w -periodic zeros would be sufficient.
It is standard in the analysis of radial basis function methods to demand strict
positivity, however. Indeed, almost all radial basis functions that are in use and
that are mentioned in this book exhibit this property. We remark that the one
exception to this rule is the radial basis functions having compact support that
are treated in Chapter 6.

Of course, a function whose Fourier transform is negative everywhere is
also acceptable, sign changes can always be absorbed into the coefficients
of the approximants. We have noted already in the second chapter that the
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generalised Fourier transform of the multiquadric function satisfies the condi-
tions above, object to a sign-change.

Indeed, a large class of radial basis functions exhibiting properties (A1)—(A3)
above can be identified. For instance, the thin-plate spline

o(r) = P2 logr

has a generalised Fourier transform which also satisfies all conditions above
except for some §-functions.

The second condition takes care of absolute convergence of the series defining
the symbol, while (A3) controls the Fourier transform’s singularity (if any) at
the origin. Thus, at a minimum, o and % are still well-defined, except perhaps
at the origin, and thus in particular the coefficients

1 eiz?-k
Ck = f d'l?, k (S Zn,
Qry Jp o(9)

exist, so long as we interpret the symbol o as only of the form of the series

o@®) =Y (o —21jl). ® e T"\(0},

jear

and no longer use the standard form of the symbol as a Fourier series in ¢(|| - ||)
we started with. We may, however, no longer use Wiener’s lemma to deduce
the absolute summability of the ¢; and have to derive this property separately.

Note that ¢’s allowed singularity at the origin does not create any harm since
%, and not o, is decisive for the definition and the properties of the Fourier
coefficients {cy}rezn. Indeed, the singularities of the symbol translate only to
zeros of its reciprocal. Nonetheless, the lack of decay at infinity of ¢ forces us to
examine the decay of the c; carefully, i.e. their anticipated decay for || k|| — oo,
so as to ensure the convergence of the defining series for L. As is usual with
Fourier coefficients, this will depend fundamentally on the smoothness and
integrability of é and its derivatives.

It is just as important to study the localness of L itself since we need to know
what f we may introduce into the interpolating (infinite) series. Of course we
can always admit compactly supported approximands f since then the approx-
imating (interpolating) series is finite for any given x. However, we wish to
interpolate more general classes of f, to which, the hope is, even some poly-
nomials will belong. This is interesting because if we can admit interpolation
to (low degree) polynomials we have a chance of exactly reproducing certain
polynomials which will help us with establishing approximation order results
by local Taylor series approximations and other standard arguments.
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One way of introducing smoothness into the reciprocal of the symbol, },,

in order to establish approximation orders is through strengthening conditions
(A2) and (A3) by additional conditions on derivatives: we do so now and specif-
ically require that for a fixed positive ¢ and a positive integer M

(A2a) ¢O(r) = O %), r = 00,£ =0, 1, ..., M, and in particular
¢ € CM(R-0),

(A3a) ¢OG) =r "t 4+ 0@ ), r - 0,,0 < £ < M, for a positive
exponent “.

Here, the = means equality up to a nonzero constant multiple which we do not
state because it is unimportant to the analysis. Thus, for instance, the reciprocal
g of the symbol is in CM(T" \ {0}), and we can deduce decay estimates for c.
In our work here we want more precise estimates that supply the dominant term
and indeed we get more general and more precise results than, e.g., in Theorem
2.7. In the sequel we denote the upper part by [n] = min{m € Z |m > u}.

Theorem 4.2. Let ¢ satisfy (Al), (A2a), (A3a), M > [n+ ). Then, fork # 0
and for some positive ¢ the coefficients (4.1) satisfy

ClkI™"™* + O(IkII™""77%) if n ¢ 22,
ek =
O(|lk|I7"=#7#) otherwise.

Proof: Tt follows from the form (4.1) that the ¢, are the Fourier coefficients
of the reciprocal of the symbol. In other words,

eix-k dx
™ @ UxID+ Y b (llx =27l

/ .
Moreover, ) . denoting as before » jezm o)» We have for a nonzero constant C;

Jexl - @) =

eix~k dx

|ck|-<2n>"—f S _ _
o LR+ U + 5 8 (1 — 2771

where a(r) = ¢(r) minus the dominant term in r of order —u of (A3a). That
is by cancellation

Cy' ek ||x||* dx

-1 LT I (B e+ X 6 (e = 27/1D)

Now, let p: R” — R be a so-called cut-off function, that is one that vanishes
outside the unit ball B(0), is one inside B;,>(0) and is in C*°(R"). It is easy to
construct such cut-off functions from certain ratios of exponential functions.
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With this preparation, we may reduce the problem in the following fashion.
As M is greater than [n + ] and ¢ € CM(R.(), we can now apply stan-
dard methods of partial integration as explained in Chapter 2 to deduce that
(1 — p) times the integrand gives rise to Fourier coefficients which decay
as O(Jlk]=™) = O (JJk||™"*~¢). This is because we have excluded the sin-
gularity of ¢ from the range of integration and thereby made the integrand
smooth.

Next, we may even shrink the cut-off function’s support further by introducing
any fixed £ > 0 and by multiplying the integrand by (1 — p(3)) for the part that
contributes the O(|[k[|™"~#7¢) term and by p(;) for the rest. Hence it remains
to show that for large ||k ||

e Hlx)* p(3) dx

(42) f — >
L (B A+ X @l - 27)1))

is the same as a constant multiple of ||k|| ™" + O(||k||~"~*~¢), where the first
term in the short asymptotic expansion is absent if p is an even integer, i.e. we
have then only to establish O(||k||™"7#~¢).

If € is small enough, then we can expand one over the denominator in an
absolutely convergent geometric series: so, if £ is sufficiently small,

1
T+ T (S (e + 5 @ (e = 271))

is the same as the infinite series

Do llxl=cn (?6<||x||> +> " d(lx - ann))
=

0

L

We note that the smoothness of the £th term in that series increases linearly
with £, that is, the expression for a single summand is

14
[ e p(3)-co ($<||x||> +> " dlx— 2nj||)) dx,

for £ = 0,1, ....So they contribute faster and faster decaying terms to the
Fourier transform. Hence, instead of treating (4.2), we may show that

. X . X
/ e*k ||x||“p(g)dx= / e”"knxn“p(g) dx

should be = ||k||7"7* 4+ O(||k||7"~*~¢), where, again, the first term is omitted
if u is an even integer.
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This, however, follows from the fact that the distributional Fourier transform
of || - ||* is a fixed constant multiple of || - ||7*~* (Jones, 1982, p. 530) if u is
not an even integer. In the opposite case, the distributional Fourier transform is
anyway a multiple of a 8-function or a derivative thereof. Thus we get O(]|k|| =)
for any £ in that case from the above display. The theorem is proved. O

In summary, we have shown that the coefficients of L exist under the above
assumptions and that

(4.3) L(x) = Z cd(llx — kD, x e R,

keZn

is well-defined if |¢ (||x|])| = O(||x]|*~*) for any ¢ > 0. These assumptions
are true for all radial basis functions of the form (with &€ = n/2 for instance)

r2*=n logr, 2k — n an even integer,
.4) by =1y, C -
r s 2k —n ¢ 27 P

where 2k > n, u = 2k and k need not be an integer. In those cases, all
M are admitted due to properties of the Fourier transform ¢(r) which is a
constant times 7 ~2*. The same p and M are suitable for shifted versions of (4.4)
that are smoother, i.e. where r is replaced by ~/r2 + ¢2, ¢ a positive constant,
since as pointed out in Chapter 2, modified Bessel functions then occur in the
transform

() = Ki(er)/(r/o)f ~r™, r — 04,

which are C* except at the origin and nonzero, decay exponentially and satisfy
Ki(r) ~r~*forr — 04 and positive real k. Here k = (n + 1)/2 when multi-
quadric functions are studied. Hence, in particular, the multiquadric function is
included for © = n + 1. For instance, in one dimension, the Lagrange function
coefficients for the multiquadric function decay at least cubically.

As a by-product of (4.1) we note the following form of L, where we use the
Fourier inversion theorem. To wit, at least in the distributional sense, the Fourier
transform of L can be computed as follows. Later, in Theorem 4.3, we shall
see that the Fourier transform of L exists even in the classical sense, because
L is absolutely integrable. For now, using distributional Fourier theory, we can
write

Ly =Y ce ™™ Gy

keZ"
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By virtue of the form of our symbol,

Ly) =o'y
_ ey
> ddlly —2mel)

Lezr

Now, due to the properties of the radial basis function’s Fourier transform,
namely, in particular, (A2a), this function is absolutely integrable and can be
extended to a continuous, absolutely integrable function. Therefore we can
represent L as

1 é Uyl
4.5 L(x)= e = d
) O =Gy /Rne > by —2ne

LeZl

This expression will be of fundamental importance to us. As a first straightfor-
ward consequence we note the following result.

Theorem 4.3. Under the assumptions of Theorem 4.2, L satisfies
L= 0((+ x) ™ *);
in particular, L is absolutely integrable and has the Fourier transform

o Iyl
= s R".
S dly —2mi O ©

jer

Ly)=

Precisely, it is true that with this Fourier transform, L satisfies
Ll =2+ x4 0((1+ ey ™)

with ¢ = (mod?2), ¢ € {0, 1}.

Proof: Exactly the same technique as in the previous proof can be applied and
(4.5) used for the proof of decay. O

Hence we observe that any f with polynomial growth

£l =0+ x ),
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with a positive constant €, can be interpolated by

(4.6) s =Y f(Lx—j) xeR,
jezr

or by

4.7) i)=Y fGih) L(;l—c - j), x eR".
jezr

In particular, all polynomials f can be interpolated if their total degree is less
than .

It is a remark which we shall not prove here that for radial basis functions of
the form (4.4) with k € N, n even and less than ’%, the decay in Theorems 4.2
and 4.3 is in fact exponential (Madych and Nelson, 1990a). This is related to
the fact that the Fourier transform of even powers of ||x|| is supported at a
point (it is the multiple of a §-function or a partial derivative thereof) and the
Fourier transform is analytic in a tube about the real axis. Now, for analytic
integrable functions, the exponential decay of their Fourier transforms can be
proved in a standard way by using Cauchy’s theorem for analytic functions.
If the function is not just analytic but entire and of exponential type with a
growth condition on the real axis, then the Fourier transform is even compactly
supported, but this fact is not used, and is beyond the interest of this monograph
anyway.

Incidentally, similar facts (but not the full analyticity) were already employed
in the proof of Theorem 4.2 and account for the presence of the ¢ there. (Here
¢ is as used in Theorem 4.2.)

In fact, it requires hardly any more work from us to show that under no fur-
ther conditions, polynomials such as the above are reproduced exactly. That
is a highly relevant fact to the establishment of convergence orders, when
functions are approximated by their values on the scaled grids #Z". We have
already seen the reason for this remark in Chapter 2, where the linear poly-
nomial reproduction properties of univariate multiquadric interpolation were
used to prove — essentially — quadratic convergence of quasi-interpolation and
interpolation with multiquadrics. The same features of radial basis function
approximation will be established here in several dimensions and for our larger
class of radial basis functions with the aid of Theorem 4.4. Thus, the polyno-
mial reproduction property is of fundamental importance to the analysis in this
chapter.

We remark that the property is in fact quite straightforward to establish as
the following result shows.
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Theorem 4.4. Under the assumptions of Theorem 4.2, it is true that we have
the recovering property for interpolation

(4.8) Y. p() Lx—j)=p&), xeR",
jezr

for all polynomials p in n unknowns of total degree less than u (i need not be
integral). Further, there is a polynomial of degree at least i that is not recovered
by the above sum, even if the infinite sum in (4.8) is well-defined for that higher
degree polynomial.

Proof: Let p be a polynomial in n unknowns of degree less than w. Then, by
the Poisson summation formula, the left-hand side of expression (4.8) is, using
again the standard notation

9 9 3\’
D=D=\—, —,....,— |,
oty In dt,

the sum of partial derivatives of an exponential times the Lagrange function’s
Fourier transform:

> paD) {e " L(t)}i=an;.

jear

‘We note that the multivariate polynomial p applied to i D gives rise to a linear
combination of partial derivatives. The index ¢ = 277 indicates that those partial
derivatives are computed first, and only then does the evaluation take place. We
separate the term with index j = O from the rest of the sum. Therefore, it
becomes

(4.9) Y D) e L(t)}izar; + LO)p(x).
JEZM\{0}

We claim that the above expression is in fact p(x), as demanded. This is true
because (4.5) implies

LOy=1
and
(D L)2rj)=0 VjeZ'"\{0}, la| <p,
and finally
(D*L)0)=0 Va,0 < |a] < p,

where @ € Z!,. Indeed, all these properties of the Fourier transform of the
Lagrange function L come from the singularity of the Fourier transform of é at
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the origin, because this singularity which occurs in the denominator of L induces
the manifold zeros of . at nonzero multiples of 27r. We can for example expand
L in neighbourhoods about zero and nonzero multiples of 27 to verify that the
above zero properties are therefore direct consequences of condition (A3).

Thus the first part of the theorem is proved. As to the second, it is clear
that the above sum (4.8) is ill-defined if @ is not an even integer and thus
L(x) ~ ||x||7"~*, and when p has total degree > . However, (4.8) may very
well be well-defined if w is an even positive integer and L thus decays faster.
Let p(x) = ||x]|*, i an even positive integer. Thus p is a polynomial of total
degree w. In this case (4.9) contains terms like

(4.10) e 2T EiD||* LQ2rj), j ez,

where the right-hand factor is a nonzero constant (it is a certain nonzero multiple
of the reciprocal of the nonzero coefficient of the » ~* term in é(r)). Thus (4.8)
cannot be true, and there cannot be cancellation in the sum of expressions (4.10)
because of the linear independence of the exponential functions with different
arguments. a

Note that this theorem implies polynomial exactness of degree <2k for all
examples (4.4) and their shifts; e.g. for the multiquadric function where 2k =
n + 1, we can recover all polynomials exactly if their total degree does not
exceed n in R”. This is in itself a remarkable observation, namely that infinite
linear combinations of nonanalytic (often nondifferentiable), nonpolynomial
radial basis functions can recover polynomials exactly. We will come back to
and use this fact often in the book.

4.2 Convergence analysis

4.2.1 Approximation orders on gridded data

It is a natural question to ask now whether the polynomial recovery enables us
to deduce convergence (or synonymously approximation) orders for approxi-
mations (4.7) if f is a sufficiently differentiable target function. The answer
is affirmative, as we shall see in this subsection. There are two very practi-
cal purposes of this convergence analysis. The first one is a question asked
often by anyone who uses radial basis functions in practice, namely to clas-
sify the radial basis functions according to the convergence orders that can
be obtained in order to know more about their usefulness in applications.
The second one comes up in the very frequent situation when radial basis
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functions are used as approximants within other numerical algorithms which
also have certain convergence orders. It is usual in those cases to use approx-
imants inside of ‘outer’ algorithms which have at least the same convergence
orders.

As we shall see, the convergence orders are closely related to the order of the
singularity of the radial function’s Fourier transform at zero. In our conditions
on ¢ we have denoted this order — which need not be integral — by w. Indeed,
we can always show that (4.7) approximates f uniformly up to order O(h")
and that that is the best possible order. This approximation order is of course
only obtained for sufficiently smooth f and the smoothness we need to require
depends on the speed of L’s decay, the polynomial recovery being fixed as we
have seen above. In order to demonstrate the techniques, we begin with an easy
case. That is, the simplest result along those lines is the following Theorem 4.5.
Note that in these convergence results, the fact that L satisfies the Lagrange
conditions is immaterial. We only use its decay and its polynomial recovery
properties. Therefore the results we obtain on convergence are true both for
quasi-interpolation and for interpolation where the translates of ¥ and L are
used, respectively. We formulate the approximants below only with ¥ and state
the (e.g. decay-) conditions as conditions on L.

Theorem 4.5. Let the approximant (4.6) on the multivariate integers be exact
for all polynomials of total degree less than | and suppose

[L(x)| = O ((1 + |Ix ||)*"*/ks)

with ¢ > [] — u. Then the scaled approximant (4.7) gives the uniform con-
vergence estimate ||sp, — f|loo = O(h*) forall f € C"*(R")whose [y — 15t
derivatives are Lipschitz-continuous.

Proof: For any given x € R", let p be the following x-dependent (!) polyno-
mial. To wit, we take it to be the ([u] — 1)st degree Taylor polynomial to f at
the point x. This Taylor polynomial

D f(x)

PO =f0)+ Y. (y —x)*

O<le|<Tu]

is recovered by (4.6) because its degree is less than p as [u] < p + 1. Itis in
particular true that

f@ =50 =Y (fo = fGm) L(5 - )

jezr
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is the same as
. . X .
> (pm—£Gm) L =)
jezr
because
> Gk =r L5 =i) =0
A h
jezr
for all monomials (-)* of total degree less than p. Thus using the Lipschitz
continuity condition and the decay of the function L stated in Theorem 4.3,
there exist some fixed positive constants C;, i = 1, 2, such that

> (FGm—piim) L5~ )

41D | f () = sp(x)]

Jjezr
< Hw%gh £ = pGim)] !L(% )|
" Hx—j%pzh I = P ‘L(% - J))

This is at most

G Y =Rl

lx—=jhlloo<2h
Bt
+G lx = IS ————
||X—J%o>2h e — jhl"
which equals
hl’l
o)+ Cr h*

T
e fiesan lx = jhllss” (=T

That is O(h*), as desired. We note that we reach the final conclusion because
the sum that multiplies C; contains only a finite number of terms, independently
of h, and because the final sum is uniformly bounded as 4 goes to zero, [] — u
being less than ¢. O

The message from the above proof is that we need precise information about
the decay of the cardinal function to obtain the best convergence results. The
polynomial recovery cannot be improved upon what we have already, cf. the last
result of the previous section, and hence it cannot be used to any more advantage
than it is. However, better decay, that is, better localised cardinal functions, can
give optimal approximation orders. Now, there are various other forms of such
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convergence results when L has different orders of decay. Their main purpose
is to admit ¢ = 0 in the above result, but they require extra conditions on the
derivatives of f. A slightly more complicated version than the previous result is

Theorem 4.6. Let the assumptions of Theorem 4.5 hold for noninteger u and
& = 0. Then (4.7) gives the error estimate

lisn — flloo = O(R™), h — 0,

forall f € CT*I(R"™) whose [th and ([ju] — 1)st total order derivatives are
uniformly bounded.

Proof: 'We begin as in the previous proof and define the Taylor polynomial in
the same way. Therefore we also use the polynomial exactness in the same way
and consider the sum of shifts and dilates of L multiplied by p(jh) — f(jh).
However, then we consider three different ranges of indices in the approxi-
mant now. That is, we divide (4.11) up into an O(h") term plus two further
expressions, namely for positive constants C, and C;

G Y lx—jh

. n+n
Yh<llx—jhls<l lx — jhlloo

ntn

plus
Cs D =l e,

lx—jhllec=1
where the last term is a consequence of the boundedness of the ([ ] — 1)st order
derivatives and it is, indeed, O (h") as before, because [u] — 1 < . Moreover,
we bound the newly introduced second term by an integral from above:

1
Z ||)C _ j/’l”ini(ﬂil—lﬂ) hu+n < C4 hu / yf(lf-*’—ﬂ.l)*l dy
oo =

2h<|x—jhll<1 h
whichis O(h*), because in this theorem the hypotheses give u —[u] € (—1, 0),
as required. O

In order to drop the positive ¢ in the assumptions for an integer-valued p, much
more work is required (note that the above derivation in the final display of the
proof of Theorem 4.6 could give a log & term in that case unless we change the
proof because fhl y~'dy = (—logh)). This is done in the next theorem. It is
taken from a paper by Powell (1992a).

Theorem 4.7. Let the assumptions of Theorem 4.6 hold except that now [ is
an odd integer. Then (4.7) gives the error estimate

lisn = flloo = O(R™), h — 0,
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for h tending to zero and for all f € C'"HV(R™) whose partial derivatives of
total orders pu — 1, w and p + 1 are uniformly bounded.

Proof: Letk = pu — 1. Let p be the same Taylor polynomial as before. Next,
let ¢ be the polynomial of degree u that vanishes at x of order k + 1, that is, it
vanishes at x with all its partial derivatives of fotal degree < k vanishing at x as
well, and that also matches all partial derivatives of total degree = k+ 1 of f
at this point. Thus, for all X, there are (x, X)-independent constants C; such that
the following inequalities hold due to Taylor’s theorem and the boundedness
assumptions in the statement of Theorem 4.7:

lf(X) — p()| < Cy llx = XI5,
If &) — p@)| < Cy x =X

oo

lg®)| < C3 llx =X |5,

If®) — p&) — q®)| < Cq[Ix = X|IK2.

Moreover, according to Theorem 4.3, there is a bounded function n: R* — R
such that for an ¢ > 0 and any x

IL(x) = nx) A+ [IxID" =0 (1 + [lx)~" 7).
‘We consider once more the error formula

F@ =510 =Y (pGim = £GM) L(5 = J)-

jear

By periodicity of the grid of centres and because we are considering uniform
norms, there is no loss in generality if we assume subsequently ||x ||, < % for
evaluating and estimating the error. We divide the ranges of indices in the sum
much as in the previous proofs. In particular, showing that the expression

> ipGm = rmi L (- )|

lljhlloo>1

is O(h*) follows precisely the same lines as before using the decay of the
cardinal function. This we do not repeat here. Thus we must show that for
X |loo < ’% we have this estimate for the error:

4.12) = O(h").

> (pGm—rGm) L(5 i)

ljhllo=1
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We replace the first term in parentheses in (4.12) by g(jk) which incurs an error
of at most a multiple of

—n—k—1
> - gnl (142 - 4] )
h 00

ljhllo=1

k42 X . —n+1
<ut 57 (]G -1,)
lljhlle<1

1
< Cs h*t! f (h + y)°dy = O(h**).
0

We note that here we have lost a power A" in the summand. This is due to a
change in coordinates which replaces the sum in » dimensions by a univariate
integral, that is by changing to polar coordinates when we have replaced the
sum by an integral as in the previous proof. If we additionally replace L(3 — j)
by n(G — DA+ 115 —J [)~"*=! in the revised form (4.12) we get an error that
does not exceed a fixed constant multiple of

1
X —Nn—(Q—E&
S g (1[5 =g ) = cobe [ yroeay
Iihlleo<1 © 0

which is, as desired, O(h*t') = O(h*) for h — 0.

Thus it remains to show that, still for [|x ||, < ’%, it is true that

Z (g(jh) n(% _j) (1 I H% _jHOO)fnfkq

ljhlo=1

(4.13) = O(h").

We wish to make a final change in the error expression above. We want to replace
g by g(- + x) in (4.13). What additional error does this change introduce? By
the mean-value theorem and because of the bounds on ¢ and || x || », stated above,

gk +x) = q(i)] < Cr-h(h+ lx — jhlo)s ikl < 1.

Thus we may replace g by g(- + x) and get an error of at most a fixed constant
multiple of the following sum:

. X f _ H —n—k—1
Il 37 b= jhlo) (t+)7 -]

which is at most
1
Ch? / (h+y) 2 dy = O,
0

and which is therefore of the order that we desire to obtain in our required result.
Therefore we may make the proposed change in (4.13) without changing the
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final result beyond a term of O(h*). Further, as g(- + x) is a homogeneous
polynomial of degree wu, i being an odd integer, we have g(—hj + x) =
—q(hj +x), | jhllsc < 1. Thus we bound, for j € Z" and ||x||l« < %,

X (w010 G )

ljhlleo=1

X —n—k—1 X
+ajh+0 (145 +5] ) 1 (5 +5)) |
h 00 h
Moreover, we may factor out the function 1 and bound, by Holder’s inequality,
by [|7]leo- In addition, if we employ the estimate

x —n—k—1 x —n—k=1 . —n—k-2
O0+]5-4]) ~(1+ 3+ T = o+l

we can deduce that the above sum is in fact bounded by a fixed constant multiple
of

A A+ lle) "2 = 0"y = o), h— 0,

ljhllee=1

as required. The theorem is proved. O

We note that for even u, the dominant term in the expression for L(x) of
Theorem 4.3 does not occur, so that we always have faster decay than
(1 + ||x||)~"*~*. Therefore we have always Theorem 4.5 at hand which applies.
It is natural now to ask two further questions that we shall discuss next.

The first one is, are the orders stated in the last three theorems saturation
orders, i.e. do there exist different classes of functions (smaller than those
having fixed Lipschitz smoothness) for which a larger power of the spacing
h is possible (see Theorem 4.5)? And the second one is, can those orders be
achieved without using interpolation?

4.2.2 Quasi-interpolation versus Lagrange interpolation

We address the second one first because the answer to it is simpler and more
familiar to us, especially in view of the work we have already done in Chapter 2;
it leads to the so-called quasi-interpolation, where approximants

s =Y f(H Y& —j), xeR,

jezr
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are studied for — during the rest of this section — only finite linear combinations

(4.14) Y =Y adllx —kl, xeR",
keZ"

i.e. the sequence {cy}reze in (4.14) has finite support with respect to k. The
essential feature of this quasi-interpolation, which has in fact been studied for
radial basis functions much earlier than interpolation on Z" (e.g. in Jackson,
1988, Rabut 1990) is that it can obtain in many cases the same polynomial
recovery and (almost) the same localisation properties for ¢ as Lagrange func-
tions. Therefore, from the point of view of approximation quality, it is just as
attractive as interpolation. It achieves essentially the same approximation orders
and we do not need to solve linear systems for the interpolation coefficients. On
the other hand, certain finite systems of equations have to be solved in order to
compute the coefficients, and we shall explain this and give examples now.

These polynomial reproduction and convergence features are achieved by
recalling that it is the Fourier transform (4.5) of the function whose shifts we
use in (4.6) which helps in the proof of polynomial recovery (and, of course, just
as much in the localisation as we have demonstrated in the various convergence
proofs above). Now, observing that we can consider the Fourier transform of
¥ like considering . above, at least in a ‘generalised’ sense of distributional
Fourier transforms, namely in the form

(4.15) 0y = dAe Y e, reR,

keZn

we can try to mimic the essential features of L, that is, in particular, its properties
at the points in 27 Z".

As stated above we shall assume that the above sum in (4.15) is a trigono-
metric polynomial, i.e. that the {cy }rcz» are compactly supported. This we do
in full appreciation of the fact that thereby we exclude many important cases,
which are, however, taken care of by our Lagrange functions. In other words,
the only real gain we get with quasi-interpolation from our point of view is if
the {ci}rezn are compactly supported because they are simpler to work with;
if they are not, we can just as well use the previously demonstrated theory on
Lagrange functions.

Now, given any © which we assume to be integral, it follows from the proof
of Theorem 4.4 that what we need to do is find finitely many coefficients cy,
such that i as stated in (4.15) satisfies the following conditions that induce the
same behaviour of ¥ on 27 Z" as L has. The first condition is that the integral
of ¢ is one or, in the Fourier domain, it has the property

(4.16) ¥(0) = 1.
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The second condition concerns the partial derivatives of total order less than u
at zero,

4.17) (D*Y)0)=0 Va, 0<|a| <pu,

and the final condition is responsible for the polynomial recovery as in the proof
of Theorem 4.4:

(4.18) (D Y)Q2rj)=0 VjeZ"\{0}, 0<|a| < p.

Among those three conditions, (4.17) and (4.18) are, however, simple linear
conditions that can always be satisfied by choosing a large enough support
set for the coefficients c,. It has to be noticed that a zero of g at the origin
forces zeros of the same order at all 27, j € Z", by the 2w -periodicity. As a
consequence, the conditions are nothing else than moment conditions on the

gt) = Z cee R e T,
keZ"
our simple trigonometric polynomial, where satisfaction of the conditions
(4.16)—(4.18) essentially means g(#) = O(]|¢||*) in a neighbourhood of the
origin.

These conditions (4.16)—(4.18) are also known as the Strang and Fix condi-
tions (see, e.g., Jia and Lei, 1993) and there is very much important work on
their sufficiency and necessity — in tandem with extra conditions for so-called
controlled approximation order — for the establishment of polynomial reproduc-
tion and approximation order through approximation with quasi-interpolation
(4.14). In particular, one distinguishes between the conditions for polynomial
preservation, for which it is sufficient that (4.18) holds which guarantees that
the quasi-interpolant to a polynomial is again a polynomial, and the conditions
for the actual polynomial reproduction (4.16)—(4.18). While the meaning of
polynomial reproduction is self-explanatory, we mean by polynomial preser-
vation that the result of the application of the operator to a polynomial is a
polynomial.

Results are available both when 1 is of compact support, a case particularly
important for box-splines (see our third chapter and, for instance, de Boor,
Hollig and Riemenschneider, 1993), and when  is not of compact support
(Light and Cheney, 1992a) which applies to our radial basis functions and has
been studied much more recently. Also, results are available for general L ,-
norms and not only for uniform error estimates. Finally, there are extensions to
the theory of the Strang and Fix type conditions when the approximants are not
just linear combinations of one basis function v, but when i can be chosen
from a finite set W of basis functions. This is especially suitable when we wish
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to generate a whole space of multivariate piecewise polynomials of a given total
degree and given smoothness by box-splines, because one box-spline and its
translates alone may not be sufficient for this purpose (in contrast to univariate
spline interpolation where the B-splines of one fixed degree alone are good
enough). This is not needed for radial basis function approximation.

A particularly important issue in the discussion of Strang and Fix conditions
is their necessity for the polynomial preservation or reproduction. This becomes
especially delicate when larger sets W of bases are used as described above,
and this is where the aforementioned conditions on controlled approximation
come in to render the conditions necessary.

All this being said, in this monograph we do not, however, especially build
on this theory, because for our applications, the available approximation or-
ders come very specifically from our conditions (A1)—(A3) on the radial basis
functions which lead to Lagrange functions. The latter then lead directly to our
approximations and their properties which are, as we shall argue now, optimal
anyhow, and fortunately no more general theory is required.

The crux lies in satisfying (4.16) as well as (4.17) which requires u to be even
in the first place for quasi-interpolation, because otherwise the short expansion
at zero, namely,

—itk
g)=Y e~ ", e >0,
kezZn

can never be achieved for a compactly supported coefficient sequence, when-
ever ||t||*, u ¢ 27, is not a polynomial. If © € 27, however, then all is
well and (4.16)—(4.18) can be attained. Many examples are given in Jackson
(1988). No further discussion of the polynomial recovery is needed therefore,
because the same methods with the Poisson summation formula are employed
as above in the theorems about interpolation, but we need to know how rapidly
Y decays. Generally speaking, almost the same decay rates as with cardinal
interpolation can be provided. At any rate, if @ is an even integer, sufficient
decay for the polynomial recovery and for obtaining convergence rates as in the
theorems above can be achieved — except for a log / term in the error estimate
that reflects the sometimes not-quite-as-good decay. The techniques to prove
decay, however, are the same as before, albeit slightly more complicated to
handle due to the extra freedom by the choice of g, quite unlike the canonical
form of L. We conclude that we have to concentrate on the decay of the quasi-
interpolating basis functions ¢ and how to get the coefficients for ¥ to have
sufficient decay.

To exemplify the theory of quasi-interpolation, we present just one theorem,
as a central result giving all essential facts, namely, the following theorem.
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Theorem 4.8. Let ¢ satisfy (Al), (A2a), (A3a) for u € 27Z. Then there is
a multivariate trigonometric polynomial g such that the function \ renders
(4.14) exact for polynomials of degree less than p and has the asymptotic

property
)= Oo(lx[I™"")
for large || x||.

Note that in all our examples where p includes an n-term, p is integral (for
example u = n + 2 for thin-plate splines) and thus that u be even is actu-
ally a condition on the parity of n. For instance, the above result applies to
multiquadrics, ¢(r) = r and ¢(r) = r3 in odd dimensions, and for thin-plate
splines in even dimensions. This is typical for quasi-interpolation with radial
basis functions.

The convergence theorems above obviously do not require the function L in
(4.6) to be a Lagrange function as observed before in this section — only polyno-
mial recovery and asymptotic decay are essential. We may therefore apply those
results for quasi-interpolation instead of interpolation by virtue of Theorem 4.8.
On the other hand, we benefited from the simplicity of the Lagrange formulation
when we began the analysis not with quasi-interpolation but with cardinal in-
terpolation and presented our convergence theorems. Moreover, as we shall see
soon, the convergence properties attained by the interpolants are best possible
at least in an asymptotic way and therefore it is natural to focus on interpolation
so far.

The convergence rates which are attained by quasi-interpolation follow now
from Theorem 4.6 except that the presence of an integer-valued p forces
a — log h factor into the convergence estimate. This follows from the last display
in the proof of Theorem 4.6. This is the only way in which the approximation
power of quasi-interpolation is weaker than that obtainable by interpolation.
Disregarding this log-factor which grows very slowly indeed — in fact it is in
practical applications usually not noticeable — we have the same asymptotic
convergence behaviour of interpolation and quasi-interpolation.

Therefore we get without any further elaboration a convergence estimate of
s — flloo = O(h"|log h]) for

X
(x) = FGM Y- —=1J) R,
sp(x jEXZ; J (h j) X €

and sufficiently smooth approximands f, for instance those that satisfy the
smoothness conditions of Theorem 4.5. In fact, sometimes the logarithmic term
can even be removed due to further properties of ¢ much as in Theorems 4.6—4.7.
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This, however, requires many careful extra considerations we do not undertake
here, because we always have the cardinal interpolation at hand which gives
the full orders without a logarithmic contribution.

We do not give a proof in all details of the result Theorem 4.8, but we
indicate nonetheless how to approach the proof because it is instructive as to
the functioning of the approximations. Clearly, the first necessary step is to seek
suitable linear conditions on the {c;}¢cz such that (4.16)—(4.18) hold. Among
those, condition (4.18) is the easiest one because it is always fulfilled as long as
g has a sufficiently high order zero at zero which forces zeros of the same order
atall 2rj, j € Z", by the 2m-periodicity. Therefore, this feature can always be
achieved by letting g be a product of suitable powers of (1 — cos x;), where x,
j = 1,2,...,n, are the components of x € R". However, (4.16) checks the
order of the zeros we can impose, because it forces g(¢) ~ ||¢||** atzero. The most
difficult conditions are conditions (4.17), and they essentially mean that there is
a gap between the ||7||* term in the Taylor expansion of g(¢) about 0 and the next
higher order term that may appear — that latter one may not be of any order lower
than 2u, so that (;3(||t||)g(t) =1+ O(||t]|*) in a neighbourhood of the origin.

Alternatively, we can therefore view g’s task as approximating % at zero (the
rest is again a consequence of periodicity) up to a certain order. It suffices to
achieve

1 2w
8(t) — —=0tI™), izl - 04,
o(t)

including those estimates according with the derivatives on the left-hand side,
to satisfy (4.16)—(4.18) if (A1), (A2a), (A3a) hold for the radial function.

This leaves us with showing the decay rate of i at infinity. What is used here
again is the smoothness of g(¢) &z to prove that its inverse Fourier transform,
namely the absolutely convergent and therefore well-defined integral

Y(x) = /R n e'e(lthgdt,  x e R,

1
Q)
decays at infinity at a rate that is related to the smoothness of . For this, one
notes that the decays of the inverse Fourier transforms of v and of §(||¢])g(1)—1
are the same and that the latter function is smooth enough everywhere to provide
quick decay of the inverse Fourier transform in the above display, except at the
origin. There it is asymptotically ~ ||#||* for small . The same techniques as
in Theorem 4.3 are then applied to derive the assertion of Theorem 4.8 but one
has to look very carefully at the properties of g induced by the fulfilment of
conditions (4.16)—(4.18). This is more difficult than the proof of Theorem 4.3
where only 43(|| - |) and o were involved and é took the task our g performs
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here. We omit the tedious details because they give no further insight into our
particular problem.

An example presented by Jackson (1988) for the multiquadric function in
three dimensions is as follows (all coefficients have to be divided by 8z for
normalisation): the coefficients ¢, j € Z3, jlleo <2, are

co = —49 —81¢%,
C41.0.0) = C0.41.0) = C0.0.41) = (142 4+ 369¢%)/12,
C(2,0,0) = €(0.42,0) = €(0,0.42) = (—25 — 54¢%)/12,
C(£3.0,0) = €0.43.0) = (0,03 = 2+ 3¢?)/12,
C(x1,£1,%+1) = (—4 - 276’2)/2,
Caatax2) = (14 72¢%)/48,
C(#2,41,0) = C(£2,0.£1) = C(£1,42,0)
3c?

= C(0,£2,£1) = C(£1,0,£2) = C€(0,+1,£2) = T

All coefficients not specified above are set to zero.

4.2.3 Upper bounds on approximation orders

Another very important aspect of convergence analysis is to bound approxima-
tion orders from above, since, so far, we have just offered lower bounds for the
obtainable approximation orders. Several central results along this line are due
to Johnson (1997 and several later articles). Among other things he shows that
our O(h") convergence orders for approximation on grids are best possible for
the class of radial basis functions we studied above, even if we choose to mea-
sure the error not in the uniform norm but in other L”-norms, 1 < p < 0o, and
even if we only admit arbitrarily smooth functions as approximands into the in-
terpolation or quasi-interpolation schemes. The proof of this result by Johnson
is very advanced and beyond the scope of the book, but several examples will
be given now. The examples will confirm in particular that the convergence
orders on grids we had already obtained are the best possible orders.

We recall the usual notation f* for the inverse Fourier transform of a function

fx)=

e f(t)dr, x eR"
Q2m)" /]R /

see also the Appendix.

Further we recall the cut-off function p that has been used before in this
chapter in the proof of Theorem 4.2. We remark that the next result, like many
others in this book, does not require the ‘radial’ basis function to be radial; the



78 4. Approximation on infinite grids

result holds for general ¢: R” — R with a measurable distributional Fourier
transform ¢. Nonetheless, because we especially study functions that are truly
radial, we restrict the statement of the theorem to radial basis functions. In
fact, the theorem is entirely expressed in terms of the Fourier transform. We
recall finally the definition of band-limited functions, i.e. those functions whose
Fourier transform is of compact support.

Theorem4.9. Let1 < p < oco. Let (|- |1): R" — R be continuous on R™\ {0}
and such that for some jy € 7Z"\{0} and some ¢ € (0, 1),

() ¢(r) # 0 for almost all r € [0, €],
(ii) the inverse Fourier transform

N ol - 2ol
) Zsi)

is absolutely integrable for the above cut-off function p with support in
the unit ball,

(iii) for a measurable function p which is locally bounded and for all positive
m

H s OUA 427 ol

5 = o(h"), .
o(lh - 1D Hoo,Bm(o) o(h") h—0

Then the LP(R")-approximation order from a shift-invariant space which is
spanned by using integer shifts with a scaling of h of ¢ cannot be more than
w. That is the error of the best approximation in the LP-norm from the LP-
closure of

span{@(ll - /h — jI) | j € Z"}

to the class of band-limited f whose Fourier transform is infinitely differentiable
cannot be o(h**) as h tends to zero.

We note that the class of all band-limited f whose Fourier transform is in-
finitely differentiable is a class of very smooth local functions and if the L?-
approximation order to such smooth functions cannot be more than #*, it cannot
be more than #* to any general (super)set of functions with lesser smoothness
properties.

Examples: We consider the multiquadric function where the generalised
transform $(||x||) (namely, the radially symmetric Fourier transform of the
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radially symmetric multiquadric function as a function of n variables) is
= Ky 2(er)/(r /2" V2 r = x| > 0.
Letting without loss of generality ¢ = 1 we take
¢(r) = =1 Kiuny2(r)/(r/270)" VP2

in Theorem 4.9. This function is negative with a singularity of order n + 1 at
the origin. Then (i) of Theorem 4.9 is certainly fulfiled.
Now consider, for a cut-off function p as stated above, the fraction

(g)é(nxunjon): (5) d(llx + 27 joll)
& o(lx1) e/ Clx[==1(1 + |lx "+ p(x))

with the same notation ¢ as in the proof of Theorem 4.2. This is the same as

(x) C~'$llx + 27 jolD [l x[|"*!

e 1+ [lx ]I p(x)

whose inverse Fourier transform can be shown, precisely with the same tech-
niques as in the proof of Theorem 4.2, to decay at least as fast as a constant
multiple of (1 4 [|x||)~2"~L The latter, however, is absolutely integrable over n
dimensions so that (ii) holds, as required.

We wish to show (iii) now. Let K »(2) = K, (2)-z” which is a positive function
on R, without a singularity at the origin (precisely: it has a removable singular-
ity at the origin) whenever v is positive. Furthermore, letting in condition (iii)

- K127 jo)
Plx) = =

K(n+1)/2(0)

gives the desired result (iii) for © = n + 1, namely that 2! is the highest
obtainable order in any L”-norm, confirming our earlier lower bound on the
approximation rate to be best possible and thus the aforementioned saturation
order.

As a second example, consider the easier case of a thin-plate spline radial
basis function whose Fourier transform is

o@r) = 2 >0,

where for the sake of simplicity we are omitting a constant nonzero multiplying
factor and é-function terms, and again we write $ as a multivariate function in
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agreement with our notation in Theorem 4.9. It is obvious that condition (i) is
true. Moreover,

(2) BL2TID _ ) e a2

& ol - 1D €
If ¢ is small, then this is at a minimum in C"*!(R"), so that its inverse Fourier
transform is of order O(| - ||7"~!) for large argument, and it is continuous

anyway since p is of compact support and infinitely differentiable. Thus (ii)
holds as well. Moreover, let © = n + 2 and

n+2 |—n—2

p(x) = [lx[I"™ 127 jol

Thus, jj still being nonzero, and letting x € B,,(0),

Sh - +27 joll)
k-1

=R x| 127l = R xR k- 25 ol T,

h* px) —

that is, by the mean-value theorem, clearly o(h*) for diminishing # with u =
n + 2 uniformly in all B,,(0).

Hence h"*? is, as expected, the best obtainable approximation order with
thin-plate splines on a uniform grid which is scaled by a positive A, thus once
more cementing our earlier lower bound as the best possible and the saturation
order.

4.2.4 Approximation orders without Fourier transforms

It is evident that one needs to compute the Fourier transform of all the radial
basis functions to which the above theorems apply in order to get the required
results. This is not always easy except for our standard choices where they are
mostly available from suitable tables (e.g. Jones, 1982) of Fourier transforms.
Thus it is interesting and useful to avail oneself of results that no longer need
these Fourier transforms and that have direct conditions on ¢ instead. One
such theorem is the next result. It is highly instructive and suitable for this
chapter, because it reveals a link between the completely monotonic functions
of Section 2.1 and our cardinal functions.

Theorem 4.10. Let k be a nonnegative integer and ¢ € C(Ry) N C*(R~o).
Suppose that n(t): = j—:k d(V1), t > 0, is completely monotonic and satisfies
the short asymptotic expansions (i.e. an expansion with a single element)

n@)y~ A*t7%, t - oo, A*#0,
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and
ne)~ A’ t— 0,

for positive and nonnegative exponents o and o' respectively. If k = 0 we also
assume that n'(0) is bounded. If a, @' < 5 — F+1,a < 5 + 1 and, when
k > 0, also o < k, then there are {cj}jezr such that with u = 2k +n—2a

@ lejl=0djlIT"="),
(1) (4.3) is a Lagrange function that satisfies

Ll = 0(( + Ix ™)

and all the conclusions of Theorems 4.3—4.7 are true, where the additional
conditions on . in those theorems have to be fulfilled too.

Note the absence of the (—1)* factor in the function 1 which is required to be
completely monotonic here, in contrast with the result of Section 2.1. This is
because any sign or indeed any constant factor is unimportant here for the
cardinal functions, because it will cancel in the form (4.5) of the cardinal
function anyhow.

We give a few examples for application of this result. For instance, ¢(r) = r
satisfies the assumptions of the above theorem with n(t) = % t~1/2 which
clearly provides the required properties of a completely monotonic function.
Our u here is . = n + 1, as before for the results that did include the Fourier
transform of ¢, and further k = 1, o = o' = % A similar result holds for
the thin-plate spline radial function ¢(r) = r*logr, where n(t) = § +~! and
uw=n+2,k=2,a =a = 1.Finally, the multiquadric function satisfies the
assumptions too, with o = n+1,and  (t) = 1 (t +¢*)~!/?
k = 1.Inorder to verify this, we note that this 1 is clearly completely monotonic
and that it satisfies the required short asymptotic expansions at zero and for large
argument. It is easy to check that the exponents for those expansions are within
the required bounds.

Of course, the way this theorem is established is by showing that ¢ has a
distributional Fourier transform ¢ (|| - ||) which satisfies the assumptions (Al),
(A2a), (A3a) as a consequence of the theorem’s requirements. In order to do
this, one begins by noticing that the Bernstein—Widder theorem implies the
function n in Theorem 4.10 has the following representation (much like the
case we studied in Chapter 2), where we start with the choice k=o0:

,a' =000 = %and

n(t) = / N ePdyp), t=>0.

0
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Thus
P(r) = /00 e PdyB), r=0,
0

where the y is the measure of the Bernstein—Widder theorem. We may take gen-
eralised Fourier transforms on both sides to get from the exponential’s transform
from Section 2.1

o(r) = n"/? /oo e 14P) M, r> 0.
0 ﬂn/Z
This means we take a classical Fourier transform of the exponential kernel on
the right-hand side of the previous display.
When is this last step allowed so that q§ is still well-defined, i.e. continuous
except at the origin? It is allowed if

> dy(B)
(4.19) fl B2 < 00,

because the integral over the range from zero to one is finite at any rate due to
the exponential decrease of the exponential e~ /“f) in the integrand towards
B = 0, and the integrand is continuous elsewhere.

In order to conclude that (4.19) is true from the properties of n which we
required in the statement of the theorem, we need to understand the asymptotic
behaviour of y(8), B — +o0. Fortunately, a so-called Tauberian theorem for
Laplace transforms helps us here, because it relates the asymptotic behaviour
of n at 0, with that of y at infinity. We shall also see from that the reasons for
the various conditions on the short asymptotic expansions of 7.

Theorem 4.11. (Widder, 1946, p. 192) If the Laplace transform

o0
w0 = [ ey
satisfies at zero
n)~ A%, t— 0,
with a nonzero constant factor A°, then we have the short asymptotic expansion
y(B)~ A’ BY /T + 1), B — +oo.

The I' used in Theorem 4.11 is the usual I'-function. It is a consequence
of this result that, in our case, y remains bounded at +oo, recalling that 7 is
bounded at 0, thus o’ = 0 in Theorem 4.11, so long as k = 0. Hence we may
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apply integration by parts to (4.19) and re-express the left-hand side of (4.19)
as the sum

[V(ﬁ)]“’ no (% y(p)dp
an/Z 1 ﬂ%Jrl

1 2
This integral is finite for all dimensions #n, as required because our measure is
bounded and because n > 0.

We may also apply Theorem 4.11 using the properties of ¢ at infinity to deduce
y’s asymptotic properties at the origin — only a change of variables is required
for that. Indeed, since n(z) ~ A*t~%, for large argument 7, we get y(8) ~
A*B%/T(x¢ + 1), B — 0L, and thus a change of variables and integration by
parts yield

4200 ()= —="? / ey (s

0
=t [T ety )
0

272 p

> /Ooo eI AB Ty (B7Y)

~ A¥* r7n+2¢x

r

5 r—>0+.

When this computation is performed, it always has to be kept in mind that there
is necessarily a square in the argument of the exponential due to the definition
of .

For the final step in (4.20) we have applied an Abelian theorem of the following
type and the fact that g"/>~ 1y (1/B) ~ Ap"/>~1—«,
Theorem 4.12. (Widder, 1946, p. 182) If we consider the Laplace transform

o= [ ey
0

and the measure y(B) satisfies
()~ ABY. B~ oo,
with a nonvanishing A, then n(t) satisfies
n(t) ~ AT (' + 1)1, r— 0.

Now we can compare the last line in (4.20) with (A3a) and set u as defined
in the statement of Theorem 4.10, recalling that still k = 0. This is the salient
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technique in the proof of Theorem 4.10. The differentiability conditions come
from the analyticity and the fast decay of the exponential kernel: all the ¢
that occur in the above Laplace transforms are infinitely differentiable on the
positive real axis because the factors of the exponential function that come from
the differentiation do not change the continuity of the resulting integral, due to
the exponential decay of the kernel.

Further, the radial function’s asymptotic conditions on the derivatives are
quite easily derived from the above form of ¢(r) with the same techniques as
we have just applied, namely using the Abelian and Tauberian theorems. This is
true both for its behaviour near the origin and for » — +o00. What remains, then,
is to show the positivity of ¢ which is straightforward due to the positivity of
the exponential function and dy > 0, dy not being identically zero. Therefore
we have established all our conditions for the existence of a cardinal function.
Moreover, the asserted properties of L are satisfied and the theorem is therefore
proved for k = 0.

When k is positive, the techniques remain almost the same, but they are
combined with the techniques which are known to us from the proofs of the
nonsingularity properties of Chapter 2. Indeed, we begin as in Chapter 2 by
stating the derivative as

d/% [o¢]

SLo= [ eravp

dtk 0
and integrate on both sides as in the proof of Theorem 2.3, but now k times.
Then we take Fourier transforms, ignoring at first the polynomials of degree
k — 1 that come up through the integration. We arrive at the following Fourier
transform of a radial basis function:

o) = b [ " e B L,
0 ’Bn/ 2+k

Before we justify below why we could leave out the polynomial terms and why
therefore the W is identical to our required ¢§, we observe that an analysis which
uses the properties of n at 0, and 400, and thus, by Theorems 4.11 and 4.12,
the properties of y at those two ends, leads to the conclusions stated through
the short asymptotic expansions

IO ~ A, pon2k2a—y, F— 0., v>0,
GO () ~ B,y Kt r — 400, v>0.

The coefficients in this display are suitable, v-dependent constants. This suffices
for (A2a) and (A3a), (Al) being known to be true anyhow because of the
condition on «'.
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Leaving out the aforementioned polynomials in the radial basis function is
justified because the coefficients of the cardinal functions would annihilate them
anyway when the infinite sums

4.21) > cidlix—jl, xeR,

jezr
are formed. This is actually a very important point, important to the understand-
ing of the present theory, and therefore we wish to explain it in somewhat more
detail. We stilllet {c} jez» be the coefficients of our cardinal function that results
where ¢ meets the criteria (A1), (A2a), (A3a). Thus, as we recall from above,

(4.22) Yocie ™~ il = 04,
jezr

where we are omitting a nonzero constant factors in front of ||x||, and this is
true for any w in our condition that leads to a cardinal function. (We recall that
for quasi-interpolation by contrast, we are only able to achieve (4.22) for u an
even positive integer, because only in that case is ||x||* a polynomial in x, as
a result of the compact support of the {c;};ez» whereupon the left-hand side
of (4.22) must be a trigonometric polynomial.) Now, however, (4.22) means in
particular that moment conditions
(4.23) chj&zo Va e 7', 0 <l|al < pu,

jezr
hold, the coefficients decaying fast enough for guaranteeing absolute conver-
gence of the infinite series in (4.23). This is a consequence of the high order
zero which (4.22) has at zero. It furthermore implies that in (4.21) any addition
of a polynomial p of degree less than w in x (or, rather, in x — j) to the radial
function ¢ (|| - ||) is harmless, i.c.

> e (9Ulx = jib+px = ), x R,

Jjezr
is the same as the expression (4.21). Going back to our representation of 7 and its
k-fold integration, we ask whether the polynomials of degree 2(k — 1) (remem-
ber that we replace ¢ by r? after the integration!) can in fact be disregarded in the
vein outlined above. For that we need the inequality on the polynomial degrees

2%k —2 <p=2k+n-2a,

ora < 5+ 1 whichis indeed a condition we explicitly demand in the statement
of the theorem.

It is interesting to observe further that we do not need the ‘full’ infinite con-
dition of complete monotonicity of n. There is another concept, called multiple
monotonicity, which suffices. We shall also use it extensively in our Chapter 6,
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and in fact it provides a beautiful link between the work in this chapter and
Chapter 6.

Definition 4.1.  The function g € C*~2(R.() N C(Rxo) is A times monotonic
if (=1)/ g¥ is > 0, nonincreasing and convex for j = 0,1,..., A — 2. If
g € C(Ryy) is nonnegative and nondecreasing, then it is called monotonic.

Our claim is that all conclusions of Theorem 4.10 can be reached with the
above condition replacing complete monotonicity. Naturally, a bound on 2, i.e.
the minimal number of monotonicity required of the function involved, will be
required as well. Radial basis functions closely related to the multiply mono-
tonic functions will re-occur in the aforementioned chapter about compactly
supported radial basis functions. The strategy is to show that the multiple mono-
tonicity conditions plus suitable asymptotic conditions as in Theorem 4.10 lead
to a radial function whose Fourier transform is such that we can invoke our
previous work to deduce existence of a cardinal function. This will then again
allow reproduction of polynomials of the same degrees as before and give fast
enough decay to admit applications of Theorems 4.5-4.6.

For all that, we need first a characterisation of multiply monotonic func-
tions; specifically, the proof of the following Theorem 4.14 is based on the
‘Williamson representation theorem’ which is in our book contained in the
following statement.

Theorem 4.13. A function g is ) times monotonic if and only if there is a
nondecreasing measure y that is bounded below with

o) = / (118" dy(B). 1 20.
0

For the proof, see Williamson (1956), but note that the sufficiency is obvious. Itis
a consequence of this theorem that g(t) = (1 — t)f}_‘l is the standard example for
a A times monotonic function but note that all completely monotonic functions
are multiply monotonic of any order due to Definition 4.1. We have the following
theorem, where A and k are nonnegative integers.

Theorem 4.14. Let » > 3k + %(Sn + 1). Let ¢ € C”’E(Rw) N C(Rxp).

Suppose that the n of Theorem 4.10 is A times monotonic and that (=D x

,3’\+k+%_% nM(B2) is twice monotonic. If there are real constants A°, A* # 0,
1

—z<ad < k, 0 <o <min(l, k) + 5, such that

NPy~ A% > 0,
nP@) ~ A T, — 400,

then all conclusions of Theorem 4.10 hold.
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We observe that indeed for the application of this theorem, only finitely many
conditions need to be verified. We do not give a proof of this result (see Buhmann
and Micchelli, 1991, for one), but the tools are very similar to our theorem with
completely monotonic functions. We can be precise about the differences in
proving Theorems 4.10 and 4.14: in fact, the only extra work that is required
concerns the Tauberian and Abelian theorems which have to be re-invented for
Hankel transforms that come through the Fourier transforms of the compactly
supported kernels in Theorem 4.14. We do not perform this generalisation be-
cause itis technical and does not help much in the understanding of the radial ba-
sis functions. Instead, we state here without proof that, for instance, the Hankel
integral with the standard Bessel function J, and Q,(r, s) := J,(rs)(s/r)"s,

Fo) = [ 2 et as
for a suitable positive v which depends on our individual application, satisfies
the asymptotic property
F(r) = Cr2-2v=2 4 g(p~2u-2v-2-¢) r = 00,
whenever
g(1) = C't" + 0", t— 0.

This u has to be larger than —v — 1, and we require positive ¢ and ¢’. Here C, C’
are fixed positive quantities. Moreover, the Hankel transform has the property

F(r) — Cr2s—2u—2 + 0(,_2S—2U—2+6), r — O+,
if
g)=C't™ + 007, t — oo.
Similar short expansions are available also for the inverse statements which
have asymptotics of g as consequences of asymptotic properties of F' at zero
and for large argument.
In order to explain and give at least a part of the proof, we do, however, show

how the extra condition on the Ath derivative of n being twice monotonic leads
to the positivity of ¢. To that end we begin with an auxiliary result.

Lemma 4.15. Let g be a twice monotonic function that is not identically zero.
Then, for any real v > % the Hankel transform

/ LBWrBeBBdp. >0,

0

is positive provided that this integral is absolutely convergent for all positive r.
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Proof: 1t is proved by Gasper (1975a, p. 412) that for v > %, for positive ¢
and positive r the inequality

/ T = 1B BB dB > 0
0

is satisfied. We note that we can express g in the Williamson form because it is
twice monotonic, so

¢(B) = / (1B dy(). B0,
0

for a nondecreasing measure y that is bounded below. Further, we have for all
real numbers 0 <a < b < 00

b 00
/ / (1= 18): B2 0,(rB) dB dy (1) > 0.
a 0

This implies
00 b
/ / (1 —tB)+ dy()B*J1,(rB)dB > 0,
0 a

since fab(l — tB), dy(t) is bounded above by g(B), while g(8)83/%J,(rp) is
absolutely integrable with respect to 8 according to the assumptions in the
statement of the lemma. We can let @ and b tend to zero and infinity respectively
because j; b(l —tB)+dy(t) /' g(B) — the integrand being nonnegative — and
we obtain

o0
f gBB*1,(rB)dB > 0,
0
for positive r and v > 3 which completes the proof. a

Now we may apply Lemma4.15 to the Fourier transform of ¢. We recall that this
Fourier transform is the Fourier transform of 7, after being integrated k times,
and after replacing its argument by the square of the argument.

Before we state this Fourier transform, we wish to find a form of the dy (8)
of the Williamson representation which is explicitly related to 1. Specifically,
define ¢, := (—1)*/T'(1); then &, nM(B~1)/B 1 dB is the same as the dy(B)
from the characterisation of multiply monotonic functions, written in a weight
form, i.e. y'(B)dB = dy(B). This is straightforward to verify by direct compu-
tation and especially by A-fold differentiation:

n(t) = fo (1 =1y dy(p)
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and therefore
M) = &5 /0 "B — By (B)dp
with the Dirac §-distribution in the last display. The last displayed equation
implies
N = ety

which provides the required form of y’.
Therefore we have as a representation for our radial basis function

(—Dfe;
(Mg

where the expression (1); denotes the Pochhammer symbol

(4.24) $(r) = / “a- P2y gk (= ap,
0

W =rA+1)...h+k=1).

Hence we get by Fourier integration and change of variables that () is the
same as 2+ HEH/2(_ [k n/2 fimes

(4.25) fo Qiinot (r, BN (B dB

to which we may apply our lemma directly (and our hypothesis in the statement
of the theorem) to show that no zero occurs.

With these remarks we conclude our work on the existence and convergence
power of radial function interpolation and quasi-interpolation on lattices. There
is only one last issue that we want to discuss in this chapter. It has to do with
the stability of the computation of interpolants and it is the theme of the next
section.

4.3 Numerical properties of the interpolation linear system

Many important facts are known about the norms of inverses of interpolation
matrices with radial basis functions and their dependence on the spacing of
the data points. This is especially relevant to applications of interpolation with
radial basis functions because it admits estimates of the £7-condition numbers
(mostly, however, £2-condition numbers are considered) that occur. Indeed,
most readers of this book will be aware of the relationship between condition
numbers of matrices and the numerical stability of the interpolation problem,
i.e. the dependence of the accuracy of the computed coefficients on (rounding)
errors of the function values.
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For instance, if Af¢ is the error (rounding error, recording error, instrument
error from a physical device etc.) in each fg, and if furthermore Af, AX denote
the vectors with entries A f¢ and the errors in the computed A¢, respectively, then
we have the following familiar bounds for the relative errors in the Euclidean
norm:

A | Af]|

W < condz(A)W,

where cond,(A) = ||A|2]|A~"||, is the condition number in Euclidean norm of
A and where the linear system AX = f defines the A = {A¢} from the f = { f}
with A = {¢([I¢ — &£])}¢,cc=. In a more general setting, such issues are, for
instance, most expertly treated in the recent book by Higham (1996).

The work we are alluding to is particularly relevant when the data points
are allowed to be scattered in R”, because this is the case which usually ap-
pears in practice. In addition, for scattered data, we are usually faced with
more computational difficulties. In some cases, they may be circumvented
by using FFT or other stable — and fast — techniques for the computation
of Lagrange functions and their coefficients otherwise (see, e.g., Jetter and
Stockler, 1991).

However, the analysis is very delicate for scattered data due to potentially
large discrepancies between the closest distance of the points that are used
and the largest distance of neighbouring points, there being no concept of
uniform distance. This is why we defer the treatment of condition numbers of
interpolation matrices for scattered data points to the next chapter, and just give
some very specialised remarks about multiquadrics and p-norms of inverses of
interpolation matrices for equally spaced data here. For instance, Baxter (1992a)
proves the next theorem which gives best upper bounds for the Euclidean norm
of the inverse of the interpolation matrix. To get to the condition numbers from
that is straightforward by standard estimates of the missing Euclidean norm of
the interpolation matrix itself.

Theorem 4.16. Suppose ¢(| - ||): R* — R has a distributional Fourier trans-
form with radial part ¢3 € C(R.g) which is such that (A2), (A3) hold for
w < n+ 1. Further, let E C Z" be a finite subset of distinct points and A be
the associated interpolation matrix {¢(|§ — ¢|D}e cez. Then

-1
1A, < {Z (I + 2nk||)|} ,
keZ"

where w = (m, 7, ..., w)", and this is the least upper bound that holds uni-
formly for all finite subsets of Z".
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We note that we have not explicitly demanded that the symbol which appears
in disguise on the right-hand side of the display in the statement of the theorem
be positive, so that the bi-infinite matrix A should be invertible, because then
the right-hand side would be infinity anyway.

In order to show the behaviour of the multiquadric interpolation matrix as an
example, we wish to apply this result for instance to the multiquadric radial basis
function. The required bound is obtained from the above theorem in tandem
with standard expansions of the modified Bessel function and the known Fourier
transform of the multiquadric function — from our second section — because we
have to estimate the reciprocal of the symbol at 7r. It is highly relevant to this
that there is a lower bound for the Bessel function K,1)/2 in Abramowitz and
Stegun (1972, p. 378) that reads, for z with positive real part,

T
K > [ —e
n+1/2(2) > 22¢

Thus, with this we can bound for the multiquadric function with positive pa-
rameter ¢

m+n/2 | 2¢|]] ol

~1
{Z Ip(llm + 2nk||)|} < 7 (llwl/[27e))
keZr
Note that we have bounded the reciprocal of the symbol by the reciprocal of
the term for k = O only. Therefore we cannot a priori be certain whether the
bound we shall get now is optimal. It is reasonable to expect, however, that it is
asymptotically optimal for large ¢ because the bound in the display before last
is best for all positive z.

Next we insert ||7|| = 7+/n and get for the right-hand side of the last display

(n+2)/4
n T cJun

— e
(v=)

For instance for n = 1 and multiquadrics, this theorem implies by inserting

n = 1 into the last display

—1 T cm
AT 2 < me .
This is in fact the best possible upper bound asymptotically for large c. It is
important to verify that in general the exponential growth for larger ¢ is genuine
because this is the dominating term in all of the above bounds.
Indeed, Ball, Sivakumar and Ward (1992) get, for the same interpolation
matrix with centres in Z",

1A=y = Ce*
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with a positive constant C which is independent of c, i.e. we have obtained an
independent verification that the exponential growth with ¢ is genuine.

Furthermore, Baxter, Sivakumar and Ward (1994) offer estimates on such
p-norms when the data are on a grid just as we have treated them in this chapter
all along. The result rests on the observation that we may restrict attention to
p = 2,butitis applied only to the Gauss-kernel. Its proof is a nice application of
the so-called Riesz convexity theorem from the theory of operator interpolation
and it is as follows.

Theorem 4.17. Let A = {¢(||j — k|)}jxezn, for p(r) = e, ¢ # 0. Then
A~ l, = A= lo, for all p = 1, where p = oo is included.

Proof: Because A is a Toeplitz matrix, that is a matrix whose entries are
constant along its diagonals, we know already that {cy };cz» have the form (4.1)
with

-1
A7 ={cjt)jkez-

This is true because the Toeplitz matrix A has as an inverse the Toeplitz matrix
with the said shifts of the Fourier coefficients of the symbol’s reciprocal. Fur-
thermore, we know from Theorem 4.16 that

1 1
4.26 A, = = = —ltthee
(4.26) A7 = s = o é( ) c
Here, we use the components k = (ky, ks, .. ., k) of an n-variate multiinteger

k € 7. Note that not just a bound, but an explicit expression is provided for the
norm of the inverse of A, because the bound given in Theorem 4.16 is the best
uniform bound for all finite subsets of Z" and therefore it is readily established
that equality is attained for E = Z". We recall that 7 denotes the n-dimensional
vector with 7 as all of its components.

Now, because of symmetry of the matrix A, we have equal uniform and
1-norms, i.e.

1A oo = 1A = D el

keZn

We claim that this is the same as the £2-norm of the matrix. From this identity,
the equality for all p-norms will follow from the Riesz convexity theorem from
Bennett and Sharpley (1988), Stein and Weiss (1971) which we state here in this
book in a form suitable to our application. For the statement, we let (M, M, )
and (N, NV, v) be measure spaces, M, A being the o-algebras of measurable
subsets and p, v be the respective measures on them. We let also p,; ! and
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q; ! be the convex combinations of Do 1, pfl, and g, 1, qfl, respectively, i.e.
p = tp(j1 + (1 - t)pfl, and analogously for ¢,,0 <t < 1.

Riesz convexity theorem. Let T be an operator mapping a linear space of
measurable functions on a measure space (M, M, i) into measurable func-
tions defined on (N, N, v). Suppose that | Tf |, = Ol fll), i =0, 1. Then
ITfllg, = OUIflp) forallt € [0, 1], and the constant in the O-term above
for q; is the same for all t if the associated constants for the two q;, i = 0 and
i = 1, are the same.

To prove that the above uniform and £'-norm is the same as the £>-norm of the
matrix, it suffices to show that (—1)¥1+% ¢, are always of one sign or zero for
all multiintegers k, because then the above display equals (4.26).

We establish this by a tensor-product argument which runs as follows. Since

2.2 _ 2.2 _2.2
—LX]e(XZ'. C7X,

2 2
—CcT[|X
el e

e

where we recall that x = (x;, xa, ..., x,)7, we may decompose the symbol as
a product

o(x) =0 (x1) 0(x2)...0(xn),

where &(x) is the univariate symbol for e’“zrz, r € R. Hence the same de-
composition is true for the coefficients (4.1), i.e. ¢y = Tk, Ci, - - - Ck,- Thus it
suffices to show that (—1)¢ T, is always of one sign or zero in one dimension.
This, however, is a consequence of the fact that any principal submatrix of
{¢(Ij — kD)}j.rez is a totally positive matrix (Karlin, 1968) whence the inverse
of any such principal submatrix exists and enjoys the ‘chequerboard’ property
according to Karlin: this means that the elements of the inverse at the position
(j, k) have the sign (—1)/**. This suffices for the required sign property of the
coefficients. Now, however, the next lemma shows that those elements of the
inverses of the finite-dimensional submatrices converge to the ;. It is from
Theorem 9 of Buhmann and Micchelli (1991).

Lemma 4.18. Let the radial basis function ¢ satisfy the assumptions (Al),
(A2a), (A3a). Let

{O}C"'CEm_] CEmc...CZ”

be finite nested subsets that satisfy the symmetry condition B,, = —E,, for all
positive integers m. Moreover, suppose that for any positive integer K there is
an m such that [—K, K]" C &,,. If c" are the coefficients of the shifts of the
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radial function which solve the interpolation problem
Y ok = jD+ put) =80, k€ By,
JEEm
S cg(y=0,  qePi,

JE€Em

with p,, € Pi™", then
1 0t dy
lim ¢ = / i
m—oo / Q) Jp o)

Here, o is the symbol associated with the radial basis function in use. So the
coefficients for solutions of the finite interpolation problem converge to the
coefficients of the solution on the infinite lattice.

It follows from this lemma that (—1)/*% ¢;_; > 0, which implies
=DC = 0.
It is now a consequence of the aforementioned Riesz convexity theorem that
1A oo = IA7 1 = A7 ]2

leads to our desired result, because the Riesz convexity theorem states for our
application that equality for the operator norms for p = p; and p = p, implies
that the norms are equal for all p; < p < p,. Here p; and p, can be from the
interval [1, oo]. |

Note that the proof of this theorem also gives an explicit expression, namely
o(m,m, ..., ", for the value not only for the 2-norm but also for the p-
matrix-norm. It follows from this theorem, which also can be generalised in
several aspects (see the work of Baxter), that we should be particularly in-
terested in the £2-norm of the inverse of the interpolation matrix — which we
are incidentally for other reasons because the £2-norms are easier to observe
through eigenvalue computations, which can be computed stably for instance
with the QR method (Golub and Van Loan, 1989). Indeed, for a finite inter-
polation matrix the condition number is the ratio of the largest eigenvalue in
modulus of the matrix to its smallest one. We will come back to estimates of
those eigenvalues for more general classes of radial basis functions and for
finitely many, scattered data in the following chapter, which is devoted to radial
function interpolation on arbitrarily distributed data.
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4.4 Convergence with respect to parameters in the
radial function

Another theorem, which is due to Baxter (1992a), Madych (1990), is the re-
sult below, which concerns the accuracy of the multiquadric radial function
¢(r) = +/r? + ¢? interpolants. However, rather than focussing upon how the
interpolants converge as the grid spacing decreases, these results examine the
effect of varying the user-defined parameter c. As we have seen already in our
discussion of condition numbers in Section 4.2, however, the interpolation ma-
trix becomes severely ill-conditioned with growing c (the condition numbers
grow exponentially; their exponential growth is genuine and not only contained
in any unrealistic upper bound) and thus virtually impossible to use in the prac-
tical solution of the linear interpolation system. Therefore this result is largely
of theoretical interest. For the statement of the result we recall once more the
notion of a band-limited function, that is a function whose Fourier transform is
compactly supported. We also recall in this context the Paley—Wiener theorem
(Rudin, 1991) which states that the entire functions of exponential type are
those whose Fourier transforms are compactly supported and which we quote
in part in a form suitable to our need.

Paley—Wiener theorem. Let f be an entire function which satisfies the
estimate

@I =0((+1zh ™V exprl3z)),  zeC', N eZy,

Then there exists a compactly supported infinitely differentiable function whose
support is in B,(0) and whose Fourier transform is f. Here, 3z denotes the
imaginary part of the complex quantity vector z.

With its aid we establish the following theorem.
Theorem 4.19. Let f € C(R")N L%(R") be an entire function as in the Paley—
Wiener theorem of exponential type 7, i.e. its Fourier transform is compactly

supported in T", so that the approximand is band-limited. Then the cardinal
interpolants

se@) =Y fGIL(x—j). xeR",

Jjezr

with cardinal Lagrange functions for multiquadrics and every positive param-
eter ¢

LE(x) = Z dilx —k|? +c2, x eRY,

keZ"
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that satisfy L°(j) = doj, j € Z", enjoy the uniform convergence property
(4.27) sc = flle = 0(1), ¢ — oo0.

Proof: Let x be the characteristic function of [—m, 7]", which is one for
an argument inside that cube and zero for all other arguments. Thus, since f
is square-integrable and since the Fourier transform is an isometry on square-
integrable functions (cf. the Appendix), the approximation error is the difference

1 ” “ )
(4.28) 5,(x) — f(x) = /R 3 k) (L0 - x0) ¢ dr.

2y i
It follows from (4.28) that |s.(x) — f(x)| is at most a constant multiple of
/ IFO1 D L@+ 2mk) — x(t + 27k)| dt
T kezr

which is the same as

|f @) (1 Lo+ ) I:"(t+2nk)) dt
Tn

keZm\{0}
=2 [ [f®] (1 - L) dt,
TVI

because of the form of the Lagrange function stipulated in Theorem 4.3. The
same theorem and the lack of sign change of L¢ (coming from the negativity
of the multiquadric Fourier transform) gives the two uniform bounds

0<1—-Lt) <.

The following proposition will evidently finish our proof of Theorem 4.19
because the problem now boils down to proving that the Lagrange function’s
Fourier transform is, in the limit for ¢ — oo, pointwise almost everywhere a
certain characteristic function.

Proposition 4.20. Let x € R". Then lim L¢(x) = x(x), unless ||x|lo = 7.
c—> 00

Proof: Let x ¢ T". There exists a kg € Z"\{0} such that ||x + 2wkl < ||x],
and the exponential decay of ¢, (the radial part of the Fourier transform of

| - 112 + ¢2) provides the bounds

(4.29) bo(llx])) < e~clelreltankll g (|1x + 27k )

< e—clxl+elx+2mko] Z de(|lx + 27k|)
= b
keZn
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where we have now assumed without loss of generality that ¢. > 0 (we may
change the sign of ¢, without altering the cardinal function L¢ in any way).
Thus, using again Theorem 4.3, we get

0 < L9(x) < e~cMlelt2mhol 0 (¢ 25 o0),

as required.

Now let x € (—m, 7)"\{0} (the case x = 0 is trivial and our result is true
without any further computation). Thus, forall ko € Z"\{0}, ||x|| < ||[x+27ko]l,
and we have

N lx + 27k
Pego=[1+ Z ¢ (ll 1B]
keZm\{0} ¢C(||X||)
which means that it is sufficient for us to show
i be(llx + 2mk])
im —_— =
S Lo delllxl)

for ||x|| < |lx 4+ 2mko||. Indeed, according to (4.29), every single entry in the
series in the last display satisfies the required limit behaviour. It thus suffices

using (4.29) term by term and summing to show that, denoting (1, 1,...,1) €
R" by 1,
(4.30) Z e~ clrt2amkiteldl 0 (¢ — o0).

[lEI=2]11]|

However, as ||k|| > 2||1| implies
X + 27kl — [lx|| = 27T<||kll - IIIII) > |kl

for ||x]| < m|/1]|, we get our upper bound of
e—elk
I&l=2/1]|

for the left-hand side of (4.30) which goes to zero for ¢ — oo and it gives the
required result by direct computation. O

It follows from the work in Chapter 4 that the Gaussian radial basis function
o(r) = e~ used for interpolation on a cardinal grid cannot provide any
nontrivial approximation order: it satisfies all the conditions (A1), (A2a), (A3a)
for © = 0 and therefore there exist decaying cardinal functions as with all the
other radial basis functions we have studied in this book. However, according
to Theorem 4.4, there is no polynomial reproduction with either interpolation
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or quasi-interpolation using Gaussians. Therefore, as we have seen above, no
approximation orders can be obtained. This depends on the parameter ¢ being
fixed in the definition of the ¢ as the spacing of the grid varies. There is, however,
a possibility of obtaining convergence orders of Gaussian interpolation on grids
if we let ¢ = c(h) vary with i — so we get another result (of Beatson and Light,
1992) on convergence with respect to a parameter: It is the following result on
quasi-interpolation as in Section 4.1 that we state without proof.

Theorem 4.21. Let k be a natural number and  be a finite linear combi-
nation of multiinteger translates of the Gaussian radial basis function, whose
coefficients depend on c but the number of nonzero coefficients is fixed. If

¢ = /27%/(k|logh|), then there is a v with the above properties such that
quasi-interpolation using (4.14) fulfils the error estimate for h — 0 and

f e WE (@R

Lf = sulloo < Ch¥[log A|ZHED2 £y .

Here, [ - ] denotes the Gauss-bracket and Wé‘o (R™) is the Sobolev space of all
functions with bounded partial derivatives of total order at most k. Similarly, we
recall the definition of the nonhomogeneous Sobolev space denoted alternatively
by H*(R") or by Wf(R") as

1
@)

Such spaces will be particularly relevant in the next chapter.

I £1I7=

4.31) {f e L*(R")

/ (1 + D [ F P dx < oo}.
]Rn
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Radial Basis Functions on Scattered Data

While the setting of gridded data in the previous chapter was very handy to
characterise the best possible approximation orders that are obtained with in-
terpolation or quasi-interpolation using radial basis functions, the most natural
context for radial basis function approximation has always been and remains
scattered data interpolation, and this is what we shall be concerned with now.

Similarly to the beginning of the last chapter, we say that the space S = S,
of approximants which depends on a positive /4, here no longer an equal spacing
but a notion of distance between the data points, provides approximation order
h" to the space of approximands in the L”-norm over the domain 2 (often
Q =R"),if

distzr@)(f, S) == inf || f = gllp.0 = O(h"), h = maxmin |lx — &,
gesS xeQ £EcB

for all f from the given space of approximands and no higher order may be
achieved (in fact more precisely we mean, as in the previous chapter: O cannot
be replaced by o in the above).

One further remark we make at the onset of this chapter, namely that in the
alternative case of quasi-interpolation, it is hard to compute the approximants
on scattered data and therefore it is desirable to choose interpolants instead of
quasi-interpolation, although we do give a little result on quasi-interpolation on
scattered data here as well. In fact, for applications in practice one sometimes
maps scattered data to grids by a local interpolation procedure (e.g. one of those
from Chapter 3), and then uses quasi-interpolation with radial basis functions
on the gridded data.

We begin by extending the fundamental results from Chapter 2, some of which
were quite simple and of an introductory character, to the more general setting
introduced by Micchelli (1986). They are related to the unique solvability of our
by-now well-known radial basis function interpolation problem. The concepts

99
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we shall use here are, however, essentially the same as before, namely complete
monotonicity, the Bernstein representation theorem, etc. They are all familiar
from the second chapter.

We shall then continue with a convergence analysis of the scattered data
interpolation problem. The concepts and tools are now altogether different
from those of the gridded data convergence analysis. Specifically, we have now
to consider boundaries and no periodicity prevails that admits the substantial
use of Fourier transform techniques. Instead, certain variational properties of
the radial basis functions and reproducing kernel Hilbert space theory will be
applied. These concepts are the basis of the seminal contribution of Duchon
(1976, 1978) and later Madych and Nelson to the convergence analysis of thin-
plate splines and other radial basis functions. Though unfortunately, as we shall
see, not quite the same, remarkable convergence orders as in the gridded case
will be obtained in the theorems about scattered centres — with the exception of
some special cases when nonstationary approximation is applied. The stationary
convergence orders established in the standard theorems are typically much
smaller than the orders obtainable in gridded data approximation. This is closely
related to the fact that we shall prove convergence results with methods that
depend on the finite domain where the interpolation takes place and which
involve the boundaries of those domains, deterioration of the convergence speed
on domain boundaries being a frequent phenomenon, even in simple cases like
univariate splines, unless additional information (such as derivative information
from the approximand f) at the boundary is introduced.

5.1 Nonsingularity of interpolation matrices

As far as the general nonsingularity results are concerned, there is the work
by Micchelli which had a strong impact on the research into radial basis func-
tions; it is the basis and raison d’étre of much of the later work we present
here.

Precisely, we recall that the unique solvability could be deduced immediately
whenever the radial basis function ¢ was such that ¢(+/7) is completely mono-
tonic but not constant, since then the interpolation matrix A = {¢(|I5§—¢ 1D} cex
is positive definite if the E is an arbitrary finite subset of distinct points
of R”. Furthermore, under certain small extra requirements, we observed it
to be sufficient if the first derivative —% #(+/1) is completely monotonic
(Theorem 2.2). That this is in fact a weaker requirement follows from the
observation that if ¢(+/7) is completely monotonic, then all its derivatives are,
subject to a suitable sign change in the original function. Thus we may consider
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¢ such that — j—t ¢ (/1) is completely monotonic, or, so as to weaken the require-
ment further, by demanding that, for some k, (—1)* % ¢(J/1) be completely
monotonic. If that is the case, positive definiteness of the interpolation matrix
can no longer be expected, as we have already seen even in the case when
k = 1, and it is, indeed, no longer the correct concept. Instead, we introduce
the following new notion of conditional positive definiteness. It has to do with
positive definiteness on a subspace of vectors. We recall that P* denotes the

polynomial space of all polynomials of total degree at most k in n unknowns.

Definition 5.1. A function F: R" — R is conditionally positive definite (cpd)
of order k (on R"™ but we do not always mention the dimension n) if for all finite
subsets & from R", the quadratic form

(5.1) DD kh FE-0)

E€E (€E

is nonnegative for all A = {A¢}zeg Which satisfy dea Ae q(§) = 0 for all
g € PX~L F is strictly conditionally positive definite of order k if the quadratic
form (5.1) is positive for all nonzero vectors .

The most important observation we make now is that we can always interpolate
uniquely with strictly conditionally positive definite functions if we add poly-
nomials to the interpolant and if the only polynomial that vanishes on our set
of data sites is zero: for later use, we call a subset E of R” unisolvent for Pﬁ“
if p(¢) for all £ € E implies p = 0. The interpolant has the form

s() =Y e Fx =€) + p(x),
E€kB

ozz A EY, o < k.

EcB

(5.2)

We continue to use our standard multiindex notation here.

In(5.2),p € Pﬁ’l , and the interpolation requirements for (5.2) are s(§) = fz,
& € &, asusual. The side-conditions in (5.2) are used to take up the extra degrees
of freedom that are introduced through the use of the polynomial p.

We show now that we can interpolate uniquely with a strictly conditionally
positive definite F. Indeed, if a nonzero vector A satisfies the above side-
conditions, then we can multiply the vector which has components s(¢), ¢ € &,
by A on the right, and get a quadratic form with kernel F (¢ — &), recalling that
3 reg P(§)A; = 0.This form has to be positive because of the definition of strict
conditional positive definiteness. Therefore s(¢) cannot be identically zero, that
is, for all ¢ € E, unless all its coefficients vanish. Hence the interpolant exists
uniquely. The uniqueness within the space of polynomials is assured by the
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linear independence of polynomials of different degrees and by the unisolvency
of E with respect to PX~!.

Of course, for our applications, F(x) = ¢(||x]|) is used, and now the next
result is relevant. It is due to Micchelli (1986) and generalises Theorem 2.2. Its
proof is highly instructive, much as the proof of Theorem 2.2 was, because it
shows how the side-conditions and the complete monotonicity of the derivative
of the radial basis function act in tandem to provide the nonsingularity of the
interpolation problem. Again, the proof hinges on the Bernstein representation
theorem, now applied to the derivative instead of the radial basis function itself.
Incidentally, the converse of the following result is also true (Guo, Hu and Sun,
1993), so it is in fact a characterisation, but this is not required for our work
here except in one later instance in the sixth chapter, and therefore we shall not
give a proof of that full characterisation.

Theorem 5.1. Let ¢ be continuous and such that

k

d
—_— k —
(5.3) =D oz (1), >0,

is completely monotonic but not constant. Then ¢(|| - ||) is strictly conditionally
positive definite of order k on all R".

Proof:  The proof proceeds in much the same vein as the proofs of Theorem 2.2
and the beginning of the proof of Theorem 4.10. We call n: R,y — R the
function defined through (5.3). Therefore, by the Bernstein representation
theorem,

(5.4) n(t) = /oo e PdyB),t > 0.
0

We replace the infinite integral on the right-hand side of (5.4) by an integral
from é§ > 0 to 400

na(f)=/ e Pl dy(B), t>0.
b

Then, for any ¢ > 0, we may integrate k times on both sides between & and
t = r?; whence we get for suitable polynomials p, 5 € P]f_l and g, 5 € IP’]f—l,
and by multiplication by (—1)*,
dy(B)

Br
where § > 0 is still arbitrary and where we have restricted integration over dy

from 8 > 0 to 400 in order to avoid the present difficulties of integrating g~
near 0. In fact, the coefficients of the polynomials are immaterial (only their

Ben(r)i= pes(r) + /5 (e~ gs(Brd)
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degree is relevant to the proof in the sequel) but it turns out that for example g, s
is essentially a Taylor polynomial of degree kK — 1 to the exponential function
e P Now let X € R satisfy the moment conditions of (5.2). Thus, we have
the following expression for a quadratic form:

Dohe D A des(lE =2 =" he D he pes(IE —¢IP)

EcE L€B E€B el

o 2 d
+f5 S ke S hfe P g llE — o)) 2L

k
Eck L€E ﬂ

We may exchange summation and integration because all sums are finite. Be-
cause of the quadratic form above with each sum over {A¢}¢cz annihilating
polynomials of degree less than k, we get annihilation of both polynomials
over the double sum, that is

DN e h peslE =21 =D Y R he pesCEN? — 26 - ¢ + 11
E€E ¢eE E€E (el
which is zero, and for ¢, 5 the same, since
3D hencllE =l =)0 > ae aUEIR =26 ¢+ 12 ]1PY
E€E (€E E€BE (€E

which vanishes for all 0 < j < k. Therefore we get

[e.¢]
DD ke gesllE — i) = / ( DD ke Ml ) Za
£E€E (eE 8 £E€E le€E B
We note that the double sum (the quadratic form) in the integrand in parentheses
is O(B%) at zero because of our side-conditions in (5.2) and by expanding the
exponential in a Taylor series about zero. Hence the integral is well-defined
even when § — 0, as the first k + 1 terms of the Maclaurin expansion of the
exponential in the integrand are annihilated. Thus we may let § — 0 and, the
right-hand side being already independent of ¢, we get for A # 0 and by taking
limits for ¢ — 0,

~ . d
)IDIFRNTETTE B 3D SRS fa e
§e8 feB §€8 (eE

as required, where we again use the positive definiteness of the Gaussian
kernel and the fact that dy % 0 due to the assumptions of the theorem.
O

As examples we note in particular that any radial basis function of the form (4.4)
satisfies the assumptions of the theorem. The k that appears in the statement
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of our theorem above is precisely the same k as in (4.4). We also note that
we may compose any function of the form (4.4) with +/r2 + ¢? and still get a
function that meets the assumptions of the theorem. A special case of that is
the multiquadric function, and, if we start with the thin-plate spline and make
this composition, the so-called shifted logarithm function log(r> + ¢?) or the
shifted thin-plate spline 4+ log(r2 + ¢?) results.

In retrospect we note that we have used in Theorem 2.2 the simple fact
that —¢ there was strictly conditionally positive of order one in all R” and thus
all but one of the eigenvalues of the interpolation matrix are positive. (The matrix
is positive definite on a subspace of R€ of codimension one.) Moreover, here
we have that all but k eigenvalues of the matrix with the entries ¢ (|| — ¢ ||) are
positive and the associated quadratic form is positive definite over the subspace
of vectors that satisfy the side-conditions of (5.2). The subspace is usually a
space of small codimension. Naturally, we may no longer apply arguments such
as in Theorem 2.2 when its codimension is larger than one, because we cannot
control the sign of more than one eigenvalue (through the properties of the
trace) that is off the set of guaranteed positive ones.

Quite in contrast with the previous chapter, there is not much more to be
done for the well-posedness of the interpolation problem, essentially because
all sums are finite here, but the work for establishing convergence orders is
more involved. Except for the lack of periodicity of the data, the main problem
is the presence of boundaries in the setting of finitely many, scattered data. It is
much harder, for example, to argue through properties of Lagrange functions
here, because a new, different Lagrange function must be found forevery ¢ € E,
and shifts of just one Lagrange function cannot be used. This would undoubt-
edly be prohibitively expensive in practice and even difficult to handle in the
theory, so this is not the way to work in this case. Instead, we always consider
interpolants of the form (5.2) and not Lagrange functions. Moreover, no poly-
nomials except those added directly in (5.2) can be reproduced by expressions
that are finite linear combinations of shifts of multiquadrics say. Indeed, the
polynomial recovery of Chapter 4 could never have come through finite sums
as the following simple demonstration shows. A finite sum

gx) =Y Jelx—¢&l.  xeR",

E€EB

always has derivative discontinuities at all {£ }¢<z, evenin one dimension, unless
the coefficients vanish identically. However, we know from Chapter 4 that

152 chnx—k—i”, x € R,

ieZ" keZn
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for the Lagrange coefficients {cy}rcz». The above expression is however ana-
lytic, and thus the derivative discontinuities must be cancelled through the van-
ishing sum over the ¢; and other moment conditions on the c;. That nonetheless
the reproduction of constants and other polynomials is possible is of course a
consequence of the infinite sums involved. They allow some of the aforemen-
tioned moment conditions on the coefficients to be true (their sum is zero etc.)
without forcing them to vanish identically.

5.2 Convergence analysis

The exposition we make here is based on the early work by Duchon (1978) that
was extended later on by Madych and Nelson (1990b and later references) and
is fundamentally based on the work by Golomb and Weinberger (1959). Also
Light and Wayne (1998), Powell (1994b), and Wu and Schaback (1993) made
important contributions to the advance of this work. As to other articles on this
question and on improving the rates of convergence, see also the Bibliography
and the various references and remarks in the commentary on that.

Although it is not absolutely necessary, the exposition is much shorter and
contains all of the salient ideas if we restrict attention to the homogeneous thin-
plate-spline-type radial basis functions of the form (4.4). Therefore we shall
yield to the temptation to simplify in this fashion. The usefulness of the specific
class defined through (4.4) will also, incidentally, show in our penultimate
chapter, about wavelets, where wavelets from such radial basis functions are
relatively easy to find, especially when compared with the more difficult ones
from spaces spanned by multiquadrics. We will, however, give and comment
on an additional theorem at the end of the current description of the case (4.4)
to explain the convergence behaviour e.g. of the multiquadric functions, so
as not to omit the nonhomogeneous radial basis functions from this chapter
completely. That part of the work is largely due to Madych and Nelson who
were the first to realise that Duchon’s approach to the question of convergence
orders with homogeneous kernels can be extended to nonhomogeneous ones
like multiquadrics and the so-called shifted thin-plate splines etc.

5.2.1 Variational theory of radial basis functions

The whole analysis is based on a so-called variational theory which involves
interpolants minimising certain semi-norms, re-interpreting the interpolants as
solutions of a minimisation problem, and which we will describe now.

To this end, we let X C C(R") be a linear space of continuous functions and
take (-, - ).: X x X — Rtobe a semi-inner product which may therefore have a
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nontrivial, finite-dimensional kernel but otherwise satisfies the usual conditions
on inner products, i.e. it is a bilinear and Hermitian form. We call the kernel
of this map K C X and its finite dimension £. In all our applications, this K
will be a polynomial space, namely the null-space of a differential operator
of small degree, such as the Laplacian in n dimensions (thus K = P!) or the
bi-harmonic operator. As we shall see, for our functions of the form (4.4), it will
always be K = P*~!. Sometimes, one also has to deal with pseudo-differential
operators, namely when nonhomogeneous radial basis functions are used like
multiquadrics, but we are not considering such radial basis functions at present
for the reasons stated above and, at any rate, the kernels in those cases still have
a simple form and consist of polynomials. Together with the semi-inner product
there is naturally a semi-norm whose properties agree with the properties of a
norm except for the finite-dimensional space on which the norm may vanish
although its argument does not.

For illustration and later use at several points, we now give an example of
such a semi-normed space: to wit, for any integer k > %n, we let our space of
continuous functions be X = D~ L*(R"). To explain this further, we recall
the definition of

D—k L2(Rﬂ)

as the linear function space of all f: R" — R, all of whose kth total degree
distributional partial derivatives are in L>(R"). That X C C(R") follows from
the Sobolev embedding theorem which is, as quoted in the book by Rudin
(1991), as follows.

Sobolev embedding theorem. Letn > 0, p > 0, k be integers that satisfy
the inequality

n
k>p+—-.
P73
If f : @ — Risafunction in an open set Q@ C R" whose generalised derivatives
of total order up to and including k are locally square-integrable, then there is
an fy € CP(Q) such that f and fy agree almost everywhere on the open set
and may therefore be identified as continuous functions.

The Sobolev embedding theorem applied for p = O ensures X C C(R") solong
as indeed k > 75 and this will be an important condition also for the analysis
of the reproducing kernel. (Strictly speaking, of course, we are identifying X
with another, isomorphic space of continuous functions due to the Sobolev
embedding theorem.)
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In analogy to (4.31) we can also define D~ FL2(R") as the space of all
f:R" — R such that

/ llx11%] £ (0P dx < oo.
]Rn

For this, even nonintegral k are admissible.
The semi-inner product that we use in our example as stated above is

!
(fs &) i= / > %D“ f(x) D* g(x)dx,
aezh
sothat K = IPZI‘ ~! by design. Here and subsequently, factorials of vectors o are
defined for any multiindex ¢ = (o, g, . . ., a,)T with nonnegative integral
entries, and |¢| = o) + a2 + - - + @y, by

ol i=arlo! !

The notation D for partial derivatives has already been introduced. The coeffi-
cients in the above come from the identity

k!
2k 2
el = Y
o

or|=k

We also associate the semi-norm || - ||, with the semi-inner product in a canonical
way, namely || - |l := +/(-, -)«. We shall use this semi-norm and semi-inner
product more often in this chapter and especially in Chapter 7.

Now, leaving our example for the moment and returning to the general set-
ting, we let 2 C R” be a compact domain of R” with a Lipschitz-continuous
boundary and nonempty interior. We also take a finite & C €2 which contains
a K -unisolvent point-set that therefore has the property

peKand plz=0=— p=0.

Finally we assume that [g(x)| = O (]|g|l+) forall g € X with g(§) =0,& € z,
where & C E is a fixed set that also contains a K -unisolvent subset, arbitrary
for the time being. This is a boundedness condition that will lead us later to
the existence of a so-called reproducing kernel, a most useful concept for our
work. This reproducing kernel we shall study in detail and give examples which
explain the connection with our radial basis functions in the next subsection.
We observe that, by these hypotheses, the space X possesses an inner product
which is an extension of our semi-inner product and which is now equipped
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with only a trivial kernel, that is the inner product is the sum

(fr@)x = (£ )+ Y f(E)g(&).

e

Indeed, if f or g is in the kernel of (-, -), and the first summand in the
above therefore vanishes, the remaining sum vanishes if and only if f or g is
identically zero. This construction works for any subset & C Z that contains a
K -unisolvent subset. From now on, however, we take Z to be a K -unisolvent
subset of smallest size, that is, whose cardinality agrees with the dimension of
K and that is unisolvent, i.e. the zero polynomial is the only polynomial which
is identically zero on Z.

In this fashion we can begin from a semi-inner product and semi-norm, and
modify the semi-inner product so that it becomes a genuine inner product.
Indeed, with this modification, the space X is in fact a Hilbert space with the
induced norm. Conversely, we may consider the Hilbert space generated by a
factorisation X /K, where the norm of any equivalence class f+ K, say, f € X,
is defined by f’s semi-norm.

We return, however, to our previous construction; the next step is that we
assume from now on that the linear function space X is complete with respect
to the new norm || - ||x induced by the inner product (-, -)x in the canonical
way: we let || - ||x = +/(-, - )x. With respect to this inner product, there exists
a so-called reproducing kernel for the Hilbert space X which we have just
defined with respect to (-, - )x, as well as for a certain subspace X which we
will consider below, with respect to the inner product. The linear subspace X is
chosen such that the inner product and the inner product agree on that subspace.
In fact (X, (-, -)x) is a Hilbert space in its own right.

5.2.2 The reproducing kernel (semi-)Hilbert space

There is a close connection between the radial basis functions we study in this
book and the notion of reproducing kernels. All of the radial basis functions
we have mentioned give rise to such reproducing kernels with respect to some
Hilbert space and/or semi-Hilbert spaces, and, more generally, the conditionally
positive definite functions which occurred in the previous section give rise to
reproducing kernels and Hilbert spaces and/or semi-Hilbert spaces. A semi-
Hilbert space can also be made by considering a Hilbert space which is addi-
tionally equipped with a semi-norm and semi-inner product as defined above,
where it is usual to require that the semi-norm of any element of the space is
bounded above by a fixed constant multiple of its norm.
We define reproducing kernels as follows.
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Definition 5.2. Let X be a Hilbert space or a semi-Hilbert space of real-
valued functions on R", equipped with an inner product or a semi-inner product
(-, +), respectively. A reproducing kernel for (X, (-, -)) is a function k(- , -):
R" x R" — R such that for any element f € X we have the pointwise equality
with respect to x

(ka('v-x)):f(x), .XER”.
In particular, K(-, x) € X forall x € R".

Standard properties of the reproducing kernel are that it is Hermitian and non-
negative for all arguments from X (see, for instance, Cheney and Light, 1999).

There are well-known necessary and sufficient conditions known for the
linear space X to be a reproducing kernel (semi-)Hilbert space, i.e. for the
existence of such a reproducing kernel k within the Hilbert space setting. A
classical result (Saitoh, 1988, or Yosida, 1968, for instance) states that a repro-
ducing kernel exists if and only if the point evaluation operator is a bounded
operator on the (semi-)Hilbert space. If we are in a Hilbert space setting, the
reproducing kernel is, incidentally, unique. In our case, a reproducing kernel
exists for the subspace X of all functions g that vanish on the K -unisolvent
subset & because the condition |g(x)| = O(|lgllx) = O(|igll,) from the pre-
vious subsection gives boundedness, i.e. continuity, for the linear operator of
point evaluation in that subspace X.

In our example above, the boundedness of the point evaluation functional
amounts to the uniform boundedness of any function g that is in X =
D~*L*(R") and vanishes on Z, by a fixed g-independent multiple of its semi-
norm || g||«. That this is so is a consequence of the two following observations,
but there are some extra conditions on the domain £2.

The first one is related to the Sobolev inequality. We have taken this particular
formulation from the standard reference (Brenner and Scott, 1994, p. 32) and
restricted it again to the case that interests us. We also recall, and shall use often
from now on, the special notation for the semi-norm

| fli.o —/ Z |D” F0)I dx

2 al=
aEZ

as is usual elsewhere in the — especially finite element — literature, and, as a
further notational simplification, | f|; := | f|x,r». Accordingly, we shall some-
times use the superspace D *L?(Q) of X = D ¥L?*(R") that contains all f
with finite semi-norm when restricted to the domain €2. If f is only defined on
2, we may always extend it by zero to all of R”".
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Sobolev inequality. Let 2 be a domain in n-dimensional Euclidean space
with Lipschitz-continuous boundary and let k > n/2 be an integer. Then there
is a constant C such that for any f € D *L*(R") the pointwise inequality

k
(5.5) IfF@I=CY I fle
j=0

holds on the domain 2, where C only depends on the domain, the dimension
of the underlying real space and on k.

The second one is the Bramble—Hilbert lemma (Bramble and Hilbert, 1971).
We still assume that €2 is a domain in R” and that it has a Lipschitz-continuous
boundary 9€2. Moreover, from now on it should additionally satisfy an interior
cone condition which means that there exists a vector £(x) € R” of unit length
for each x € €2 such that for a fixed positive 7 and ¢ > 0,

QO {x+anineR", Inll=7mn-&x)>cos?, 0 <A <1}

Note that the radius and angle are fixed but arbitrary otherwise, i.e. they may
depend on the domain. In fact, Bezhaev and Vasilenko (2001) state that the cone
condition is superfluous if we require a Lipschitz-continuous boundary of the
domain. We recall the definition of H* from the end of the fourth chapter.

Bramble-Hilbert lemma. Ler Q2 C R" be a domain that satisfies an interior
cone condition and is contained in a ball which has diameter p. Let F be a linear
functional on the Sobolev space H*(Q) such that F(q) = 0 for all ¢ € P*~1.
Suppose that the inequality

k
|F(w)] < C (Z pf"/2|u|,,-,g)

=0

holds for u with finite semi-norm |u|;j o, j < k, with a positive constant Cy that
is independent of u and p. Then it is true that

F@)l = G0 ulea),
where C, does not depend on u or p.

For our application of the Bramble-Hilbert lemma we let k > 3 be a positive
integer and the operator F' map a continuous function f to the value of the
interpolation error by polynomial interpolation on & with polynomials of total
degree less than k. Thus, it is zero if f is already such a polynomial, as a
result of & being unisolvent. Therefore the first assumption of the Bramble—
Hilbert lemma is satisfied. The second assumption is a consequence of the
Sobolev inequality, where it is also important that f vanishes on &, since the
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interpolating polynomial for f is zero if f € X, as is the case for our setting.
Therefore, the Bramble—Hilbert lemma implies

|f(] = Clfla = Cllf Il

as required, the constant C being independent of f. To this end, we also recall
that the polynomial interpolant of degree k — 1 itself vanishes when differenti-
ated k times, which is why the polynomial parts of the interpolation error expres-
sion disappear in both the middle and the right-hand side of the above inequality.

Now that we know about the existence of a reproducing kernel in our partic-
ular example (as a special case of the general radial basis function setting), we
wish to identify it explicitly in the sequel. Once more, we begin here with the
general case and, becoming progressively more specific, restrict to our examples
for the purpose of illustrating the general case later on.

The reproducing kernel has an especially simple form in our setting. In order
to derive this form, we may let, because of the condition of unisolvency of g,
the functions pg, & € Z, be polynomial Lagrange functions, i.e. such that De
span K and satisfy

Pe(8) = d¢e, £,¢ €&

Since we are looking for a reproducing kernel on a subspace, our reproducing
kernel k has a particular, K-dependent form. Specifically, for our application,
we can express the property of the reproducing kernel by the identity

(5.6) f(x)= (f, ¢(- —x) = Y pe(x)gp(- —5)) ., xeR', feX.

EekE
We have therefore the reproducing kernel of the form
k(y, x) = ¢(y —x) = Y_ pe(x)p(y — £)
Eel
and ¢ is a function R” — R which is, notably, not necessarily itself in X. This
is why ¢ does not appear itself on the right-hand side of the expression above
but in the shape of a certain linear combination involving the p;. This particular
shape also includes the property that it vanishes on &. We will come to this in a

moment. In the case that the function f does not vanish on &, then we subtract
from it the finite sum of multivariate polynomials

> F®ps,

el
so that the difference does, and henceforth use instead the difference as follows:

(57) f=2 1@pe.

tel
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The same principle was applied to the shift of ¢ above to guarantee that the
kernel k vanishes on Z. If the null-space K of the semi-inner product and of the
semi-norm is trivial, no such operation is required — the sums in the preceding
two displays remain empty for K = {0}. The fact that the reproducing kernel
k(y, x) is a function of the difference of two arguments (that is, k(y, x) =
k(y — x)) is a simple consequence of the shift-invariance of the space X (see the
interesting paper by Schaback, 1997, on these issues), because any invariance
properties such as shift- or rotational invariance that hold for the space X are
immediately carried over to properties of the reproducing kernel k through
Definition 5.2. The proofs of these facts are easy and we omit them because we
do not need them any further in this text.

Most importantly, however, we require that the right-hand side expression of
the inner product in (5.6) above is in X. We make the hypothesis that ¢ is such
that, whenever we form a linear combination of shifts of ¢», whose coefficients
are such that they give zero when summed against any element of K, then that
linear combination must be in X:

D red(- —E e X if ) reqd) =0Vek.
Eel el
We will show later that for the X which we have given as an example above,
this hypothesis is fulfilled.
For the semi-inner product in the above display (5.6), the sum over the
coefficients of the linear combination above against any p € K is indeed zero:

p(x) =Y pe(0)p(&) = p(x) — p(x) =0,
tel
because of the Lagrange conditions on the basis elements p, & € E. Therefore,
assuming our above hypothesis on ¢ being in place for the rest of this section
now, the right-hand side in the inner product in the display (5.6) is in the re-
quired space X. Moreover, since f(x) vanishes for x = ¢ € & on the left-hand
side in the above identity (5.6), so must the expression

G- —0) =D pe(O)p(- — &)

el

on the right-hand side, which it does because p:(¢) = J¢;, and therefore we
have verified that it is, in particular, in X.

We may circumvent the above hypothesis on ¢ which may appear strange
at this point, because, as we shall see, it is fulfilled for all our radial basis
functions (4.4). More specifically, given a fixed basis function ¢, we shall
construct a (semi-)Hilbert space X whose reproducing kernel has the required
form (5.6).
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This can be done as follows. In the case of all the radial basis functions ¢ (|| -||)
we use in this chapter, the constructed X is the same as the above X we started
with as we shall see shortly in this section. We follow especially the analysis
of Schaback (1999).

To begin with, we define now a seemingly new semi-inner product for any
two functions f: 2 — R and g: 2 — R that are finite linear combinations of
shifts of a given general, continuous function ¢: R" — R,

f=) ho(-—8)
§€E
and
g= ) mep(-— &),
E€Bs

where E| and &, are arbitrary finite subsets of 2; those sets need not (but usually
do) agree. The function ¢ is required to be continuous and conditionally positive
definite of order k, so that we let K = Pﬁ". Therefore we have an additional
condition on the coefficients in order to define the semi-inner product which
follows, that is we require that for the given finite-dimensional linear space K,
the coefficient sequences must satisfy the conditions ZS cz, 2ep(§) = 0 and
Zsesz nep(&) = 0 for all p € K. Moreover, we let L (€2) denote the linear
space of all functionals of the form
M Y Ah(E),
§€E
with the aforementioned property of the coefficients and with any finite set E;.
Its Hilbert space completion will be L (£2). So A is a linear functional on C(£2).
Now define the semi-inner product for the above two functions,
(5.8) (fr @) o= O il i= D Y hepte (& — ),
EecB) el

where we identify functions f and g with linear functionals A and p in an
obvious way defined through their coefficients. So functionals A and functions
f are related via A — f = A*¢(x — ), where the superscript x refers to the
variable with respect to which we evaluate the functional. Note that we can
always come back from one such functional to a function in x by applying it in
this way to ¢(x — -).

As a consequence of the conditional positive definiteness of ¢, this semi-
inner product is positive semi-definite as required. Further, let Z still contain a
K -unisolvent set and define the modified point evaluation functional & by

S f = f) =) pe(x) f(&).

tet
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Here, p¢ are Lagrange polynomials. Then the modified point evaluation func-
tional is in L (2) for every x € €2, which the ordinary Dirac function §(- — x),
i.e. the usual function evaluation at a point x, is not, as it does not annihilate the
polynomials in the space K unless K = (0). Now let X be the completion of the
range of

(LK(Q)’ 8(x))*7 X € Qa

that is in short, but very useful, notation the space generated by all functions
from L (€2) with the semi-inner product taken with §,), always modulo K.
This is a Hilbert space of functions defined for every x € €.

In particular, for all u and A from Lx(2), we get w((X, 5)s) = (A, s,
due to our definition of the inner product in (5.8). Here it is also relevant that
the polynomials which appear in the definition of the modified point evaluation
functional are annihilated by the semi-inner product

By Me = By e =80 f = FX) = D pe(0)f (&),

I 130)

to which then p has to be applied in the usual way. Thereby, a semi-inner
product and a semi-norm are also defined on the aforementioned range X'. All
functions in X vanish on our K-unisolvent point set 8. To form X , take the
direct sum of K and X. That is the so-called ‘native space’. Further, let f € X.
Thus there exists an f-dependent functional XA such that

Sx) =&, 8w)s« = (f, 8¢y, 8())w)ss

the second equality in this display being a consequence of the definition of
(f, g)« above. That display provides the reproducing kernel property. Indeed, it
is exactly the same identity as before, because, according to our initial definition
of the bilinear (-, - ), as a semi-inner product on L g (£2),

(B(» 8n)e = 8()30 Bt — 2),

where the superscript fixes the argument with respect to which the linear func-
tional is applied. The above is the same as

8., |:¢(t —x) =) pe(0)p(t — é)}

E€E

=¢(-—x) = Y pe(x)p(- — &)

E€B

=D e DBE =)+ Y pe() D pe(IPE — 0.

(el el £k
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When inserted into the semi-inner product, the last two terms from the display
disappear, since p.(-) € K and any such arguments in the kernel are annihi-
lated. Therefore the two expressions for the reproducing kernel are the same.

5.2.3 Minimum norm interpolants

We claim that this reproducing kernel, which is expressed as the function ¢
minus a certain linear combination of its translates, gives rise to the ‘minimum
norm interpolant’ for any given data f¢,& € E.Itisno accident that the function
which appears in this kernel is also denoted by ¢, similarly to our radial basis
functions, because they will form a special case of such kernels. In fact, we
shall also refer — simplifying, although somewhat confusingly, but the meaning
will be clear from the context — to ¢ itself as the reproducing kernel.

Proposition 5.2. Suppose a finite set B of distinct centres and the f¢ are given.
Let the assumptions about ¢ and 2 of the previous subsection hold and K be
the {-dimensional kernel of the above semi-inner product. Then, if E contains
a unisolvent subset with respect to the kernel K of the semi-norm, there is a
unique s of the form

s() =) hep(x —€) + p(x), x €R",
E€B
where p € K and Zsea Ae q(§) = 0forall g € K, such that it is the minimum
norm interpolant giving s(§) = f¢, & € 8, and ||s || < ||g ||« for any other such
g € X which interpolates the prescribed data.

Proof: 'We show first that whenever s with the form in the statement of the
theorem and another g € X both interpolate the prescribed data, then ||s |, <

gl
To this end, we first note that s belongs to X . This follows from our hypotheses

on ¢ in Subsection 5.2.2. Next, we consider the following semi-inner products,
recalling that g — s vanishes identically on E because both s and g interpolate:
gl = lIs11% = (8. &) — (5,9
=(8 =585 +28— 5,5k
=llg — s +2<g —5. Y e —s)+p> .
E€B *
Now using the side-conditions of the coefficients A¢ of the interpolant, i.e.

(5.9) D q®)=0 YqeKk,

E€E
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together with the linearity of the semi-inner product, we get that the above is
the same as the following:

lg — sl +2(g —5, Y A G —E+p—Y e Y peE)P(- — c))

§€k el é‘Eé

—lg—sI2+2 Y 2 (g — s b6 —6) = 3 pE)- - ;))
ek *

E€lB
+2(g — s, p)s
=llg—sI2+2 Y re (2(&) — &) = llg —s]2.
EcB

This follows from the interpolation conditions and is indeed nonnegative, as
required. Moreover, this is strictly positive unless g — s is in the kernel K. In
the latter case, however, g = s, because (g — 5)|g = 0 and because E contains
a subset that is unisolvent with respect to K.

It remains to prove that the minimum norm interpolant exists and does in-
deed have the required form. This follows from the above proof of uniqueness,
because the space spanned by the translates of ¢, and also K, are finite-
dimensional spaces. In fact we can also show that the finite square matrix
{¢( — &)} = is positive definite on the subspace of vectors A € RE\ {0} with
property (5.9):

Dok Y redC-H=AN =[P kot -0 H2

L€E E€EB CEEB

>0 (>0 if A=()ez #0).

Here we have used the above strict minimisation property, i.e. ||g|l« > |s|«
unless g = s for all interpolating functions from X, which means that the
interpolant is unique. O

5.2.4 The power functional and convergence estimates

The previous subsection provided an alternative view of radial basis function
interpolants, i.e. the so-called variational approach. Further, this development
allows us to supply error estimates by introducing the notion of a power function
which is well-known. This so-called power function will turn out to be closely
related to a functional to evaluate the pointwise error of the interpolation. The
error results which we shall obtain in Theorems 5.5 and 5.8 use the power



5.2 Convergence analysis 117

function and the proposition below for their estimates. Additionally, the last
subsection of this chapter about the so-called uncertainty principle uses the
power function.

The power function is defined by the following semi-inner product of
reproducing kernels, where we maintain the notation (-, -), of the previous
subsections:

P@) = ¢ —x) = Y pep- — ). ¢ —x)= > p)p(-—0) | .

tet (el %

x e R",

where the set & is still supposed to have £ = dim K elements and moreover to be
unisolvent as demanded earlier, and where the Lagrange conditions pg () = §¢¢
forall ¢, & € & are in place forasetof p € K, & € .

Proposition5.3. Let X, ¢, the set of centres and the power function be as above
and in Subsection 5.2.1, s be the minimum norm interpolant of Proposition 5.2,
fe = f(§), &§ € B withan f from X. Then we have the pointwise error
estimate

(5.10) |f(x) = s> < P(O(f, fn  x €RM

The inequality remains true if f is replaced by f — s in both arguments of the
semi-inner product on the right-hand side, where we require f —s € X instead

of f € X.

Proof: 'We will see in this proof that P serves as nothing else, as alluded
to above, than a functional used for evaluating the pointwise error for our
interpolant.

For proving that, we wish to re-express f(x) — s(x) in terms of P and f.
Note first that f —s € X because of the interpolation conditions. Note also the
inequality

If = sl < I f1«
which is a simple application of a result from the proof of Proposition 5.2. That
is, we get this from setting g := [ in that proof and deriving the
inequality

2 2 2 2
IAIE =1 = sl + sl = I1f = sl
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from (f — s, 5), = 0. Using the Cauchy—Schwarz inequality ‘backwards’ and
our previous result, we show now that the square root of the right-hand side of
(5.10) is bounded below as follows:

PO, e = POISFI?
> POIf —sli=P@)(f—s, f—5)

=[oC—0) =) pe)p(-— &),

tel

¢C—x)= Y p) ¢ =) | (f—s, [ =9

ces

v

¢ —x) =Y pe(x)p(- — &), f —s

el
= (f(x) — s(x))*,

by the reproducing kernel property, due to the definition of {pe¢ }zcz. This is the
evaluation of the pointwise error by the power function. O

*

If we let &, as in the proposition above, be a unisolvent set with £ elements, and
if subsequently Z is enlarged over such an initial set, the larger set of centres
being Z, in order to form the interpolant s, we still get the asserted inequality
(5.10) of the proposition.

In order to see that, we still take those pg, & € &, to be a set of Lagrange
functions for K and get that the right-hand side of (5.10) with 2 used is a strict
upper bound to the left-hand side of (5.10), E being used for s. After all, the
smaller a subset & is, the bigger the error will be, unless it remains the same
which is also possible. Thus we are simply being more modest in choosing a P
with a smaller & C E to bound the error on the left-hand side by the right-hand
side of (5.10) from above.

In short, (5.10) remains true even if the & and De, & € &, used for P on the
right-hand side are such that Z is a proper subset of the actual data points E
used for the s on the left-hand side.

Now, in order to apply Proposition 5.3 and get our convergence estimates
in terms of powers of A, the density measure of the centres E, we choose X
to be the familiar linear space D *LXR") when k > n /2. As above, there
goes naturally with this space the semi-inner product ( f, g), which we shall
shortly use also in a Fourier transform form by employing the standard Parseval—
Plancherel formula. In view of our work on minimum norm interpolants, we
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shall now proceed to compute the reproducing kernel for X and its semi-inner
product. There, as alluded to already, we call ¢ the reproducing kernel for
simplicity — and not quite correctly — although the reproducing kernel really is
the difference stated at the beginning of Subsection 5.2.2.

Proposition 5.4. For the above X = D*L*(R") and its semi-inner product,
the reproducing kernel ¢ is a nonzero multiple of the radial basis function
defined in (4.4), according to the choice of the constants n and k.

Proof: Let f be an element of X; in particular the function f is therefore
continuous by the Sobolev embedding theorem, since k > %n The salient idea
for the proof is to apply the Parseval-Plancherel formula from the Appendix to
rewrite the expression for the semi-inner product with the reproducing kernel,
namely

Gy | £ —xI) =Y pe)gdll - —£1)

et "

k!
=/u D DD | @lllx = yID = 3 peoly — €1 |y,

loe|=k ~° I 153)

in terms of the Fourier transform because then it will contain the Fourier trans-
form of (4.4).

To begin, we assume f € X. Thus we can derive the required reproduc-
ing kernel property as follows from the Parseval-Plancherel formula applied
to square-integrable functions. Expression (5.11) is a (27 )~"-multiple of the
displayed equation

it A k! .
/ elx-tf(t) Z _' t2a ”t”—Zk _ Zpg(x)“t”—Zkel(é—x)'t dt
n o

||=k 130

= /R e F@ NP el | 1= pen)e " ) dr = @r)" f(x),

£el

where we use the fact that the integrals are defined in L? due to the Lagrange
properties of pg, and the continuity of f. Further, we have applied some standard
Fourier theory, including the Fourier inversion formula, and the fact that f|g =
0. Finally, we have assumed for the sake of simplicity that ¢ is scaled in such
a way that

Glllel) = lle =
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Up to a constant multiple which is immaterial here, this is precisely the distri-
butional Fourier transform of (4.4), as we have asserted. If f does not vanish
on £ we proceed as in Subsection 5.2.2, that is we use (5.7) instead of f. The
result now follows. |

Since our main concern is interpolation, we can in fact always view the function
¢ and its transform ¢ up to a constant multiple. This is the case because any
such multiplicative constant will be absorbed into the coefficients of the unique
interpolant. We have used this fact before in the analysis of Chapter 4 where
we have stated that a sign-change in the radial basis functions is for this reason
immaterial.

We observe that for the radial basis functions (4.4), the power function can
be rephrased as

P(x)= =2 pillx — &1+ D ps(0) Y pex)a(lic — €1,
130 H3c res

because, according to our original definition of the power function and because
of the Parseval-Plancherel identity again,

P(x) = <¢>(II —xIN=Y " pe Bl —EID, ¢(Ul-—xD— p;(X)d)(II‘—CII))

3o cez

is the same as

2
dy,

e = pr(x)e’s

130)

! / ok
Iyl
Q@) Jge

where we are still scaling the radial basis function in such a way that its gen-
eralised Fourier transform is || - ||72* in order to keep our computations as
perspicuous as possible. Note that the integral in the last display is well-defined
because the factor in modulus signs is of order || y | k by the side-conditions on its
polynomial coefficients pg(x). Using the Fourier inversion formula gives finally

Px)=¢0) =2 Y pe) ¢(llx —€l) + D D pe(x) pe(x) p(IC — D).
gcE £cE el

This is the same as the above, as required, since ¢(0) = 0.
We are also now in a position to prove that if we are given a linear combination
for the radial basis function from Proposition 5.4 above,

g(x) =Y reop(llx — £l
EcE

whose coefficients A¢ satisfy the side-conditions (5.9), then g € X. For settling
this statement we have to prove ||g|ls < oo. Indeed, we note that after the
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application of the Parseval-Plancherel formula and inserting the definition of g

Qr)llgl? = fR e 18()) dt

becomes a nonzero multiple of the integral

2
> heee| ar= [ o
R/l

E€B
This integral is finite, because, again by the side-conditions required in (5.9)
and by expanding the exponential function in a Taylor series about the origin,
the factor in modulus signs is of order ||¢]|* which gives integrability of the
integrand in any finite radius ball about zero. The integrability over the rest of
the range is guaranteed by the fact that 2k > n and by the boundedness of the
term in modulus signs.

It follows by the same means that the two semi-inner products which we
have considered in this section are indeed the same. Specifically, the first one
we have defined in our example of thin-plate splines as used above. The second
one, corresponding to our choice of thin-plate slines, was for two functions

=" 2eedl- =&

§€B

2
2, 1~k
M= el dt.

Z )»56”'5

EcB

Rn

and

g=> ned(ll - £,

§€8,

with the usual side-conditions on the coefficients A¢ and ¢, of the symmetric
form

fr9)e =2 D> uered(llE — 2l

E€Bi (el

with the same notation for the semi-inner product as before. And indeed we can
recover — by using the Fourier transforms — the same result, namely

1 1 , 71
y & = ~ Aeelld —itg 24
V8= Gy e ¢<||;||)[Z Z MZW }qs(ntn) r

€k CEEy
1 A A R
— lim / ree™ pee | Gl dt
e=0, (2)" Jpo\,0) LEZEI ' {EZEZ

:lim I (e, A).
e—>04
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The limit exists since the side-conditions (5.9) on the coefficients A¢ (and the
same for the coefficients p¢) in the square brackets in the above display imply
that the two sums therein are O(||¢|*) each in a neighbourhood of the origin,
so that the integral converges absolutely.

Moreover, it is a consequence of the definition of the generalised Fourier
transform of ¢(|| - ||) and of the definition of the generalised inverse Fourier
transform that the above is the same as

DD neked(llE =,

E€Bi (el

as we shall see now. Indeed, we note that ¢ is continuous and provides for any
good function y € C*®(R"), cf. Chapter 4, with the property

/ y(x)px)dx =0, pek,
Rﬂ

the identity

/ y(&x — &+ Od(lxIDdx = / 70 E0¢(||x|) dx.
n Rn

Q@)

The last integral is well-defined because y has a sufficiently high order zero at
the origin by virtue of the above side-condition. This equation, in turn, implies
for any good y

/R Z Z merey (X)P(lx +& — ¢ dx

" E€E| reB,

1 H A
= 2y /R P Y Y Heree EO(x ) dx,

E€E| (el

where the condition in the previous display on y can actually be waived from
now on due to the property of the coefficients j1; and A¢. This is the same as

/ ?(x)[Z Ase’”“ﬂ[z use""f}&(nxn)dx.
! E€E) 145073
Since y is now an arbitrary good function, the required identity
(f. )= Jim L1, 3) = ; ; pehed(lE = ¢l
seo] (¥

is a consequence of the definition of the generalised Fourier transform. That
the semi-inner products are identical on the whole space now follows from the
fact that the space X is defined as a completion over the space of the f and g
of the above form with finite sums.
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We wish to derive error estimates for those radial basis functions by consid-
ering the error on a set 2 that satisfies the above boundedness and Lipschitz
requirements, i.e. boundedness, openness, Lipschitz-continuous boundary in-
cluding the interior cone condition. The data sites E are still assumed to stem
from such 2. The boundary of the domain in question is included in the error
estimates which is one reason why many estimates of the following type are not
quite as powerful as the error estimates for approximations on uniform grids.
We follow the ideas of Duchon, and in particular those of the more recent article
of Light and Wayne (1998) in the proof of the theorem.

Theorem 5.5. Let Q2 be as above, and let for h € (0, hy) and some fixed
0 < hy < 1, each B, C 2 be a finite set of distinct points with

sup inf |t —&| <h.

1eQ §€En
Then there is a minimum norm interpolant s from X = D*L*>(R") to data on
Ej, as in Proposition 5.3. It satisfies for all f € D™* L>(Q) N L?(Q) and any
p > 2, including infinity,

k—241
If =sllpe=Ch 277 | flra-

The constant C depends on n, k, p and on the domain, but not on the approxi-
mand f or on the spacing h or Ej,.

Proof: The existence of the interpolants is guaranteed for small enough /
because €2 has a nonempty interior, so that there are K-unisolvent subsets in
8, C Qif the centres are close enough together, that is when £ is small enough
but we will remark further on this later.

Next, we need a minimum norm interpolant £ from the ‘native space’ X
to f on the whole of Q, i.e. we seek @ € X with f%|q = flg and | f%|x
minimal. This will aid us in the application of our earlier results on minimum
norm interpolants. The existence of this is assured in the following simple
auxiliary result.

Lemma 5.6. Let Q2 be as required for Theorem 5.5. For all f € D™% L*(Q)
there is an f¢ € DF L2(R") that satisfies {%|q = f and which minimises
| £\« among all such ¢ that meet f on Q.

Proof: Since 2 has a Lipschitz-continuous boundary, there is an
fQ e D—k Lz(RH)

with f@|g = f and | f%|; < oo, by the Whitney extension theorem (Stein,
1970, p. 181):
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Whitney extension theorem. Let Q be a domain with a Lipschitz-continuous
boundary in R" that satisfies an interior cone condition. Let g be in the space
D *LA(Q). Then there exists a 8 € D7*L*(R") that agrees with g on the domain
and whose norm is at most a fixed, g-independent multiple of that of g.

More precisely, we get that for our application with Q@ = Q

(5.12) 12 < Clf s

for a suitable, f -independent,_ but Q-dependent, constant C. We now have to
take from the set of all such f* one that minimises the left-hand side of (5.12).
This is possible by closedness of the set over which we minimise. O

We observe that, as a consequence of the homogeneity of the semi-norm, it is
possible to choose C in (5.12) Q-independent if Q is a ball about ¢ of radius
5, B;s(t). In other words, for this choice of €2, the constant C is $-independent.
In order to see this, we note that we may scale f on both sides of (5.12)
by composing it with the transformation p~ !, where p(x) = 57 !(x — ¢) and
Q = B;(t). Thus, © on the right-hand side is replaced by the §-independent
B1(0), and therefore C becomes §-independent. The multiplicative powers of
§ which appear on both sides of the inequality, due to the homogeneity of the
semi-norm we use and through the transformation by p~!, cancel.

The purpose of the above Lemma 5.6 is to be able to use f* instead of f
in our error estimates, because this way they become more amenable to our
previous work which used the space X for error estimates, not the function
space D~ L2(Q). For the estimates, it is useful to divide the set 2 up into balls
of a size that is a fixed multiple of % (stated more precisely: to cover the domain
by such balls which will of course overlap), and the following result helps us
with that. It is true as a consequence of the cone condition (Duchon, 1978).
We do not prove this lemma here, because it is a basic result in finite element
theory and not special in any way to radial basis functions. The proof can be
found in Duchon’s papers, in Bezhaev and Vasilenko (1993, Lemma 5.3) and
in many texts on finite elements where the interior cone property is a standard
requirement.

Lemma 5.7. Let Q2 satisfy the conditions of Theorem 5.5. Then there exist M,
My and hy > 0 such that for all h € (0, hg) there is a finite subset T, C Q2 with
O(h™™) elements and

() By(t) CQ VteT,
) U Bwn() DR,

teTy
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(111) Z XBM]I([)()C) < M1 Vx € Q,

teT)
the x being always the characteristic function of the set that is noted in its
index. The B;(-) denote balls about the points given by the argument and of
the radius 5 given by the index.

We take now M, h and T}, as in Lemma 5.7. Let ¢t € T, where 0 < h <
min(hg, k). We recall that the centres which are used for the interpolation
become dense in the domain €2 with shrinking /. Therefore, through possible
further reduction of /4, we may assume that in each B := By, () there are at
least £ = dim ]P’ﬁ‘1 unisolvent points that we cast into the set (not denoted by an
index 7 for simplicity) & and which belong to the interpolating set Z;. We shall
use this set & now for the purpose of defining the power function and using the
error estimate of Proposition 5.3. To this end, let x € B, let £ be an extension
according to Lemma 5.6, and let further (£ — 5)® be defined according to the
same lemma with B replacing € and (f% — s) replacing f in the statement of
the lemma. In particular, (¢ — s)B is zero at all the £ from our set & above.
Thus, according to Lemma 5.6 and (5.12), and due to Proposition 5.3,

(fEx) = s)* = (f% =) (x)?
< P()|(f% =58
< CPW)|f® —sl; 5 x € B.

Recall that the positive constant C in the above line may be chosen indepen-
dent of the size of B, according to our earlier remarks concerning inequality
(5.12).

Recall further that the definition of the power function specifically depends
on the centres which we use in the sums that occur in the definition of P. In
the current proof, we are using the notion of the power function P with respect
to the £ € & just introduced, of course. Thus, taking p-norms on the left-hand
side and in the last line of the displayed equation above on the ball B, where
x is the integration variable, we get the estimate below. In order to simplify
notation further, we denote £ simply by f from now on, because it agrees
with f on the domain 2 anyway:

1/
15 =stpa =€ ([ 1P@1r2ax) " 17 sl
B

We immediately get a power of & from the first nontrivial factor on the right-
hand side of this display by Holder’s inequality, in the new estimate

1/2
If = slp < CRP P15 1 f = sli.s.
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Recalling from the definition (4.4) that ¢(0) vanishes and inserting the def-
inition of the power function from the beginning of this subsection give the
inequality

1Plloos < sup 12| > pe(x) d(llx — &)

xeB Seu

+ | Y peo) pex) p(lic — £ ¢ -

C.E€E

where, as before in the power function mutatis mutandis, the p; are Lagrange
polynomials at the & which satisfy pg(¢) = 8¢, for all £ and ¢ from .

We can first bound — by Holder’s inequality again — the whole right-hand
side of the last display from above by a fixed constant multiple of

2

(5.13) ,max - [¢(r)| max Z |pe ()]

{Eu

We begin by bounding the second factor of (5.13) because this is straightforward.

Indeed, the second factor in (5.13), including taking the maximum, is exactly
the square of the Lebesgue constant for polynomial interpolation at the & (with
polynomial degree k — 1 in n dimensions), i.e. the uniform norm of the poly-
nomial interpolation operator for scattered points. As the norm of the Lagrange
interpolation operator is scale-invariant, this may be bounded independently of
h and B if the centres & are chosen judiciously.

This is always possible subject to a possible further reduction of i1 —recalling
that 0 < & < h; — and choosing the £ from & afresh if needed, because the
centres become dense in the domain with shrinking /4, and using the following
specific choice of £. We may for example first place a very fine n-dimensional
square grid over the domain with a very small grid-spacing in relation to 4 and
consider & from = as taken directly from that grid (forming a subset thereof)
or being a small perturbation of such a gridpoint, the size of the perturbation
being a tiny multiple of /. This is possible for all / if 7 < h is small enough.
(Incidentally, it even helps to satisfy the aforementioned unisolvency condition
with respect to K too if we are considering points from a grid or a small
perturbation thereof, because points from a grid can be very easily chosen to
be unisolvent.)

For polynomial interpolation from such square grids, however, it is evident
that the norm of the Lagrange interpolation operator is bounded independently
of the grid-spacing, that is, it is scale-independent, because of the uniformity
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requirement. If the aforementioned perturbation is sufficiently restricted, this
remains true if the points are taken from a perturbed grid as outlined in this
paragraph. This settles the boundedness.

The first term in (5.13) can, according to (4.4), be bounded by h%*~" if n is
odd, K% | log h| if n is even. We wish to remove the log & term now for even
n by replacing ¢(r) by ¢(r) + r* " log o for a suitable o which may depend
on & but not on r. This will eventually cancel the log/ term. The approach
is admissible for the following reasons. In short, adding a low even power of
r to the radial basis function never changes the approximation because of the
moment conditions (5.9) on the coefficients that annihilate such augmentations.
We will demonstrate this fact by showing that the power function which occurs
in the error estimate remains the same after the augmentation of the radial basis
function by a low power of r; a similar analysis was already done in Chapter 4
for our cardinal Lagrange functions.

To this end, we recall that the p; are Lagrange polynomials and thus we have
the reproduction of monomials

(5.14) > pey gt =x tez, il <k,

cet

using the standard multiinteger notation for the exponent 7. Keeping in mind
that 2k — n is even, so that ||x||*~" is an even order polynomial, we get now
for the power function with the augmented radial basis function the following
additional contribution. We consider it first in the special case when 2k —n = 2.
Then

2> pe@lx =P+ Y pex) pe)lE — ¢

I €& Eek
=-2) " pelx—¢I?
cek
+ 30 D pe) pe)(IE = xIP =26 =)+ 6 =)+ g = x]?).
CeE g€k

By the polynomial reproduction identity (5.14), the sums over the norms ||€ —
x||? and ||¢ — x||* cancel, as well as the sums over (¢ — x) - (£ — x) which
vanish too. This being a simple demonstration, we get similarly, with the aid of
simple binomial expansions, that the above holds if 2k —n > 2 without further
consideration.

Now we may replace ¢(r) in (5.13) by ¢(r) + r*"logo witho = 1/h in
the same way without changing the approximant. This removes the undesirable
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log h term when we estimate the left-hand factor of (5.13) and bound |¢(r)|
from above.

In summary, we have established so far that (5.13) is bounded by a constant
multiple of #%*~", and that || f — s]| »,5 18 bounded by a fixed constant multiple
of the following:

WP R f = s,
To continue, we need an auxiliary result from Stein and Weiss (1971), namely
the famous inequality by Young:
Young’s inequality. Ler f € L"(R") and g € L1(R"), with r, q and the sum
(1/q) 4+ (1/r) all at least one. Then

If =gl < I1fI-glgs

where (1/p) = (1/r)+(1/q) — 1 and * denotes convolution. The same estimate
istrueif f and g come from the sequence spaces 0" (Z") and £9(Z"), respectively,
and the norms are accordingly the sequence space norms.

Now we form the || f — s|| 5, by collection of the pieces || f — 5], g. Due to
the choice of the Bs and Lemma 5.7, we have

1/p
If = slpa < (Z If —s||£,BMh(,))

teTy,

1/p
k=241 )4
< Cchf2*) (Z |f_s|k’BMh(,)> )

teTy

This is at most a constant multiple of

p\ 1/p
k—ngn
r;?eaéh B (Z (Z If = S|kaMh(T)XBMh(Z—T)(x)> ) .

teT, \teTy

Now we appeal to Young’s inequality for p > 2,r =2 and 1/g = (1/p) +
(1/2). Employing Lemma 5.7 and recalling that the value of the characteristic
function is always one or zero, we may bound this above by a constant multiple
of

1/2 1/q
k—ngn
(5.15) max 2+ (Z |f—s|,€1BMh(t)) (ZXBMh(t)(x)q>

teTy teTy

_ngn _ngn
< ChH* 20 | f —sla < CH 2% | flig,
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as required, the final bound being standard for an s minimising | f — sk q,
see the proof of our Proposition 5.3. It is also evident from this proof why we
have the condition p > 2, namely in order to apply Young’s inequality because
p > 2 follows from its requirement that ¢ > 1 and the use of r = 2. O

We point out that as an alternative to Young’s inequality, the end of the proof can
be carried through by an application of Jensen’s inequality (Hardy, Littlewood
and Pélya, 1952, p. 28) which bounds a series Y_ a! by (3~ a?)?/? forall p > 2.

There is a neat way to improve the convergence order established above by
imposing more stringent requirements on f. This is known as the ‘Nitsche
trick’ from familiar univariate spline theory (Werner and Schaback, 1979, for
instance). We demonstrate it in the book both because it provides a better
convergence result closer to the results on grids, and because generally it belongs
in the toolkit of anyone dealing with uni- or multivariate splines or radial basis
functions anyway. It works as follows. Recall that |-|; is the semi-norm otherwise
called || - ||, associated with the space X of the last theorem. Now let f be any
function that satisfies the additional smoothness condition | f|,; < oo, which
is stronger than demanded in the statement of the last theorem, and the further
condition that supp D f is a subset of Q. This is a ‘boundary condition’
imposed on f. It means that all partial derivatives of f to total degree at most
2k are supported in 2.

Next we recall that the semi-inner product (s, f — s), vanishes (which is a
consequence of the orthogonality of the best least squares approximation). We
may deduce this from our earlier results about the minimum norm interpolant
s and Proposition 5.2, namely

i = 1f = sle +Islz.
and it is always true that
|f = sli = 1FIE = sl =205, f = 5).
Thus for the s from the last theorem, by applying the orthogonality property of

the best least squares approximation and the Cauchy—Schwarz inequality, we
may now estimate

(5.16) If—sli=(f—s, f—9)
=(f. f — )
<|flu IIf = sl

since the support of all derivatives of total degree 2k of f is in 2. We may carry
on by estimating this from above by a fixed constant multiple of

(5.17) | flax K51 f = sk,
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due to (5.15), i.e. the last theorem used for p = 2. Now, cancelling the factor
| f — s|x from (5.17) and the left-hand side of (5.16), we get the estimate

|f — sl < C|flauh*.

This we may use once more in (5.15), now for general p, to get another factor
of h*¥. As a consequence we obtain the final result which we cast into

Theorem 5.8. Let all assumptions of Theorem 5.5 hold and assume addition-
ally f € D2*L2R"), supp D*f C R for all o with || = 2k. Then, for
sufficiently small h,

If = sllpe < CR*7350 | Fl
holds.

Note that for p = oo we get O(h?*~"/2) which is better than before due to the
new ‘bounding conditions’, but still off by a factor of #~"/? from the optimal
result in the case of a cardinal grid. Note also that for p = 2 we recover O (h%).

We close this subsection on convergence estimates with a few remarks about
the best presently available results on approximation orders for scattered data
with radial basis functions of the form (4.4). To begin with, Johnson (1998b) has
shown that for all 1 < p < 2 the estimate of Theorem 5.8 may be retained with
the exponent on the right-hand side being 2k only, where the only extra condition
on the approximand is that the support of the approximand be in a compact set
inside the interior of our domain in R”. Without this extra condition on the
function, the best possible (and attained) L”-approximation order to infinitely
smooth functions on a domain with C? boundary for sufficiently good k is
k+1/pfor1 < p <2 (Johnson, 2002).

The currently best contribution in the battle for optimal error estimates for
all p and for scattered data comes from the paper Johnson (2000). It is to bound
the interpolation error on scattered data to sufficiently smooth approximands
without the support property needed in Theorem 5.8, measured in L”(R"), by
O(h?r), where in the uniform case yo, = k —n/2+ 1/2 and in the least squares
case y, = k+1/2 which is best possible for p = 2 (see also our eighth chapter).

Conversely, he has also proved in Johnson (1998a) that, for any p € [1, oo]
and the domain being the unit ball, there is an infinitely continuously differen-
tiable f such that the L?-error of the best approximation to f from the space
of translates of the radial basis functions (4.4) including the appropriate poly-
nomials, is not o(h**1/P) as h — 0. This proof works by giving an example
for an approximand and a simple spherical domain, i.e. with a highly smooth
boundary, where the o(h*+1/P) is not attained. As we have seen, in particu-
lar, we cannot obtain any better approximation orders than O(h%) with our
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interpolation method and the error measured in the uniform norm. For other
upper bounds on the convergence orders for gridded data see Chapter 4. Related
results are also in Matveev (1997).

Furthermore, Schaback and Wendland (1998) have shown that if the uniform
error of the radial basis function interpolant with (4.4) is o(h*) on any compact
subset of Q for an f € C*(RQ) then f must be k-harmonic. In other words
A¥f = 0 on the domain © and with less smooth approximands f, no better
error estimates than O(h2¥) are obtainable.

5.2.5 Further results

A result that applies specifically to the multiquadric function is the powerful
convergence theorem below. It provides an exponential convergence estimate
for a restricted class of functions f that are being interpolated. They belong
to the space corresponding to our ‘native space’ X as before. That space X
has a semi-norm which may in this context be introduced conveniently in the
following fashion. It is a least squares norm weighted with the reciprocal of the
radial basis function’s Fourier transform, thereby becoming a semi-norm:

1

1112 = A; SUllel)~ 1 f @) dr.

Here, 43 is as usual the generalised Fourier transform of a radial basis function
which we assume to be positive. (So multiquadrics must be taken with a negative
sign.)

In fact, this is precisely the same structure as before; for functions (4.4) such
as thin-plate splines we weighted with | - ||, namely the reciprocal of & -1
except sometimes for a fixed factor, to get the semi-norm in Fourier transform
form. Using the Parseval-Plancherel identity, we may return to the familiar
form used for the semi-norm | f|; of D™¥L?(R") in the previous subsections.
However, here the reciprocal of the radial basis function’s Fourier transform has
bad properties because of its exponential increase (cf. Section 4.3 and the lower
bounds on p used there), in contrast with the slow increase of the reciprocal
of the Fourier transforms of the radial basis functions (4.4). They are only
of polynomial growth, namely order O(||¢]|*). Thus we have here with the
multiquadric function a least squares norm with an exponentially increasing
weight in the case of the multiquadric function, the Fourier transform of the
multiquadric decaying exponentially. In summary, the space of approximands
X only contains very smooth functions. The following remarkable theorem with
exponential convergence orders is established in Madych and Nelson (1992).
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Theorem 5.9. Let ¢(|| - ||) € C(R") be strictly conditionally positive definite
of order k with a positive generalised Fourier transform, and suppose there is
a v such that

/||r||%<||r||)dt5u%, Ve > 2k.
Rn

Let for a positive by the set Q2 be a cube of side-length at least by. Then, there
exist positive 8y and n € (0, 1) such that for all approximands f which satisfy

[ dan iR ar <.
Rll
the interpolant to the data { f (§)} at § € E, namely

s =Y hep(lx —CD+pi),  xeRY

el

where p € P*~1 and the A satisfy the appropriate side-conditions, K = Pkt
being the kernel for the above semi-norm, satisfies

Is = flooa=0(m").  0<8<.
Here, each subcube of Q2 of side-length 5 must contain at least one &.

The reason why we get in Theorem 5.9 much better convergence orders for
multiquadrics even as compared with the cardinal grid case is that, first, we have
a much restricted class of very smooth approximands f, due to the exponential
growth of the weight function in the above integral and semi-norm, and, second,
that we are here using the so-called nonstationary approach. In other words,
here the scaling of the radial basis function is entirely different from that of the
cardinal grid case. In the latter case we have scaled the argument of the radial
basis function by the reciprocal of & (the ‘stationary’ case) which means, if we
multiply it by the radial basis function, we multiply the parameter ¢ by & as
well:

2
(%) +c2 =nh7'Vx2 + 22,

(The h~! factor in front of the square root has no importance as it can be ab-
sorbed into the coefficients of the interpolant or approximant.) In the above
Theorem 5.9, however, we do not scale the whole argument by the reciprocal
of h. Instead we simply decrease the spacing of the centres that we use for
interpolation, which leaves the parameter ¢ untouched. In fact this is like in-
creasing the constant c in relation to the spacing of the data sites, which gives
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bad conditioning to the interpolation matrix, as we can see also from our results
from the fourth chapter and in the next section of this chapter.

Our observation here is confirmed by the remark that for those radial basis
functions which have homogeneous Fourier transforms and are homogeneous
themselves except for a possible log-term, where the scaling makes no dif-
ference whatsoever because it disappears into the coefficients, no such result
as the above is available. Concretely, this is related to the fact that the first
displayed condition of the theorem cannot be fulfilled by homogeneous radial
basis functions which have homogeneous Fourier transforms.

The reason why, by contrast, multiquadrics do satisfy that condition lies, as
alluded to above, in the exponential decay of their Fourier transform: indeed,
the expression

/ el lieas
RVI
is, using polar coordinates, bounded above by a constant multiple of the integral

% : I(n+¢
/ 2]l eI dr < C/ perntgmergy — ¢ L0 O
. 0 cntt

which is at most a constant multiple of £!c¢ "¢ for fixed dimension 7, I" being
the standard I'-function (we may take the right-hand equation in the above
display as its definition if c = C = 1, or see Abramowitz and Stegun, 1972)
and in particular '(n + £) = (n + £ — 1)!

Besides interpolation, we have already discussed the highly useful ansatz of
quasi-interpolation which, in the gridded case, gives almost the same conver-
gence results as interpolation on the equally spaced grid. We wish to show at this
instant that for scattered data approximation also, when the centres are ‘almost’
arbitrarily — this will be defined precisely later — distributed, quasi-interpolation
is possible. In connection with this, we shall also give a convergence result for
quasi-interpolation which holds, incidentally, in the special case of gridded data
too, and therefore complements our results from Chapter 4.

In practice, however, interpolation is used much more frequently when scat-
tered data occur, for the reasons given at the beginning of this chapter, but it
is worthwhile — and not only for completeness of the exposition in this book —
to explain quasi-interpolation in the presence of scattered data here anyway,
as even in practice some smoothing of the data for instance through quasi-
interpolation may be performed when scattered data are used. We will comment
further on this aspect of quasi-interpolation in Chapter 8.

So, in particular for the functions (4.4) but also for more general classes of
radial basis functions, convergence results with quasi-interpolation on scattered
data may be obtained without using interpolants and their optimality properties
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in the manner explained below. For this result, however, we require infinite
subsets E C R” of scattered centres which satisfy the following two straight-
forward properties for a fixed positive constant Cp:

(B1) every ball B¢,(x) about any x in R” contains a centre § € E,

(B2) for any L which is at least one, and any x € R", By (x) N E contains at
most CyL" elements.

Condition (B1) just means that there are no arbitrarily big, empty (that is, centre-
free) ‘holes’ in E as a subset of R”. The fact that we exclude by condition
(B1) all approximants which use only finitely many centres is of the essence.
The differences between the approximation approaches and their convergence
analyses lies much more in the alternatives finitely many versus infinitely many
centres on finite versus infinite domains than between the alternative scattered
data or gridded data. This fact is particularly clear from the convergence result
below, because we may compare it with the results of the previous subsection
and the theorems of Chapter 4.

Our condition (B2) is of a purely technical nature; it can always be satisfied
by thinning out E if necessary. After all, we are dealing with quasi-interpolation
here and not with interpolation and need not use all the given centres, while
with interpolation all given centres are mandatory.

In order to study the behaviour of the approximants for different sets of
centres which become dense in the whole Euclidean space, we also consider
sequences of centre sets { Ej},-0, namely subsets of R” such that each ‘scaled
back’ B := h~! B, satisfies (B1) and (B2) uniformly in Cy, i.e. Cy remains
independent of h. Therefore, in particular, E; C R" must become dense as
h — 0 and so this is a useful notion for a convergence result.

Itis the case, as often before, that we do not actually have to restrict ourselves
to radially symmetric basis functions for this result, but in this book, for the
sake of uniformity of exposition, we nonetheless state the result for an n-variate
radial basis function ¢(] - ||): R* — R. Therefore suppose ¢(|| - ||) is such that it
has a generalised, n-variate Fourier transform that agrees with a function except
at zero, which we call as before 43: R.o — R. This must satisfy for an even
natural number ;1 = 2m, a nonnegative integer m and a univariate function F,
the following two additional properties:

(QI1) ¢(r) = F(r)r™*, F € C™(R) N C®(R\{0}),
(QI2) F(0) is not zero, and for y — 0, all y € Z, and a positive &,

dr o F(0) y*
& (F()’) - Z - )

a=0

= 0(™EY),  y =0,
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The condition (QI1) is nothing else than a condition about the Fourier trans-
form’s singularity at the origin. Our condition (QI2) ensures a certain smooth-
ness of the Fourier transform of the radial basis function at zero. As a con-
sequence of (B1)-(B2) and (QI1)-(QI2), we now have the next result, which
employs the conditions we have just listed. We let K be the kernel of the dif-
ferential operator || D||*, where we recall that now u € 27Z, .

Theorem 5.10. Under the assumptions (B1)—(B2), (QI1)—(QI2), (A2a) from
Chapter 4, there exist decaying finite linear combinations for a fixed positive
constant Cy of the form

(5.18) Ve (x) = Z mee ¢llx —¢lD,  x € RY,

reBe, ()

such that quasi-interpolants

s =Y fEPelx), xeR,
£eB
are well-defined for all f € P'* N K and recover those f. Moreover, let f be
q = min(u, my + 1) times continuously differentiable and let it have q and
q + 1 total order bounded partial derivatives. Then, for sets B, as defined in
the paragraph before last, approximants

i)=Y fEYreh'x), xR,

§€Ey

satisfy the error estimate
If = snlloc = O(h?|loghl), h — 0.

When using this result, it should be noted that the conditions on the data and the
scaled back sets of data are relatively weak conditions and thus many different
distributions of data points are admitted in the above theorem.

It should also be observed that this theorem works for E = Z", &), = (hZ)",
and admits a typical convergence result for quasi-interpolation on regular grids
with spacing & as a special case. This nicely complements our work of Chapter 4.

The central idea in the proof of this theorem is, as in polynomial recovery
and convergence proofs in the fourth chapter, to construct suitable, finite linear
combinations (5.18) that decay sufficiently fast to admit polynomials into the
approximating sum. They must, like their counterparts on equally spaced grids,
give polynomial reproduction. These are the two difficult parts of the proof
while the convergence order proofs are relatively simple, and, at any rate, very
similar to the proofs in the cardinal grid case for interpolation of Chapter 4 in
Section 4.2. We do not supply the rest of the proof here as it is highly technical,



136 5. Radial basis functions on scattered data

relying heavily on our earlier results on gridded data, see Buhmann, Dyn and
Levin (1995) but below we give a few examples for the theorem’s applications.

For instance, the radial basis functions of the class (4.4) satisfy all the as-
sumptions (QI1)—(QI2) for a nonzero constant F and m = k in (QI1)—(QI2),
mg being an arbitrary positive integer. Therefore using the quasi-interpolants of
Theorem 5.10, all polynomials f from the kernel K of the differential operator
AF are recovered, that is, all polynomials of total degree less than . = 2k. The
resulting convergence orders are O(h%*|log h|) as the ‘spacing’ & goes to zero.
This should be compared with the O(h%*) convergence in the cardinal grid case
of the previous chapter.

Multiquadrics satisfy the assumptions for odd dimension n, and m =
(n+1)/2, w = n + 1, as we recall from Subsection 4.2.3

F(r)= —n_1(27t)ml?,,,(cr), r>0,

mo = 21 — 1, because F has an expansion near the origin so that F(r) is

2m—1 m—1

ap + a;r¥ + Z b; r* 2 logr + O™, r — 04,

Jj=1 Jj=0
where the a;s and b;s are suitable nonzero constants. The result is that all
polynomials of total order at most n are recovered and the convergence orders
that can be attained are O (h"*!] log h|). Again, a comparison with the cardinal
grid case of Chapter 4 is instructive and should be looked at by the reader.

5.3 Norm estimates and condition numbers
of interpolation matrices

5.3.1 General remarks

An important and mathematically appealing part of the quantitative analysis of
radial basis function interpolation methods is the analysis of the £2-condition
number of the radial basis function interpolation matrix. The crux of the work
of this section is in bounding below in modulus the smallest eigenvalue of
the symmetric matrix in question (often positive definite or coming from a
conditionally positive definite (radial basis) function), so that we can give an
upper bound on the ¢2-norm of the inverse of the matrix. What remains is an
estimate on the ¢£2-norm of the matrix itself, which is always simple to obtain.

We have already motivated the search for those bounds in the penultimate
section of Chapter 4. As an application, the bounds are also highly relevant in the
application of conjugate gradient methods for the numerical solution of linear
systems, because there are estimates for the rate of convergence of such (often
preconditioned) conjugate gradient methods which depend crucially on those
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condition numbers in the Euclidean norm. The conjugate gradient method and
a closely related Krylov subspace method will be stated and used in Chapter 7
when we write about implementations.

In this section, we are interested in both lower and upper bounds to the condi-
tion numbers of interpolation matrices which will provide us with negative and
positive answers for the stability of computations and, for instance, speed of
convergence of conjugate gradients. The lower bounds for the condition num-
bers are essentially there in order to verify if the upper bounds are reasonable
(ideally, they should of course be best possible) or not, i.e. whether they are cor-
rect up to a constant, say, or whether there are orders of magnitude differences
between the upper bounds and the lower estimates. It turns out that the ones
which are known up to now usually are reasonable, but sometimes when we
have exponentially growing estimates, as occur for example for multiquadrics,
upper and lower bounds differ by a power and by constant factors. There, as
with multiquadrics for example, the constants, especially the multiquadric’s
parameter c, in the exponent also play a significant rdle.

Before embarking, it has to be pointed out that the following analysis applies
to the nonstationary case, when the basis functions are not scaled as they are in
Chapter 4, namely by 1/h. When a suitable scaling is applied in the stationary
case, most of the remarks below about the condition numbers are not really rel-
evant, because the matrices have condition numbers that can usually be worked
out easily and can be independent of /.

5.3.2 Bounds on eigenvalues

Surprisingly, several of the results below give bounds on the aforementioned
lowest eigenvalues that are independent of the number of centres; instead they
depend solely on the smallest distance between adjacent centres. The latter
quantity divided by two is termed the ‘separation radius’ g of the data sites
&, and this will appear several times in the rest of this chapter. On the other
hand, it is not surprising that the bounds tend to zero as that distance goes to
zero as well. They must do, because eventually, i.e. for coalescing points, the
interpolation matrix must become singular, as it will then have at least two
identical rows and columns.

Lemmas5.11. Let¢(]|-]):R* — R be strictly conditionally positive definite of
order zero or one and, in the latter case, suppose further that ¢(0) is nonpositive.
Ifforall d = (ds)sez € RE,

SN dedeptliE — ) =0 Y 1de =0 x [ld,

E€E (€EB E€B
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and ¥ is positive, then the inverse of the invertible interpolation matrix {¢(||E —
¢ D}e,cez is bounded above in the Euclidean matrix norm by oL

The proof of this lemma is simple; it relies on exactly the same arguments as
we have applied in Chapters 2 and 5 (e.g. Theorem 5.1) of this book when we
have shown nonsingularity in the above cases — in this case here, we only need
to take ¥ x ||d||? as the uniform lower bounds on the positive or conditionally
positive quadratic forms that occur there. In fact, the proof is entirely trivial
for order zero, because the definition of eigenvalues immediately provides the
desired result which is then standard for positive definite quadratic forms. This
lemma is central to this section because the radial basis functions which are
conditionally positive definite of order one or zero provide the most important
examples. Therefore we now wish to apply this auxiliary result to our radial
basis functions, notably to the negative of the ubiquitous multiquadric function,
thatis ¢(r) = —+/r2 + 2.

Thus, for any radial basis function ¢ € C([0, 00)) to be such that the
expression

—% ¢V, t>0,

is completely monotonic, we note the following straightforward condition. It is
necessary and sufficient that there exists a nondecreasing measure p such that
for some positive €

2

oo 1_ —rot
d(r) = $(0) — /0 %du(x), >0,

/oo d“t(t) <o, / du(t) > 0.
e 0

For the sufficiency of the form in the display above, we only need to differentiate
once and apply the Bernstein representation theorem which shows that the above
indeed is completely monotonic when differentiated once.

Further, the above representation is necessary: we outline the argument as
follows. For showing that, we apply once again the Bernstein representation
theorem to the derivative of ¢ in the display before (5.19) and integrate once,
the first of the two extra conditions in (5.19) being responsible for the existence
of the integral after the integration of the exponential function therein. We also
know that it is necessary that the measure u is nondecreasing and nonconstant,
and as a consequence it is in particular necessary that for some positive €

/8 du(t) > 0,
0

(5.19)

as required in (5.19).
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We recall as an important example that thus the above representation (5.19)
applies to the multiquadric function; it is conditionally positive definite of order
one if augmented with a negative sign, i.e. ¢(r) = —+/r2 + 2, ¢ > 0. We wish
to use Lemma 5.11 and (5.19) which imply that it suffices, in order to establish
a lower bound ¢ for the smallest eigenvalue in modulus, simply to find a lower
bound on the positive definite quadratic form with kernel et
inequality of the form

(5.20) Z Z de dp e 16751 > 9(r) Z |de > = 0 ()|

E€E (eE E€E

, 1.e. to prove an

Then, ¥ in Lemma 5.11 can be taken from (5.19) and (5.20) by integration
against the measure

z?:/oo wd,u(t)>0,
0 t

because this is how the radial basis function is defined using the representation
(5.19). When the above integral exists, the (with respect to r) constant terms
¢(0) and 1/¢ disappear because we require the sum of the components of the
coefficient vector {d} to vanish. It is therefore, in the next step of the analysis
of the condition number, necessary to find a suitable ¥ (¢) for (5.20). This we do
not do here in detail, but we state without proof that a suitable ¢ (¢) is provided
by Narcowich and Ward (1991) and what its value is. It is their work that
was instructive for the presentation here. They define, for a certain constant &,
which depends on the dimension of the underlying space but whose value is
immaterial otherwise, and for the aforementioned separation radius ¢ of points
& and ¢ from E,

1
5.21 — Z min [ = |,
(.21 ¢ =7 min [I§ =l

the quantity 9 (¢) for the desired estimate (5.20) as a constant multiple of
(5.22) 175 g e W@ 5.

Note that we are leaving out a constant factor which only depends on the
dimension, our bounds being dimension-dependent in all sorts of ways anyhow;
what is most interesting to us is always the asymptotic behaviour with respect
to parameters of the radial basis function and possibly the number and spacing
of centres.

This gives a ¢ through integration as above, whose reciprocal bounds the
required ¢>-matrix-norm by integrating (5.22) with respect to d . Further, it is
easy to bound the £2-condition number now, since one can bound the £>-norm
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of the matrix A = {¢(||§ — ¢ |)}e,cez itself for instance by its Frobenius norm

IAllF = [ ¢dllE — D>
£,0€B

This, in turn, can for example be bounded above by the following product which
uses the cardinality of the centre-set:

|E] x max [p(l§ — ¢IDI.
Ete€E

Here, |E]| is still the notation for the finite cardinality of the set of centres &
which we use.

We give a few examples of the quantitative outcome of the analysis when
the radial basis function is the multiquadric function and its parameter c is set
to be one. Then the measure du is defined by the weight function that uses the
standard I'-function (Abramowitz and Stegun, 1972),

efczt a—1
5.23 du(t) = ——dt.
(5.23) u(t) r@)
We let, for the multiquadric function, ¢ = 1, n = 2 and in order to simplify
notation further

2
p:=q2/(1+\/1+q2/4)~%, q— 0,

for small g. Then the Euclidean matrix norm of the inverse of the interpolation
matrix is at most 24e1%/?)/p, as follows from (5.22) and the above. This is
asymptotically

48 2
— ) qg — 0.

pD
For n = 3 one gets 36 (1% / p and asymptotically

2 6(32/42), g — 0.

72
For ¢ — oo one gets in two and three dimensions the asymptotic bounds 12/g
and 18/q, respectively. Indeed, one expects quickly — here exponentially —
growing bounds for ¢ — 0 because naturally the matrix becomes singular for
smaller ¢ and the speed of the norm’s growth is a result of the smoothness of ¢,
the multiquadric being infinitely smooth. Conversely, for large g, one expects
to get bounds that are similar to the bound for ¢ = 0, because in that case, ¢
is very small compared with g. Indeed, an important result of Ball (1992) gives
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an upper bound that is a constant multiple of /7/g on the size of the inverse
of the interpolation matrix for ¢ = 0.

These bounds have been refined in Ball, Sivakumar and Ward (1992) to give
for multiquadrics, general ¢ and all n the upper bound for the Euclidean norm
of the inverse of the matrix

(5.24) g~ " exp(dnc/q),

multiplied by a universal constant that only depends on the dimension. This
again matches nicely with the aforementioned result due to Ball. We note in
particular the exponential growth of this bound when ¢ diminishes. We note
also its important dependence on the parameter c in the exponent.

5.3.3 Lower bounds on matrix norms

Other lower bounds on the £2-norms of the inverse of the interpolation matrix
have been found by Schaback (1994). Because they confirm our earlier upper
bounds, they give an idea of the typical minimum loss of significance we must
expect in the accuracy of the coefficients for general right-hand sides which
are due to large condition numbers and the effects of rounding errors. We give
three examples of the results of this work below.

Theorem 5.12. Let § be the maximal distance maxg ;cz | — ¢ || between the
finite number of data points E C Q. Let m = |E| be the finite cardinality of
the set of centres.

(1) For ¢(r) = v/r% + c2, the interpolation matrix satisfies the asymptotic
bound
exp(cl(zn!m)'/" — 51/g)

||A71||2 >C s m — o0.
m

(ii) Let ¢(r) = r* log r and n be even. Then the interpolation matrix satisfies
the asymptotic bound

2k—1
1A 2 > Cm ™ !, m — o0o.

(iii) Let ¢(r) = r***1 and let n be odd. Then the interpolation matrix satisfies
the asymptotic bound
A7, = Cm™ 7', m— oo
We observe, e.g. by an application of Stirling’s formula, that the bound in (i)
compares favourably with the upper bound on the matrix norm given above,
except for apower of ¢ which has little effect in comparison with the exponential
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growth of the upper and lower bounds as ¢ diminishes. Also (iii) compares quite
well with the stated upper bounds for k = 0, although we are usually interested
in2k+1>n.

We remark that the above statements show that the minimum norm becomes
larger with a larger number of centres (m — 00). This is, of course, no contra-
diction to the results in the previous subsection, because the minimal separation
distance becomes smaller with a larger number of data in the same domain and
the g above is the maximal, not the minimal distance between centres.

It has been noted already that, while the upper bounds on £2-matrix-norms of
the inverse of interpolation matrices above do not depend on the cardinality of
E, the bounds on the condition numbers do, as they must according to Buhmann,
Derrien and LeMé&hauté (1995). This is also because the bounds on the norm
of the interpolation matrix itself depend on the number of centres. An example
is given by the following theorem which states a lower bound on the condition
number; it applies for instance to the multiquadric radial basis function.

Theorem 5.13. If —¢ is conditionally positive definite of order one and ¢(0) >

0, then the £>-condition number of the interpolation matrix with centres B is
bounded below by |E| — 1.

Proof: The £>-condition number is the same as the — in modulus — largest
eigenvalue divided by the smallest eigenvalue. We note that ¢ is necessarily
nonnegative. Now, because the interpolation matrix has only nonnegative en-
tries, the largest eigenvalue is bounded from below by

mi 3 ol ~¢) 2 (181 - 1)pa),

the separation distance g still having the same meaning as before. Moreover, the
smallest eigenvalue can be bounded from above by ¢(2g) — ¢(0) < ¢(2q).
This is because we may apply Cauchy’s interlacing theorem to the two-by-
two principal submatrix of the interpolation matrix which has entries ¢(0) on
the diagonal and ¢(2¢) elsewhere. Concretely, this means that the smallest
eigenvalue is bounded by ¢(2¢), which gives the result, recalling our lower
bound on the largest eigenvalue from the above display, namely (| 2| — 1) times

#(2q). O

However, this Theorem 5.13 only applies when —¢ is a conditionally posi-
tive definite matrix of order one; for other radial basis functions (Narcowich,
Sivakumar and Ward, 1994) are able to give 02 (actually, the statement is more
generally for £, 1 < p < 0o) bounds on condition numbers that only depend
on g, as defined in (5.21). A typical result is as follows.
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Theorem 5.14. Let ¢ be conditionally positive definite of order zero and the
separation radius q be fixed and positive, let D, be the collection of all finite
subsets of centres E of R" whose separation radii are at least q. Then sup ||A]|,
overall B € D, isfiniteforall1 < p < oo, where A is as usual the interpolation
matrix for the given radial basis function and centres.

There is another highly relevant feature of radial basis function interpolation
to scattered data which we want to draw attention to in the discussion in this
book. We have noted the importance of the norm estimates to the interpolation
matrices and their inverses above, and of course we know about the importance
of the convergence estimates and the approximation orders therein. What we
wish to explain now, at the end of this chapter, is that there is a remarkable
relationship between the convergence order estimates that have been presented
earlier in this chapter and the norm estimates above (precisely: the upper bounds
on £2-norms of inverses of interpolation matrices). It is called the uncertainty
principle.

5.3.4 The uncertainty principle

This relationship which we will demonstrate now was pointed out first and
termed the ‘uncertainty principle’ in Schaback (1993). It is as follows. In order
to explain it, we shall still call the interpolation matrix {¢ (|§ — ¢|D}e cez,
for centres E, the matrix A. For simplicity, we avoid any polynomial term in
the interpolant, that is we restrict ourselves to conditionally positive definite ¢
of order zero, where there is no such term. Thus if A € RE is such that the
interpolation conditions expressed in matrix form

(5.25) AX = {fileez = 1

hold, it is always true that by multiplication on the left by the vector A’ on both
sides of the last display

(5.26) AAx=2Tt

We know that the real eigenvalues of the symmetric positive definite matrix A
are bounded away from zero by a suitable quantity. We have seen such bounds
in Subsection 5.3.1. We take such a positive bound for the eigenvalues and call
it . Thus we have in hand a positive real ©# which provides the inequality

A < AT AN,
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forall vectors A € RE. Therefore, we get from this and from (5.26) the important
inequality

IAL- IFll = ATAX = ATE = 9”1

Moreover, letting A # 0 # ||f|| and dividing by the positive number @ | A||, we
get

(5.27) IAI <o~ Il

Now we recall the definition of the power function. Forgetting for the moment
its use for error estimates, it can be taken for any of the radial basis functions
to be the expression
P(x) =¢0) =2 pe(x) p(llx — &)
Eel
(5.28) D > P pex) $lllE <,
E€E (e€E
where the pg may be arbitrary functions (i.e. not necessarily polynomials) so
long as we have not yet in mind the aforementioned use for error estimates. For
example, p:(x) may be the full Lagrange functions, i.e. linear combinations of
¢(]| - —&|) which provide the conditions

ps(€) = bz, &, (€ E.

In fact, in the section about convergence of this chapter, we have taken the pe
only from the kernel of the associated semi-inner product. The properties which
we use here remain true, however, if the p; are Lagrange functions on the whole
of E. Moreover, we recall the important fact that by its definition through the
inner product notation at the beginning of this chapter, the power function is
always nonnegative. This is unchanged even if we no longer restrict pg to K.
Thus, letting the new |E| + 1 vector p, be

pe = (L (=pe)eez)” € R x RE\ {0)
and

$(0) (ohx—£1),
A, =

(o01x — &) A
E€E

we get the quadratic, x-dependent form

P(x) = &T A, Dx

as an alternative form of the power function above. Let x ¢ E. Now, for each
A, there exists a ¢, > 0 that fulfils the same bound as ¥ does for A because A,
is obtained very simply from A by amending it by a new row and a new column
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which represent the augmentation of E by x to & := E U {x}. Consequently,
with 9, replacing ¥ while at the same time A, replaces A, we get from the
above lower eigenvalue estimate (5.27) now

(5.29) 9 A2 < ATAN A=A, N eR x RE,

for all x ¢ E. Next, it follows from setting in the above display A := Py and
from computing its Euclidean norm that

o (1 +> p§<x>) < P(x),

Ee€l

because | px I>’=1+ Z pg(x). In particular, we get the so-called uncertainty
E€E
principle below. It was proved in the original article by Schaback for general

conditionally positive definite functions, and we state it so here.

Proposition 5.15. If ¢ is any strictly conditionally positive definite radial
basis function and P(x), ¥ are defined through (5.28) and (5.29), respectively,
then

Px)o ' > 1,
which is the uncertainty principle.

If ¢ is conditionally positive definite of positive order, we can use the work of
Subsection 5.3.2 to establish a bound (5.29). Recalling that ¥, is a lower positive
bound on the smallest eigenvalue of the extended interpolation matrix A, thus
1/9, > ||A;l l2, and recalling that bounding P(x) above is a most important
intermediate step in our convergence estimates, cf. our proof of Theorem 5.5
for instance, we can see that upper bounds on £,-norms of inverses of A and
associated convergence orders are deeply interrelated through the uncertainty
principle.

Concretely, if 9, is big —thus our norm estimate is small which is the desirable
state of affairs — then P (x) cannot be small as well. This is why this is called the
uncertainty principle in Proposition 5.15. Indeed, in most cases we use bounds
of the following form, where the first one is for the convergence proofs, and
we have encountered it already in this chapter in different shape, e.g. when
bounding (5.13):

P(x) = F(h),
U = Glg),

with continuous and decreasing F and G for small arguments # — 0 and
g — 0. These two functions are often monomials (see Table 5.1).
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Table 5.1

Radial basis function ¢(r) F(h) G(h)

rn 2k —n ¢ 27, 2k >n kK pFen

r*logr, 2k —n € 27, p2k-n o pPken
2+, a ¢, e p2e N (g =1, n =2),
a>—1nc>0 he ™/ Qu =c=1),

2
h2a e~ 12.76¢cn/ h

Typical functions F and G that correspond to some of our radial basis func-
tions are given in Table 5.1, where e.g. the first two expressions for G for
multiquadrins are already known from Subsection 5.3.2 and constants that are
independent of r and 4 are omitted from F and G in order to increase the
readability of the table, taken from the paper by Schaback (1995a). The § is a
positive constant, independent of /.

We may simplify this even further, if we make a choice of centres such that
we have for & and g and some § > 0

> lhs
q = 1o
Then one can establish the bounds
1
G(E(Sh) <9, < P(x) < F(h)

for all x € 2. In closing this chapter, we remark that our analysis above also
provides bounds on the Lagrange functions mentioned before, namely
P(x) - F(h)

O T G(38h)

1+ pex) <
Ee€l
This means in particular that they cannot grow too quickly (in other words, too
badly) in regions where there are sufficiently many regularly (not gridded, but
‘sufficiently close’ to a grid) distributed centres &, because then ¢ is not too
small in relation to 4, and thus § in the penultimate display need not be very
small.
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Radial Basis Functions with Compact Support

6.1 Introduction

This chapter deals with radial basis functions that are compactly supported,
quite in contrast with everything else that we have encountered before. In fact
the constructions, concepts and results developed in this chapter are closely
related to the piecewise polynomial B- and box-splines of Chapter 3 and the
finite elements of the well-known numerical methods for the numerical solution
of (elliptic) differential equations. The radial basis functions we shall study now
are particularly interesting for those applications. Compactly supported radial
basis functions are particularly appealing amongst practitioners.

They can be used to provide a useful, mesh-free and computationally efficient
alternative to the commonly used finite element methods for the numerical
solution of partial differential equations.

All of the radial basis functions that we have considered so far have global
support, and in fact many of them do not even have isolated zeros, such as the
multiquadric function for positive c. Moreover, they are usually increasing with
growing argument, so that square-integrability and especially absolute integra-
bility are immediately ruled out. In most cases, this poses no severe restrictions
since, according to the theory of Chapter 5, we can always interpolate with these
functions. We do, however, run into problems when we address the numerical
treatment of the linear systems that stem from the interpolation conditions, as
we have seen in the discussion of condition numbers in the previous two chap-
ters and as we shall see further on in Chapter 7. On the other hand, we can form
quasi-interpolating basis functions v (not to be confused with our growing ra-
dial basis functions ¢ from which they stem), and the i decay quickly. This
is a change of basis as is the further use of the Lagrange functions L that we
have studied in Chapter 4 and that decay quickly too. Sometimes, we can get
very substantial, fast decay and the spaces for the radial basis functions contain

147



148 6. Radial basis functions with compact support

bases which are ‘essentially’ locally supported. The importance of this idea is
nicely illustrated by the case of polynomial splines where we use the B-spline
basis to render the approach practicable.

A similar thought was important for our convergence proofs and it plays an
important role in the design of the fast algorithms of the next chapter.

The above substantive arguments notwithstanding, there are applications that
demand genuine local support which none of our radial basis functions studied
up to now can provide, in spite of their otherwise highly satisfactory approxi-
mation properties. One reason for the requirement of compact support may be
that there are such masses of data, which need to be interpolated, that even ex-
ponential or quick algebraic decay is not sufficient to localise the method well
enough so as to provide stable and fast computations. Further applications, e.g.
from meteorology, require the approximants to vanish beyond given cut-off
distances.

Among the many practical issues associated with choosing a suitable data
fitting scheme is the need to update the interpolant often with new data at new
locations, and this may need to be done fast or in ‘real time’ for applications.
Updating interpolants for radial basis functions with global support, however,
requires significant changes to the nonsparse interpolation matrix — one com-
plete (nonsparse) row and column are added each time a new centre comes
up — whereas interpolation matrices with compactly supported basis functions
are usually banded and admit easy ‘local’ changes in the sparse matrix when
centres are added, for example. Also, in standard finite element applications,
compact support for the test functions with which the inner products are formed
is usually required in order that the resulting stiffness matrices are banded and
that the inner products which form their entries are easily computable, either
explicitly or by a quadrature rule. A typical finite element application results
from a Galerkin ansatz to solve linear or even nonlinear elliptic PDEs numeri-
cally, where the given differential equation is reformulated in a weak form that
contains inner products of the test functions as outlined in the last section of
Chapter 2. In this case, the quadrature of the integrals which form the inner
products is the computational ‘bottle neck’, because the integrals have to be
computed accurately, and there are many of them in a high-dimensional stiff-
ness matrix. If the test functions are compactly supported, many of the inner
products vanish and therefore the stiffness matrix whose entries are the inner
products becomes banded.

Finally, we may be dealing with exponentially growing data that do not fit
into our algebraically localised (i.e. with algebraically decaying basis functions)
quasi-interpolating methods or radial basis function interpolation schemes
because their fast increase influences the approximants everywhere.
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In the search for compactly supported radial basis functions, it is important to
remember that we do not want to give up the remarkable nonsingularity results
of Chapters 2 and 5 which are still a fundamental reason for studying and using
radial basis functions. It turns out that there is no need to give up those desirable
properties even while remaining in our general setting of (conditionally) positive
definite functions. Therefore we address first the question what kind of results
we may expect in this direction.

It follows from the Bernstein representation theorem that a compactly sup-
ported univariate function cannot be completely monotonic so long as trivial
cases such as constant functions are excluded. This is so because a globally
supported kernel, that is one on the whole n-dimensional Euclidean space, is —
if exponentially decaying — integrated with respect to a nonnegative measure
(not identically zero), in the Bernstein representation theorem, to form and
characterise a completely monotonic function. In some sense, the ‘most local’
completely monotonic function is the exponential function, i.e. the kernel in
the Bernstein representation, which results if the measure appearing in the rep-
resentation formula is a point measure. And so a compactly supported radial
basis function cannot be (conditionally) positive definite on all R". Therefore,
for a start, complete monotonicity cannot be the correct concept in this chapter
about compactly supported radial basis functions.

Also, as we have seen, the property of conditional positive definiteness of pos-
itive order is closely related to the Fourier transform of the radial basis function
having a singularity at the origin; specifically, the converse of Theorem 5.1 —the
proof can be found in the literature, cf. Guo, Hu and Sun (1993) — which states
that conditional positive definiteness of the interpolation matrix for our radial
basis function requires that the derivative of some order is completely mono-
tonic, subject to a suitable sign-change. Further, the proof of Theorem 4.10
shows that the complete monotonicity of the kth derivative of a univariate
function ¢: Ry — R implies that the generalised Fourier transform of the
n-variate function ¢(|| - ||) possesses an algebraic singularity of order k at the
origin.

Now, since every continuous radial basis function of compact support is
absolutely integrable, its Fourier transform is continuous, and, in fact, analytic
and entire of exponential type, a notion which we have already encountered in
the last section of Chapter 4. This rules out conditional positive definiteness of
nonzero order for compactly supported radial basis functions. Thus we are now
looking for functions that give rise to positive definite interpolation matrices for
certain fixed, but not all, dimensions 7, and are not completely monotonic. (We
shall see in the sequel that instead multiple monotonicity of a finite order is the
suitable notion in the context of compactly supported radial basis functions.)
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We remark that since it is not possible to construct compactly supported radial
basis functions that are positive definite on R” for all n, as a result of our remarks
above, we get positive definite functions only for some dimensions, restricted
by an upper bound.

We also include a short study of the convergence of interpolants with com-
pactly supported radial basis functions in a section of this chapter. It is there
where most of the discussion in the approximation theory and radial basis func-
tion community about the usefulness of the radial basis functions with compact
support enters, because the known convergence results are not nearly as good
as those observed for the globally supported ones in the previous two chapters.
In particular, there is a significant trade-off between the size of the support of
the radial basis functions relative to the spacing of the centres — or the number
of centres within — and the estimated error of the interpolant. This may also
mean that special attention may need to be given to the condition numbers of
the matrix of interpolation when methods are used in practice.

We are now in a position to introduce the new concept of positive definite
compactly supported radial basis functions. Specifically, we present two seem-
ingly different classes of radial basis functions that have compact support and
discuss their properties.

6.2 Wendland’s functions

A particularly interesting part of the work in this direction is due to Wendland,
initiated in part by Wu (1995a, b) who was the one of the first approximation the-
orists to study positive definiteness of compactly supported radially symmetric
matrices. Indeed, Wendland demonstrated that certain piecewise polynomial
functions have all the required properties. They usually consist of only two
polynomial pieces. Note that the n-variate radially symmetric ¢(|| - ||) is not
piecewise polynomial, however, so we are not dealing with spline spaces here
unless the dimension is one.

Moreover, for Wendland’s class of basis functions, we can identify the mini-
mal degree of these pieces such that a prescribed smoothness and positive defi-
niteness up to a required dimension are guaranteed. We have already mentioned
in the introduction to this chapter that the positive definiteness is dimension-
dependent and this clearly shows in the construction. We will describe his
approach in some detail now.

For the Wendland functions, we have to consider radial basis functions of
the form

=[50 K020 2t
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with a univariate polynomial p. As such they are supported in the unit ball,
but they can be scaled when used in applications. The Fourier transform in n
dimensions is, due to a standard formula for radially symmetric functions (see,
e.g., Stein and Weiss, 1971), the univariate transform

2m"/?

(6.2) o(r) = NP

1
/ d($)s"1Q,(rs)ds, r > 0.
0

Here,
—n/2+1
20=r(3)(;) " .
As always, the letter J denotes the standard Bessel function of the order indi-
cated by its index (Abramowitz and Stegun, 1972, p. 358). This is related to 2,
of Chapter 4 by ©,(x) = I'(5)227'Qu_(x, 1). We only integrate over the unit
interval because of the support size [0, 1] of expression (6.1).

Itis well-known that this Fourier transform as a function in n dimensions, i.e.
the expression (6.2), is positive if (6.1) is coupled with the univariate polynomial
p(r) = (1 — r)* and an exponent £ > [n/2] + 1 (Askey, 1973). Beginning
with this particular choice, Wendland’s more general radial basis functions are
constructed by integration of this univariate function. This is suitable because of
the surprisingly simple result we state next. The result uses the notation Z f (r)
for the integral of f in the form

[o.¢]
/ sf(s)ds, r >0,
if the integral exists for all nonnegative arguments.

Lemma6.1. Ifthe transformed (Z¢)(||-||) is absolutely integrable as a function
of n variables, then the radial part of its Fourier transform is the same as the
radial part of the (n + 2)-variable Fourier transform of ¢(|| - ||), i.e.

2/2+1

1
(f)(}") = m/ ¢)(s)s'l+19n+2(rs)ds

47Tn/2+l .
= nF(n/Z) f O()s" T Q40 (rs)ds, r>0.

The last line follows from the well-known multiplication formula for the
I"-function

F'x+1)=xI'x)

(Gradshteyn and Ryzhik, 1980, p. 937). The proof of this auxiliary result
about the introduced operator Z is an easy consequence of direct computa-
tion with a straightforward exercise in computing Fourier transforms and the
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expression (6.2). In fact, as Castell (2000) points out, it can be deduced from
very general principles, where the operator Z = Z' is a special case of the
operator

I f(r) = / Oo(sz — Y lsfs)ds,  r>0,

where « is a positive constant. For k = 1, this is the above definition of Z.
Now, Castell (2000) shows by using the expansion for the Bessel function from
Gradshteyn and Ryzhik (1980, p. 959)

=D (3)"
Qn(x)z <E)Zk|r(n j—k)
that
Q2(x) = (n%z)zlsznoc).

From this, the lemma may be derived. Moreover, we get a one-step recurrence
if we use Z'/? instead (Castell, 2000).

In view of this lemma, we define ¢, ;(r) = ¢(r) = ZF(1 — r)’, where
T* marks the Z-operator applied k times. This is clearly of the general form
(6.1). Furthermore, we assert that ¢ is positive definite on R” and 2k times
continuously differentiable if £ = [n/2] + k + 1. At this point, this is easy to
establish. Indeed, the Fourier transform is nonnegative and positive on a set of
nontrivial measure by Lemma 6.1 and by the remark we made above about the
Fourier transform of (1 — r)ﬂ. The differentiability follows directly from its
definition as a k-fold integral and from the definition of £. The following two
results claim uniqueness of this function of compact support and a representation
with recursively computable coefficients. Their proofs can be found in the work
of Wendland (1995).

Proposition 6.2. There is no nonzero function of the form (6.1) that is 2k times
continuously differentiable and conditionally positive definite of order zero and
has smaller polynomial degree than the above p.

Proposition 6.3. We have the representation

k
Z—k(l _ r)(Z — Z,Bm,krm(l _ r){Z:-Zk—m
m=0

with recursively computable coefficients

B (7 + 111
Bjk+1 = mXJ: 1 Brn. Ke+2k—m+ 1), j+2
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and Boo = 1. Here (- )y is the Pochhammer symbol (q)y = q(q +1)...(qg +
k—1)and[qlk =q(g —1)g —2)...(g —k+1).

We give several examples for radial basis functions of this type for various
dimensions. Examples are for

n = 1 and k = 2 the radial basis function ¢(r) = (1 — r)fr(Sr2 +5r +1),

n = 3 and k = 3 the radial basis function ¢(r) = (1 — r)i(SZr3 +25r2 +
8r + 1) and

n = 5 and k = 1 the radial basis function ¢(r) = (1 — r)i(Sr + 1).

The advantage of these radial basis functions is that they have this particularly
simple polynomial form. Therefore they are easy to use in practice and popular
for PDE applications. Their Fourier transforms are nonnegative but not iden-
tically zero which implies the positive definiteness of the interpolation matrix
for distinct centres. This fact follows from Bochner’s theorem which is stated
and used below.

6.3 Another class of radial basis functions
with compact support

In another approach we require compactly supported radial basis functions with
positive Fourier transform, and pursue an altogether different route from the one
used by Wendland by defining the functions not recursively, but by an integral
that resembles a continuous convolution. We obtain a class of functions some
of which are related to the well-known thin-plate splines. Indeed, the functions
we get initially are only once continuously differentiable like thin-plate splines,
but we will later on present an extension which enables us to obtain other
functions of compact support with arbitrary smoothness. This is especially
important in connection with the convergence result which we shall prove for
the radial basis functions of compact support, because, as in the convergence
theorems established in the previous two chapters, the rate of convergence
of the interpolant to the prescribed target function is related to the smoothness
of the approximating radial basis function.

The reason for seeking compactly supported analogues of thin-plate splines
is that we wish to employ their properties in applications, e.g., when differential
equations are solved by radial basis function methods (for the importance of
this issue see our remarks in the last section of Chapter 2 and in the introduction
to this chapter).
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The radial basis functions we seek are generally represented by the
convolution-type integrals

0 A
(63) ¢WMD=AW(L%MWM)gwMﬁ xR,
X

where g is from the space of compactly supported continuous functions on R .
The resulting expression is clearly of compact support, the support being the
unit ball as in the previous section. It is scalable to other support sizes as may
be required in applications. Further, we shall require that g be nonnegative.
Similar radial basis functions that are related to multiply monotonic functions
and their Williamson representation were already considered in Chapter 4, but
they were not of compact support since the weight function g was not compactly
supported. However, they also gave rise to nonsingular interpolation matrices.

In principle, we can admit radial basis functions whose support radii depend
on the centres ¢z (r) = ¢(r/5¢), but then the interpolation matrix A = {¢:(||¢ —
&1} is no longer symmetric and may be singular. Indeed if E consists of zero
and m — 1 centres on a circle of radius two, say, and the centres on the circle
have equal angular distance, then singularity can occur; for this we place m — 1
of the basis functions about the points on the circle and we scale the one about
the origin by arranging its support and its coefficient in such a way that we have
a nontrivial approximant which is identically zero on E.

Itis easy to see by the Williamson representation theorem that (6.3) is multiply
monotonic because by a change of variables, with nonnegative weight function
g, ¢ can be reformulated as

-2

o= [ (1-r) sa/pprap. sz
0

Therefore, we note already at this point that (6.3) is such that ¢(/r) is
(A — 1) times monotonic (see Definition 4.1) by appealing to Theorem 4.13
as mentioned. This justifies our observation in the introduction to this chapter,
namely that radial basis functions with compact support are related to multiply
monotonic functions.

We require ¢ > 0 everywhere; indeed, this allows an application of Bochner’s
theorem to deduce immediately the positive definiteness of the interpolation
matrix. Alternatively, ¢ < 0 for negative definiteness. The compact support, and
therefore the integrability of ¢ and the existence of a smooth Fourier transform,
are guaranteed automatically by the compact support of g in (6.3).

Pertinent is therefore the following result of Bochner (Widder, 1946). We
state it only in the specific, slightly modified way which is suitable for our
application, but in fact it is available as a more general characterisation of all
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nonnegative definite distributions, which have to be the Fourier transform of a
nonnegative measure.

Bochner’s theorem. [f the Fourier transform of a continuous F: R" — R is
positive, then the symmetric matrix with entries F(§ —¢), £, ¢ € E, is positive
definite for all finite sets of distinct points & C R". Conversely, if a continuous
F: R" — R is such that all finite matrices with entries F(§ — ¢), £, € E,
are nonnegative definite, then F must be the Fourier transform of a nonnegative
finite-valued Borel measure.

We have no recursive formula as in the previous section but wish to com-
pute the Fourier transform directly. As has been used in this book before, in
the sequential computations, the symbol = means equality up to a generic
positive (multiplicative) constant whose exact value is immaterial to us in the
analysis. The following evaluation of ¢ follows the same lines as the analysis at
the end of Chapter 4 concerning multiply monotonic functions. We begin with

. oo VB
lxIh= fo /0 (1 —s2/BYs" ' Qu(slxl) ds g(B) dp.

This is, by integrating the truncated power multiplied by the Bessel function,
substituting the expression for €2, into the integral, according to equa-
tion (11.4.10) of Abramowitz and Stegun with o = $n — 1, v = A,

2’T(v+ 1)

/2
/ Ju(zsint)sin“™ ¢t cos™ Tt dt = pr Jyrv11(2).
0

Making changes of variables ||x|[+/B — z, s — +/Bsint allows us to deduce
that (|| - ||) is a fixed constant multiple of

11777 [ s (I61VB) 87/ ) .

This again becomes, by a change of variables, a constant multiple of the integral

o0
72 [ s g (P11
0

Finally, by including our particular weight function g we get an expression for
the required Fourier transform,

~ llxll )
Blllx =l 22 / FanpOF P ([P = ) dr.
0

As we will see below in the proof of Theorem 6.4, this weight function g
is sufficient for the Fourier transform of the radial basis function to be al-
ways nonzero, where certain additional conditions on the various exponents
are involved. Specifically, we use as additional conditions 0 < u < %, that v
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be at least one, and the following extra requirement which depends on the

dimension:
11
A>max|=,=-(n—1)]).
22

For example we can choose for feasible parameters u = % and v = 1, which
leads to the applicable basis functions given below.

In view of the above analysis and recalling Bochner’s theorem, we have the
following Theorem 6.4, where the positivity of the Fourier transform has still
to be settled in the proof following.

Theorem 6.4. For g(B) = (1 —pB*), 0 < u < % and v > 1, the Fourier
transform of the radial basis function of compact support stated above is ev-
erywhere well-defined and strictly positive, whenever A satisfies the condition
in the display above. Therefore the associated symmetric interpolation matrix
{o(IE — ¢ID}e,cce is positive definite for all finite sets of distinct points B in
n-dimensional Euclidean space.

Proof: 'We have already computed what the Fourier transform of the radial
basis function is up to a positive constant multiple. The results of Misiewicz
and Richards (1994, Corollary 2.4, using items (i), (ii) and (v)), and the strict
inequalities (1.1) and (1.5) in the paper Gasper (1975a) provide the following
result which we shall summarise here in Lemma 6.5 and shall subsequently use
in our computations.

Lemma 6.5. Let0 < u < %, v > 1; the so-called Hankel transform, which
is defined as

X
/(f”—ﬁWﬂh@Mn
0

is positive for all positive reals x if o and B satisfy any of the following three
conditions:
@
(if) B=<3
(i) o = ag — 8, B = Bo + 6 where ay, By satisfy either (i) or (ii) above and §
is nonnegative.

| DIw

=a=<p
1 —
1S =

We continue with the proof of Theorem 6.4. Now, for the case n > 1 of
Theorem 6.4, we use (i) and (iii) and set here ag = %, o = %n — A+ 1, that
is§ = A+ % — %n, and B = A + %n So we see that our result is true for
A > %(n — 1) — this is in order that the constant § be nonnegative — provided

that By = A+ %n —38 > 2. Forthe latter it suffices that n is at least two, recalling

2
our condition on A.
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In the univariate case we apply the result from Lemma 6.5 that the above
display is positive whenever —% < ap+38 = Bo—8 < 32, again for a nonnegative
8. Thus we get that § = A — % which has to be nonnegative. In other words,
A > % Moreover, we have a condition that g + 6 = 1 > —% which is always

true,and By — 8 =1 < % which is easily seen to be true as well. O
An example to illustrate this result is provided by the choices A = v = 1,
p = 1, which give

1 4 .
5+ lIxl? = Zlxl? + 2lx*log x| if O < |lx||
, otherwise,

IA

o(llx]) = {

by simple calculation directly from (6.3).
Another example is provided by the choices A = 1, v =4, u =
give ¢(J|x||) as the function

%, which
B R0l = e 4 300 - e

s(xl) = +2llx )1+ 2llx* log x| if 0 < [lx]| <1,
0. otherwise.

We recall that these functions can be scaled for various support sizes. We
also note that the resulting basis functions are continuously differentiable as
multivariate functions. Indeed, possessing one continuous derivative is the best
possible smoothness that can be obtained from the results of Theorem 6.4, due
to the nature of the Euclidean norm inside the truncated power in the definition
of our radial basis functions.

There is an extension to this theory which shows that positive definiteness
of the interpolation matrices prevails if we implement certain smoother radial
basis functions of compact support instead. The proofs are more involved but
nonetheless follow the same ideas as the proof of Theorem 6.4.

Theorem 6.6. Let n, | and g be as above, v > 1, and suppose ) and ¢ > —1
are real numbers with

1, efék, ifn=1,or
A > % e < min(%,k— %) ifn=1, and
Y-, e<i(i-tm-D) ifn>1

Then the radial basis function
oo 9 A
$(lx|) = / (1-IxI7/8) Be®rap, xR,
llx 11

has an everywhere positive Fourier transform. It therefore gives rise to positive
definite interpolation matrices for finitely many distinct centres in n-dimensional
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Euclidean space. Moreover, those radial basis functions satisfy ¢(|| - ||) €
C 1+]2¢] (Rn )

Proof: 'We apply the same arguments as before, and therefore shall be brief
here; we note in particular that according to Lemma 6.5 (iii) the Fourier trans-
form of ¢ is still positive within the stated range of &, for the following
reasons.

(1) The « in the proof of Theorem 6.4 may be replaced by o = %n —A+1+4
2¢, and Lemma 6.5 states that the positivity of the Fourier transform
prevails, so long as we replace § by § — 2¢ and § remains nonnegative.

(2) That we still require the latter to be nonnegative gives rise to the specific
conditions on ¢ in the statement of the theorem, i.e. that for n > 1 the
quantity & must be in the range

lk 1
i)

(3) The analysis for n = 1 requires several special cases. Briefly, conditions
(i) and (ii) of Lemma 6.5 show that the conditions A > 1 in tandem with
e < lk are sufﬁcient for our demands. By contrast condition (ii) alone
admlts A > 5, together with ¢ < mm(z, %). On the other hand, no
further comments are supplied here for the rest of the proof of positivity
of the Fourier transform. It is left as an exercise to the reader.

The next fact we need to prove is the smoothness of our radial basis function
as a multivariate, radially symmetric function.

A way to establish the asserted smoothness of the radial basis function of
compact support here is as follows. It uses results from the chapter before last.
Specifically, the Abelian and Tauberian results after the statement of Theo-
rem 4.14 in Chapter 4 can be applied to the Fourier transform of our radial
basis function of compact support. They give for the choice u = ¢ — A that this
Fourier transform satisfies ¢(r) ~ r~"~2=% for r — oo. Therefore, recalling
that ¢ is continuous everywhere else and in particular uniformly bounded in a
neighbourhood of the origin, we have ¢(r) ~ (1 + r)™"~272. We can employ
the Fourier inversion formula from the Appendix for absolutely integrable and
rotationally invariant ¢,

$(r) = / B Qulrs)ds, 1 =0,

['(n /2) "2

to deduce that we may differentiate the radial basis function of compact sup-
port fewer than 1 + 2¢ times and still get a continuous function, each of the
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differentiations giving a factor of order s as a multiplier to the Fourier transform
$(s) in the above display.

We now use our conditions on v and ¢ to verify the required conditions
for the application of the analysis of Chapter 4. Specifically, the condition
u=¢e¢—ir> —n/2—x—1 from Chapter 4 is satisfied since we demand
& > —1 because this immediately implies e — A > —A — %n — 1, together with
n > 0. The theorem is proved. O

6.4 Convergence

The convergence properties with these radial basis functions are satisfactory
but not spectacular and are not, in particular, becoming better with the dimen-
sion n as with most of the other radial basis functions we have seen so far.
One typical result that shows convergence is given below. We note immedi-
ately that no universal constant scaling of the radial basis functions is suitable
when it is of compact support. Indeed, if the data are much further apart than
the support size of the compactly supported radial basis functions, we will
get a useless approximation to the data, although it always interpolates, the
interpolation matrix being a nonsingular diagonal matrix. Conversely, if the
data are far closer to each other on average than the support size of the ra-
dial basis function, we lose the benefits of compact support. Thus, the scaling
should be related to the local spacing of the centres. Therefore, one has to
apply a variable scaling which also shrinks with the distance of the data sites.
This fact is represented in the following typical result, although it only uses
a scaling which is the same for all centres and does not differ locally for dif-
ferent centres. We recall the definition of D~* L2(R") for nonintegral k from
Subsection 5.2.1.

Theorem 6.7. Let ¢ be as in the previous theorem. Let E be a finite set in a
domain Q2 with the fill-distance h defined in Theorem 5.5. Finally, let s be the
interpolant to f € L*(Q)N D~"/>=1=¢ LX(R") of the form (for a positive scaling
parameter §)

s@ =Y k(87w —gl). xR

E€B

satisfying the standard interpolation conditions (s — f)|z = 0. Then the con-
vergence estimate

If = Sllooe < CR™F(1 4 87/2717%)
holds for h — 0.
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Proof: The interpolant exists because of Theorem 6.6. The first observation
we make is that ¢s(]| - ||) is the reproducing kernel for the Hilbert space with
inner product defined by the integral for square-integrable f and g as usual

(f,8) = FHa(t)dr.

1
@) Jre Gs(lel)
Here ¢ denotes the scaled radial basis functions ¢(-/§). The terminology fol-
lows the description of the fifth chapter, except that the above is a proper (i.e. not
semi-) inner product.

This reproducing kernel property is actually much easier to show than in the
previous chapter, because our radial basis function here is absolutely integrable
and positive definite due to the positivity of its Fourier transform. Therefore,
the weight function in the above integral is well-defined and positive. Indeed,
let f be square-integrable and let it have finite Hilbert space norm

1
Q)" Jre ds(li2])

as induced by the inner product. This is nothing other than an L?-norm with
positive continuous weight. Then, we get by a standard argument using the
Parseval-Plancherel theorem (see Appendix) applied to the inner product
(f, ds(llx — ~||)) the pointwise identity

(£ &s(llx = D)) = £,

because both f and the radial basis function are square-integrable and
continuous.

The analysis by Wu and Schaback (1993) performed with straightforward
modifications, which is similar to our proof of Theorem 5.5, provides the error
estimate for our setting on the right-hand side,

(6.4) If = slloo2 < CB/S TN fllg,-

We recall where the two factors in (6.4) come from. The first factor in (6.4)
comes, as in the proof of Theorem 5.5, from the bound on the power function,
and the second factor comes from Proposition 5.3 which is now applied to the
Hilbert space X of all functions with finite norm, equipped with inner product
(-, -) as above and the reproducing kernel k(x, y) = ¢s(||x — y||). There is no
additional polynomial term as in Section 5.2, because the radial basis functions
we use in this chapter give rise to positive definite interpolation matrices, i.e.
they are conditionally positive definite of order zero.

Now, a bound on the second factor on the right-hand side of (6.4) will lead to
the desired result. It can be bounded as follows. We use that $(0) is a positive

1115, = | f()Pdr,
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quantity and that ¢(r) ~ r =272 for r — oo from the proof of Theorem 6.6.
We therefore we have the estimate ¢(r) ~ (1 + r)"~272 for all r.

Next, we have, recalling the definition of ¢s and its Fourier transform as can
be computed by the rules specified in the Appendix, the following integral:

1
Pt

This can be bounded above uniformly by a fixed constant positive multiple of

|f0) dt.

(6.5) @ny's" I fI2, = /R n

(6.6) I £13 + 8242 / 1" F212 | F ()| d.
]Rn

The first norm in (6.6) denotes the standard Euclidean function norm, as we
recall. We note in passing that this estimate implies that our reproducing kernel
Hilbert space X is a superset of

L2(Rn) ) Dfn/ZflfeLZ(Rn).
In summary, this gives the error estimate
If = sllooo < C(h/8)TE(E™/* + 8'F%).

This provides the required result. a

The same convergence analysis can be carried through for the radial basis
functions of compact support of Wendland. One available result from Wendland
(1998) is the following.

Theorem 6.8. Let ¢ be the unique radial basis function of the form (6.1) as
stated in Proposition 6.3 for the integer k at least one. Lets = n/2+k+1/2 and
E be a finite set in a domain Q2 with the fill-distance h as defined in Theorem 5.5.
Let, finally, s be the interpolant to f € D™5L*(R") of the standard form

s =Y heo(lx —€l), xR,

I 13S)

with the interpolation conditions (s — f)|z = 0. Then the uniform convergence
estimate

If = slloc.o < CH*H!/2

holds for h — 0 and a fixed h-independent, but f-dependent, positive con-
stant C.

We note that here the number of centres in each of the supports of the shifted
radial basis functions grows.
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6.5 A unified class

As always in mathematics, we aim to unify results and cast separate classes of
functions into one class wherever that is possible. It turns out that it is for the
class of Wendland’s radial basis functions of compact support and those of the
subsection before last. Indeed, it is remarkable, then, that Wendland’s functions
may also be interpreted as certain special cases of our functions of Section 6.3.
This can be demonstrated as follows.

To wit, we note that if we apply the differentiation operator which is inverse
to Z from Section 6.2,

1
Df(r)= —;f’(r), r=0,

to our radial basis functions of Theorem 6.6 (see also Castell, 2000), it gives
for the choice u = % and any integral A

1
D*¢<r>=m*/ B~ B dB,  0<r<l,

the unscaled radial basis functions being always zero outside the unit interval
in this chapter. Therefore, if we apply the differentiation operator once again
and evaluate the result explicitly, we get for D*+ ¢ (r)

D) = A2 P2 — ) = a2 A=)y, 0<r <1,

for ¢ = A. Now, in order to get Wendland’s functions, we let A = k — 1,
v = [%n] + k + 1 and recall that, on the other hand, we know that the radial
basis functions ¢, ; of Wendland are such that

Dhgatr) = (1 —rf" ™ 0<r <1,

because D is the inverse operator to Z. By comparison of the two preceding
displays, we see that indeed Wendland’s functions may be written in the general
form studied in the section before last, except that there are certain multiplica-
tive constants which are irrelevant. We point out, however, that the proofs of
Section 6.3 about the positivity of the Fourier transforms ¢ require ranges of
the A and v which do not contain the choices we need for Wendland’s functions
above. Therefore his proofs of positive definiteness of those functions are still
needed.
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Implementations

One of the most important themes of this book is the implementation of radial
basis function (interpolation) methods. Therefore, after four chapters on the
theory of radial basis functions which we have investigated so far, we now turn
to some more practical aspects. Concretely, in this chapter, we will focus on the
numerical solution of the interpolation problems we considered here, i.e. the
computation of the interpolation coefficients. In practice, interpolation methods
such as radial basis functions are often required for approximations with very
large numbers of data sites &, and this is where the numerical solution of the
resulting linear systems becomes nontrivial in the face of rounding and other
errors. Moreover, storage can also become a significant problem if |E| is very
large, even with the most modern workstations which often have gigabytes of
main memory.

Several researchers have reported that the method provides high quality so-
lutions to the scattered data interpolation problem. The adoption of the method
in wider applications, e.g. in engineering and finance, where the number of data
points is large, was hindered by the high computational cost, however, that is
associated with the numerical solution of the interpolation equations and the
evaluation of the resulting approximant.

In the case where we intend to employ our methods in a collocation
scheme in two or more dimensions in order to solve a differential or inte-
gral equation numerically with a fine discretisation, for instance, it is not at
all unusual to be faced with 103 or 10° data sites where collocation is re-
quired. The large numbers of centres result here from the number of ele-
ments of square or cubic discretisation meshes or other higher-dimensional
structures.

163
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7.1 Introduction

For most of the radial basis functions which we have encountered up to now,
solving the interpolation equations

AX =,

where f = {f:}zcz, A = {Ae}ecz, as usual A = {¢(||§ — ¢ )} ccz, with direct
methods, such as Gauss-elimination, requires as many as O(| 21 operations
and is therefore computationally prohibitively expensive for the above men-
tioned sizes of the E. (This is so because there is no sparsity in the interpolation
matrix A unless the radial basis functions are of compact support as in the pre-
vious chapter, when A is a band-matrix, with a certain amount of sparsity. This
helps to ease the numerical burden, but in most cases is not sufficient due to
large band-widths.) If A is positive definite, a Cholesky method may be applied
which requires less computational effort but even this reduced work will be too
much if there are 5000 points, say, or more. Incidentally, if A stems from a
conditionally positive definite radial basis function, it can be preconditioned to
become positive (semi) definite. This will be relevant in the last section of this
chapter.

In summary, it is a standard, useful approach to apply iterative methods for
solving the resulting large linear system instead of direct algorithms. This is es-
pecially suitable when the methods are used within other iterative schemes, for
instance for the numerical solution of partial differential equations, so approx-
imate solutions of the interpolation problem are acceptable if their accuracy is
within a specified range, according to the accuracy of the method inside which
the radial basis function approximations are used.

In this chapter, we will describe three efficient such types of approach
to solving the linear systems by iteration. The approaches are responsible
both for the fast solution of the aforementioned linear systems of equations
and for the fast evaluation of the approximants. The two issues are closely
related.

The first approach uses the fact that the radial basis function interpolants
for, say, thin-plate splines (but for instance also multiquadrics), are, in spite
of their global support, in fact acting locally. This is so because there exist,
as we have seen especially in the case when the data are located on a square
integer grid, quickly decaying Lagrange functions in the radial basis function
spaces for interpolation, or other decaying functions for quasi-interpolation.
Thus we are entitled to expect that we may in some sense localise the com-
putations of the interpolant’s coefficients A as well. This motivates the basic
idea of the first approach, which we shall call after its inventors the BFGP
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(Beatson—Faul-Goodsell-Powell) method and of which there is an alternative
implementation in the shape of a Krylov subspace method; it is as follows.

We assume that the coefficients of the required interpolant depend almost
exclusively on the nearby scattered data sites, then decompose and solve the
problem accordingly and derive an iterative method that reduces the residuals
quickly in each step. The type of approach that is employed here is a domain
decomposition approach, in the language of algorithms for the computation of
numerical solutions of differential equations. Indeed, it subdivides the spatial
domain of the problem containing the full data set & into small subdomains
with few centres (small subsets of E) inside each, where the problem can be
solved more easily because it is much smaller. The idea differs from the usual
domain decomposition algorithms, however, in that the different subdomains in
which the centres we use reside are not disjoint — or even ‘essentially disjoint’,
i.e. overlapping by small amounts.

In this, as well as in the next section, we focus on the important special case
of thin-plate spline interpolation. We note, however, that the methods can, in
principle, be applied to all radial basis functions (4.4) and their shifts such as
multiquadrics, shifted logarithms log(r? + ¢?) for positive parameters c, etc.

A second route we pursue is a so-called multipole method, an approach
which has been fostered in the form that is suitable for radial basis functions
mainly by Powell, Beatson, Light and Newsam. Originally, however, the basic
idea is due to Greengard and Rokhlin (1987) who used the multipole method to
solve integral equations numerically when they have globally supported kernels
that lead to large, densely populated discretisation matrices. Thereby they want
to reduce the computational complexity of particle simulations. The problems
which come up when numerical solutions of the linear systems are computed
with those matrices are the same as the ones we face with our collocation
matrices, namely the absence of sparsity, large condition numbers etc. The
multipole method we describe in the third section relies on a decomposition
(and thus structuring) of the data in a similar way to that in the BEGP algorithm,
but it does not use the locality of the approximants or any Lagrange functions as
such. Moreover, the sets into which the centres E are split, are usually disjoint
and in a grid-like structure.

Instead of the Lagrange function’s locality, the fast multipole method uses the
fact that the radial basis functions like thin-plate splines are, except at the origin,
expandable in infinite Laurent series. For numerical implementation, these se-
ries are truncated after finitely many terms, the number of retained terms being
determined by the accuracy which we wish to achieve. The idea is then to group
data sites within certain local domains together and approximate all thin-plate
spline terms related to those centres as a whole, by a single short asymptotic
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expansion. This reduces the computational cost substantially, because the thin-
plate spline terms related to each centre need no longer be computed one by one.
This is particularly pertinent in the thin-plate spline case, for example, because
of the logarithmic term that makes this one-by-one evaluation prohibitively ex-
pensive. The same is true for taking square roots when multiquadrics are in use.

This ansatz can be used in the manner outlined above whenever we wish to
evaluate the approximant s at an x which is far away from the aforementioned
group of centres. Otherwise, a direct evaluation is applied at a relatively small
cost, because it is only needed for the few nearby centres, few meaning typically
about 30, in implementations.

Bringing these ideas together, we are availing ourselves of a scheme that
admits fast evaluation of large sums of thin-plate splines in one operation per
group of centres. In addition we recall that algorithms such as conjugate gradient
methods or, more generally, Krylov space methods can be applied to solve
A = fefficiently, if we can evaluate matrix by vector multiplications fast; the
latter is equivalent to evaluating the approximant

s(@) =Y rep(Ig — €l

EcB

at vectors of points ¢, because {s(¢)};cz = AX. The details are described below.

In fact, as we have indicated at the beginning of this section, even if the
computation of the interpolation coefficients is not the issue, efficient and nu-
merous evaluation of the approximants may very well be. For instance, it is the
case when the interpolant, using only a few centres &, has to be evaluated very
often on a fine multidimensional lattice. This may be required for comparing
two approximants on that lattice or for preprocessing data that will later be
approximated by another method which is restricted to a square grid. More-
over, this may be needed for displaying a surface on a computer screen at high
resolution. In fact, even the BFGP and Krylov space methods require inside
the algorithm especially fast multiplications of interpolation matrix times co-
efficient vector for computation of the residuals, thus fast multipole methods
are also used in conjunction with the first algorithm we present in this chapter.
This is particularly relevant if we wish to use the BFGP method in more than
two dimensions (although at present implementations are mostly used only up
to n = 4 — Cherrie, Beatson and Newsam, 2000).

The third approach we offer is that of directly preconditioning the matrix A
with a preferably simple preconditioning matrix P, which is quite a standard
idea. Standard iterative methods such as a Gauss—Seidel or conjugate gradient
method can then be applied to A. However, it is normal that ill-conditioning
occurs, sometimes severely so, as we have learned in Chapters 4 and 5, and
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the speed of convergence of the conjugate gradient method depends very sensi-
tively on the condition number. Moreover, often the symmetric matrix A is itself
positive definite not on the whole of RE but only on a subspace, a hyperplane
for instance. So the radial basis function is conditionally positive definite, and
indeed a preprocessing is required to move the spectrum of A to the positive real
half-line anyhow. As such it is unsuitable to apply standard methods to solve
our linear system without extra work. In many cases, however, we have enough
information about the properties of ¢ to find suitable preconditioning matrices
for A. For instance, as we have learned in this book already, in many cases
¢(]| - ) is the fundamental solution of an elliptic, radially invariant differential
operator, such as the Laplace operator or the bi-harmonic operator, i.e. that
operator applied to ¢(|| - ||) gives a multiple the Dirac §-function. Therefore we
may approximate those operators by discretisation and obtain decaying linear
combinations of shifts of ¢(|| - ||), much like the linear combinations that oc-
curred in our discussion of quasi-interpolation in the fourth chapter. Dyn, Levin
and Rippa were the first to attempt such schemes successfully, both on square
grids and later on scattered data sites. They gave guidance to preconditioning
thin-plate spline and multiquadric interpolation matrices. Explicit expressions
for the preconditioning coefficients are presented that constitute scattered data
discretisations of bi-harmonic differential operators.

In fact, in many cases finding a suitable preconditioner is the same as finding
coefficients of quasi-interpolating basis functions i that are finite linear com-
binations of translates of our radial basis functions. This is not surprising, as
in both cases we wish to get a localisation of our globally acting radial basis
functions although localisation per se does not automatically mean a better con-
ditioning of the interpolation matrix A unless we achieve diagonal dominance.

In the simplest cases, however, both the coefficients of the 1 and the entries of
a preconditioning matrix are coefficients of a symmetric difference scheme and
lead to better condition numbers of A and better localisation simultaneously.
This is straightforward to establish in the case of a grid of data sites (as is
quasi-interpolation in this setting) but it may be less suitable if the data are
unstructured. Again, the details are given below.

7.2 The BFGP algorithm and the new Krylov method

This algorithm is, as already outlined above, based on the observation that
there are local, sufficiently quickly decaying cardinal functions for radial basis
function interpolants for ¢ from a class of radial basis functions. This class
contains all radial basis functions where decaying cardinal functions for gridded
data were identified in Chapter 4 and, in particular, all ¢ of the form (4.4) and
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their shifts, such as thin-plate splines or multiquadrics, are included. The data
E we use now are allowed to be arbitrarily distributed in Euclidean space R”
and the algorithm computes an interpolant at those data sites to given function
values, as we are familiar with in this book. Of course, the arbitrariness of
the distribution must be slightly restricted by the condition that & contains a
K -unisolvent subset.

7.2.1 Data structures and local Lagrange functions

The first requirement is to structure the data into groups of about g = 30 sites
at a time which are relatively close together. The number 30 (sometimes up
to 50) is used successfully for ¢ in current thin-plate spline implementations
for two or three dimensions. Further, we assume that there is a number g* of
data with which we can solve the interpolation system directly and efficiently;
this is certainly the case when g* is also of the order of 30 points for instance
but it may be of the order of a few hundred. Often, one chooses ¢ = g*. In
the simplest case, we can use a standard elimination procedure for solving the
linear system such as Gauss-elimination or Cholesky factorisation if the matrix
is positive definite (see our remarks at the beginning of the previous section,
and the final section of this chapter).

Since the following method is iterative, it is helpful now to enumerate
the finite number of data (which are still assumed to be distinct) as E =
{;;:1, EZa SERR) ém}-

There are various useful ways to distribute the centres in E into several
nondisjoint smaller sets. One is as follows. For each k = 1,2,...,m — g%,
we let the set £, consist of & and those ¢ different points among &;, where
{=k+1,k+2,...,which minimise the Euclidean distances | & — &,| among
all €41, &k12, - - -, &y If there are ties in this minimisation procedure, they are
broken by random choice. The set £,,_,+;; contains the remaining ¢* points,
that is we let

Lm—q*-H = {é‘m—q*-}—la Em—q*+2a ey ‘i:m}

As an additional side-condition we also require each of the sets of points to
contain a K-unisolvent subset in the sense of Section 5.2, according to which
radial basis function is in use, K being the kernel of the semi-inner product
associated with the radial basis function ¢. For instance, for two dimensions
and the thin-plate splines, K is the space of linear polynomials and we require
an additional linear polynomial. This may alter our above strategy slightly. That
this can be done, however, for each of our sets of nearby points is only a small
restriction on the E which are admitted. For higher-dimensional problems we
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may have to increase the proposed number g = 30 points for each of the local
sets £ when K has dimension more than 30, but for example for thin-plate
splines in two dimensions, g = 30 will be sufficient.

One suitable selection is to choose the last dim K points to be unisolvent, or
renumber the points in E accordingly. Then they are included in all L. Three
points like that are sufficient when thin-plate splines are used in two dimensions.

Next, we introduce the central concept of local Lagrange functions L\
associated with £;. They are linear combinations

(7.1) L) =) dued(lx —ED+ p@).  x € R,

Eely
with p; € K and with the usual side-conditions on the coefficients not stated
again here, which satisfy the partial cardinality conditions within the £y

(7.2) LEE) =1, LY |oea=0.

Because the cardinality |L;| is relatively small, each of the sets of coefficients
Ake can be computed directly and efficiently by a standard method. This is done
in advance, before the iterations begin, and this is always the way we proceed
in the practical implementation of the algorithm.

The basic idea is now to approximate the interpolant at each step of the
main iteration by a linear combination of such local Lagrange functions, in lieu
of the true Lagrange functions which would have to satisfy the full Lagrange
conditions on the whole set E of centres for the given data and which would,
of course, lead to the correct interpolant without any iteration.

Using these approximate Lagrange functions during the iteration, we remain
in the correct linear space U4 which is, by definition, spanned by the translates
ol - —£1), &€ € E, and contains additionally the semi-norm kernel K. We note
that the space U/ contains in particular the sought interpolant s*. Because, in
general, it is true that the local Lagrange functions satisfy

LY |a\o# 0,

this produces only a fairly rough approximation to the Lagrange functions. The
reduction of the error has to be achieved iteratively by successive correction of
the residuals. Therefore, the corrections of the error come from recursive appli-
cation of the algorithm, where at each iteration the same approximate Lagrange
functions are employed. We note, however, the remarkable fact that it is not even
required that |L}€°°| restricted to E \ L, be small. Instead, as Faul (2001) shows
in a re-interpretation of the algorithm we shall present below, the semi-inner
products (L', L), should be small for j # k for efficiency of the algo-
rithm. Using Faul’s approach we may view the algorithm as a Jacobi iteration
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performed on a positive definite Gram-matrix with such entries which is ex-
pected to converge faster, of course, if the off-diagonal elements are small. Here,
leoc are the local Lagrange functions normalised to have semi-norm one, that is
loc
j loc — J
T

We recall that such a Gram-matrix is always nonnegative definite, and if the gen-
erating functions are linearly independent and not in the kernel of the semi-inner
product, it is nonsingular. This is the case here, as the local Lagrange functions
le"c, j=1,2,...,are never in K unless there are as many points as or fewer
than dim K, and they are linearly independent by the linear independence of
the translates of the radial basis functions and the cardinality conditions.

We remark already at this point that the algorithm we describe in this section
will be an O(m log m) process. This is because we require approximately m of
the local Lagrange functions, each of which requires a small, fixed number of
operations to compute the coefficients — this number is small and independent
of m — and because the evaluation of the residuals which is needed at each
iteration normally requires O(m logm) computer operations with a suitable
scheme being used for large m, such as the one related to the particle methods
presented in the next section. In fact, those methods require only O(logm)
operations for the needed function evaluation but the set-up cost for the Laurent
expansions uses up to O (m log m) operations.

7.2.2 Description of the algorithm

Throughout this section we let s denote the current numerical approximation
to the exact required radial basis function interpolant s*; this s is always in the
setU.

To begin with, we let j = 1, 51 = s = 0. Each step of the algorithm within
one sweep replaces s; = s by s+, k =1,2,...,m —q"*, n; being a suitable
correction that depends on the current residuals (s — f)|z and that is defined
below. We then finish each full iteration (also called a ‘sweep’) of the algorithm
by replacing the sum

S=s+m+m+-+ g

by s;4+1 = § + #. Here #) is the radial basis function interpolant to the resid-
ual f — § at the final ¢* points that may be computed either with a direct
method such as Cholesky or preconditioned Cholesky or by applying perhaps
one of the alternative preconditioning methods that will be described in detail
in Section 7.4. Thus one full ‘sweep’ of the algorithm which replaces s; by s
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will be completed and constitutes a full iteration. We are now in a position to
present the details of the algorithm within each iteration step j = 1,2, ....
The interpolation conditions we demand for the final, additional term 7 are

(7.3) 1) = fe —5(8), §€Lpygs1

This final correction term 7 is derived by standard radial basis function interpo-

lation at g * points, and this part of the scheme remains identical in all variants of

the BFGP method. However, we now turn to the key question of how the other

nx are found so that they provide the desired iterative correction to the residuals.
The simplest way is to take for each index k the update

(7.4) (o) = (Z(fs - s@))xks>¢<nx ~ &l
EeLly

This is the shift of the radial basis function ¢(J|x — &||) times that coefficient
which results from the definition of the local Lagrange functions when 1y
is being viewed as part of a cardinal interpolant to the residuals on £;. The
residuals that appear in (7.3)—(7.4) can be computed highly efficiently through
the method presented in Section 7.3. We remind the reader that all coefficients
Ake are worked out before the onset of the iteration and therefore need no further
attention.

In order to understand the method better, it is useful to recall that if the
Ly were all &, i.e. ¢ = |E|, and we set, for simplicity, ¢* = 0, and we also
use, for illustration, K = {0}, then (7.4) would lead immediately to the usual
interpolant on all of the data, because the coefficients A would be the ordinary
cardinal functions’ coefficients. Thus from (7.2) and from the facts that

D sE)Le(x) = s(x),

E€E

> feLe(x) = s*(x),

E€B

recalling that the L; are the full Lagrange functions, we get the following
expression in a single step of the algorithm, all sums being finite:

s+ D0 Y (fi = 5©®) el - &l

k=1 £€B
=5+ > (f = 5©) Y meolx - &l
£cE k=1

=50+ Y (fe = 5®) Le() = 5" (@),

Eel
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where we have used that Az¢, = A j¢, when £; = E for all k. This is because the
interpolation matrix A = {¢(||¢ — &)} <z is symmetric and so is its inverse
which contains the coefficients A, of the full cardinal functions as entries.

This computational algorithm, as it is described, uses only an approximation
to the cardinal functions and therefore only an approximate correction to the
residual can be expected at each step, the iterations proceeding until conver-
gence. Under what circumstances convergence

ls; () — fel = 0

for j — oo can be guaranteed is explained further below.

At any rate, it turns out to be computationally advantageous to update at each
stage with (7.5) below instead of (7.4), that is the modified expression for the
following second variant of the BFGP algorithm:

! L(x) Z (fs - S(%))Ms-

(7.5) m(x) =
)\‘kék Eely

We note, however, that (7.5) of course contains the term (7.4). It is important
to observe that the coefficient Axz, by which we divide is positive because by
the analysis of Section 5.2, Akg, = (LI, L), > 0 in the semi-inner product
introduced in that section.

Indeed, since the Lagrange conditions LI*(¢;) = 84 hold for &; € £; and
L has the form (7.1), we have

(7.6) 0 < [LI)? = (L, L),
= (Z el - =1 Y dae(l - —;n)) :

el CeLly

where the inequality follows from L ¢ K since K ’s dimension is much lower
than that of I/ if trivial cases are excluded. The far right-hand side of the last
display is the same as

33 hehicd(llc — €N

Eely tely
= (Z e (1 — €D + pk@)) = M
Eely cely

according to the analysis in Section 5.2 and in particular the reproducing kernel
property of ¢. We have also employed the fact that p € K for any polynomial
that is added to the sum in the last but one display and used the side-conditions
on the coefficients. It is useful to recall a consequence from the work in the fifth
chapter; namely that the following lemma holds.
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Lemma 7.1. Let E contain a K -unisolvent set and let ¢, U and the semi-inner
product (-, - ), be as above. Then any scalar product (1, t;) satisfies

(1, 1)y = Zisfz(f),

E€E

as long as

ne) =Y Aed(llx — £+ q(x),

E€kB
with the usual side-conditions on the coefficients, q € K, and t; also in U.

The same arguments and Lemma 7.1 imply that we may simplify and cast the
sum of 1, 92, . .., Nu—g+ into one operator by using the convenient form

m—q* 7 loc

nigr Y (L 9.

o M
SO
m—q L}{OC )
fsaf == 3 WL f -9,
k=1 7vké
m—=q* 1 loc
L
= Ak (LES, s* = 8)s,
k=1 7k

using (L, %), = (L, f). by the interpolation conditions and by our above
Lemma 7.1.

Hence it follows that s; is replaced by s;41 = s; + n(s* — s;) + # for
each sweep of the algorithm. Such an operator we will also use later, in the
subsection 7.2.4 in another algorithm.

Powell (1997), who has found and implemented most of what we explain here,
presents, among others, the computational results shown in Table 7.1 using the
update technique demonstrated above. The method was tested on four different
test problems A-D. The centres are scattered in two different problems A
and B. In the third problem C, track data situated on two straight line segments,
the endpoints of which are chosen randomly, are used. The fourth problem D is
the same as C, except that 10 tracks are used instead of 2. In each case, the tracks
must have length at least one. The centres are always in the unit square. The
thin-plate-spline approximant is used in each case and the accuracy required is
10710, The iteration counts are within the stated ranges as shown in Table 7.1.
For the algorithm, the updates (7.5) are used.

It is important to note that in calculating the residuum at each sweep j of
the single iteration, the same s is used, namely the old approximation to our
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Table 7.1

Centres ¢g  Problem A  Problem B Problem C  Problem D

500 10 3141 45-51 9-44 3144
500 30 67 7 4-8 7-13
500 50 5 5-6 4-6 5-8
1000 10 43-52 54-67 16-68 39-57
1000 30 7 7-11 5-9 8-13
1000 50 5-6 5-8 4-6 6-8

required interpolant. The algorithm was found to be actually more robust if for
each k the already updated approximant is used, i.e. the n;_; is immediately
added to s before the latter is used in ;. This slight modification will be used
in our convergence proof below because it leads to guaranteed convergence.
Other methods to enforce convergence are introduction of line searches (see
Faul, 2001) or the Krylov subspace method described below. The version (7.5)
above, however, gives a faster algorithm and converges almost as fast as the
more ‘expensive’ one with continuous updates at each stage. The saving in the
operations count which we make with this faster version is by a factor of g.
Incidentally, hybrid methods have also been tested where, for example, the old
s is used for the first [k /2] stages and then an update is made before continuing.

As an aside we mention that an improvement of the convergence speed of the
above method in a multigrid way (Beatson, Goodsell and Powell, 1995) may
be obtained by finding a nested sequence of subsets

EJ'_HCEJ‘, j=1,2,...,£—1, Ele, |E[|>q,

that is such that each E;,; contains about half the number of elements that
E; does. Moreover, for each j, a collection of subsets {E(’ )} 114} and the
associated local Lagrange functions are found in the same way as described
before, where each E(j ' c g j contains approximately the same number of
elements, still g say. There is also a set L(H S+ containing the remaining
points. Then the algorithm is applied exactly in the same fashion as before,
except that at each stage 1, and # depend on E ;. Thus we have a double iteration
here: in computing the ; we have aloop over k and then we have aloop over j for
the E;. Finally this algorithm can be repeated up to convergence, convergence
meaning, as always in this section and in the next, that the maximum of the
residuals s(§) — f¢ goes to zero (in practice: is smaller in modulus than a
prescribed tolerance). This strategy can lead to improved convergence if the
residuals contain smoother components. The smoother components may be
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removed using fewer centres than the full set E, while the initial updating with
the full set removes any very high frequency components from the error. This
works like a fine to coarse sweep of the well-known multigrid algorithm. For
details see Powell (1996 and 1997). We leave this aside now and turn to the
question of convergence of the algorithm in the following subsection.

7.2.3 Convergence

For the sake of demonstration, we shall prove convergence of one of the versions
of the BFGP method in this subsection for all radial basis functions of the
form (4.4). In some cases each full iteration of the scheme e.g. for thin-plate
splines in two dimensions leads in implementations to a reduction of the residual
by a factor of as much as about 10. Therefore the numerical results provide

m§IX|fs — 51|~ 0-1mEaX|fs —s5;(&)l,

e.g. Powell (1994a).

The convergence proof is as follows. It uses the implementation of the method
we have presented where, in the individual updates 7, each time the most
recent s, i.e. the one already updated by 7;_, is used. We have pointed out
already that this makes the method more robust in implementations, although
more expensive, and indeed we establish its guaranteed convergence now. In
this description, we recall the notation s for the current approximant to the
‘true’ interpolant s*. Due to the immediate update of the residuals we need to
introduce a second index k for each stage within each sweep j.

The first thing we note is the fact that the semi-norm induced by the semi-
scalar product of Chapter 5 ||s — s*|| is always decreasing through each update
of the algorithm. Indeed, at each stage of the algorithm except the last one, where
an explicit solution of a small system takes place to compute 7, ||s — s*||i is
replaced by

1 2
||S>‘< — Sj!k_| — l?LkOCH*

where the factor ¥ is defined through (7.5) as

a.7) 9= 3 (e = a1 ®) e

k& ter,
The s is now doubly indexed; as above, the index j denotes the full sweep
number while the index k is the iteration number within each sweep. Note that
if ¥ vanishes, then the algorithm terminates. We see that here the updates are
performed immediately within each sweep. It is elementary to show that the
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quadratic form in the last but one display is least for exactly that value (7.7) of
¥, because this choice gives the minimum by the quotient
(5T = sk, L),
ILe112

due to ||L}<°C ||i = Akg > 0, as we have noticed already, and due to the identity

(5" = jams L = Y ke (57(0) = 5j416))

Eely

= Z Aks (fg - Sj,k—l(éf))

EeLly

which follows from Lemma 7.1.

In order to complete the proof of the reduction of the semi-norm, we need
only to look at the last stage of the algorithm now. We recall that the final
stage of the iteration adds to § a solution 7 of a small linear system to obtain the
new s. With this in mind, it is sufficient to prove that the following orthogonality
condition holds (for this standard fact about best least squares approximation
cf., e.g., Section 8.1):

(" =5—-7,19.=0
for all linear combinations

(7.8) )= Y wellx — &+ pl),

§ely_gr 11
p € K being a polynomial as required by the theory of Section 5.2, linear in
the paradigmatic thin-plate spline case. We call the set of all such sums 7T*.
Under these circumstances it then follows that 7 out of all functions from 7*
minimises the semi-norm ||s* — § — 7]|:

1 = argmin g« |ls* — § — 7%,

So 7 is the argument where the minimum is attained. Now, the orthogonality
claim is true as a consequence of Lemma 7.1 and

5T = Y (5 - 5©) - 1©),
§€Ly—gx 11
the 7¢ being the above coefficients of the shifts of the radial basis function in
¥ in (7.8). The right-hand side of the above display vanishes because all the
terms in brackets are zero due to the interpolation conditions stated in (7.3).
In summary, ||s;_1 -1 —s* |12 is always decreasing through each sweep of the
algorithm. Therefore, this quadratic form converges to a limit, being bounded
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from below by zero anyway. Moreover, it follows that specifically
(s*—sj,k,l,L}fc)—) 0, j— o0, Yk <m — g¥,

from
(5% = §jp—1, LI)?
IL<:

because of the positivity and boundedness of the denominator in the above
display on the right-hand side. Here the parameter ¢ is the same as in (7.7).

At the end of the kth iteration, the current approximation to the interpolant
is s = s, and in particular (s* — s;, Llloc),k — 0 as j increases. From this it
follows that (s* — s;, LX), — 0 for j — oo since at the beginning of the
(j + Dst iteration,

1 2 2
ls* —sj k-1 = OLCN; = Is™ — sj -1l —

$j1 = 8j + L™ =55, L) /A g,
and thus
(S* — 57— LY(s* — 57, LY ) /D1, LIZOC)* -0

Alternatively, by Lemma 7.1,
Z)‘.i& (S*(fj) - Sk(éj)) — 0, k — oo,
j=t

for all £ < m — g*. From this, it follows that we have pointwise convergence
for all centres, remembering that s (§;) = s*(§;) for all j > m — g* anyhow
and remembering that A, in the above display is always positive.

In summary, we have established the following theorem of Faul and Powell
(1999a).

Theorem 7.2. Let the BFGP algorithm specified above generate the sequence
of iterations sy, $1, . ... Then sy — s* as k — o0 in the linear space U, where
s* denotes the sought interpolant.

The method which we have described above extends without change (except
for the different semi-inner product with different kernel K) to multiquadric
interpolation and there is hardly any change in the above convergence proof as
well. Moreover, work is under way at present for practical implementation of
cases when n > 2 (Cherrie, Beatson and Newsam, 2000, for example).

7.2.4 The Krylov subspace method

A more recent alternative to the implementation of the above BFGP method
makes use of a Krylov subspace method by employing once again the semi-norm
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| - ||« used in the previous subsection and in Section 5.2. It uses basically the
same local Lagrange functions as the original BFGP method but the salient
idea of the implementation has a close relationship to conjugate gradient (it
is the same as conjugate gradients except for the stopping criterion and the
time of the updates of the elements of K in the interpolant) and optimisation
methods. There are practical gains in efficiency in this method. Also, it enjoys
guaranteed convergence in contrast with the algorithm according to (7.5) which
is faster than the one shown above to converge, but may itself sometimes fail
to converge.

We continue to let I/ be the space of approximants spanned by the translates
of the radial basis functions ¢(|| - —£|), £ € E, plus the aforementioned poly-
nomial kernel K of the semi-inner product. Additionally I/; denotes the space
spanned by

(7.9) n(s*), n(mGs™), ... 0’ (s%),

where s* € U is still the required interpolant and n: U/ — U is a prescribed
operator whose choice is fundamental to the definition and the functioning of the
method. We shall define it below. (It is closely related to the n of the subsection
before last.) The main objective of any Krylov subspace method is to compute
in the jth iteration s;4; € U; such that s; | minimises |ls — s*||, among all
s € U;, where we always begin with s; = 0. Here, || - || is a norm or semi-norm
which corresponds to the posed problem, and it is our semi-norm from above
in the radial basis function context.

We have the following three assumptions on the operator n which must only
depend on function evaluations on E:

(a) s € K = n(s) =s,
(b) seUd\ K = (s, 1n(s))sx > 0and
©) s, t el = (n(s), D)s = (5, D))

Subject to these conditions, the above strategy leads to the sought interpolant
s* in finitely many steps when we use exact arithmetic, and in particular the
familiar sequence

(7.10) lls™ = sl i=123,...,

s; denoting the approximation after j — 1 sweeps, decreases strictly monoton-
ically as j increases until we reach s*. We note immediately that conditions (a)
and (b) imply the important nonsingularity statement that n(s) = 0 for some
s € U only if s vanishes. Indeed, if s is an element from K, our claim is trivially
true. Otherwise, if s is not in the kernel K, then s # 0 and if n(s) vanishes this
contradicts (b).
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Further, this nonsingularity statement is essential to the dimension of the
space generated by (7.9). In fact, in the opposing case of singularity, the se-
quence (7.9) might not generate a whole j-dimensional subspace {{; and in
particular may exclude the required solution s* modulo an element of K, which
would, of course, be a disaster. Condition (a) guarantees that the polynomial
part of s* from the kernel K will be recovered exactly by the method which is
a natural and minimal requirement.

The coefficients of the iterates s; with respect to the given canonical basis of
each U{; are, however, never computed explicitly, because those bases are ill-
conditioned. Instead, we begin an optimisation procedure based on the familiar
conjugate gradients (e.g. Golub and Van Loan, 1989, see also the last section
of this chapter) and compute for each iteration index j = 1,2, ...

(711) Sj+1=Sj+Oljdj,
where d; is a search direction
(7.12) dj = n(s* = 5)) + Bidj1.

which we wish to make orthogonal to d;_; with respect to the native space
semi-inner product. Moreover, dy := 0, s; := 0, and in particular d; = n(s*).
No further directions have to be used in (7.12) on the right-hand side in order to
obtain the required conjugacy. This is an important fact and it is a consequence
of the self-adjointness condition (c).

We shall see that condition (b) is important for generating linearly indepen-
dent search directions. The aforementioned orthogonality condition defines the
B; in (7.12), and the «; is chosen so as to guarantee the monotonic decrease.
The calculation ends if the residuals [s;,1(§) — f¢| are small enough uniformly
iné € E,e.g. close to machine accuracy. In fact, as we shall note in the theorem
below, full orthogonality

(7.13) dj d)y =0, 1<j<k<Kk,

is automatically obtained with the aid of condition (c), k* being the index of
the final iteration. This fact makes this algorithm a conjugate gradient method,
the search directions being conjugate with respect to our semi-inner product.
However, the polynomial terms which belong to the interpolant are computed
on every iteration, while a genuine conjugate gradient method only works on
the preconditioned positive definite matrix and always modulo the kernel K
of the semi-inner product. The necessary correction term from K is then added
at the end of the conjugate gradient process.
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The parameter 8; from (7.12) can be specified. It is

('7(5* —5j)s d_,-_l)*

B =—
! lld;—1l12
The minimising parameter in (7.11) is
o= &S i
lld; I3

It guarantees that ||s* — s;||, is minimal amongst all 5; € U;_; through the
orthogonality property

(s —5;,8)=0, Vg el_.

We note that if the required interpolant is already in the kernel of the semi-
inner product, then (a) implies that d; = n(s*) = s* (recalling that s; is zero)
and the choice o} = 1 gives s, = s* as required. Otherwise, s, being zero, s, is
computed as o d;, where d; = n(s*) and oy minimises ||s* —ad; ||«. Since s* &
K, (a) implies d; € K. Hence (d;, d)) is positive and o1 = (s*, dy)./(d1, d1)«
because of (b). We get, as required, ||s* — sz|l« < [|s* — 5114

Thus, in Faul and Powell (1999b), the following theorem is proved by induc-
tion on the iteration index.

Theorem 7.3. For j > 1, the Krylov subspace method with an operator n
that fulfils conditions (a)—(c) leads to iterates s; with uniquely defined search
directions (7.12) that fulfil (7.13) and lead to positive o j and strictly monotoni-
cally decreasing (7.10) until termination. The method stops in exact arithmetic
ink*—1 steps (which is atmost m—dim K ), where in the case that ||s j —s* ||, van-
ishes during the computation, the choice a; = 1 gives immediate termination.

After the general description of the proposed Krylov subspace method we have
to outline its practical implementation for the required radial basis function
interpolants. To this end, the definition of the operator 7 is central. If the kernel
K is trivial, i.e. the radial basis function is conditionally positive definite of
order zero — subject to a sign-change if necessary — we use the operator
m loc loc
(7.14) n: s > ZM
k=1 Mg

where the local Lagrange functions are the same as in the BFGP method defined
in the subsection before last for the sets £; except that for all k > m — g* we
define additionally £y = {&, &1, - .., &} and the associated local Lagrange
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functions. The semi-inner product (-, -), is still the same as we have used
before. This suits for instance the inverse multiquadric radial basis function.

The positive definiteness is a particularly simple case. In fact, the conditions
(a)—(c) which the operator 1 has to meet follow immediately. Indeed, there is
no polynomial reproduction to prove in this case. Condition (b) follows from
the fact that the local Lagrange functions L}c"C are linearly independent, as a
consequence of the positivity of their ‘leading (first nonzero) coefficient’ Azg,,
and because the translates of the radial basis function are linearly independent
due to the (stronger) fact of nonsingularity of the interpolation matrix for distinct
centres. Property (c) is true for reasons of symmetry of the inner product and
due to the definition (7.14).

Taking the approximate Lagrange functions for this scheme is justified by the
following observations. Firstly, the theoretical choice of the identity operator
as 1 would clearly lead to the sought solution in one iteration (with s, = as*
and taking oy = 1), so it is reasonable to take some approximation of that.
Secondly, we claim that this theoretic choice is equivalent to taking mutually
orthogonal basis functions in (7.14). The orthogonality is, of course, in all cases
with respect to (-, -).. This claim we establish as follows.

In fact, it is straightforward to see that the 5 is the identity operator if and
only if the Lagrange functions therein are the full Lagrange functions, i.e.
qg = |EB| — see also the subsection before last — and therefore the approxi-
mate Lagrange functions are useful. Further, we can prove the equivalence of
orthogonality and fulfilment of the standard Lagrange conditions. Recalling
the reproducing kernel property of the radial basis function with respect to the
(semi-)inner product and Lemma 7.1, we observe that the orthogonality is a con-
sequence of the assumption that the basis functions satisfy the global Lagrange
conditions

(7.15) LP(&) = 0, 0>k,

if L}c"c have the form (7.1), because condition (7.15) and the reproduction prop-
erty in Lemma 7.1 imply the orthogonality

(7.16) (L LY = D A L(E) =0
Eel;

whenever j > k. This is indeed the aforementioned orthogonality. The con-
verse — orthogonality implying Lagrange conditions — is also true as a conse-
quence of (7.16) and the positivity of the coefficients Az, .

Property (7.2) is a good approximation to (7.15). For the same reasons as
we have stated in the context of the BFGP method, fulfilling the complete
Lagrange conditions is not suitable if we want to have an efficient iterative
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method because this would amount to solving the full linear system in advance,
and therefore we choose to employ those approximate Lagrange functions. This
requires at most O (mgq>) operations.

When the kernel K is nontrivial, the following choice of 7 is fitting. We let
1 be the operator

m—q* (Lloc s)*Lloc

7.17 S kTR 4 (),
(7.17) n:s k; T
where the local Lagrange functions are the same as before. Here #(s) is the
interpolant from 7* which satisfies the interpolation conditions

n(s)E) =), § € Lngt1-

The fact that 7j(s) agrees with s for all s which are a linear combination of radial
basis function translates ¢(|lx — &), § € L,,_g=+1, and possibly an element
from K, by the uniqueness of the interpolants — it is a projection — immediately
leads to the fulfilment of conditions (a)—(c).

As far as implementation is concerned, it is much easier, and an essential
ingredient of the algorithm, to work as much as possible on the coefficients
of the various linear combinations of radial basis functions and polynomials
involved and not to work with the functions themselves (see Faul and Powell,
1999b). At the start of each iteration, the coefficient vectors A(s;) = (A(s;)i)7-,
and y(s;) = (y(s j),-)f=1 are available for the current approximation, by which
we mean the real coefficients of the translates of the radial basis functions
&(|l - —&; ) and of the monomials that span K, respectively. We shall also use in
the same vein the notations A(d;), A(d;_) etc. for the appropriate coefficients
of dj, d;j_; and other expressions which have expansions, as always, in the
translates of the radial basis functions ¢(|| - —&;||) plus a polynomial.

Further, we know the residuals

rl=fe—s;6), £e€&,

and the values of the search direction at the &s. Further, A(d;_) and y(d;_;)
are also stored, as are all d;_1(§;),i = 1,2, ..., m. The first step now is the
computation of the corresponding coefficients of n(s* — s) in the new search
direction which we do by putting s = s*—s; in the definition of » and evaluating
(LYoc, 5% — 5)x as Zseﬁ, Aje rgj according to Lemma 7.1 and the above display.
When j = 1 at the beginning of the process, the coefficients A(d;) and y(d;)
are precisely the coefficients of n(s* — s), otherwise we set

RPN (TCE) FIRIC)
T M dmida &)
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Table 7.2
Centres g = Iter. Kryl. ¢(r) =r Iter. Kryl. tps  It. BFGP tps
400 10 13 33 29
400 30 6 8 5
400 50 5 7 4
900 10 14 42 36
900 30 7 10 6
900 50 4 8 5

Thus A(d;) = A(n(s* — s)) + BiMd;_y) and y(d;) = y(n(s* - s)) +
Bjy(dj_l). Further

Dis Md)iry,
s Md))id(&)
Finally, we set A(sj4+1) = A(s;) + &;A(d;) and further y(s;+1) = y(s;) +
5[]' )/(dj)

Table 7.2 gives the iteration numbers needed in order to obtain accuracy ¢ =
10~% with a selection of scattered centres and thin-plate splines and ¢(r) = r
using the Krylov subspace method, and using thin-plate splines and the BEFGP
method, respectively. They are taken from Faul and Powell (1999a, 1999b).

Olj:

7.3 The fast multipole algorithm

There is an intimate relation between the task of evaluating radial basis func-
tion approximants and performing particle simulations or the so-called N-body
problem. One of the most successful methods for the numerical solution of the
particle simulations is the fast multipole method.

The basic idea of the so-called fast multipole method is to distinguish, for
each evaluation of the linear combination s(x) of thin-plate spline terms at x,
say, between the ‘near field’ of points in E close to x and the ‘far field” of points
in E far away from x. All thin-plate spline terms of the near field are computed
explicitly whereas collective approximations are used to generate the far field
contributions. It is important that all the dependencies on the centres of the far
field expansions are contained in their coefficients and appear no longer in the
form of translates of a basis function, because this saves the costly individual
evaluations of the radial basis functions. Hierarchical structures on 2 are gen-
erated and used to track down which assemblies of points are far away from
others. This is quite comparable with the work in the previous section, where
the set of centres was decomposed into small (though overlapping) ‘clouds’ of
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points and where corresponding local Lagrange functions were computed. The
next step, however, is different.

In this method, a so-called multipole or Laurent series is used to approximate
the contribution of each whole cloud of points within that hierarchical structure
as a far field. A final step can be added by approximating several Laurent series
simultaneously by one finite Taylor expansion. To begin with we wish to be
explicit about the aforementioned Laurent expansions. We restrict this section
to thin-plate splines in two dimensions and are generally brief, the full details
are given in the introductory articles by Beatson and Greengard (1997) and
Greengard and Rokhlin (1997).

A typical Laurent series expansion to thin-plate spline terms — which we
still use as a paradigm for algorithms with more general classes of radial basis
functions —is as stated by Beatson and Newsam (1992) as given below. We take
the bivariate case which may be viewed alternatively as a case in one complex
variable.

Lemma 7.4. Let z and t be complex numbers, and define
¢i(2): = |t — 2| log |17 — z.
Then, for all || z|| > ||,

_ - S AN
sl ofor- £10)
which is the same as
(IzII* = 2%(@z) + [1£]1*) log |Iz|l + ?R{Z(akz + bk)zk},
k=0

where we are denoting the real part of a complex number z € C by Nz. Here
by = —tay and ag = —t and a;, = tk“/[k(k + 1)] for positive k. Moreover,
if the above series is truncated after p 4 1 terms, the remainder is bounded
above by

WP __ext ity
(p+D(P+2)c—1\c
with ¢ = ||z/t].

One can clearly see from the lemma how expansions may be used to approx-
imate the thin-plate spline radial basis functions for large argument and how
the point of truncating the series, i.e. the length of the remaining sum, influ-
ences the accuracy. A typical length of the truncated series in two-dimensional
applications using thin-plate spline is 20. There will be a multiple of log | E|
expansions needed in the implementation of the multipole algorithm.
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It transpires that an important step in the algorithm is again the set-up for
structuring the E in a suitable way. Then it is required to compute suitable
series expansions for the radial basis function at far-away points, that is ¢(||x||)
for large ||x||. For the set-up we need to decide first on the desired acceptable
accuracy. This determines where the infinite expansions are to be truncated. The
next step is the hierarchical subdivision of the domain into panels, and finally
the far field expansions for each panel are computed.

The set-up stage not only constructs the data structure but also prepares
the series coefficients that are required later on in the evaluation stage. This
is again very similar to the work in the previous section, where the coeffi-
cients of the local Lagrange functions were calculated in advance. The data
are cast into a tree structure: If the data are fairly uniformly distributed within
a square in two dimensions which we assume to be a typical case, then the
whole square is the initial parent set which is then repeatedly subdivided into
four — in some implementations two — equally sized subsquare child panels.
This subdivision is then repeated iteratively until some fixed level. Here, we
still remain with the two-dimensional setting, but a three-dimensional version is
given in Greengard and Rokhlin, 1997, where an octtree rather than a quadtree is
generated.

Next, for each childless panel Q we associate an ‘evaluation list’ for that
panel. This works as follows. Every panel that is at the same or a less re-
fined level, whose points are all far away from the panel Q and whose parent
panel is not far away from a point in Q, goes into the evaluation list of Q.
Thus, the far field for any point in Q is the collection of points in the panels
in the evaluation list of Q. The near field of a panel Q contains all the re-
maining points. For each panel R in the so-called evaluation list, the method
proceeds by computing a Laurent expansion for all radial basis functions with
centres in R, and the expansion is about the mid-point of R. We always use
the highest level (largest possible) panels in the evaluation list for the far field
expansions to get the maximum savings in operational cost by evaluating as
many terms as possible at the same time. By taking the length of the expan-
sion suitably (according to the expansions and remainders given for instance
in Lemma 7.4), any accuracy can be achieved by this approach at the price
of greater computational expense. Finally, the method calculates the Laurent
expansions for higher level panels R by translating the centres of the Laurent ex-
pansions of the children of the panel R to the centre of R and combining them.
For this there is a mathematical analysis available in the paper by Beatson
and Newsam (1992) cited in the bibliography whose work we summarise
here and which shows how the series alter when their points of expansion are
translated.
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A typical expansion that approximates an interpolant without a polynomial
added

s(x) =Y reo(lx — €[

E€kB
is then of the form
p
SO Y pui(x),
k=1

with the remainder

Y heR(x, 8),

E€EB

so that remainder plus approximation gives the exact s(x). Here, we have used
an approximation of the form

P
D deom(®) ~ pllix — €1
k=1

whose remainder is, in turn, ﬁ(x, &), and that gives rise to the remainder in the
previous display.

The algorithm can be further improved by re-expanding and combining the
Laurent expansions as local Taylor expansions. This is possible because the
Laurent series are infinitely smooth away from their centres, so can be approxi-
mated well by polynomials. Working from parents down to children, coefficients
of the Taylor expansion centred on each panel R can be found efficiently by
re-centring (see the paragraph before last) the expansion from the parent level
to other panels and adding contributions from the other panels on the evaluation
list of the child that are not on the evaluation list of the parent. The result is that
all the contribution of a far field is contained in a single Taylor series instead
of several Laurent series which come from the various panels in the evaluation
list of a given panel.

The Laurent series may be computed also for multiquadrics for example, i.e.
not only for thin-plate splines, and have the general form for a panel R

b =3 o,

: )
[l ]2/

=0

for homogeneous polynomials P; of degree j. Then one needs also the local
Taylor expansions of truncated Laurent series.

In summary, the principal steps of the whole algorithm as designed by Beatson
et al. may be listed as follows.
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Set-up

(1) Perform as described above the repeated subdivision of the square
down to O(|log EJ) levels and sort the elements of E into the finest level
panels.

(2) Form the Laurent series expansions (i.e. compute and store their
coefficients) for all fine level panels R.

(3) Translate centres of expansions and, by working up the tree towards
coarser levels, form analogous Laurent expansions for all less refined
levels.

(4) Working down the tree from the coarsest level to the finest, compute
Taylor expansions of the whole far field for each panel Q.

Evaluation at x

(1) Locate the finest level panel Q containing the evaluation point x.

(2) Then evaluate the interpolant s(x) by computing near field contributions
explicitly with a direct linear equation solver for all centres near to x, and
by using Taylor approximations of the far field. For the far field, we use
all panels R that are far away from x and are not subsets of any coarser
panels already considered.

The computational cost of the multipole method without set-up is a large
multiple of log|Z| because of the hierarchical structure. The set-up cost is
O(|E|log|E|), but the constant contained in this estimate may be large due
to the computation of the various expansions and the complicated design of
the tree structure. This is so although in principle each expansion is an order
O(1) procedure. In practice it turns out that the method is superior to direct
computations if m is at least of the order of 200 points.

In what way is this algorithm now related to the computation of interpolation
coefficients? It is related in one way because the efficient evaluation of the linear
combination of thin-plate spline translates is required in our first algorithm
presented in this chapter. There the residuals fz — s(§) played an important
role, s(&) being the current linear combination of thin-plate splines and the
current approximation to the solution we require. Therefore, to make the BFGP
algorithm efficient, fast evaluation of s is needed.

However, the importance of fast availability of residuals at the centres is
not restricted to the BFGP method. Other iterative methods for computing
radial basis function interpolants such as conjugate gradient methods are also
in need of these residuals. In order to apply those conjugate gradient methods,
however, usually a preconditioning method is needed, and this will be discussed
in Section 7.4.
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There are various possible improvements to the algorithm of this section. For
instance, we can use an adaptive method for subdividing into the hierarchical
structure of panels, so that the panels may be of different sizes, but always
contain about the same number of centres. This is particularly advantageous
when the data are highly nonuniformly distributed.

7.4 Preconditioning techniques

As we have already seen, the radial basis function interpolation matrix A is
usually ill-conditioned when E is a large set and when ¢ is, for example, the
multiquadric function (the conditioning is bad for any value of the parameter,
but the situation is getting worse for larger parameters ¢ as we have noted in
Chapter 4), its reciprocal or the thin-plate spline. In this section, we want to
indicate how the matrix’s condition number may be improved before beginning
the computation of the interpolation coefficients. This is the standard approach
when large linear systems of whatever origin become numerically intractable
due to large condition numbers and ensuing serious numerical problems with
rounding errors. It is standard also with spline interpolation and finite element
methods, for instance, and indeed less related to the specific properties of the
radial basis function than the methods in the two sections above. Nevertheless
there is, of course, significant influence of the form of ¢ on the preconditioning
technique we choose.

We begin by assuming that A is positive definite, as is the case when ¢ is
the reciprocal multiquadric function. Thus, in principle, a standard conjugate
gradient method can be applied (Golub and Van Loan, 1989) or even a direct
method such as a Cholesky factorisation. The convergence speed of conjugate
gradients, however, severely depends on the condition of the matrix of the linear
system which is being solved. Indeed, if A is positive definite and we wish to
solve (5.25) with the conjugate gradient method, then the error ||A; — Al|4 of
the iterate A; in the ‘A-norm’ ||y|la := /¥T Ay is bounded by a multiple of

<1 - «/condz(A)>2j
1+ cond;(A))

Convergence under the above conditions may therefore be slow or, indeed, may
fail completely in practice due to rounding errors. This outcome is much more
likely when we are faced with the presence of very large linear interpolation
systems.
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In order to improve the £2-condition-number of the positive definite matrix
A, we solve the system

(7.18) PAP. — Pf

instead of (5.25), where P is a preconditioning matrix, nonsingular and usually
symmetric — if it is nonsymmetric, the left-multiplications in (7.18) have to
be by PT. P is chosen (e.g. a banded matrix) such that it is not too expensive
to compute the matrix product on the left-hand side of (7.18) and such that
the product is positive definite. We shall come to methods to achieve these
properties below. If P is symmetric and P?> = C, then the matrix product CA
should ideally have a spectrum on the positive real half-axis consisting of a
small number of clusters, one of them near one, because the conjugate gradient
algorithm can deal particularly well with such situations and because P?A ~ I
is equivalent to PAP ~ I. Of course, the theoretic choice of C = A~ would
be optimal, CA being the identity matrix. If P is chosen suitably, then the
condition number of the preconditioned matrix is usually also small. There are
always several choices of P possible and having made one choice, the desired
coefficient vector is A = Pu which is evaluated at the end.

Even if A is not itself positive definite because ¢ is a strictly conditionally
positive definite function of nonzero order k, substantial savings in computa-
tional cost can often be achieved. A good example for this event is, as always,
the choice of radial basis functions (4.4). We perform the preconditioning by
choosing a P as above, except that it will be nonsymmetric and now annihi-
lates a vector {p(§)}sce for any polynomial p of total order less than k by
premultiplication. Equivalently

PK |z = 0,

where the left-hand side is a short notation for P applied to all elements of the
null-space K = P*~! evaluated only on E.

When ¢ is a strictly conditionally positive definite function of nonzero order
k, some simple additional equations have to be solved in order to identify the
polynomial p in

s@) =) hed(llx =D + px).
E€lB

If 1 solves (7.18) and A = Ppu, then the coefficient vector y of p written as
a linear combination of a basis {p; (x)}‘j.=1 of K may be found by solving any
nonredundant

k+n—1
e:diszdimpﬁ—lz( tn )
n
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equations from the residual
(7.19) Qy =f—AJ,

where Q = {p; )}z ;- and p(x) = y7{p;(x)}’_,. Of course, the side-
conditions on the coefficients mean that A must be in the null-space of Q7.

We take the radial basis functions (4.4) as examples with K = Pﬁ’l now,
and in that case, P is a rectangular |E| x (|E| — £) matrix whose columns are
a basis for the null-space of Q7. Thus PTAPis a (|E| — £) x (|E| — £) square
matrix.

We remark that PT AP is positive definite provided that P has precisely K
as null-space. If there were a larger null-space, then the product would be
positive semi-definite; indeed, a larger kernel of the matrix P would lead to
zero eigenvalues for PT AP (see also Sibson and Stone, 1991). There may be
a sign change needed in the radial basis function for this, e.g. we recall that
the multiquadric function is conditionally positive definite of order one when
augmented with a negative sign. We are left with a great deal of freedom in our
choice of P now. We use that to make as good an improvement to the condition
number of PT AP as possible. The fact that A\ = Py guarantees that X is indeed
in the null-space of Q7 because Q7P = 0.

The matrix thus preconditioned is symmetric and positive definite and there-
fore a Cholesky (direct) method may be used for the solution of the interpolation
linear system. The advantage of PT AP being positive definite is that the size of
the off-diagonal elements is thus restricted while the elements of the A otherwise
are growing off the diagonal for multiquadrics or (4.4). The Cholesky method
decomposes the preconditioned interpolation matrix into a product LL” , where
L is lower-triangular. Therefore the given linear system

LL” = PTf, Pu=A,

can be solved by backward substitution in a straightforward manner. Given,
however, that we address large sets of centres in this chapter, it is usually
preferable to use iterative methods instead, such as conjugate gradients.
When using conjugate gradients, the number of iterations for solving the
system numerically may in the worst case be of O(| E|), but, as we have pointed
out before, the work on the computer can be made more efficient by using the
results of Section 7.3. Specifically, if f is the current approximation to u of
(7.18), the main work for getting the next estimate is always the calculation
of the matrix (times vector) product AD, where ¥ = Pfi, and the latter matrix
product can be made cheap — P should be designed such that this is the case. The
product A, however, is nothing other than a linear combination of radial basis
function terms with coefficients from fi, evaluated at the known centres which
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we have already indicated at the end of the description of the BFGP method.
We note that this numerical value is exactly what can be evaluated fast by the
algorithm in Section 7.3, in O(|E| log | E|) operations.

The preconditioning matrix P can be chosen conveniently by using our
favourite method to generate orthogonal matrices, by Householder transfor-
mations or Givens rotations (Golub and Van Loan, 1989) for instance. In order
to obtain a positive definite matrix P7 AP, we follow Powell (1996) and select
the Householder method to give a suitable preconditioning matrix. Let as above

Q={p;)ecz.j=12...c,

the p1, pa, ..., pe still being a basis of the polynomial space K which has to
be annihiliated to make P AP positive definite. Thus for this £ Qis a |E| x £
matrix and the resulting positive definite matrix PT AP will be (|E| —£) x (| E| —
£). Now let P; = Q and then, for j = 1,2,..., ¢, compute the orthogonal
transformations according to Householder,

2uiul
PjH:(I— T”)Pj,

ujuj

where the factors in parentheses are always | E| x | 2| matrices and where u; is
chosen such that P has zeros below its diagonal in the first j columns. Here
as always, I denotes the identity matrix. Thus the reverse product

1 2uju’
- r))e
(E( MJT»M]‘

is an upper-triangular matrix whose last rows are zero by the choice of the u ;.
Now let P be the last |E| — £ columns of

ﬁ([— 2ujujT.>
T .
j=i uiu

J

Therefore PP AP is a (|E| — £) x (|E| — £) square positive definite matrix and
Q”P = 0. There are at most O(|E[?) operations needed for that procedure,
since only £ < |Z| Householder transformations are required.

We can now apply a conjugate gradient scheme to the resulting matrix PT AP.
The total work for the above process is O(| E|) operations. The only task of an
iteration of that method which may require more than O(|E|) operations is
the multiplication of a vector v = Pu by PTA. As pointed out already above,
fortunately, the scheme of Section 7.3 admits an O(|E|log|E|) procedure for
that.
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We mention an alternative preconditioning scheme suggested by Faul (2001).
It is noted in her thesis that a preconditioning matrix can be used with the coef-
ficients Az, of the local Lagrange functions. In this case, the preconditioning is
by a matrix defined through

pP_ : M } '

N
The matrix PT AP is then positive definite and can be used within a standard
conjugate gradient method. A disadvantage of this is that the Lagrange coeffi-
cients have to be computed first, although this can be done, according to the

work of Section 7.2.

An example of an implementation of the conjugate gradient algorithm for the
application in this context of radial basis function interpolation is as follows.

Let i be the value of w at the beginning of the kth iteration of the algorithm.
Let r* be the residual of (7.18)

r* = PTf — PTAPuy.

We begin with a start-vector i; whose value is arbitrary, often just 0. Of course,
the iteration ends as soon as this residual is close to machine accuracy or any
prechosen desired accuracy componentwise. Otherwise we continue with the
choosing of a search direction vector di and set pyy+; = px + oxdy, where
o is chosen such that r¥t! is orthogonal to the search direction vector dj.
Specifically, the choice

o s
“ T T dTPTAPd,
is good, where g; = —d; and gy, = g + axPT APd;. The search directions
are then
dl PTAPg,
d = —gi + —— -1

dl_ PTAPd, ,

We begin with d; = r! and let the search direction dy be as above such that the
conjugacy condition

d/P"APd,_, =0

holds. If there were no rounding errors in our computation, the residual vectors
would all be mutually orthogonal and the algorithm would terminate with the
exact solution in finite time.
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In their seminal paper of 1986, Dyn, Levin and Rippa construct precondition-
ing matrices to radial basis function approximants using radial basis functions
(4.4) in two dimensions especially for thin-plate splines by discretising the
two-dimensional iterated Laplace operator A¥ on a triangulation. The approach
is summarised as follows in Powell (1996). The goal is once again as in the
paragraph containing (7.18) to take P as the ‘symmetric square root’ of an
approximation C ~ A~!. This matrix C retains the positive semi-definiteness
of A~! with exactly £ of its eigenvalues being zero, the rest being positive.
The number ¢ is zero if k = 0. Finally, as in the paragraph containing (7.19),
Q7 C = 0is required. If P? = C, then Q”P = 0 and the columns of P span the
null-space of Q7. Therefore, again, A\ = Py and we may solve (7.18) instead
of the original interpolation equation. To this, again conjugate gradients may be
applied.

The two highly important questions which remain are how to choose C and
whether we may work with C instead of its square root P in the implementation
of the conjugate gradient method. The second question is answered in the
affirmative when we work with Ay = Puy, ¢, = Pd; and by = Pg; instead of
Mk, di and gy, respectively. This leads to the formulae

CkT_ 1 Abk

= —b +
T
Ci_1Ack—1

Ck—1

and Apy) = Mg + agck, brr1 = by + ax CAcy. Here, the step-length is
_ cka — ckTA)\k

(0773
T
¢, Ack

recalling (r**1)"dy = 0 and so o = d] r*/c] Acy for this scheme.

Finding C is achieved by estimating ||s ||i by a quadrature rule with positive
coefficients that will be the entries of C. For this, a triangulation of the set E is
used and then the kth partial derivatives which occur, in ||s ||3,, when written out
as an integral over partial derivatives are estimated by using finite difference
approximations in two dimensions,

ak
8x58yk*i ’

—~

to the kth partial derivatives, using the known values of s on E only. Thus
IIs ||é ~ const. f7 Cf and indeed we recall that

||s||§> = const. fTA™'f

due to the reproducing kernel properties and the definition of A and its use in s.
Since kth derivatives annihilate (k — 1)st degree polynomials, Q7 C must be zero
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(see the last but one paragraph). Since the approximations to the derivatives are
always taken from clusters of nearby points from E, the matrix C is usually
sparse, which is important for the success of the method.

This success can be demonstrated by numerical examples as follows. In
numerical examples, the condition numbers of the thin-plate spline interpolation
matrices for three different distributions of 121 centres are reduced from 6764,
12633 and 16107 to 5.1, 3.9 and 116.7, respectively, by this method. The
discretisation of the above iterated Laplacian, however, becomes much simpler
if the data lie on a grid.

In fact, in that event, one particularly simple way of preconditioning can
be outlined as follows. Suppose that we have finitely many gridded data and
A ={o(li—jD}i, je—n, N0z - I @ is, still for simplicity of exposition, such that
A is positive definite and its symbol (as in Chapter 4) is well-defined and has no
zero, then one may precondition A in the following way. We take as before o ()
to be the symbol corresponding to the usual bi-infinite interpolation matrix. Its
reciprocal expands in an absolutely convergent series according to Wiener’s
lemma. Let the coefficients of this series be ¢;. Under these circumstances we
take as a preconditioner the finite Toeplitz matrix (that is, as we recall, one
whose elements are constant along diagonals) C = {c;;} with entries ¢;; = &;_;
if li — jllo < M < N, for a suitable M, otherwise ¢;; = 0. So C is a
banded Toeplitz matrix. We let C be the inverse of the full bi-infinite matrix
{¢(lli — jID}i,jez»- Then the symbol of the latter multiplied by the symbol of
the former is

o) x Y Ge T =1, 9 eT",
kezZr
that is the symbol of the identity matrix. Therefore we are entitled to expect
that CA has the desired properties, because the symbol of the matrix product
CA is the product of the symbols

Do sUlie™™ x Y Ee A,

JE[=N,N]" ke[—M,M]"

see also Lemma 4.18 which justifies the approximation of the solution of the full
infinite interpolation problem on a cardinal grid by using a finite section of the
bi-infinite interpolation matrix. Baxter (1992a) shows an example for the case
when the radial basis function is a Gaussian where C is indeed a positive definite
preconditioning matrix. The method is also used in a similar fashion in Buhmann
and Powell (1990) where specifically the Lagrange functions for various radial
basis functions in two dimensions (thin-plate splines, multiquadrics, linear) are
computed and displayed.
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One small further step has to be taken to obtain a suitable preconditioner: We
recall from the fourth chapter that the decay of linear combinations of translates
of a basis function and moment conditions on their coefficients are intricately
linked. Therefore, in order that decay properties of linear combinations of trans-
lates (i.e. the preconditioned entries of the interpolation matrix) are satisfied,
we may have to modify the ‘truncated’ series of coefficients ¢, so that they
satisfy the moment conditions

Y. apk)y=0

ke[-M ,M]"

for all p from a suitable class of polynomials of maximal total degree. Usually,
this class is the kernel K of the semi-inner product. Baxter (1992a) has shown
that this is a useful way of preconditioning the interpolation matrix if we have
finitely many centres on a grid. He described this both for the Gaussian which
gives rise to positive definite interpolation matrices and for multiquadrics. In the
latter case the conjugate gradient method solves a simple linearly constrained
minimisation problem. The conjugate gradient method here is in fact related to
the BFGP method, in that finite parts of Lagrange functions are used, except that
here no Lagrange conditions are satisfied at all, but the coefficients of the full
Lagrange functions are truncated and the aforementioned moment conditions
are required.



8
Least Squares Methods

In this chapter we shall summarise and explain a few results about the orders
of convergence of least squares methods. These approximants are computed
by minimising the sum of squares of the error on the Euclidean space over all
choices of elements from a radial basis function space. The main differences in
the various approaches presented here lie in the way in which ‘sum of squares
of the error’ is precisely defined, i.e. whether the error is computed continu-
ously over an interval — or the whole space — by an integral, or whether sums
over measurements over discrete point sets are taken. In the event, it will be
seen that, unsurprisingly, the same approximation orders are obtained as with
interpolation, but an additional use of the results below is that orthogonal bases
of radial basis function spaces are studied which are useful for implementa-
tions and are also in very close connection to work of the next chapter about
wavelets.

8.1 Introduction to least squares

Interpolation was the method of choice so far in this book for approximation.
This, however, is by no means the only approximation technique which is
known and used in applications. Especially least squares techniques are highly
important in practical usage. There is a variety of reasons for this fact. For
one, data smoothing rather than interpolating is very frequently needed. This is
because data often are inaccurate, contain noise or — as happens sometimes in
practical applications — are too plentiful and cannot and need not be reasonably
all interpolated at once. An additional case when least squares methods are
required is whenever a ‘dimension reduction’ is needed, i.e. when we know from
theoretical considerations that data come actually from a lower-dimensional
linear space than — falsely — indicated by the number of data provided.

196
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Moreover, smoothing (‘regularisation’) is almost always required as long as
problems are ill-posed, which means that their solution depends — for theoretical
reasons and not just because we are using a bad method — extremely sensitively
on even the smallest changes in the input data. When in that event the so-
called ‘inverse problem’ (inverting an ill-conditioned matrix is a simple example
for this) is to be solved numerically, smoothing of the output data or data at
intermediate stages of the solution process is necessary to dampen inaccuracies,
or noise or rounding errors, which would otherwise be inflated through the ill-
posedness of the problem and dominate the — thereby false — result.

We have already met the problem of ill-conditioned bases and the conse-
quences of applying optimisation methods in our Subsection 7.2.4 on Krylov
subspace methods.

An illuminating example is the computation of derivatives of a sufficiently
differentiable function when it is given only at finitely many points that are
close to each other. If only few derivatives are needed, using divided differ-
ences as approximations to the derivatives is fine so long as we know the
function values at discrete points which are sufficiently close. However, if,
say, the first seven or eight derivatives are required, a sufficiently high order
spline, say, may be used to approximate the function in the least squares sense
initially on the basis of the points where we need it. Then the spline can be
differentiated instead, recursively and stably by a standard formula (cf., e.g.
Powell, 1981, also as an excellent reference for divided differences). Further
smoothing of the spline’s derivatives is usually required as well along the
process.

Now, interpolation is not suitable for this purpose because, if there are small
rounding errors in the initially given function values, the approximant’s deriva-
tives will soon become very ‘wiggly’ indeed even if we have started with an
actually very smooth function. In engineering and scientific applications, mea-
surements can almost never be assumed to be exact but have small errors or
noise. Therefore, smoothing of the initial information is needed, not interpola-
tion. Incidentally, in the terminology of the experts in those ‘inverse problems’,
numerical differentiation is only a weakly ill-posed problem, and there are far
WOrse cases.

Until now, much of the motivation for our analysis and the use of radial basis
functions came from interpolation and its highly favourable uniform conver-
gence behaviour. That is why we have concentrated on describing interpolation
(but also quasi-interpolation which can be used for smoothing because the basis
functions ¥ whose translates form the quasi-interpolants usually do not fulfil
Lagrange conditions) with our examples and radial basis functions. We now
turn to the least squares ansatz. We will continue to use approximants from the
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radial basis function spaces, because the spaces as such have been established
to be highly suitable for approximation.

An important reason for still using radial function spaces is, incidentally,
that we have also in mind to integrate radial basis function approximants into
other numerical tools, e.g. to solve partial differential equations or nonlinear
optimisation problems (Gutmann, 1999). There, interpolation is normally not
demanded, because the algorithms themselves provide only approximate nu-
merical solutions to a certain order, i.e. a power of the step size, for instance.
Thus one can use quasi-interpolation, or least squares approximations, of at
least the same approximation order as the main algorithm that uses the radial
basis approximant for its specific purposes. Of course the quasi-interpolation
is not per se a least squares approximation but it can nonetheless be used for
smoothing; it may therefore be highly applicable when the given data are noisy.

It is important to recall for the work in this chapter that, given a linear space
S with an inner product (-, -) : S X § — R (sometimes a semi-inner product
with a nontrivial kernel as in Chapter 5), seeking the least squares approximant
s*to f € S from a linear subspace I/ means minimising

(f=s,f—9) sel.

The least squares approximation s* is achieved when the error f —s* is orthog-
onal to all of the space I/ with respect to the (semi-)inner product, i.e.

(f_S*ss):Os sel.

In our setting, I/ is a space spanned by suitable translates of a radial basis
function which sometimes has to be scaled as well, and S is a suitable smooth-
ness space, usually a space of square-integrable functions or a Sobolev space
of distributions (or functions) whose derivatives of certain orders are square-
integrable. It follows from the expression in the last display that s* is especially
easy to compute if we are equipped with an orthonormal basis of I/, because
then we may expand the solution in that basis with simple coefficients.

In all cases, the solution of the least squares problem is determined by the
linear equation

GA\=F,

where F' is the vector of inner products of the approximand f with the basis
functions of I/ and G is the auto-correlation (‘Gram’-) matrix of all inner prod-
ucts (M;, M) of the basis functions M; of /. This matrix is always nonnegative
definite, and it is positive definite if the M; are indeed linearly independent. If



8.2 Approximation order 199

they form an orthonormal basis, then the Gram-matrix is the identity matrix,
which makes the computation of the coefficients of the expansion trivial.

An especially interesting aspect of least squares approximations with radial
basis functions is the choice of centres. There are normally far fewer centres
than the points where we are given data, for the reasons mentioned above.
Letting the centres vary within the least squares problem makes the approach a
nonlinear one, much like spline approximations with free knots. One interesting
observation about this approach is that, when the approximand is very smooth
such as a polynomial or an analytic function, the centres of the approximants
will often tend to the boundary of the domain where we approximate due to
the polynomial reproduction properties discussed in Chapter 4. This is because
the polynomial reproduction takes place asymptotically through certain linear
combinations of the shifts of the radial basis functions (4.4), for instance, where
the coefficients of the linear combinations satisfy moment conditions such as
(4.17)—(4.18) and, in particular, sum to zero. So far this behaviour was only
observed in computational experiments and there are few theoretical results.
We will not discuss this any further in the present book, but point out that it is
a highly relevant, interesting field of research, as mentioned also in our final
chapter, Chapter 10.

8.2 Approximation order results

We start with some pertinent remarks about the approximation power of the
radial function spaces we studied already but now with respect to the standard
L?*(R") norm. So here S = L*(R"). Of course, the norm here is the canonical
norm induced by the Euclidean inner product between functions

®.1) (frg) = / FE@)dx, fg e LR,

that is the norm is the standard Euclidean norm || f ||, = +/(f, f). As we see
immediately, we will need special considerations for our radial basis func-
tions which themselves are usually unbounded and not at all square-integrable,
especially if we wish to find the explicit form of best approximants to the
approximand. In other words, we shall need different basis functions for the
spaces we consider, namely closures of the spaces spanned by the integer trans-
lates of ¢(||h~" - —j||), j € Z". An exception to this remark is of course the
use of our positive definite radial basis functions with compact support of
Chapter 6 which are all square-integrable due to their continuity and compact
support.
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Since the least squares approach is far more complicated when general, scat-
tered data are admitted, this chapter treats only gridded data E = hZ". We have
two types of results.

The first result in this chapter about least squares methods which we pre-
sent gives abstract estimates on the approximation power, measured in the least
squares norm, of radial basis function spaces without explaining exactly what
the approximants will look like. What is measured here is thus the ‘distance’
between two spaces: the space of approximants, a radial basis function space
spanned by translates of radial basis functions scaled by /, and the larger space
of approximands S. Therefore we actually need not yet worry about the in-
tegrability of our radial basis functions: the only expressions that have to be
square-integrable are the errors of the approximations to f from the aforemen-
tioned L?-closure U/ of all finite linear combinations of translates ¢(]|A =" - —j ),
J a multiinteger, so that the errors can be measured in least squares norm. In
fact, it even suffices that the error times s from I/ is square-integrable in order
that the distance between these spaces may be estimated. In particular cases, the
saturation orders are given, i.e. the best obtainable least squares approximation
orders to sufficiently smooth but nontrivial functions — nontrivial in the sense
that they are not already in the approximation space or identically zero, for
instance. Recall the definition of the nonhomogeneous Sobolev space Wé‘ (R™)
from Chapter 4. Ron (1992) proves for n-variate functions ¢(|| - ||) : R* — R
the following theorem.

Theorem8.1. If f € Wzk(R”) and ¢(]| - ||) : R" — R has a generalised Fourier
transform (|| - ||) such that

(8.2) > - +2mjl?
JEZM\{0}

is bounded almost everywhere in a neighbourhood Q2 of 0, then the distance
distzagn(f, U) == inf || f — gll2,
geld
where we use the notation
U =span{p(Ilh~" - —jl) | j € 2",

is bounded above by a constant multiple of

~

f

_ + o(h%) L h— 0.
S(lh -1 oIS e B =

2,Qh

(8.3)

If, moreover, (2 \) becomes unbounded as ||t — 0and (8.2) is bounded below
in 2, then the bound in (8.3) can be attained (that is, it provides the saturation
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order) and thus the approximation error is not o(h*) for any general, nontrivial
class of arbitrarily smooth approximands.

We do not prove this result here — a related theorem will be established in the next
section —but nonetheless we wish to explain the result somewhat further through
examples. By ‘span’ in (8.3) we mean the set of all finite linear combinations (of
arbitrary length, though) of the stated translates ¢ (|2~ - —j||), and the closure
is taken within L?(R"). The expression || - ||2.o; denotes the Euclidean norm
with the range of integration restricted to the set {xh | x € Q}.

Examples are easily derived from (4.4) because there, the distributional
Fourier transform ¢(||x||) is always a constant multiple of some negative power
of ||x||. In other words, if ¢(||x||) = ||lx||~*, then (8.3) provides as a dominant
term a constant multiple of 2* || Il * f } ,» 1.e. we achieve approximation order
h* for sufficiently smooth approximands. The expression (8.3) also gives an
easy bound if q§(||x |I) has an expansion at zero that begins with a constant mul-
tiple of ||x||7*, such as the multiquadric for & = n + 1. In both cases the bound

(8.3) is attained, i.e. it is the best possible and the saturation order according to
Theorem 8.1. Explicit forms of approximants, however, left unstated here, we
address the question of explicit solutions in the following section.

8.3 Discrete least squares

In the preceding theorem, the usual continuous least squares error estimates are
made and the resulting errors are estimated in the form of the distance between
approximation spaces and approximands. In real life, however, explicit forms
of approximants are important and, moreover, discrete norms are much more
appropriate because they can be evaluated on a computer and suit practical
applications better. Hence, a very explicit approach is taken now in the second
theorem we present, where for discrete £2-approximations, orthogonal functions
are constructed to represent the best approximations explicitly in expansions
and estimate their least squares error. We recall from the standard least squares
approximation problem that its solution can very easily be expressed once we
know orthogonal generators or even orthonormal bases for the approximation
space.

In our discrete approach, we use two grids, namely one grid whereby the inner
products and error estimates are formed (a finer grid) and then another, coarser
grid whose points are used to serve as the centres of the radial basis functions.
This represents a very reasonable model for the practical questions that arise:
measurements are usually frequent (i.e. here on a fine grid) and centres for the
radial basis functions that are used for the approximation are sparse and usually
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come from a subset of the measurement points. For convenience, the centres
form a subgrid of the fine grid, i.e. ' = H~' with H € N, and h’ hZ" are the
points of measurements, hZ" are the centres. Thus, forany & > 0, hZ" C h' hZ".
Of course we wish to study the case 7 — 0. This nestedness is, incidentally, not
necessary for the theory, but simplifies greatly the expressions we shall have to
deal with.

The inner product which we use is therefore discrete and has the form with
a suitable scaling by h'"

(84) (fv g)discr:: hm Z f(]hh/) §(]hh/)

jGZ”

These ideas admit application of our earlier approaches of interpolation with
square cardinal grids, with cardinal interpolants and quasi-interpolations which
are able to reproduce polynomials and provide approximation orders that we
were able to identify in Chapter 4. They especially admit useful applications
of Fourier transform methods such as the Poisson summation formula and the
like.

Now, in this chapter, we look for functions whose equally spaced translates
with respect to the coarsely spaced grid are orthonormal with respect to the
inner product (8.4). They are of the following form very similar to Lagrange
functions:

(8.5) My() =) ¢ ¢(lx —ml). xeR"

mezn"

The superscript /' in the c,’,'l indicates the coefficient’s dependence on 4'. Then,
we study approximations or, rather, straight orthogonal projections on the space
spanned by the translates of functions (8.5). They have the form

86  sm=Y (f, My (Z —k))d' My (;—i —k), x eR".

keZ?

The inner products that appear in (8.6) are still the same discrete inner product
as defined above, and it is the orthonormality of the translates of the functions
(8.5) that allows sy, to have such a simple form. Many of the properties of (8.6),
including the least squares approximation orders generated by it, are fairly
simple consequences of the properties of (8.5). We have to be concerned with
the existence of the latter first.

Indeed, the functions (8.5) exist and can, as we will show below in
Theorem 8.2, be defined by their Fourier transforms My(x), in a form that
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is strongly reminiscent of our Lagrange functions’ Fourier transform. It is

()" bz

(8.7) My (x) =

-
> itk H (||x + 27k]|)
keZnr

2

£eZ7N[0, H)"

The validity of this form will be shown below, but we note in passing that
(8.7) and the coefficients in (8.5), namely the cf,’; , are related in much the same
way as the Lagrange functions and their coefficients of Chapter 4 are related.
Specifically, cf’n/ is the multivariate Fourier coefficient

/ (ZN«/W)_neim" dt
£eZr N[0, Hyr

similar to the coefficients of the Lagrange functions in Section 4.1.

(8.8) -,
> etk H (||t + 27k
keZn

Theorem 8.2. Let conditions (Al), (A2a), (A3a) on the radial basis function
¢ : Ry — R of Chapter 4 hold. Then the functions defined through (8.5) and
(8.8) are continuous, satisfy

(8.9) M) = 01+ 1xI)™" "),

and are thus integrable with a Fourier transform (8.7). Their multiinteger
translates are orthonormal with respect to the discrete inner product (8.4).

Finally, if f is continuous, satisfies | f(x)| = 0((1 + ||x||)’%’8> and the
smoothness condition |f(t)||t||“| = 0((1 + ||t||)_%_5) for a positive ¢, (8.6)
provides the least squares error

(8.10) If = sulla = O("), h— 0.

We have called the condition on f’s Fourier transform a smoothness condi-
tion in the statement of the theorem, because asymptotic decay of the Fourier

transform at infinity, together with some additional conditions, leads to higher
differentiability of the function itself, cf. the Appendix.

Proofof Theorem 8.2:  We can establish through conditions (A1), (A2a), (A3a)
and (8.7) and (8.8) that the decay estimates

chil = 0((1 + ImI)™ ")

and (8.9), the one claimed for M}, hold. This is done precisely in the same
way as in the proofs of Theorems 4.2 and 4.3. Thus, according to the work in



204 8. Least squares methods

the fourth chapter, M, can alternatively be defined through (8.7) or its inverse
Fourier transform (note that (8.7) is absolutely integrable and square-integrable
by the properties of 43 through (A1), (A2a), (A3a)), or through (8.5) and (8.8),
the series (8.5) being absolutely convergent. This leaves us to show that (8.5)
does indeed satisfy the orthogonality conditions with respect to (8.4) and the
convergence result at the end of the statement of the theorem.

We demonstrate the orthogonality here, because it is very important in the
context of this chapter and shows where the explicit form of the orthogonal func-
tions M, comes from. By a discrete Fourier transform applied to the required
orthogonality conditions (setting 4 = 1 without loss of generality)

(M,,,, My (- — k))d — Sy, keZ', W >0,

iscr

we get the requirement expressed alternatively by the identity

@1 3N e MG My Gl — ) = (h)7 9T,

JEZ"  keZM

because M), are real-valued and so there is no complex conjugate in the inner
product.

By the Poisson summation formula applied with respect to the summation
over the index k, we get from this the alternative form

Z Z e_ih’(§+2ﬂk)'th'(jh,)m: <h/)_ '
ez keZr

which is tantamount to
Do D Y eI Gt £/ H)
LeZMN0,HY jeZ  keZ!

X My (9 + 27k) = (h/),,,, 9 eT",

recalling i’ = H~!.
Another application of the Poisson summation formula leads to the equivalent
expression

Z Z Z ol LOF2m )/ H=it-(9+2mk)/H

LeZMN0,HY jeZr keZr

M (D + 27 )My (9 + 27k) = (h)_
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Finally, the last line simplifies to

Z 2T yr (9 + 2nj)m
¢eZrn[0,Hyr jeZr kel

which should equal (h’)™". Next we insert (8.7) into the above display twice
which confirms the required identity for M}, ’s Fourier transform by inspection.

We now restrict the support of f’s Fourier transform to the cube [—m/ A,
mr/h]". Such an f differs from any function f which satisfies the assumptions
of the theorem by O(h*) in the least squares norm. This is because we may
estimate

/ I f@)*do < / [P 17(1+ 91~ do = O(h™).
lxlloo>m/h

Ixllco>m/h

Therefore the restriction of f’s support means no loss of generality.

Hence, analogously to our manipulations of (8.11) we get by inserting the
definition of the discrete inner product and using the Poisson summation formula
that the square of the least squares error between f and s, is

/Rn ) —h" kEZZ: (f, M”’(Z - k))discr e’ihﬁ'thr(hﬁ)‘zdﬁ

h—1Tn

mezZ"

2wl 2k 2
F(o+ 20+ 2 ) Mho + 2k do
Xkeizjeezz (0 + 5+ 5) M g

where we have used periodisation of f . This is, by the band-limitedness, the
same as

Som f(O) — My (ho + 27rm) f(9)

Jow 2

mez"

)
« kEXZ: M, (hz? n 2;:—]() v,

The last display may be bounded above by a fixed multiple of 2. This we shall
establish as follows. The integrand of the integral above consists of a product
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of | f(1)|? times the following expression that we get by rearranging terms:

X . 2k
1) =1-2% M) Y My (hﬂ + L)
keZr h
2k |
~ ~ JT
+ S My +20m) S M ,(hﬂ 4 —)

Zzwh(hzwr@)2

keZr

=" M ho + 2m)|” -

mezn

+1—2‘RMh(hﬁ)ZMh<
keZ

By virtue of (8.7) and condition (A3a),

814 1) = (1+ 0UR91™)) +1-2(1+0(mD 1)) = 0D,

because for small &

-2

> bk + 271D = ClIAD P + O(|[h |#).

JEZ!
Estimate (8.14) implies our desired for # — 0 result because afterwards we

may use that

/ 10h9) | f)P a9 < C f 1RSI | F P do
h=1Tn h

~1Tn

< cpon f 19124 1 7o) do

= O(h*").

The result now follows from the assumptions of the theorem.

As in Theorem 4.4 we can easily deduce from the Fourier transform (8.7)
that the least squares approximation (8.6) recovers all polynomials exactly of
order less than w in total, where p is the constant from conditions (A1), (A2a),
(A3a) which, as we recall, are still assumed to hold.

To this end, we have to verify the conditions (4.16)—(4.18) in the same way
as in Chapter 4 by making use in particular of the high order zeros of (8.7) at
the 27 -multiples of multiintegers. In other words, if f is such a polynomial,
then we have the polynomial reproduction property

,;Z,, (# Mh/(z - k))discr Mh/(;l—‘ k)= f@). xR

the infinite sum being absolutely convergent by (8.9).
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8.4 Implementations

We finish this chapter with a very few remarks about aspects of implemen-
tations of the least squares approach. The implementations of least squares
methods using radial basis functions can be based on several different ap-
proaches. If we wish to implement the discrete least squares approach of the
previous section, we may compute the orthonormal bases described therein
by FFT methods because of the periodicity of the data. Concretely, the
series

2

Z 2K/ H (|| x + 27k])

LeZ'N[0,H)" |keZ

that appears in the definition of the Fourier coefficients of the orthonormal bases
contains a series of Fourier transforms of ¢ which converge fast, especially if
the radial basis function is the multiquadric function. For this, we recall that ¢
is in this case an exponentially decaying function. Thus only very few terms
of the infinite series need be considered (summed up and then periodised) for
a good approximation to the infinite series. The coefficients can then be com-
puted by standard FFT implementations which work very fast. Once we have an
orthonormal basis, the approximations can be expressed trivially with respect
to that basis. Since the orthonormal basis functions decay quickly as we have
asserted in (8.9), the infinite expansions (8.6) may be truncated with small loss
of accuracy.

When radial basis functions are used for least squares approximations and
the centres are scattered, (Gram-)matrices turn up which are nonsingular and
can be analysed in the same fashion as at the end of Chapter 5, i.e. bounds on
their condition numbers can be found which depend especially on the separation
radius of the centres. This work has been done by Quak, Sivakumar and Ward
(1991) and it strongly resembles the analysis of the last section of Chapter 5. One
of the main differences is that the matrices are no longer collocation matrices,
but they can be reformulated as collocation matrices where the collocation
points and the centres differ, so we end up with nonsymmetric matrices. Their
properties are much harder to analyse than those of our standard symmetric
interpolation matrices.

The computation of the coefficients of the least squares solution is done
in a standard way by a QR decomposition of the Gram-matrix, rather than
solving the normal equations by a direct method (Powell, 1981, for
example).
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8.5 Neural network applications

Neural network applications can be seen as high-dimensional least squares
problems (Broomhead, 1988). For a small number of centres & and a prescribed
radial basis function ¢, coefficients A¢ are sought such that the typical linear
combination of translates matches as well as possible a given input (£, f¢) of
many more trials than given centres. This is then treated usually as an overde-
termined linear system and solved by a least squares method. A radial basis
function approximation of the form

D hep(lx —£l).  xeR”,

EeE
can be viewed as a ‘single layer neural network with hidden units’ in the lan-
guage of neural network research. In neural network applications, a multiplica-
tive term p > 0 is often inserted into the ¢(-). The questions thus arising are
the same as in our radial basis function context: what classes of function can be
approximated well, up to what order, what algorithms are available? Answers
to the first question are provided by the research of Pinkus (1995-99), for the
others see Evgeniou, Pontil and Poggio (2000), for instance.

On the other hand, the classical, so-called regularisation networks minimise

the expressions

B Y (s~ £) + 2si3

EcB

whose solution is a linear combination of translates of a radial basis function as
we know it. This is also called a smoothing spline as it does not satisfy interpo-
lation conditions, but smoothness is regulated by the above parameter A. The
solution to the above smoothing problem exists and is unique if the & contain
a unisolvent set for the polynomial kernel of || - || (Bezhaev and Vasilenko,
2001, for example). In general, a smoothing spline s from a real separable
Hilbert space X exists that minimises

| As — £1|% + Al Dslly

if ¥ and Z are real separable Hilbert spaces and A : X — Z and ® are
linear bounded operators with closed ranges, the null-space of ®: X — Y is
finite-dimensional, and its intersection with the null-space of A is trivial. In our
application, Z is the discrete £>-norm, A maps the argument to the vector of
evaluations on E and ||<I>s||2Y = ||s||é, see also Wahba (1981) for many more
details on spline smoothing.
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Wavelet Methods with
Radial Basis Functions

9.1 Introduction to wavelets and prewavelets

Already in the previous chapter we have discussed in what cases L2-approxi-
mants or other smoothing methods such as quasi-interpolation or smoothing
splines with radial basis functions are needed and suitable for approxima-
tion in practice, in particular when data or functions f underlying the data
are at the beginning not very smooth or must be smoothed further during the
computation. The so-called wavelet analysis that we will introduce now is
a further development in the general context of L?-methods, and indeed ev-
erything we say here will concern L2-functions, convergence in the L?-norm
etc. only. Many important books have been written on wavelets before, and
since this is not at all a book on wavelets, we will be fairly short here. The
reader who is interested in the specific theory of wavelets is directed to one
of the excellent works on wavelets mentioned in the bibliography, for instance
the books by Chui, Daubechies, Meyer and others. Here, our modest goal is
to describe what wavelets may be considered as in the context of radial ba-
sis functions. The radial basis functions turn out to be useful additions to
the theory of wavelets because of the versatility of the available radial basis
functions.

Given a square-integrable function f on R, say, the aim of wavelet analysis
is to decompose it simultaneously into its time and its frequency components.
Therefore, a wavelet decomposition is always a double series, which should
be contrasted with the simple orthogonal decompositions that are usual in the
L2-theory of 2m-periodic functions, i.e. mainly Fourier analysis, where only
one orthogonal series (that is, with one summation index) is employed to rep-
resent the function f. The wavelet expansion also uses basis functions that are
orthogonal, like exponential functions in the L-theory of 27 -periodic functions
with some suitable coefficients to multiply each exponential. One consequence

209
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of our goal of decomposing in time and frequency simultaneously is that we
need to find basis functions which are

(i) mutually orthogonal or orthonormal (for example — as with our basis
functions M, for least squares approximation in the previous chapter —
generated by shifting just one function, call it w, whose integer translates
are orthogonal),

(i1) in ‘some way’, which will be explained shortly, representatives of
different frequency components of a signal to be decomposed,

(iii) spanning L2(R) so that every square-integrable function can be expanded
in series of those functions.

While it is well-known in principle how to achieve (i) and (iii) by various
function systems, such as those we have encountered in the previous chapter,
we need to be much more concrete as to condition (ii). The ‘wavelet way’ to
obtain property (ii) is to seek a univariate square-integrable function w called a
wavelet, whose scales (‘dilates’) by powers of two are mutually orthogonal:

9.1) 0@ —k) L w@ =k, Vj#j, Vk#K,

for j, j, k, k' from Z. The orthogonality is always in this chapter with respect to
the standard Euclidean inner product (8.1) of two square-integrable functions.
Powers other than powers of two are possible in principle as well, but the
standard is to use 2/. If other integral powers or rational numbers are used,
more than one wavelet @ will normally be required.

It is immediately clear why (9.1) is a reasonable condition: the scaling by
powers of two (which may be negative or may be positive powers) stretches
or compresses the function w so that it is suitable to represent lower frequency
or higher frequency oscillations of a function. If, on top of this, w is a local
function (e.g. compactly supported or quickly decaying for large argument),
it will be able to represent different frequencies at different locations 277k
individually, which is precisely what we desire, the different locations being
taken care of by translation. Moreover, the lengths of the translates are scaled
accordingly: at level 2/ we translate through 27/k by taking w(2/ - —k) =
w2/ —277k])).

This should be contrasted with Fourier decompositions which are completely
local in frequency — the exponentials with different arguments are linearly
independent and each representing one frequency exactly — but not local at all
in real space since the exponential functions with imaginary argument do not
decay in modulus; they are constant (|e**| = 1) in modulus instead. Therefore
all frequencies that occur in a signal can be recovered precisely with Fourier
analysis but it will remain unknown where they occur. This is especially of little
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use for filtering techniques where it is usually not desirable to remove certain
frequencies independently of time everywhere. Instead, local phenomena have
to be taken into account which means that some frequencies must be kept or
removed at one time or place, but not always.

We record therefore that, in particular, for higher frequencies, which means
large j in the expression w(2/ - —k), the translates are shorter and for lower
frequencies they are longer, which is suitable to grasp the fast and the slower
oscillations of the approximand at different times, respectively.

By these means, wavelet decompositions can be extremely efficient for com-
putation, because, in practice, almost all functions f (here also called signals)
contain different frequencies at different times (e.g. music signals or speech)
and are therefore not ‘stationary’ such as a single, pure tone represented by
just one exponential. This is also the case for example for numerical solutions
of partial differential equations that are expanded in orthonormal bases when
spectral methods are used (Fornberg, 1999, for instance).

How are w € L%(R) that satisfy (9.1) and span LX(R) computed (exactly:
whose dilates and translates span L?(R) when arbitrary square-summable co-
efficient sequences are admitted)? And, in our context, how are they identified
from radial basis function spaces?

One simple instance for a wavelet is the famous Haar wavelet w that is, in
the one-dimensional setting, defined by

1 if0<x < %,
wx)=1 -1 ifl <x<1land
0  otherwise.
If we scale and dilate this Haar wavelet by using w(2/ - —k), letting j and

k vary over all integers, we obtain the required orthogonal decomposition of
square-integrable functions f by double series

>0 cpw@ - k),

Jj=—00k=—00

the orthogonality

o0
24 / w2 x — k)w2"x — k) dx = 8}, 00k
—00

for all integers ji, j», k1, k> being trivial.
Before we embark further on those questions, we point out that what we
develop here will, strictly speaking, be prewavelets, not wavelets, in that there
is no orthogonality in (9.1) with respect to k required; we only demand that
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different scales of the w are orthogonal whatever the k, k" are. It is usual to
replace orthogonality in k on each frequency 2/ by a suitable (Riesz) stability
condition, as we shall see. For the application of these functions, this is in most
instances just as good, since it is the orthogonality between different frequencies
(‘levels’) j or 2/ that is decisive especially for the existence of a fast algorithm
for the computation of the decomposition. The latter is very important for the
usefulness of the approach, since only in connection with a fast algorithm —
here it is the so-called fast wavelet transform (FWT) — will a new method for
the purpose of analysing and e.g. filtering functions and signals be acceptable
and useful in practice. The prime example for this fact is the development of the
fast Fourier transform (FFT) some 50 years ago which made the use of Fourier
techniques in science and engineering a standard, highly useful tool.

Furthermore, we point out that we will deal now with prewavelets in n
dimensions, R", since this book is centred on the multivariate theory; how-
ever, all the concepts and much of the notation will remain intact as compared
with the univariate explanations we have given up to now.

In the literature, especially in the books by Chui, Daubechies and Meyer
we have included in the bibliography, mostly wavelets and prewavelets either
from univariate spline spaces are studied (especially in the book by Chui) or
compactly supported (orthogonal) wavelets that are defined recursively and
have no simple analytic expression (Daubechies wavelets) are studied. In both
cases, they differ substantially from our prewavelets here, because the spaces
where they originate from are usually spanned by compactly supported func-
tions, even if the wavelets themselves are sometimes not compactly supported.
The standard approach there is not to start from the approximation spaces and
develop the prewavelets from there as we do in this book, but to begin with cer-
tain requirements on the (pre)wavelets such as compact support, smoothness
or polynomial moment conditions, and construct them and their underlying
approximation spaces from there. We prefer the reverse way as our motivation
begins in this book from the radial basis function spaces, their analysis and their
uses. Also, the objects we call prewavelets here are often called semi-orthogonal
wavelets in the literature, especially by Chui.

9.2 Basic definitions and constructions

Since radial basis functions are usually not square-integrable, we use some
quasi-interpolating basis functions of the type introduced in our Chapter 4
to generate the prewavelets instead which are. As we recall, they are finite
linear combinations of radial basis functions, so we are still dealing with radial
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basis function spaces when we form prewavelets from the quasi-interpolating
functions 1 of Chapter 4.

If the radial basis function is such that a quasi-interpolating basis function
which is square-integrable exists, then we can make an ansatz for prewavelets
from radial basis function spaces. We might, incidentally, equally well use the
cardinal functions L of Chapter 4 and their translates instead which, in most
cases, have superior localisation. However, this is not strictly needed for our
prewavelet application here because everything in this chapter will be dealt
with just in the context of square-integrable functions. Furthermore, the quasi-
interpolating functions have coefficient sequences with finite support and are
thereby much simpler to use.

Now, this ansatz works particularly simply for instance for thin-plate splines
and more generally for the radial basis functions belonging to the class defined
in (4.4), and we shall begin with a description of that specific choice and add
remarks about multiquadrics below. The main reason for this is that the radial
basis functions of the thin-plate spline type (4.4) — unlike, for example, the
multiquadric radial basis function — have easy distributional Fourier transforms
which are reciprocals of even order homogeneous polynomials that have no
roots except at zero. Up to a nonzero constant whose value is immaterial here,
(ﬁ corresponding to (4.4)is || || —2k a5 we recall. The aforementioned transforms
are therefore analytic in a small complex tube about the real axis except at the
origin. This has three consequences that are very important to us in this chapter
and that we shall consider here in sequence.

Firstly, one can construct decaying symmetric and finite differences ¥ of
these radial basis functions in an especially simple way. The reason why we
prefer in this chapter a simpler approach to the one of Chapter 4 is that we wish
to use for the construction of our prewavelets the simplest possible formulation
of . Symmetric differencing in the real domain amounts to multiplying the
Fourier transform of the radial basis function by an even order multivariate
trigonometric polynomial g with roots at zero, as we have seen already in the
one-dimensional case in Chapter 2. This g can be expressed as a sum of sin
functions, because, analogously to one dimension, multiplication of a function
in the Fourier domain by

gy = (i Sinz(%ys»k,

s=1

where y = (y1, 2, ..., ya)T € R", is equivalent to applying k times symmetric
differences of that function of order two in the tensor product way, i.e. separately
in all n coordinate directions.
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The trigonometric polynomial g resolves the singularity of ¢ at zero if the
differences are of high enough order. In this way the conditions (4.16)—(4.18)
are met. The rate at which these differences v decay depends only on the order
of contact of the trigonometric polynomial and || - || ~2* at the origin, i.e. on the
smoothness of the product of the trigonometric polynomial g and the Fourier
transform ¢ (| - ||). It can therefore be arbitrarily high due to the aforementioned
analyticity. As aresult of our differencing, a multivariate difference ¥ of ¢(|| - ||)
can be defined by its Fourier transform as follows:

(S sint ()

||2k ’

9.2) v =gyl =

5y
see also Rabut (1990). This straightforward form will also aid us as an exam-
ple in connection with the introduction of a so-called multiresolution analysis
below. Note especially that {y € C(R") or, rather, it has a removable singular-
ity and can be extended to a continuous function because of the well-known
expansion of the sin function at the origin. If we apply the same methods to
prove decay of a function ¥ at infinity by properties of its Fourier transform
as we did in Chapter 4, we can show that this function i defined through (9.2)
satisfies the decay estimate

Wl =0(a+1xp™?).

So, in particular, ¢ € L*(R™), a fact that incidentally also follows from the
fact that (9.2) denotes a square-integrable function due to 2k > n and from the
isometry property of the Fourier transform operator as amap L>(R") — L?*(R")
as mentioned in the Appendix.

As a second important consequence of the aforementioned qualities which
the radial basis functions (4.4) enjoy, these differences are able to generate
a so-called multiresolution analysis. We want to explain this point in detail
in the next section, because it is central to the derivation and analysis of all
prewavelets and wavelets. The third consequence will be discussed later on, in
Subsection 9.3.4.

9.3 Multiresolution analysis and refinement

9.3.1 Definition of MRA and the prewavelets

A multiresolution analysis (abbreviated to MRA) is an infinite sequence of
closed subspaces V; of square-integrable functions

(MRA1) e CVCVoCViC---CLARY
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whose union is dense in the square-integrable functions, that is

(MRA2) U vi=r®n.

j=—00

and whose intersection contains only the zero function:

[e.¢]
(MRA3) ﬂ V; = {0}.
j=—o00
It is an additional condition in the so-called stationary case that the spaces in
the infinite sequence (MRA1) satisfy

(MRA la) feV, ifandonlyif f(2-)€ V.

Finally, it is always required that V; have a basis of translates of a single square-
integrable function, call it ;:

(MRA4) V; = span{y;(2/ - —i) | i € Z"},

the span being the L2-closure of the set generated by all finite linear combi-
nations. We recall from Chapter 4 that V; is a shift-invariant space, in fact a
‘principal’ shift-invariant space, because multiinteger shifts by any i € Z" of
any function stemming from that space are again elements of the space. The
principal refers to the fact that it is only generated by one function. Often, the
generators in (MRA4) are required to form a Riesz basis but this is not always
required here. We will come back to this later.

In the case of a stationary MRA, v/; remains the same, single y: /;(2/-—i) =
¥ (2/ - —i). That this is so is an easy consequence of the condition (MRA1a).

We summarise our statements so far in the following important definition.

Definition 9.1. We call a sequence of closed subspaces (MRAI) a multires-
olution analysis (MRA) if (MRA2), (MRA3) and (MRA4) hold. It is called a
stationary MRA when additionally (MRAla) holds, otherwise it is a nonsta-
tionary MRA.

In the stationary case, it follows from (MRA4) and from our remarks in the
paragraph before the definition that the stationary multiresolution analysis has
the form (MRAL), where the V; are defined by

(9.3) V; = span{y/(2/ - —i) | i € 2"}

for a single j-independent square-integrable function 1.
We shall explain later several cases of sequences (MRA1) when conditions
(MRA2) and (MRA3) are automatically fulfilled under the weak condition that



216 9. Wavelets

the support of 1/7 ;j which is, as we recall, per definitionem a closed set, be R"
for each j. This condition is fulfilled, for instance, by the functions defined
by (9.2).

We now define for an MRA the prewavelet spaces W by the orthogonal and
direct sum

Vimn=W; @V,

so in particular V; N W; = {0}. This can be expressed in a rather informal but
very useful way of writing

W=V eV,

with orthogonality W; L V; with respect to the standard Euclidean inner prod-
uct for all integers j and, in particular, W; C V. This decomposition is
always possible because the spaces V; which form the multiresolution analy-
sis are closed: as a result, the elements of W; can be defined by the set of all
elements of V; | minus their least squares projection on V;. By virtue of the
conditions of the MRA it is an easy consequence of this definition that

L*(R") = é W;.

j=—00

For the sake of completeness we provide the standard proof of this fact. Indeed,
given any positive ¢ and any square-integrable f, there exist integral j and
fi € V;suchthattheerror || f — f; |2 is less than %8, say. This is due to condition
(MRAZ2). Moreover, it is a consequence of our orthogonal decomposition of the
spaces V; and of (MRA3) that there are i € Z and

gi-1€Wjm, gj2eWn, ..., gjieW,
and f;_; € V;_; such that || f;_;|» < 3¢ and

fi=gi-1+8—2++gj-i+ fi-i
S Wj—l +Wj—2+"'+ W/—i + Vj—i.

Since ¢ was chosen arbitrarily, the assertion is proved, by letting both j and i
tend to infinity, the series in g; converging in L?, and by appealing to (MRA2)
once again.

Our demanded decomposition is a consequence of the last displayed equation:
If f is a square-integrable function, then there are g; € W; such that f is
the infinite sum of the g;, the sum being convergent in L%, and each g; is
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decomposable in the form

g =Y cjiwje2 - —i).
ieZ"
ecE*
In this equation, the translates of the w;. span W;, where e € E* and E* is
a finite suitable index set of which we have standard examples below. The

functions w; . that therefore must span the space
Wi = spanfw; 27 - —i)|i € 2" ¢ € ¥}

will be called the prewavelets. We shall give a more formal definition in
Definition 9.4.

9.3.2 The fast wavelet transform FWT

In fact, it is straightforward to derive the method of the so-called fast wavelet
transform FWT (also known as the cascade algorithm or pyramid scheme)
from the above description of decomposing any square-integrable f into its
prewavelet parts, or reconstructing it from them. The FWT is a recursive method
whose existence and efficiency are central to the usefulness of the wavelet theory
in practice as we have pointed out in the introduction to this chapter. To explain
the method, let v/, that is the generator of V;,, be represented by infinite
linear combinations

©4)  YiQe—e) =Y dl Y =+ Y bllw —i).

ieZr ieZ"
feE*

Here, e € E, the set of corners of the unit cube [0, 1/2]" in R". This decompo-
sition is possible for suitable infinite coefficient sequences a{ e and b:’; ¥ because
Vit1 = V; ® W; and because Z" = 2(Z" + E). The coefficient sequences are
at least square-summable, but we will require them to be absolutely summable
below. In the stationary setting, the dependencies of the coefficient sequences
on j may be dropped. Then we note that, for each element f;;of V; i, we can
split the expansion in the following way:

©.5) fion =Y M@t i)
ez
=3 > dihovin (2 20 +e)
ecE meZ"
=33 o (227 —0m +2))
ecE meZ"

with square-summable coefficients clj 1. Next it can be decomposed into its
parts from V; and W;. For this, we insert and translate the decomposition (9.4)
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into the expansion (9.5) as follows (questions of convergence and interchanges
of infinite series etc. will be settled below):

Frio =35 S et sl @7 —m - i)

ecE meZ" ieZ"

+Y 3 S Aol 2 —m i)

ecE meZ" IEZ”

- Z Z Z Cé(Jlrnl+e) l' m, ew] (2j )

i€Z" ecE meZ"

+ Z Z Z Céj:rrnl+e)bz] fm 0127 - —i).

ieZ" ecE meZ"
feE*

Through the use of Cauchy’s summation formula we see that the result can
be identified by convolving the coefﬁc1ent sequence c/! = {c },ezn with
a’ {al.e},ezu,eeg and b/f = {b },EZ" ecE, Tespectively. Call the resulting
discrete convolutions and new coefficient sequences

J— gd g il — j+1
c=a xc = E:CZ(m+e)aZme

meZ"
ecE Lezn

and d/f = b/fsx /! The first one of those, namely ¢/, leads, if square-
summable, to another function f; in V; with a decomposition into its parts in
V;_1 and W;_; etc. Therefore we get a recursive decomposition of any square-
integrable function f which is initially to be approximated by f;; € V;4 for
a suitable j, and then decomposed in the fashion outlined above. The important
initial approximation is possible to any accuracy due to condition (MRA2).

The decompositions are computed faster if the a.{ e and b’ : sequences are
local, e.g. exponentially decaying or even compactly supported with respect to
the index, because then the convolutions, i.e. the infinite series involved, can
be computed faster, although ¢/, d/*f € ¢*(Z") are already ensured by Young’s
inequality from the fifth chapter if the sequences a’e, bl o are absolutely
summable. This also implies validity of the above operations on the series.
In summary the decomposition can be pictured by the sequence

f ~ fj+1 — &j andfj — 8j-1 andf,-_l — .
or, with respect to its coefficients that are obtained by convolution as described
above,

At s difande! — d/ 7 Cand/ T > -

Re-composing a function from its prewavelets parts is executed in the same,
recursive way, albeit using different coefficient sequences for the convolution,
see also Daubechies (1992).



9.3 Multiresolution analysis 219

It is relatively easy to analyse the complexity of the above FWT. At each
stage the complexity only depends on the length of the expansions which use
the coefficient sequences a/ and b7, If they are compactly supported with
respect to their index, this introduces a fixed constant into the complexity count.
Otherwise, it is usual to truncate the infinite series, which is acceptable at least
if they are exponentially decaying sequences. The number of stages we use
in the decomposition or reconstruction depends on the resolution we wish to
achieve because the remainder f;_; € V;_; that we get at each stage of the
algorithm becomes a more and more ‘blurred’ part of the original function and
will finally be omitted.

9.3.3 The refinement equation

It is now our task to find suitable bases or generators
{wj,e(zj «—0)}iezr ceEr

for these prewavelet spaces W;. They are the prewavelets which we seek. There
is a multitude of ways to find these generators and consequently there is a
multitude of different prewavelets to find. It is standard, however, at least to
normalise the prewavelets to Euclidean norm one. Our restricted aim in this
chapter is to exhibit a few suitable choices of prewavelets involving radial basis
functions and therefore we begin by constructing multiresolution analyses with
radial basis functions.

There is a convenient and very common sufficient condition for the first
property of multiresolution analysis (MRA1), that is the nestedness condition
(MRAL) is always a consequence of the so-called refinement equation which is
a standard requirement in the stationary setting and which we shall employ in
connection with radial basis functions. We shall explain this notion as follows.
We recall the notation £'(Z") for the set of absolutely summable sequences
indexed ones Z".

Definition 9.2. The square-integrable function  satisfies a stationary refine-
ment equation if there exists a sequence a € £'(Z") such that

Y=Y ay@x—j), xeR,

JEZ"
wherea = {a;} ez If ¥ and 1 from L>(R™) satisfy for a sequence a € VD,

Y =Y ayx—j), xeR,

jezr

then they provide a nonstationary refinement equation.
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This implies indeed in both cases that the spaces defined in (MRA4) are nested
if ¥ € Vy, Y1 € V) are the respective generators, that is Vy C Vi, as desired
for a stationary or nonstationary MRA.

That fact is again due to Young’s inequality quoted in Chapter 5. We apply
it for the stationary case: the inequality implies that, if we replace the shifts
of ¥(2-) on the right-hand side of the refinement equation by a sum of such
translates (with £2-coefficients, i.e. square-summable ones), then the result can
be written as a sum of translates of v with £2-coefficients:

Yoavt—b=) a )y ayp@-—2%k—j)=Y dy2-—).

keZ" keZ" jezr jezr

Hered; = )", ;. aj_okcy for all multiintegers j. (Incidentally,a € 2Y(Z")is for
this not a necessary condition but suffices. It is only necessary that a € ¢*(Z").
We usually require summability because of the above application of Young’s
inequality which makes the analysis simple, and because then the associated

trigonometric sum
a(x) ;== E aje”V
jezr

is a continuous function.)

In particular the above coefficients d; are square-summable. In the nonsta-
tionary case, the argument remains essentially the same, where ¥ has to be
replaced by v, on the right-hand side of the refinement equation.

We continue with our example of radial basis functions (4.4) for the appli-
cation of the above in order to show its usefulness. To this end, we shall show
next that the refinement equation is always satisfied in our setting for the radial
basis functions (4.4) or, rather, for the thereby generated differences v, due to
the homogeneity of ¢ when our radial basis functions (4.4) are used.

In our case of choosing quasi-interpolating radial basis functions as above,
the a; are a constant multiple of the Fourier coefficients of g(2-)/g, where
g: T" — Risthe numeratorin (9.2). Indeed, if we take Fourier transforms in the
first display in Definition 9.2 on both sides, then the refinement equation reads

—z j-x/2.7
from which we get for our example that
( ) R AC.)) Y(2x)  g(2x)
b 2w’

the single isolated zero in T" of the denominator on the right-hand side can-
celling against the same in the numerator because of the form of g in (9.2).



9.3 Multiresolution analysis 221

That the Fourier coefficients of the expansion on the left-hand side of the above
display are absolutely summable is therefore a consequence of Wiener’s lemma
stated in Chapter 2, so indeed the trigonometric sum converges absolutely and
is a continuous function. In order to finish the example, it is required further
that the above v, and the V; generated from its translates and dilates, generate
a multiresolution analysis, i.e. our remaining assertion to be established is that
the conditions (MRA2) and (MRA3) hold, (MRA1) being true anyhow by the
construction and the refinement equation.

Indeed, the second condition of multiresolution analysis (MRA2) holds be-
cause the translates and dilates of v provide approximations in V; to all con-
tinuous, at most linearly growing functions f, say, and those approximations
converge uniformly for j — oco. We exemplify those approximants by using
the simplest form of a quasi-interpolant — which we recognise from Chapter 4 —
with spacing h = 27/,

Qi f() =Y fR2)YQ2x—k), xeR"
keZr

This quasi-interpolant is well-defined and exact at least on all linear polyno-
mials and, additionally, converges uniformly to f on the whole n-dimensional
Euclidean space as j — oo for all functions f from a suitable class that is dense
in L2(R"), for instance the class of twice continuously differentiable square-
integrable functions with bounded derivatives, cf. for instance Theorem 4.5. We
recall that this is only a simple example of a suitable approximation and much
better approximation results can be found but this it sufficient in our present
context of square-integrable functions, because we are satisfied if we can show
density. Therefore condition (MRA2) of MRA is verified while (MRA3) re-
quires further work which will be addressed in the next subsection.

9.3.4 The Riesz basis property

The condition (MRA3) of multiresolution analysis holds because the translates
and dilates of v form Riesz bases of the V;. This is, again, a most useful and
commonly required property to fulfil the third property of multiresolution anal-
ysis (MRA3), which also has other pertinent consequences. We will define and
explain Riesz bases now for stationary multiresolution analyses.

Definition 9.3. Let j be an integer. The translates Y (2/ - —k) for multiintegers
k form a Riesz basis of V; if there exist positive finite constants v ; and M ; such
that the ‘Riesz stability’ inequalities

9.6) wjlell = < Mjlcll, ¢ ={crez € @"),
2

D av@ =k

keZr
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hold for all j € Z independently of ¢ and the ratio M;/u; > 1 is uniformly
bounded in j. Here || - || is the norm for the sequence space £>(Z"), while || - ||
denotes the standard L*(R") norm.

In Fourier transform form, that is, after an application of the Parseval—Plancherel
identity, this expression (9.6) reads for j = 0, using here the common and

. .. . . . —ixk
convenient abbreviation c(x) for the trigonometric series ) , ez Cre” T,

Q)" uollell < le(-) x §r(lla < Mollcll2m)"/2.

It is useful to express this Riesz condition after periodisation in the alternative
formulation

< Qn)"*Mo|icl,
2,Tn

0.7  QryPullell < |e-) Y P+ 27k

keZ

with the new notation || - ||+ denoting the Euclidean norm now restricted to the
cube T" in (9.7). We absorb constant multipliers such as (277 )"/ in (9.7) into the
constants (1o and M, from now on to keep our formulae as simple as possible.

We wish to come back to our example now and apply our theory to that
example. Thus we shall establish that the translates and scales of our choice of
Y form a Riesz basis of each V;, for a suitable g, by fulfilling (9.7). This is in fact
the third important consequence that we have already alluded to of the particular
shape of ¢ when ¢ is from the class (4.4). Indeed, if J(-) = g(-) x &(| - ||),
then the last display (9.7) reads by g’s periodicity

c()g() > bl - +2mkl)

keZn

tollell = < Mp|c]|.

2,Tn

The reason why these inequalities hold for the ¥ in (9.2) here is that ¢ has no
zero and that our chosen g exactly matches ¢’s singularity at zero by a high
order zero at the origin without having any further zeros elsewhere or higher
order zeros at 0. Still taking j = 0, the upper and the lower bounds in the
display above can be easily specified. They are the finite supremum and the
positive infimum of the square root of

Yo+ 2wl = g0 Y ddllt + 2wk, teT,

keZ" keZn

respectively, because of the well-known identity for Fourier series and square-
integrable sequences

9.8) el = @)l
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from the Appendix and because of the following simple estimate. We get by
appealing to Holder’s inequality and taking supremum

c(-)g() Y Sl - +2mkl)

keZ"

< lleC-)2 sup \/Z 9+ 22,

2,Tn €T\ ez

Similarly we get an estimate for the infimum by reversing the inequality. Both
of these quantities sup and inf are positive and finite due to the positivity of ||
and by the definition of g, the summability of the infinite series being guaranteed
as usual because 2k > n. For other integers j, (9.6) follows immediately from
scaling of the so-called Riesz constants fio and My by 2/%/2, but it is sufficient
to consider the decomposition V; = V; + W, instead of all the decompositions
Vi+1 = V; + W; when establishing the Riesz property of bases. In particular,
the ratios M;/u; are constant here. It is usual to restrict the above condition
(9.6) of a Riesz property to j = 0. We leave the examples (9.2) now and return
to the general case.

Having verified the Riesz basis property, we can prove that the property
(9.6) implies (MRA3) by the following argument. We get from (9.6) that for
every f € Vo with expansion f =), ;. cx (- — k) by the Cauchy—Schwarz
inequality

[l flloo = sup < Cliell < Cug 1 £ 1

Y aw-—k)

keZn

Here, sup denotes the essential supremum, i.e. the supremum taken everywhere
except on a set of measure zero.

Therefore, by a change of variables, we get for a specific g € V_;, j € Z,
and a special f, namely that specified by f := g(2/),

lglleo < Cug'llfll=2""2Cug'ligll > 0,  j — oo.

Thus it follows that g = 0 almost everywhere as soon as it lies in the intersection
ofall V_;, j € Z, and (MRA3) is therefore established by this argument.

As we have already pointed out, this Riesz property is a condition that is some-
times incorporated into the requirements of stationary multiresolution analysis
as well. It can be viewed as a suitable replacement for the orthonormality
condition that is imposed on the translates of wavelets (as opposed to pre-
wavelets) at each level j of scaling. In fact, if the translates are orthonormal,
then 1; = M; = 1 are the correct choices in (9.6) because the orthonormality
of translates of square-integrable functions v is equivalent to

(9.9) YW+l =1

jezr
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almost everywhere and because of (9.8). The identity (9.9) is equivalent to
orthonormality because the orthonormality conditions are, by application of the
Parseval-Plancherel formula for square-integrable functions from the Appendix
and by periodisation of 1,

S0 = /}R VP Rdx

! /Z|1ﬁ(x+2nj)|2e”'kdx.
’]If'l

@ry o &

This equals do for all k € Z" precisely whenever (9.9) is true.

9.3.5 First constructions of prewavelets

It is time to make use of multiresolution analysis because it opens the door
to many simple and useful constructions of prewavelets for us both in general
settings and in our example which is relevant in the context of radial basis
functions and in our book.

Definition 9.4. Let a sequence of closed subspaces V; of L*(R") satisfy the
conditions of a stationary multiresolution analysis. A set {w¢}ecpr, E* being an
index set, of functions with L*>-norm one is a set of prewavelets if its elements
are in V1, are orthogonal to Vy, and if their translates together span Vi & V.
In the nonstationary case, the functions w; . must be in V; 1, orthogonal to V
and the w; (2) - —i), i € Z", e € E*, span V; 11 © V; for all integral j in order
that they be prewavelets.

The simplest method to find prewavelets is to note that in the stationary case,
where we remain for the time being,

Vi = Spaﬂ{l/f](- — € — J) 'J (S Z”, e e E},
where | := ¥ (2-), and define

we =Y1(- —e) = PYi(- —e)

foralle € E* := E\ {0}. Here P: V| — Vj is the least squares (orthogonal)
projection. Then it is easy to see that those w. and their multiinteger translates
generate Wy due to the fact that Wy = V; &V, contains precisely the residuals of
the least squares projection from V; onto Vj and this is what we compute in the
above display for V;’s generators. In particular, orthogonality of the prewavelets
on Vj is a trivial consequence of the projection we are using in the prewavelet’s
definition.
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A description by Fourier transform of this @, defined in the previous display is

L Y e A2+ 2m))
We 1= we - = 12 Xy,

Y jen WG +2m )
if the denominator is positive, where . is defined by ¥, = /(- —e) and where
the 1 can be for example the function (9.2). This is so because the orthogonal
(L?)-projection P: V; — Vj can be characterised through the useful proposition
below. We still assume the V; to form an MRA.

Proposition 9.1. Ler f € V| and  be as above. Then the orthogonal ( ‘least
squares’) projection Pf of f with respect to the standard Euclidean inner
product on square-integrable functions from Vi — V, is characterised by its
Fourier transform

FF — i Y jem fC +A2’”')‘5(',+ 27j)
ZjeZ" [V (- + 27 j)I?

so long as the right-hand side of the display is in L*>(R").

Proof: The proof of this fact is easy and it works out as follows. As we have
pointed out in the previous chapter, we just need to show the orthogonality of
f — Pf, Pf being defined through its Fourier transform in the last display, to
any element of Vj.

Recalling v’s square-integrability and using the Parseval-Plancherel iden-
tity for square-integrable functions, again from the Appendix, this amounts to
showing for all k € Z" the identity

/,, (f(x) _ﬁ?(x)W(X)e”” dx = 0.

That is, by 2 -periodisation of the integrand, and inserting the ﬁ]\‘ (x) from the
above definition,

/T n (Z P42 (e +2)) Y W (x +27))1

JEZ! JEzZr

=Y W +2mp)P Y Flx+2mj)i(x + 2nj))

jezr JEZ!
-1
x (Z i+ 2nj)|2) e*dx = 0.
jezr

This is true by construction for all k. O
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9.4 Special constructions

9.4.1 An example of a prewavelet construction

In this first set-up, the prewavelets are found that are described in our next
theorem. Their construction is related to the construction that led to the or-
thonormalisation used in our Theorem 8.2 and to the work in Chui and Wang
(1991) and Micchelli, Rabut and Utreras (1991).

Theorem 9.2. Let s be as specified through (9.2), and let the MRA be gener-
ated by the V; as above. Define the square-integrable w by its Fourier transform

[ ()12
> ier WG 42702

where as before 2k > n. Further define the translates along the set E* of corners
of the unit cube, except zero, by the identity

@o(y) = IlylI* y eR",

(9.10) we(y) = wy(y — e), y e R", e € E*.
Let finally spaces be defined by
Wje := spanfwe(2’ - —i)|i € Z"}, e € E*,
and their direct sum
W =P Wy el
ecEr

Then we have orthogonality W; 1. Wy, and in particular Vi1 = V; & W;,
W; L V;, for all integers j # £, and we have the expansion for all square-
integrable functions as an infinite direct sum

o0
2 mon
L*(R") = @ W;.
j==o00
In particular, the normalised we /|| w.||2, € € E*, form a set of prewavelets.

We note first that the functions defined in (9.10) are indeed in V. If we take the
Fourier transform of (9.10), we get

(317
e WG + 210

where 4 is a square-integrable 4 -periodic function. Moreover,

—iy- 2k
eyl

= hMIFOHIFelyID™",

o (2)[ g
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is a constant multiple of g(% y)l/?(%y), so in total we have an expression of
the form fz(y)lﬁ(% y), where & is 4 -periodic and square-integrable. Hence, by
reverting from the Fourier domain to the real domain and recalling that V; is
spanned by translates ¥ (2 - —i), we get that (9.10) indeed defines a function in
Vi, as required.

This Theorem 9.2 is, in the context of this chapter, too difficult to prove
completely, but we shall show as an example the orthogonality claim that is
being made. This is in fact quite straightforward. We observe first that it suffices
to show Wy L V. Let f be from E*. Then we have that for any k € Z"

f G (B dy

is the same as a fixed constant multiple of

2.1 [P )I*dy 29—
f (g (2y) > ;= | 2 g2yay,
: Y rem W (y +270)| g

the latter by standard 27 -periodisation of the integrand. This, however, vanishes
because f # 0, so the inner product is zero, as required. Therefore we have
established the orthogonality claim for Wy L V;, from which it follows by
an inductive argument and from the condition (MRA 1a) of the multiresolution
analysis that the full orthogonality claim between spaces as asserted in the
theorem statement is true.

9.4.2 Generalisations, review of further constructions

We now go into the more general concept of nonstationary MRA and observe
that a considerable generalisation can be achieved by continuing to let

Vo = Span{llf(' - j)’j € Z"}’

but introducing a new space

vlzspan{wl(z—j) jezn},

where ¥ and 1 are related not by scaling but only by the nonstationary refine-
ment equation, or, in the Fourier domain, by the relation

.11 ¥ =a(%-)xﬁ1

which they must obey with a 27 -periodic, square-integrable function a( - ). In
the special case when the nonstationary refinement equation holds for summable
coefficients a; of a(-), then a( - ) is continuous, as we have noted before.
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Now, we assume, additionally, that supp 1@ = supp gﬁl = R”, which is true
in all our examples and is true, in particular, when ¥ and ; are compactly
supported such as B-splines or box-splines. This is because the Fourier trans-
forms of compactly supported functions are entire functions and therefore their
(closed) support must be the whole space, unless they vanish identically. In the
case of our radial basis functions, the fact that supp iy = R” for our example
(9.2) can be verified directly by inspecting its Fourier transform and the Fourier
transform of the radial basis function. It is a consequence of this that the above
condition (MRA?2) is immediately fulfilled in that case. Indeed, it would be
sufficient that ¥ and @\1 do not vanish at zero, that furthermore ¥ and v, be in-
tegrable and square-integrable and that therefore both their Fourier transforms
be continuous and bounded away from zero in a neighbourhood of the origin.
Condition (MRA3) is always true in that case up to a subspace Y of dimension
one or zero, i.e. the intersection of all V; is Y (condition (MRA3) means that
Y’s dimension is zero) and the case ¥ = {0} is automatically fulfilled if we
are in the stationary setting. Therefore (MRA2) and (MRA3) need no further
attention in the case considered here.

A general treatise on prewavelets is given in de Boor, DeVore and Ron (1993)
that includes the proofs of the claims of the previous paragraph. The authors
also show the sufficiency of supp ¥ ; = R" in order that the W; are finitely
generated shift-invariant spaces, i.e. generated by the multiinteger translates of
just finitely many functions, and derive which are specific basis functions we,
e € E*, in V;; | which generate the desired spaces W;.

In Micchelli (1991), this subject is generalised by admitting scaling fac-
tors other than 2. In fact, scaling by integer matrices M with |det M| > 1
is admitted where it is also required that lim;_,., M~/ = 0. This is usually
achieved by requiring the sufficient condition that all of M’s eigenvalues be
larger than one in modulus. In this event, |det M| — 1 prewavelets are re-
quired and their integer shifts together span each W;. Except for some tech-
nical conditions which we do not detail here and which hold for our radial
basis functions here, it is sufficient for the existence of the prewavelets that a
square-integrable ¥ which decays atleast as (14 ||x||)~"° for& > 0 and whose
Fourier transform has no 27 -periodic zeros generates spaces V; in the fashion
described above, albeit by scaling ¥; := y(M/-), that satisfy the conditions
of stationary with scaling by M MRA and a refinement equations, again with
scaling by two componentwise, replaced by M. Hence, the V, for instance is
now of the form

Vi = span{tpl(M . —j)‘j € Z"},
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where the standard choice for M which corresponds to our earlier choice of
scaling by two is the unit matrix multiplied by two. The nesting property of the
V) is now ensured by the refinement condition

(9.12) V() = Yox) = Y ajyn(Mx — j), x €R",

jezn

with the condition a = {a;} jez» € £'(Z") as usual.

Utreras (1993) constructs prewavelets in the same way as in Theorem 9.2
and points to the important fact that no multiresolution analysis can be found
for shifts of (4.4), i.e. when ¢ is replaced by ¢(+/r2 + c¢2) for ¢ > 0. More
generally, he shows that the exponential (that is, too fast) decay of the Fourier
transform ¢ of the resulting basis function ¢ prohibits the existence of a mul-
tiresolution analysis generated by shifts and scales of ¢ or a linear combination
of translates of ¢. (It is the nestedness condition of the spaces in the sequence
that fails.) This applies for example to the multiquadric radial basis function
for odd n. This statement, however, only holds if the multiresolution analy-
sis is required to be stationary, i.e. results from the dilates and shifts of just
one function as in (9.3). On the other hand, several authors have studied the
aforementioned nonstationary multiresolution analyses with radial basis func-
tions, where the generating function of each V; may be a different L*(R")
function ;.

For instance, in the author’s paper (1993b), univariate prewavelets from
spaces spanned by (integer) translates of multiquadric and related functions
are constructed. In order to get a square-integrable basis function first, deriva-
tives of multiquadric functions are taken and convolved with B-splines. This
is the same as taking divided differences of the radial basis function as in the
beginning of this chapter, but it is more amenable to analysis because one can
make use of the positivity of ¢’s distributional Fourier transform. After all,
convolution of functions in the real domain means function multiplication in
the Fourier domain (cf. Appendix). This fact is extensively used in the proofs
of the results that follow. Let ¢ € C(R) with

(9.13) [y =0@x|"""),  x — £oo,

U(t) > 0, for all t € R, and /(0) = 1 be given. The quantity ¢ is fixed and
positive. We restrict ourselves here to the example ¥(x) = k¢ (x), where
2) = A+1, kisasuitable normalisation parameter, ¢(x) = ¢(v/x2 + ¢2),¢ > 0,
and ¢ is one of the functions ¢(r) = r>*~!, A e N, but the theory in Buhmann
(1993b) is more general. Nevertheless, this covers the multiquadric example
(for A = 1). We consider the continuous convolutions — whose properties are
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summarised in the Appendix —

{Cj =BSxy, jel

9.14
©19 Fi:=Blxy, jel

The B-splines are the same as those in Chapter 2; the quantity 7 is their degree
and B§ has knots in Z and supportin [/, j +7 + 1], whereas Bf has knots in 3 52
and support in 2[] J +7+1]. Thus, C; and F; are in L'(R) ﬂ L*(R), because
the B-splines are and because ¥ € L'(R). We now define V;, and V; as

Vo i= :io: ¢jCjle={c}i2 € ez(Z)},
J=—00
(9.15)
Vii= { S ¢ F | = {c; X € Zz(Z)}-
j=—00

Then the w, := F; — PFy, £ € Z, is a prewavelet. Here P : V| — Vj is the
same L2-projection operator as above. It is furthermore true that the prewavelet
decays at least as fast as

(9.16) o) = O((L+|x—€)%), xeR

So, although not of compact support or exponential decay, these prewavelets
have quick algebraic decay (9.16) which is comparable with the properties of
the quasi-interpolating basis functions ¥ of the fourth chapter.

In summary, prewavelets with radial basis functions are also an admissible
tool for approximation that has many useful properties which led to the de-
velopment of wavelets and prewavelets. It is an alternative to the interpolation
studied earlier in the book, depending on the particular application we wish to
address.
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Further Results and Open Problems

This book ends with a short chapter that has two goals. The first one is to catch
up with some recent results on radial basis function approximation which have
not been included in the main body of the book, so as to keep the book on
a sufficiently introductory level and homogeneous as to the direction of the
results. Nonetheless, there are many additional, new results which deserve to
be mentioned in a monograph like this about radial basis functions. We take
care of some of them by way of a short summary of results with a reference to
a cited paper or book that is suitable for further study.

The second one is to mention several open problems that have, as far as
the author is aware, not yet been solved at the time of writing this book and
which are, partly, in close connection with the recent results in this chapter.
(Since writing this book was a long term project, some very recent solutions
may almost certainly have been overlooked by the author.) We hope to raise
interest in the reader in those problems as subjects of general further, perhaps
their own, research work.

10.1 Further results

This section enlists and briefly discusses a number of further results in the
analysis of radial basis functions.

One of the very recent developments under much investigation now is the
idea of the so-called radial basis function multilevel methods. The idea came
up with the observation that radial basis functions with compact support have
no remarkable convergence orders to speak of if they are used in the way
classical radial basis functions are employed, i.e. with centres becoming dense
in a domain, and therefore additional work for improvement is needed. We have
already seen this to an extent in the sixth chapter where we briefly discussed
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their convergence properties. The first proposers of this idea were Narcowich,
Schaback and Ward (1999), Floater and Iske (1996) and, later, Fasshauer (1999)
who made particular use of this idea for the numerical solution of differential
equations.

The idea is one of iterative refinement of an initial, quite crude approxima-
tion with radial basis functions with compact support by updating the residuals
iteratively. For the first step, radial basis functions are employed for interpo-
lation whose support sizes may even be such that no convergence at all could
be expected if they were used without iteration, and only with the standard
refinement of the spacing of the set of data points. Therefore the latter, stan-
dard approach is not the final approximation, but an iterative refinement of the
residuals is applied, similar to the BFGP method of Chapter 7, by using at each
level different radial basis functions and, especially, differently scaled ones.

In other words, an interpolant to the residual of the previous interpolation
process is computed with different basis functions and/or scales and subse-
quently added to the previous residual. This process is repeated at each itera-
tion. Unfortunately, there is, at present, not enough known about convergence
orders of this idea of approximation but it works well in practice (Fasshauer,
1999, Chen et al., 1999). The idea behind the approach is of course the notion
of capturing various features of the approximand at different resolutions (fre-
quencies) at different levels of the multilevel algorithm. In that, it resembles
the well-known prewavelet approximations outlined in Chapter 9. One of the
principal applications is the solution of (elliptic, in some applications nonlinear)
partial differential equations by Galerkin methods, where radial basis functions
with compact support are ideal for generating the test functions and the associ-
ated inner products for the so-called stiffness matrices, much like the piecewise
polynomials of compact support in finite elements, but they have a priori the
aforementioned, possibly bad, convergence behaviour.

Convergence analysis for radial basis functions of global support has been
undertaken in much more general settings than indicated in our Chapter 5.
For instance, Duchon-type radial basis functions which use inner products like
those in Chapter 5 but apply fractional derivatives in very general settings
have been studied in many contexts. They are often called thin-plate splines
under tension. The analysis is in principle the same and uses the same analytic
ideas, but requires some changes in the convergence orders for the scattered
data interpolants of Chapter 5. The fractional derivatives result in nonintegral
powers w in condition (A1) on our radial basis function’s Fourier transform. A
suitable reference is the thesis by Bouhamidi (1992).

Very general results characterising approximation orders for gridded data and
quasi-interpolation — in fact characterisations of the radial basis functions and
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other functions of global support for being able to provide such convergence
orders —are given by Jia and Lei (1993). The results are general especially in the
sense that they hold for L”-spaces and L”-convergence orders and not only for
uniform convergence which is the most often considered choice. The necessary
and sufficient conditions are expressed in terms of the so-called Strang and
Fix conditions that were used implicitly many times in Chapter 4 and were
described there. Especially for making the conditions necessary, the notion
of controlled approximation order is required which does not feature in our
book, whereas this paper is a suitable reference to it. On the whole, this is an
excellent paper which nicely complements the work presented in this book in
the fourth chapter. A closely related paper is the article by Halton and Light
(1993).

If the multiquadric function is used with a fixed parameter ¢, then exponential
convergence orders can be achieved, as we have noted in Chapter 5. Another
paper in the same vein which established spectral convergence orders for mul-
tiquadric interpolation with fixed ¢ and gridded data is the one by Buhmann
and Dyn (1993). The spectral convergence orders depend only on the smooth-
ness of the approximand, once a certain minimal smoothness is guaranteed,
and increase linearly with its smoothness. It is measured in terms of the Fourier
transform of the approximand.

A long and detailed article, especially about quasi-interpolation with radial
basis functions on an integer grid, is the one by Dyn, Jackson, Levin and Ron
(1992) which shows how quasi-interpolating basis functions and the uniform
(Chebyshev) convergence orders are obtained from large, general classes of
radial basis functions and how the connection with their Fourier transforms is
made. It is shown in more general contexts than we did in Chapter 4 how a
particular form of the Fourier transform and its singularity at zero is necessary
and sufficient for the existence of suitable quasi-interpolants. It also details
more explicitly how the quasi-interpolating basis functions that we called v
are found from ¢, our work by contrast focussing more on interpolation, where
the Ls are prescribed by the cardinality conditions.

In the previous two chapters we have used only L>-theory to explain our
wavelets and least squares approximations. Binev and Jetter (1992) offer an
approach to radial basis function approximation as a whole and in particular
cardinal interpolation only by means of L2-theory which facilitates many things
in the theory through the exclusive use of Hilbert space and Fourier transform
techniques. The results obtained contain not many surprises as compared with
our results, but the exclusive use of this L2-approach makes their contribution
extremely elegant and provides an analysis of the L2-stability of radial basis
function bases which we have not considered.
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In Chapter 5 we have used error estimates with the aid of the so-called power
functions and native spaces where on each ‘side’ of the error estimate, the same
radial basis function is used. An interesting generalisation which can lead to
larger classes of approximands that may be included in the error estimate is that
of Schaback (1996). He proposes the use of different radial basis functions for
the approximation on one hand and for the error estimate and the power function
involved therein on the other hand. If the radial basis functions used for the
power function leads to a larger native space, then the class of approximands
considered in the error estimate is enlarged. By these means, no better error
estimates can be expected as the approximation spaces are not changed, the
approximation order being a result of the choice of the space of approximants,
but the spaces of the approximands which are admitted to the error estimate are
substantially enlarged.

Two other papers about radial basis function approximation on infinitely
many scattered data are the ones by Buhmann and Ron (1994) and Dyn and
Ron (1995). In both cases, very particular methods are developed for converting
the known approximation methods and results (especially quasi-interpolation)
to the setting of scattered data. The second paper mentioned is more compre-
hensive, as it shows how to do this conversion in very general cases. The former
treats, on the other hand, convergence orders not only in Chebyshev norm but
for general L”-norms. In both articles, interpolation is not specifically used but
general approximation from the radial basis function spaces, and the approxi-
mants are not explicit.

Other extensions and variations of the ‘gridded data convergence theory’
include the work by Bejancu (1997) on finitely many gridded data in a unit cube
where he shows that for all radial basis functions belonging to the class of (4.4)
in the inside of this unit cube, the same convergence orders are obtained as with
the full set of multiintegers scaled by a step size h. The uniform convergence
is measured for this on any compact set strictly inside the unit cube. The main
tool for this proof is to use the localness of the cardinal functions for the full
grid which we know from Chapter 4 in order to show that the approximants on
the finite cube and on the full scaled integer grid vary only by a magnitude that
is bounded above by an O(h%*) term.

We have already mentioned in Chapter 4 how convergence with radial ba-
sis functions can also occur when we restrict ourselves to the fixed integer
grid and let certain parameters in the radial basis functions (e.g. parameters
in multiquadrics and Gaussians) vary. Another recent contribution to this as-
pect of radial basis function interpolation is the article by Riemenschneider and
Sivakumar (1999) which studies Gaussians and their convergence behaviour
for varying parameters in the exponential.
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Due to the many applications that suit radial basis functions for instance
in geodesy, there is already a host of papers that specialise the radial basis
function approximation and interpolation to spheres. Freeden and co-workers
(1981, 1986, 1995) have made a very large impact on this aspect of approx-
imation theory of radial basis functions. There are excellent and long review
papers available from the work of this group (see the cited references) and
we will therefore be brief in this section here. Of course, we no longer use
the conventional Euclidean norm in connection with a univariate radial func-
tion when we approximate on the (n — 1)-sphere $”~! within R” but apply
so-called geodesic distances. Therefore the standard notions of positive defi-
nite functions and conditional positive definiteness no longer apply, and one
has to study new concepts of (conditionally) positive definite functions on the
(n — 1)-sphere. These functions are often called zonal rather than radial basis
functions.

This work started with Schoenberg (1942) who characterised positive defi-
nite functions on spheres as those ones whose expansions in series of
Gegenbauer polynomials always have nonnegative coefficients. Xu and Cheney
(1992) studied strict positive definiteness on spheres and gave necessary and suf-
ficient conditions. This was further generalised by Ron and Sun in 1996. Recent
papers by Jetter, Stockker and Ward (1999) and Levesley et al. (1999) use native
spaces, (semi-)inner products and reproducing kernels to derive approximation
orders in very similar fashions to the work of Chapter 5.

A recent thesis by Hubbert (2002) generalises the approach of Chapter 5
to zonal basis functions, especially native spaces and the necessary extension
theorems for obtaining error estimates.

Not only standard interpolation but also Hermite interpolation in very general
settings was studied by Narcowich and Ward (1995). They not only addressed
the Hermite interpolation problem but considered it also on manifolds rather
than Euclidean spaces as we do in this book (see also our next section on open
problems).

There is another aspect of radial basis function which is related to the ques-
tions of convergence we studied in this book, namely the question when gen-
eral translates, that is with arbitrary knots, are dense in the set of continuous
functions on a domain, say. An alternative question is for what sets E of centres
we get denseness in the space of continuous functions on a domain when the
radial function ¢ is allowed to vary over a specified set of univariate contin-
uous functions, ¢ € A C C(R,), say. These two and other related questions
were studied especially by Pinkus, and we mention his 1999 paper from the
bibliography. This question and paper are also related to applications of neural
networks using radial basis function approximations, an application which has
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been alluded to many times in this book. A suitable recent reference is the paper
by Evgeniou, Pontil and Poggio (2000).

10.2 Open problems

The first of the open problems which the reader is invited to pursue research
work in is the question of the saturation orders of scattered data interpolation
with radial basis functions for all dimensions, even from the apparently simple
thin-plate spline class (4.4). At present, this is arguably the most urgent question
in the approximation theory of radial basis functions, but the univariate thin-
plate spline case has been settled by Powell (2001) as well as the case for
1 < p < 2 by Johnson (2002).

As we have remarked at several places in the book, notably in Chapters 4
and 5, saturation orders are available for large classes of radial basis functions
¢, including those defined in (4.4), so long as we work on square grids of
equally spaced infinitely many data, but not enough is known for scattered
sets of data sites E, in spite of the fine results by Johnson which give upper
bounds for approximation orders (1998a and b) and indeed saturation orders
for special cases (2002). This question is especially pertinent if we formulate
it for general L?-approximations, 2 < p < oo, because it may well be that it
can be answered once we have the complete answers by Johnson (2002) with
restriction to p < 2.

We known from Johnson’s work that the gridded data results with the highest
approximation orders are always unavailable in the general case of scattered
data even when very smooth domain boundaries are required, to be contrasted
with the highly plausible conjecture that the ‘full’ orders are obtained if we stay
well away from domain boundaries or impose suitable, strong conditions on
the approximand. On the other hand, what are the precise convergence orders
obtained on the boundaries depending on their smoothness and that of the
approximand for p = oo, for example? Suitable boundary conditions for the
univariate thin-plate spline case for getting the best possible convergence orders
were given by Powell (2001).

These questions are, incidentally, particularly important in the context of
using radial basis functions for the numerical solution of partial differential
equations on domains.

Not only in the approximate numerical solution of partial differential equa-
tions is the study of approximations at the boundary of a domain important. It
requires particular attention in the setting of the ‘classical’ radial basis func-
tions studied in this work because of their global support and expected difficul-
ties at the boundaries. For instance, the approximants may become unbounded
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outside the finite domain and make approximations at the boundary especially
difficult.

A second important question to address is always the choice of various pa-
rameters within the radial basis functions, notably the notorious ¢ parameter in
the ubiquitous multiquadric radial basis function. Work has been done on these
questions (Rippa, 1999) but it is mostly empirical. No doubt, the experimental
work shows that there will be a data-dependence in the choice of ¢, at least on
the (local) spacing of the data sites as in our section about parameter-dependent
convergence of radial basis function interpolants. It is conjectured that there are
also dependences of the smoothness (parameters) of the approximand, such as
its second partial derivatives. This is underlined by the empirical results.

In the context of multiquadric interpolation and choice of parameters, there
is still the question of existence and uniqueness of interpolants with different
parameters ¢ = cg, the main problem being that the interpolation matrix is no
longer a symmetric matrix and — presumably — the concepts of (conditional)
positive definiteness or similar ones are no longer available. The same problems
come up when radial basis functions of different compact support are used in
the same approximant.

Of course within the context of choice of parameters, the question of optimal
choices of centres arises too for interpolation with radial basis functions (see
below and Chapter 8 for this point in the least squares setting). It is questionable
from comparative work e.g. by Derrien whether grids form the optimal (regular)
distribution of data sites, even when they are chosen to be function-value-
independent. This can also be related to the condition numbers of interpolation
matrices which are geometry-dependent, if independent of the number of centres
as we have seen in Chapter 5. There are some practical experiments which
indicate for example that hexagonal grids may be superior in two dimensions
to square ones as far as the condition numbers of interpolation matrices are
concerned (Derrien, private communication).

Incidentally, in practice it is not really the condition number of the direct
interpolation (collocation) matrix which is relevant. Another quantity which is
open for much research and analysis is the uniform (say) norm of the interpo-
lation operator, even for uniform gridded data, and all the more for scattered
data. Good estimates for those norms can be highly valuable for theory and
implementations of radial basis function interpolation methods, because they
are basis-independent in contrast with condition numbers which are not: on the
contrary, we usually attempt to improve them by changing bases.

We have pointed out already at various places in the book that interpolation is
not the only method of use with radial basis functions. Among others, we have
mentioned quasi-interpolation and least squares approaches. Smoothing splines
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with additional parameters that can be fixed by so-called cross-validation can
provide further options that have already partly been studied in the literature
(e.g. Wahba, 1981, and the above empirical results about optimal ¢ parameters
use cross-validation for finding best cs). This will certainly be useful not only
for the radial basis functions we mention in this book but for large classes of
radial or indeed nonradial, multivariate functions that give rise to conditional
positive definiteness.

Many applications that involve the numerical solution of partial differen-
tial equations which have already been outlined in the second chapter require
evaluation of inner products of radial basis functions and their translates, a la
Galerkin methods, for producing the entries of the stiffness matrices. It has so
far not been looked at sufficiently how to do this efficiently unless the radial
basis functions are of compact support. Ideally there could be recursive methods
such as with polynomial splines to compute the inner products, i.e. integrals,
but this will undoubtedly be a new and difficult area of research, again due to
the unbounded support and the relative difficulty of the analytic expressions of
the common radial basis functions, involving logarithms, square roots and the
like. Most applications of radial basis functions for the numerical solution of
partial differential equations are still open anyway, since there is much work to
do for treating boundary conditions suitably.

Wavelets with radial basis functions have already been addressed in this
book, not so wavelets with radial basis functions of compact support. Much as
with spline wavelets which originate from B-splines this research could lead
to highly relevant results and the creation of new, efficient wavelet methods in
several dimensions.

Fast computations of radial basis function interpolants are already available,
as we have seen in the central, seventh chapter of this book. However, not at all
everything which could be done has been done in this vein, and an important
gap in this work is the availability of fast practical methods in high dimensions.
In two, three and four dimensions, algorithms are readily available, but it is
really for large dimensions n when radial basis functions come into the centre
of interest, due to the problematic spline and polynomial methods then for
interpolation. We mentioned this in the third chapter. Therefore, there should
be algorithms for moderate numbers of data points £ (a few thousand, say)
but large n — at present the bottleneck being the methods for fast evaluation
in high dimension. This includes approximations on manifolds within high-
dimensional spaces which should be specially considered within these high-
dimensional applications.

Indeed, it is not at all uncommon to have approximations which happen, at
face value, in very high-dimensional Euclidean spaces, but in fact the important
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phenomena (say, the qualitative behaviour of the solution of a partial differential
equation or the asymptotic behaviour) happen in lower-dimensional manifolds
or subspaces at least asymptotically. There are two things that can be helped
in this context by the availability of radial basis functions in high dimensions:
firstly they can help to identify those manifolds or subspaces (so this is a question
of dimension reduction) and secondly they can themselves model the solution on
those lower-dimensional structures. For this, it has to be kept in mind that, even
after a dimension reduction, the structures may still be fairly high-dimensional.

It has already been mentioned in the chapter about least squares approxima-
tions that least squares approximations with free knots (here, with free centres)
would be an interesting field of study and undoubtedly fruitful. This will be
a nonlinear approximation method and probably give much better approxi-
mations than are available so far, because a data-dependent choice of centres
should allow better fits for functions and data of various smoothness. Among
some of the other fields mentioned in this section, this is one of the most warmly
recommended new subjects for empirical and theoretical research.

Finally, neural networks lie between the sheer practical applications of radial
basis function approximations and their theoretical study, because they them-
selves give rise to new analysis methods and approaches for the radial basis
function spaces. They are particularly connected with the high-dimensional
ansatz and their practical aspects demand smoothness as well as fast computa-
tion in high dimensions. Therefore the link between these two research areas
should be fostered and enforced from the radial basis function side by particular
attention to the needs of neural network approximations.



Appendix: Some Essentials
on Fourier Transforms

Since we require in this book so many facts about the Fourier transform in
n-dimensional Euclidean space, we have collected in this appendix several
essential facts. They are mostly taken from Stein and Weiss’s excellent and
famous book of 1971.

Definition. Ler f be an absolutely integrable function with n real variables.
Then its Fourier transform, always denoted by f, is the continuous function

fx)= / e~ f(1)dt, t e R".
]Rn

This function f satisfies f (x) = o(1) for large argument, which is a conse-
quence of the multidimensional Riemann-Lebesgue lemma.

We also observe the trivial fact that the Fourier transform of f is always
uniformly bounded by the integral of | f|, that is by its L'-norm. Moreover,
the Fourier transform of f is uniformly continuous under that integrability
condition.

Definition. Let || - |2 denote the Euclidean norm defined by its square

If13 = / R dr.
Rll

Here, f is a function of n real variables. There is an inner product associated
with this norm in the canonical way: for two functions f and g with finite
Euclidean norm,

(fg) = /R NCrors

The space of all measurable f:R" — R with finite Euclidean norm is called
L*(R").
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In this definition, all measurable f that differ only on a set of measure zero are
considered the same.

Theorem. For two absolutely integrable functions f and g of n real variables,
the convolution defined through

fxgx):= fx—1)g)dt, x € R,
RVI

satisfies
frg=1-¢
In particular, the convolution f * g is itself absolutely integrable due to Young’s

inequality.

Theorem. If f is absolutely integrable, so are f(x—y), x € R", and ™™ f(x),
x € R, for a fixed y € R", and their Fourier transforms are

e fx)
and

Jx=y),
respectively. Moreover, the Fourier transform of f(M-), where M is a non-
singular square n X n matrix, is F(M~T.)/|det M|. Here, the exponent ‘—T’
means inverse and transpose.

Theorem. If f and x| f(x), x € R", are both absolutely integrable, where
x| denotes the first component of x, then f is once continuously differentiable
with respect to the first coordinate and the partial derivative is

df(x)

—
5 = (=it f(O))(x),
xi

where t) is the first component of t.

Conversely we can also obtain the Fourier transform of the first partial derivative
of f,ifitexists and is absolutely integrable, as i x; f (x). Both of these statements
can be generalised to higher order derivatives in a straightforward manner.

Theorem. If f and its Fourier transform are both absolutely integrable, then
the inversion formula

fx) = / et f(r)dt, x € R",
Rn

2m)"
holds. The process of inverting the Fourier transform is denoted by the symbol
f=r

Furthermore, we observe that f = f (—)/Q2m)".
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The bounded linear extension of the Fourier transform operator to the space
of square-integrable functions L?(R") is also called Fourier transform with
the same notation, and it has the following properties. Note that the functions
and their Fourier transforms are defined no longer pointwise but only almost
everywhere, because the integrals no longer converge absolutely.

Theorem. The Fourier transform is an isometry L>(R") — L*(R") in the
sense that ||f||2 agrees with || f || up to a constant factor. (The factor is one if
we normalise f by introducing an extra factor 1/(27)"/2.)

There also holds the famous Parseval-Plancherel identity:

Theorem. For two n-variate and square-integrable functions f and g and
their Fourier transforms f and g, it is true that

(f, =@, 8
for the Euclidean inner product.

A closely related fact is that the L?(T")-norm of a Fourier series is the same as
(27)"/? times the ¢£*(Z")-norm of its Fourier coefficients.



Commentary on the Bibliography

We finish this book by adding a few remarks about the current state of the literature on
radial basis functions. To start with, we point out that there are many excellent reviews
and research papers about radial basis function approximation, such as the ones by
Dyn (1987, 1989), Hardy (1990) and Powell (1987, 1992a). The present book gives,
unsurprisingly, the author’s personal view and therefore depends on many of his own
papers cited above. Moreover, there is another review with different emphasis recently
published by the journal Acta Numerica, also by the same author but more focussed on
surveying the very recent results and several applications. However, we wish to add to
our fairly extensive list of references a few remarks that also concern the history of the
development of radial basis functions.

Many ideas in and basic approaches to the analysis of radial basis functions date
back to Atteia, and to Pierre-Jean Laurent and his (at the time) student in Grenoble
Jean Duchon whose papers we have quoted in the Bibliography. The papers we have
listed there are the standard references for anyone who is working with thin-plate splines
and they initiated many of the ideas we have used in Chapter 5 of the book. They are
also closely related to the work by Micchelli, and Madych and Nelson, about radial
function interpolants, their unique existence and convergence properties. Duchon was
certainly one of the pioneers on the important classes of thin-plate spline type radial
basis functions (4.4) while the ideas on radial basis functions with compact support
probably started with Askey whose paper (a technical report) we quote above as well.
Duchon’s approach was exclusively via the variational principles of Section 5.2.

With those papers having started the radial basis function idea in the 1970s as far as
scattered data are concerned, much of what followed then in the 1980s and 1990s was
based on the idea of studying data on grids for the analysis of convergence/approximation
orders etc. Since the analysis is far more complete (and, in some sense, easier, as the
reader will have seen by now) we have included the description of this analysis one
chapter before the work of Duchon and its ‘derivatives’. Much of that chapter goes back
to the author’s own work, but includes important contributions by Baxter (Theorem 4.19
describes his ideas for instance), Jackson (especially about quasi-interpolation as out-
lined in Section 4.2 and convergence), Powell (e.g. the proof of Theorem 4.7 is due
to his ideas), joint work with Micchelli (1991, e.g. Theorem 4.10), and several others.
The precursor of this work is in part the work by de Boor and collaborators, Dahmen
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and Micchelli and many others on box-splines because the box-splines (sometimes also
called cube-splines, they are closely related to B-splines in multiple dimensions, but
only defined on lattices) too were analysed on square grids first, and they gave beau-
tiful applications to the Strang and Fix theory which we have quoted (but used only
implicitly) in Chapter 4. In fact they were the reason why much of that theory has been
developed. They benefited from the idea of square grids and the applications of Fourier
analysis, the Poisson summation formula etc. in the same way as we have used in the
analysis of radial basis functions too. They do have the simplification of dealing with
basis functions (the box- or cube-splines) which have compact support. This difference
is, from the analytical point of view, especially significant when proofs of approximation
orders are established.

The multiquadric function (as well as the inverse multiquadric) has been especially
fostered by Hardy who introduced their main applications in geophysics and gave them
their name — often they are in fact called ‘Hardy (inverse) multiquadrics’ for this rea-
son. Franke with his 1982 paper in Mathematics of Computation comparing several
techniques of multivariate approximation brought the multiquadrics to the attention of
many more mathematicians because of this very favourable review of their properties
and convincing statements about their advantages in applications.

Few aspects of approximation theory can be discussed without mentioning the contri-
butions of Schoenberg who envisaged many methods and theories suitable in multiple di-
mensions even before they were studied in detail generations later. We have mentioned in
the Bibliography only his contributions to the nonsingularity of distance matrices (i.e., as
they are sometimes called, linear basis functions) and complete monotonicity, but there
are also contributions to the theory of approximation on equally spaced data with the
use of Fourier transforms as in the Strang and Fix theory. He studied those especially for
univariate, equally spaced data and the exponentially decaying Lagrange functions. The
ideas about establishing existence and polynomial reproduction stem from his work. We
recommend that the reader sees his selecta edited by Carl de Boor for this.

Micchelli, and Madych and Nelson, have extended the ideas of complete monotonicity
and conditionally positive functions to apply to all those radial basis functions mentioned
in Chapter 4 of this book, where Micchelli in his seminal 1986 paper concentrated on the
nonsingularity of the radial basis function interpolation matrix and Madych and Nelson
more on the convergence questions. Micchelli’s work is mentioned in Chapters 2 and
5, while some of Madych and Nelson’s contributions are quoted in Chapter 5. Later
contributions of the 1990s are due to Schaback and Wu and others whose papers are
also included in the bibliography. Finally, probably the sharpest upper bounds on the
approximation orders are due to Michael Johnson who has developed into an expert in
providing those ‘inverse’ results. Some of this work we have included in Chapters 4
and 5.

Many applications, both potential and topical, are mentioned especially in the In-
troduction and in Chapter 2, and we cite Hardy’s papers as an excellent reference to
applications, but in order to avail oneself of the methods for those practical applications,
efficient computer implementations are needed as well. Some of the main contributors
to the development of fast algorithms have been mentioned in Chapter 7, and we point
here once more to the papers by Beatson, Goodsell, Light and Powell.

Using wavelets with all kinds of approximation spaces has been a topic of interest for
more than 10 years now within approximation theory and now also within multivariate
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approximation theory. As far as the wavelets with radial basis functions are concerned,
this is an area that is only beginning to develop now, and in Chapter 9 we have only
reviewed some of the first moderate contributions. It is to be hoped, as was also pointed
out in Chapter 10, that more will be known in the not too distant future. As to the general
theory of wavelets, a reference to Daubechies’ work for instance must not be missing
from any typical bibliography on the subject.

The author of this book is grateful for all the fine contributions to the research into
radial basis functions which have been provided by the many colleagues, many, but
certainly not all, of whose papers are cited above, and which have made this monograph
possible.
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