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The following problem is solved: What are all the "different" separable coordinate systems for the 
Laplace-Beltrami eigenvalue equation on the n-sphere S" and Euclidean n-space R" and how are 
they constructed? This is achieved through a combination of differential geometric and group 
theoretic methods. A graphical procedure for construction of these systems is developed that 
generalizes Vilenkin's construction of polyspherical coordinates. The significance of these results 
for exactly soluble dynamical systems on these manifolds is pointed out. The results are also of 
importance for the analysis of the special functions appearing in the separable solutions of the 
Laplace-Beltrami eigenvalue equation on these manifolds. 

I. INTRODUCTION 

In this paper we find all separable coordinate systems on 
the real n-sphere S" and Euclidean n-space for the Hamil­
ton-Jacobi equation 

.. as 
H=gJSS J =E, S I =-., i= I, ... ,N, (I) 

KX x ax' 

and the Helmholtz equation 

A" = _1_ ~ (.fi giJ ~) = A. \II, 
.fi ax' ax' 

i,j = I, ... ,n, g = det(gij)' (II) 

There are several reasons why this is an important problem. 
( 1) The list of 11 coordinate systems in R3 that provide 

a separation of variables for these equations are well known. I 
Their value in the solution of boundary value problems is 
unquestioned. More recently there has been an interest in 
separation of variables on the spheres S2 and S3 (see Refs. 2 
and 3). In the case of S3 the relationship with the hydrogen 
atom has been extensively studied.4 More recently the im­
portance of separable coordinate systems on S" has been 
discussed5 for dynamical symmetries in a spherical geome­
try. It is also of intereSt to study classical and quantum me­
chanics on S" and R" as a means for finding exactly soluble 
dynamical systems interacting under a suitable potential so 
as to admit solution via a separation of variables. 

(2) On the mathematical side the solution of the prob­
lem we solve here gives the basic results necessary for a com­
plete analysis of the special functions that are solutions of 
(II) via a separation of variables on Sm and R". In doing so 
all the separable solutions can be characterized in terms of 
symmetric second-order elements in the enveloping algebra 
of the corresponding symmetry group. This provides the ba­
sis for an all-embracing theory of such solutions and a syste­
matic treatment of relations amongst these solutions. For an 
introduction to these methods we refer to Miller's book.6 In 
solving this problem we also extend Vilenkin's work, which 
dealt with a restricted class of separable solutions.7 

We should also note at this point the articles of Luc-

quaud,8-IO which give a discussion of spherical harmonics on 
SO(n) via an elegant tensorial approach. For some of the 
crucial results concerning separation of variables we refer 
the reader to the papers of Levi-Civita, II Eisenhart,12 and 
Benenti.13 Referring now to equations (I) and (II) we 
should, of course, mention that these equations are ex­
pressed in an arbitrary coordinate system in terms of which 
the infinitesmal distance on the underlying manifold is 

(1.1 ) 

[Formulas (I), (II), and (Ll) use the summation convec­
tion on indices i,j.] Separation of variables for (I) is under­
stood to mean that there is a coordinate system {x'} for 
which it is possible to find a solution S = S(X;A.I'''',A.,,) of 
(I) such that 

" S = L Si (xi;A.)J"',A.,,) ( 1.2) 
i=1 

and det(a 2S laxi aA.J )"x" ,cO, i.e., S is a complete inte­
gral. 14 This type of variable separation is additive. 

Separation of variables for (II) is normally understood 
in the product sense, IS i.e., the coordinates {x'} should be 
such that there is a soluton of (II) depending on n param­
eters cl, ... ,e" ofthe form 

n 

\II = II \IIi (Xi;CI,· .. ,c" ). 
i= I 

( 1.3) 

In this article we determine all coordinate systems that pro­
vide additive separation for (I) and product separation for 
(II) for the following Riemannian manifolds: (i) the real n­
sphere S" and (ii) real Euclidean n-space R". We also de­
scribe a graphical procedure for constructing these coordi­
nates, which includes Vilenkin's description of polys ph erica I 
coordinates as a special case. 

We recall a few basic facts about variable separation. 
For a positive definite Riemannian space a separable coordi­
nate system {xi} for (I) can always be chosenI6

•
17 such that 
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the contravariant metric tensor is 

.. rlSabH -2 0] 
(g'J) = [ 0 a g"'3' ( 1.4) 

The functions H a- 2 and g"'3 have the form 

~al ~bl 
H - 2 - ,.pP = ~ A abP(Xb) __ , 

a -$'.5 + ~ 
( 1.5) 

where ~ = det(~ob (XO »). The variables xa are such that 
atjlaxa = 0, for all i,j. 

A typical separable solution takes the form 

S= LSa(xa) + Lea xa. 
a a 

The choice of ignorable variables xa is not unique; we would 
get a similar system if we defined new coordinates x" by 
xa' = a'/JxP, xa' = xa, where det(a'/J) =1=0. We say that two 
such coordinate systems are equivalent and will not distin­
guish between them, 

The standard form (.1.4) will be central to our argu­
ments. If a coordinate system is separable for (II), it is auto­
matically separable for (I). A separable system {Xi} for (I) 
separates (II) if and only if 

Rab = 0, a=l=b, 

where Rij is the Ricci tensor expressed in these coordinates. 
In particular, for orthogonal coordinates, (I) and (II) sepa­
rate in the same systems. 

A. The n-sphere Sn 

This space is most readily realized in terms of n + 1 real 
"standard" coordinates (SI"",s" + 1 )eR" + I' which satisfy 

sf+···+~+I=1. (1.6) 

The infinitesimal distance is given by 

ds2=dsf + ... +d~+I' ( 1.7) 

The n-sphere admits the group SO (n + 1) of isometries. 
The algebra so(n + 1) is realized on the cotangent bundle of 
R" + I by the Killing vectors 

Iij =s/Ps
j 

-SjPS
I
' i=l=j. (1.8) 

We recall in the normal correspondence, as laxi = Pi and L 
is a Killing vector if L is linear in the p;'s and {H,L} = 0 
where { , } is the Poisson bracket. It is then seen that the 
ignorable coordinates xa of a given separable coordinate sys­
tem are such that Pa is a Killing vector. The Lie algebra 
so(n + 1) also can be realized by means oflinear differential 
operators, with the identification Ps-d I asi. The symmetry 
operator Iij =si(alasj -sjalasi ) satisfies [~"Jy] =0, 
where [ , ] is the commutator bracket and ~" is the opera­
tor (II) on S". We note that the two realizations of 
so(n + 1) directly relate to the SO(n + 1)-invariant equa­
tions (I) and (II). For equation (I) the algebra is realized as 
the set of all Killing vectors L that are in involution with H, 
i.e., {H,L} = O. For equation (II) the algebra is realized by 

I 

all first-order linear differential operators .? that commute 
with ~". The n-sphere as a Riemannian manifold is a space 
of constant curvature - 1 and is completely characterized 
by the Riemann curvature tensor conditions l8 

R hijk = (ghk gij - ghj gik)' 

in any coordinate system. 

B. Euclidean n-space Rn 

( 1.9) 

Here, a point is given by n real (Cartesian) coordinates 
(YI""'Y") and the infinitesimal distance is 

( 1.10) 

where R" admits the isometry group E( n) = T" ® SOC n). 
This is the semidirect product of the n-dimensional Abelian 
group of translations T" and SO(n). On the cotangent bun­
dle of R It the Lie algebra ~ (n) has a realization by Killing 
vectors: 

Mij = Yi PYj - Yj PYi ' Pk = PYk ' 

i,j,k= 1, ... ,n, i=l=j. (1.11) 

The corresponding realization in terms of symmetry op­
erators can be obtained by the correspondence Pj-d layj' 
Euclidean n-space is characterized by the Riemann curva­
ture tensor condition Rhijk=O in any coordinate system. 

We note that the study of variable separation will give a 
complete enumeration of the scope and extent of special 
function identities available in these spaces. In addition, ex­
actly which special functions appear can be determined. The 
problem of separation of variables on SIt is also intimately 
related to the separation of variables problem on CP (n ) , 19 n­
dimensional complex projective space. 

II. SEPARATION OF VARIABLES ON Sn 

The following is a crucial result in the classification of 
separable coordinate systems on S". 

Theorem: Let {x'} be a coordinate system on SIt for 
which the Hamilton-Jacobi equation admits a separation of 
variables. Then, by passing to an equivalent system of co­
ordinates if necessary, we havegij = ~ijH i- 2, i.e., separation 
of variables occurs only in orthogonal coordinates. Further­
more, in terms of the standard coordinates on the sphere 
SI"",s" + I' the ignorable variables can be chosen such that 

Pa, = 112, Pa, = 134 , ... , Paq = 12q+ 1,2q+Z' (2.1) 

where the number of ignorable variables is q. 
Proof This is based on the general block-diagonal 

expression of the canonical form of the contravariant metric 
tensor for a separable coordinate system. It is well known20 

that any element of the symmetry algebra so(n + 1) of SIt is 
conjugate to an element of the form 

L = 112 + b2134 + .. , + bJzv-I.2v' (2.2) 

If this element corresponds to the ignorable variable a I' i.e., 
L = Pa" then by local Lie theory the standard coordinates 
on the n-sphere can be taken as 

(SI"",s" + I ) = (PI cos(al + WI ),pl sin(al + WI ),p2 cos(bpi + wz), 

P2 sin(b2a 1 + wz), .. ·,pv cos(bva1 + wv),pv sin(bval + Wv ),s2v+ 1 , ... ,s" + 1)' (2.3) 
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where pt + ... + p; + ~v + I + ... + S; + I = 1. The infinitesimal distance then has the form 

ds2 = dpt + ... + dp; +pt (da l + dWl)2 + •.. +p!(bv da l + dWv )2 + d~v+ I + ... +dS;+ I' (2.4) 

If there is only one ignorable variable then the coordinate system must be orthogonal and this is only possible if b2 = ... = bv 

= 0, i.e.,p a, = 112, Indeed, the requirement that the contravariant metric have the form ( 1.4) (orthogonal in this case) is that 

v p] 
-dwl = ~ -b· dw·. ~ 2' , 

j=2PI 
Since the differentials dpj, dWj (j>2), must be independent and the only condition onpt is 

v 

L P7 + ~v+ I + ... + S; + I = 1, 
;=1 

(2.5) 

the condition dwt = ° implies bj = O,j = 2, ... , v, and dWI = 0. We can then take the constant WI = ° by suitably redefining at' 
The theorem is proven in this case. 

Now suppose there are q > 1 ignorable variables. The Killing vectors Pa" i = 1 , ... ,q, must form an involutive set. It follows 
from the spectral theorem for commuting skew-adjoint matrices that for each i,Pa, has a representation of the form 

Pa, = b~112 + bV34 + ... + b~/2vi-I,2vl' 
for i = 2, .. ,q. In fact we can assume 

N 

Pa, = 121 - 1,21 + L b; 121 - 1,21> i = 1, ... ,q. 
i>q 

The projective coordinates on the sphere then have the form 

(SI, ... ,sn + I) = ~I cos(al + WI),p1 sin(al + wl), .. ·,pq cos(aq + Wq ),pq sin(aq + wq), 

Pq+ I cosCtl b~+ lal + Wq+ I)' Pq+ I sinCtl b~+ lal + Wq+ I) , ... , 

(2.6) 

(2.7) 

PN sinCtl b :Val + WN) ,s2N + I ,· .. ,sn + I) . (2.8) 

We now make the crucial requirement that the ignorable variables ai' i = 1, ... ,q, are part of a separable coordinate system. If 
we compute the covariant metric, it should be in block-diagonal form with respect to the two classes of variables. Just as in the 
case q = 1, this is only possible if b; = 0, i = I, .. ,q, 1 = q + I, ... ,N and dWI = 0, l<i<q. We can therefore assume that 
LI = 112'£2 = 134,· .. '£q = 119 _ 1.19 ; the ignorable coordinatesa l then can always be chosen such that WI = 0, l<i<q, and the 
system is orthogonal. Q.E.D. 

This theorem enables us to bring to bear Eisenbart'sl2 results on orthogonal systems of the Stiickel type. Our problem 
reduces to the enumeration of all orthogonal separable coordinate systems. We use an inductive procedure such that given all 
separable systems for Sj,j < n, we can give the rules for construction of all systems on Sn. 

If {x'} is an orthogonal coordinate system with infinitesimal distance dsl = ~7= IH7(dxl)2, then the conditions that the 
space be of constant curvature - 1, i.e., that we are dealing with Sn' are 

(i) Rijjl = - H7 H], i# j, 

(ii) Rhllk = 0, i#h #k. (2.9) 

Eisenbart12 showed that in order for orthogonal separation to occur on any n-dimensional Riemannian manifold the contra­
variant metric gij = 6ij H 1- 2 must be in Stackel form and that the necessary and sufficient conditions for this are 

a
2 

I H2 a I H2 a I H2 a I H2 a I H2 a I H2 a 1 H2 --. -k og 1--. og I -k og 1+- og 1-- og j + -- og j - og k = 0, (2.10) 
ax' ax ax' ax aXj aXk aXk ax) 

for j#k. He then went further to show that these conditions, together with the equations (2.9) (ii), are equivalent to the 
equations 

a I H2 a I H2 a I H2 a I H2 a I H2 a I 2 -.og j- og 1--. og 1- og . -- og j-. OgHk =0, 
ax' axk ax' axk 'axk ax' 

It follows that the metric for a separable system can be written in the form 

gii =H7 =Xj IT (O'ij +O'jl), i= I, ... ,n, 
j~1 

i,j,k pairwise distinct. 

where XI' O'ij are functions of Xl at most. The conditions (2.9) (i) are then equivalentto 

O'llO'kl (O'jk + O'kj) - O'llO'kj (O'kl + O'lk) - O'ktO'lk (O'ij + 0')1) = 0, i,j,k distinct, 
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whereCTkl = (Bxk)CTkl , etc. We now study various possibilities for the functions CTij' IfaH the functionsCTij are such that CTij =1=0 
then Eisenhart has shown that the metric coefficients have the form 

gii =Hf=Xi II (CTi -CTj ), 
j¥-i 

(2.14) 

where CTi = CTi (Xi) and CT; =1= O. This metric will be the basic building block on which we can formulate our inductive construc­
tion. Without loss of generality we can redefine variables {Xi} in such a way that CTi = Xi, i.e., 

i = Xi (x' - Xl). H 2 II' . (2.15 ) 
Hi 

The conditions (2.9) (i) then amount to 

(Xl - X ) - + - + (X' - x) - + -[ . I ]-I{ -2 (I) -I (I)'} [II . I ]-I{ -2 G) -I (i)'} II! (Xi - xj)2 Xi (Xi - xi) Xi I ¥-i (Xi - xj)2 i (x j - Xi) i 

I 
+ ~ =-4 

,£,.. I i I' I k • 
l¥-i.iXI(X -x)(x -xl)IIk¥-l(x -x) 

These equations have the solution 

(llxi )(n+I)+4(n+I)!=0, i=l, ... ,n. 

i.e., 

The function/(x) can also be written 
n+1 

lex) = -4 II (x-ej ). 

i=1 

(2.17) 

(2.18 ) 

There are two requirements to determine which metrics of 
this type occur on Sit; (I) the metric must be positive defi­
nite and (2) the variables Xi should vary in such a way that 
they correspond to a coordinate patch that is compact. 
There is a unique solution to these requirements; the Xi, ei 
should satisfy 

(2.19) 

These are elliptic coordinates on the n-sphere Sn' They can 
be related to the coordinates {Sj} via 

(2.20) 

These systems are the basic building blocks for separable 
coordinate systems on real spheres. To complete the analysis 
of possible orthogonal separable systems we need to consider 
the case when some of the CTij functions are constants. If CTij 
= aij (const), Eisenhart has shown that there are fourpossi­
bilities; 

(i) CTij =aij' CTjj = aj;, 

CTik = aik, CTjk =ajk ; 

(ii) CTij =aij' CTji = aji> 
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(2.16) 

(2.21) 

where CTj is a function of x j only and i,j,k are pairwise dis­
tinct. If we fix i and j, then, for k values corresponding to 
cases (i)-(iii),CT;k = aik . To examine how the inductive pro­
cess works let us takeCTIl = all for 1= k + I, ... ,n and CTij =1=0 
forj = 2, ... ,k. Then we have 

CTjl = ajl, CTII = all UI, CTlj = aljCTI' 

all ajl - alja ll = 0, for 1= k + I, ... ,n, j = 2, ... ,k. 

Assuming that alj =1=0 for 1= k + 1, ... ,n,j = 2, ... ,k, we find 
the metric coefficients have the form 

H;=[XiIT(CTij+Uji)][ iI (ail+a/iCTI)]' 
j¥-i I=k+ 1 

i = l, ... ,k, (2.22) 
1 <.j<.k 

H;=XI II (ulm +CTml ), l=k+ 1, ... ,n. (2.23) 
m;61 

m>k+ 1 

Let us assume that no further functions uij,ulm are con­
stants. Then using the results of Eisenhart we can take the 
metric coefficients as 

(2.24) 

The conditions Rkllk = -H~H; are equivalent to (2.16) 
and (2.17) with i = k + 1, ... ,n and n-k = n'. Putting 

H7= [Xi II (Xi-X
j
)], 

j;6i 

the conditions Rijji = H;HJ and Ril/i = - H;H; are equi­
valent to 

H j-
2H j -

2Rijji + ( IT U I ) 
l=k+1 

X ')' -- - + 1 =0 
[

It I (CT;)2 ] 
I' ='*'(+1 4H;' U I ' 

E. G. Kalnins and W. Miller, Jr. 
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or (OJ)2 (OJ) 2-- - - -
01 01 01 

X[";IOgH~+H~ L 2 ~ m] = -4H~, 
ax m~1 H m (x - x ) 

(2.26) 

where RWI is the Riemann curvature tensor for the Rieman­
nian manifold with infinitesimal distance 
dr = l:~= 11I~(dxi)2. These equations are satisfied if and 
only if 

I "-k+1 
-X = -4 n (xl -1m), I=k+ l, ... ,n, (2.27) 

I m=1 

and 0 1 = (xl-/,,-k+I}/(it-k-/"_k+I)' where we 
take/l < 12 < ... <f.. _ k + I • The remaining condition then is 
- -2-2 
RWI = - H iHj so that 

1 k+1 
-= -4 n (xi-ej ). (2.28) 
XI J=I 

The coordinates on S" can be taken as 

(8 ..... ,$" + I ) = (UIVI ... ·'UIVk + I ,u2, .. ·,u" _ k + I ), 

where 
n-k+1 
L u~= 1, 
1=1 

and 

(2.29) 

(2.30) 

2 lli=k+l(xl-em ) 
Urn = - (2.31) 

",,~m (e" - em ) 

The infinitesimal distance has the form 

d~ =dsi [ lli=k+I(xl-/,,_k+l) ] +d~, 
llm~"_k+ I (1m - I,,-k+ I) 

where 

m = k + l, ... ,n, j = l, ... ,k. 

(2.32) 

(2.33) 

(2.34) 

The choice of embedding of the sphere Sk in the n-sphere S" 
given by (2.29) is not, of course, unique. It is here we meet 
the second concept involved in regarding two choices of c0-

ordinates (81,,,,,$,, + I) as giving "equivalent" coordinate 
systems. Clearly we could subject the coordinates {8i } to an 
arbitrary SO(n + 1) group action. The infinitesimal dis­
tance would remain unchanged in the process. We regard the 
new set of coordinates (8; , ... ,$~ + I) as equivalent to the 
original set. This is just the mathematical fonnu1ation of the 
geometric identification of coordinate systems that differ 
only by an isometry. This aspect of equivalence is obviously 
group related. If the Riemannian manifold had no isometry 
group it would not be relevant. 

Now suppose one of the constants alj = 0 for some fixed 
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I andj. Then from the relations 

allOJI - Olj 011 = 0, (2.35) 

we have 011 = 0 and consequently 011 = 0, for i = l, ... ,k. 
This implies that 01 does not appear in H:, i = 1, ... ,k. 

Referring to the curvature equation Ri/u = - H:H~ 
we see that it cannot be satisfied if 0li = OUOI = 0 as this 
would imply - 4H~ = O. Thus olj =/:0 for each I,j. Recall 
here that we have assumed that none of the functions 0 ij 

(i,j = 1, ... ,k, i=/:j), 0lm (I,m = k + 1, ... ,n, I =/:m) is a con­
stant. Let us now push this process one step further: Let 
0k+l,s =Ok+I •• for 8=P+ 1, ... ,n and Ok+I,s=/:O for 
8 = k + 1, ... ,p. Then applying the same arguments as pre­
viously. we see that the metric coefficients H~. 
1= k + 1 ..... n, can be brought to the form 

H~=XI[ n (Olm+Oml)] [ IT (01.+0.10.)], 
m~1 .=p+1 

k+I..;I..;p 

H~=X, [ n (0., +ors)]' 
.~t 

'>p+ I 

Here the indices run over the ranges 

i,j .... = 1, .... k, I,m, ... = k + 1, ... ,p, 

8,t.U, ... = P + 1, ... ,n. 

(2.36) 

(2.37) 

(2.38) 

We follow this convention unless otherwise stated. If none of 
the remaining 0ab'S are constants there are two cases to con­
sider: 

(i) a/slos! = o/slosi' 

for 8 = P + 1, ... ,n, i = 1, ... ,k, 1= k + 1, ... ,p. 

Then the infinitesimal distance has the form 

dr = ( IT Ot) dfii 
t=p+1 

+ i X t [n (o"t + 0", )] (dX')2, (2.39) 
t=p+1 .. .;ot 

where 

d(j)2 = ( fr 01) t XI [n (oij + Ojl)] (dXI)2 
1="\,"+1 1=1 j~i 

+ t XI [n (Olm + Oml)] (dX/
)2. (2.40) 

I=t-+I m~1 
The form d(j)2 corresponds to the choice of metric coeffi­
cients with 1= k + 1 .... ,p < n. If we impose the conditions 
Rabba = - H!H~, then we see that for 
a,b = 1, ... ,k,k + 1,,, .. ,p the conditions are identical with 
(2.16). Hence 

1 k+ I . 

-= -4 n (xl-ej ), i= 1, ... ,k, (2.41) 
X; j=1 

1 p-k+1 
-= -4 n (xl -1m), I=k+ 1, ... ,p, (2.42) 
XI m=1 

and 

(2.43) 
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The remaining conditions 

R tuut = - H;H~ 

and 

R taat = - H~H; (a = I, ... ,p) 

also imply 
t n-p+1 
-= -4 IT (.r-gt ), s=p+ I, ... ,n, (2.44) 
Xs 1=1 

and 

(X' -gn-p+ I) 
U t = , t = P + I, ... ,n. 

(g,-p-gn-p+l) 

These coordinates on Sn can then be constructed in a stan­
dard way: 

(sw··,sn + I) = (UIVJWV""UJVJWk+ J ,uJv2,···, 

(2.45 ) 

where 

k+J p-k+1 n-p+1 r w;= 1, 
;=J 

r vt= 1, 
I=J 

r u;= 1, 
;=1 

and on each of the spheres defined by the Ui , Vj' and W k 

coordinates, elliptic coordinates are chosen, Le., 

(2.46) 

(2.47) 

2 - n;=p+ I (x
q 
-gt) 

Ut = , s,t = I, ... ,n - p + 1. n.,., (gs - gt ) 
(2.48) 

Now 

(ii) al.la.1 :lais/asi ' 

In this case UI = ai' for 1 = k + t, ... ,p, as follows from Ei­
senhart's cases (2.21) (i)-(2.21 )(iv). The infinitesimal dis­
tance has the form 

ds
2 = ( IT UI) d{i)~ + ( IT (u, + a») d{i)~ 

t=p+1 t=p+1 

+ ± Xi [ II (UUI + UtU ) 1 (dxt)2, a:lO, 
t=p+1 ""t 

u>p+ I 

(2.49) 

where 

d{i)~ = ;tJ Xi [J1 (Uij + ujl ) 1 (dXi)2, 

J<.k 

(2.50) 

d{i)~ = f X, [ II (Ulm + Uml) 1 (dX
/
)2. 

l=k+1 m,.1 
k+ I<.m<.p 

(2.51) 

The conditions that this metric correspond to S n require that 
we have the same functions Xa as in the previous case and 
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now 

Here we have adopted the convention 

gn-p+ I +1 =gl' for k + I</<p. (2.53) 

Consequently the infinitesimal distance has the form 

d~ = [n~=p+ I (x' -gJ)] d{i)~ 
nu,.t(gu -gJ) 

+ [n~=p+ I (x
t 

- g2)] d{i)~ 
nu,.t (gil - g2) 

_.!. ± ["U#t,p+I<.u<.n(Xt-X
II

)] (dX' )2. 

4 I=p+ I n:!!+ 1 (x
t 

- g .. ) 
(2.54) 

A standard choice of coordinates on Sn for this infinite­
simal distance can be taken as 

(2.55) 

with Ujf vJ' and Wk coordinates as in (2.45). This procedure 
can be iterated without difficulty to find all separable coordi­
nate systems on Sn' If we do this we obtain an infinitesimal 
distance of the form 

+ r (Hr;+ 1)2(dx J)2, 
JeNp+ I 

(2.56) 

Here {NJ, ... ,Np + I} is a partition of the integers I, ... ,n into 
mutually exclusive sets N I , i.e., NlnNJ = 0. It follows from 
Eisenhart's types (2.21) (i)-(2.21) (iv) that (axl)H Y) = 0 
ifj E NI . The curvature conditions can now be written down, 
The conditions Rl./li = - H;H f (i:l j) are equivalentto the 
equations 

R (p+ I) - (HP+ 1)2(HP+ 1)2 
I./Ii - - i u' 

(H~) -2(H I) -2R ~/'> 
I J W' 

+ [ II (Uk + a l )] 
KeNp + 1 

= - 4(H
I
(P + I) )2, 'e N ,. p+ I' 

i,j eNp + I' 
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I I ui2 

"4 Ie~+ I (H?+ 0)2 (UI + a l )(UI + a J ) = - 1. 
(2.60) 

Here we have used the notation R Wk to refer to the curva­
ture tensor of the Riemannian manifold with infinitesimal 
distance 

dCtJ~ = L (H V> )2(tJxi)2. 
leN! 

These equations have the solutions 

[ ] 
IIIeN (Xl-el ) II (UI+al ) = HI , 

IeNp + 1 IImeNp+l(em-el) 

(Hf+ 1)2 = -=..! [IImeNp+1 (m"./) (X
m 

- Xl) ] , 

4 II:p,;;+I(xl-e
n

) 

R Ml = - (HV»2(Hy»2, 

1= 1, ... ,p + 1, i,j E NI , 

(2.61 ) 

(2.62) 

(2.63) 

(2.64) 

where np + I = dim Np + I . The infinitesimal distance can al­
ways be written in the form 

1 Ln , [IIj = I (Xi - xj) ] i 2 
-- (dx) 

4 lIn, + I (i) , 
;=1 j=1 x-e} 

(2.65) 

where each dCtJ~ is the infinitesimal distance of a Spa' The 
coordinates on each Spa are again separable. Clearly we must 
have the constraint ~f= I PI + n l = n. Using this infinitesi­
mal distance we can construct all separable coordinate sys­
tems inductively. The basic building blocks of separable co­
ordinate systems are the elliptic coordinates on spheres of 
various dimensions. We will prescribe a graphical procedure 
for obtaining admissible coordinate systems, essentially giv­
ing the admissible embeddings of spheres inside spheres, 
which are allowed so as to correspond to separable coordi­
nates. 

III. THE CONSTRUCTION OF SEPARABLE 
COORDINATE SYSTEMS ON Sn 

As we have seen in the previous section the basic build­
ing blocks of separable coordinate systems on Sn are the p­
sphere elliptic coordinates 

p+1 

L Pst = 1, 
}= I 

P = 1, ... ,n, j = 1, ... ,p + 1. (3.1 ) 

Two important examples of these coordinates are 

( .) 1 --'- (xl-el ) --,-_(X
I

- e2) 
1 p = : 1st = , 152 - , 

(e2 - ell (el - e2) 
(3.2) 
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.:z _ (Xl - el ) (x2 - el ) 
(ii) p = 2: 2"1 - , 

(e2 - el )(e3 - e l ) 

~ = _ (Xl - e2) (x
2 

- e2) , 

(e2 - el )(e3 - e l ) 

~ = (Xl - e3 )(x
2 

- e3 ) , (3.3) 
(e3 - el )(e3 - e2) 

where~ +~ +~ = 1,el<xl<e2<x2<e3' 
We will develop a graphical calculus for calculating ad­

missible coordinate systems. We represent elliptical coordi­
nates on Sn by the "irreducible" block 

(3.4) 

Each separable coordinate system will be associated with a 
directed tree graph. Consider, for example, the sphere S2' 
There are two possibilities. 

( 1 ) The first possibility is the irreducible block 
I ell e2 1 e 3 \. Most treatments of elliptic coordinates on S2 cor­
respond to the choice el = 0, e2 = 1, e3 = a> 1. This is just a 
reflection of the fact that for Jacobi elliptic coordinates the 
variables Xi and ei always can be subjected to the transforma­
tion 

.. I b' b X = ax + , ej = aej + , 
i = 1, ... ,n, j = 1, ... ,n + 1. (3.5) 

Thus we can always choose e l = 0 and e2 = 1. [Note in 
particular that ~ can always be replaced by[]lll. Put­
ting Xl = cos2 f/J we recover lSI = cos f/J, IS2 = sin f/J 
(0<f/J<21T). ] 

( ii) The second system is the usual choice of spherical 
coordinates 

Sl = sin (J cos f/J, S2 = sin (J sin f/J, S3 = cos (J. (3.6) 

This system can be considered as the result of attaching a 
circle to a circle and is the prototype for the construction of 
more complicated systems. The graph 

(3.7) 

is taken to correspond to the choice of coordinates 

--'- 2 (xl-el ) 
5) = lUI = , 

(e2 - e l ) 

si = (IU~ )(Ivr) = (Xl - e2 ) (x
2 

-11) , (3.8) 
(e l - e2 ) U; -II) 

--'- _ ( u2 ) ( v2 ) _ (Xl - e2 ) (x2 
- J;) 

53-1212- , 
(e l - e2) (II -/2) 

el <xl <e2, II <X2<J;. 

Clearly, choosing angle variables on the SI'S, the choice of 
spherical coordinates corresponds to the graph 

~. (3.9) 

Only the square of origin of the arrow is of importance for a 
given arrow connecting two irreducible blocks, not the tar­
get square. The general branching law for an arrow connect­
ing two irreducible blocks is readily given: 
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(3.10) 

We should also note here that because of the availability of 
transformations of the type (3.5) some graphs that look dif­
ferent do in fact correspond to the same coordinate system. 
Indeed, consider graphs of type 

(3.11a) 

(3.11b) 

(3.11c) 

These graphs correspond to Lame9 rotational coordinates on 
the sphere S3' There are, however, only two distinct such 
coordinate systems. In fact, if the coordinates Xi and eJ 
(i = 1,2, j = 1,2,3) are subjected to the transformation 

Xi __ Xi=y; 

e:--e: =e~, el--el =ei, 
e~--e~ =ei, 

(3.12) 

we see thatthe (3.11a) and (3.lIc) correspond to the same 
type of coordinates. Graphs that are related in this way can 
be recognized by the feature that if the branch below a given 
irreducible block I ell····1 ep I is obtained from that of an­
other graph by reflection about a vertical at the center of the 
corresponding e: ... e; block, then the two graphs are equi­
valent. (Weare assuming, of course, that all other features of 
the graphs are identical.) Graphs that are essentially the 
same can be related by several transformations of the type 
(3.5) and the situation gets more complicated, e.g., 

(3.13) 

If the two irreducible blocks of S" and Sp occur as indicated 
in (3.10), as part of some larger graph, this means that the 
elliptic coordinates "uv".'"u,,+ I and pVv""pvp+ I of these 
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blocks must occur in the combinations 

WI = nUW",wi = (nUi)(pVt), ... , 

w i + p + 1= (nUi)(pVp + I)' Wi + p + 2 = nUi+ I"", 

(3.14 ) 

Arrows may emanate from different squares (ei's) of the 
same block but cannot be directed at the same block. With 
these rules we may construct graphs corresponding to all 
separable coordinate systems on S". For n = 3, we have the 
following possibilities3,4: 

( 1 ) I 0111 a Ib I Jacobi elliptic coordinates, (3.15 ) 

(2) (a) @li1:i1 (b) CQijI!J Lame rotational 

riliJ CillJ coordinates, (3.16) 

(3) 

(4) 

@1}J 
~ 

Lame subgroup reduction, 

\ 

spherical coordinates, 

01 

o 1 

(5) ~ cylindrical coordinates. 

~llil 

(3.17) 

( 3.18) 

(3.19) 

The formation of more complicated graphs is now clear. 
Thus, 

is a coordinate system on S6 with coordinates 

~ = (2UI)2, ~ = (2U2)2(3Vl)2, 

S; = (2U2)2(3V2)2, ~ = (2U2)2(3V3)2, 

S; = (2U2)2(3V4)2, ~ = (2U3)2(IWI )2, 

.r, = bU3 )2( IW2)2. 

(3.20) 

(3.21) 

Vilenkin 7 has studied polyspherical coordinates on S" and 
developed a graphical technique for constructing them. For 
example, he considers the coordinates on S6: 

Xo = cos fP3 cos fP2 cos fPl' 

X03 = sin fP3' 

X02 = cos fP3 sin fP2 cos fP2lt 

XOI = cos fP3 cos fP2 sin fPl cos fPI2 cos fPw 

X021 = cos fP3 sin fP2 sin fP2lt 

XOl2 = cos fP3 cos fP2 sin fPl sin fP12' 

XOII = cos fP3 cos fP2 sin fPl cos fPI2 sin fPlI, 

and represents these coordinates by the graph 

E. G. Kalnins and W. Miller, Jr. 
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For him, spherical coordinates on S2' 

Xo = COStpl, 

XOI = sin tpl cos tpw 

XOll = sin tpl sin tpw 

correspond to the graph 

(3.23) 

Vilenkin denotes coordinates of rank r by X OI, ... I, and in the 
example of (3.22) arranges coordinates in the order 

(3.24) 

i.e., coordinates of higher rank precede those of lower rank 
while coordinates of equal rank are ordered lexicographical­
ly. Coordinates of the form X OI ... I ; ... i are called subordi-

I rs+ I m 

nate to the coordinate X OI, ... I,' Further, the coordinate 
X Oj, ... jm essentially precedes the coordinatexOi, ... I, if m >s, and 
ik = ik for I<k<s - 1 andis <is' The coordinatexol''''I, es-
sentially follows X Oj, ... jm' To extract coordinates on Sn from 
this notation let X OI, ... 1m be a vertex of nonzero rank. A rota-
tiong(tp) by the angletp = m l ... 1 in the (XOI ... 1 ,xOI ... 1 ) 

T I '" I ,"-1 I m 

plane is then associated with this vertex. In this way Vilenkin 
constructs graphs representing the various possible polys­
pherical coordinates on Sn. In our notation his coordinate 
system (3.22) is represented by the graph 

tf'l.l 

From these considerations we see that Vilenkin's polyspheri­
cal coordinates are the special case of separable coordinates 
on Sn consisting of those graphs that contain only the irredu­
cible blocks of type (QII]. 

IV. PROPERTIES OF SEPARABLE SYSTEMS IN Sn 

Here we make more precise our graphic techniques 
through a prescription for writing down the standard co­
ordinates So i = I, ... ,n + I, on Sn in terms of the separable 
coordinates. A given standard coordinate coming from a 
given graph consists of a product of r factors, which we de-

note xf,: :::~, = (p, uj ) ... (p,uj ). This is obtained by tracing 
the complete length of a branch of a given tree graph, i.e., 
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We can then set up an ordering < for the products x~', ..... /p,. 
We say thatxp,'''/p, <x~:·:.~sQ, if PI = QI,il = il,· .. ,Pt = Q"it 
< it' Pt + I =1= Qt + I , .. ·,is =1= is . Then if we arrange the products 
in increasing order, say XI, ... ,xn + I' we can identify this or­
dered n-tuple withsl, ... ,sn + I' For the example (3.21) given 
above, the choice of coordinates corresponds to this order­
ing. 

Having settled on a prescription for writing down the 
coordinates corresponding to a given coordinate system on 
Sn' we can now discuss the separation equations for both the 
Hamilton-Jacobi and Helmholtz equations. Let us first con­
sider the coordinates corresponding to the irreducible block 
I e1hl····· ·len+1\.The Hamilton-Jacobi equation in these 
coordinates is 

n 1 2 
H= L .. PI=E, 

I = I ["NI (x' - x') ] 
(4.1 ) 

where 

PI = [Yf (Xl - ej )] a~. 
j=1 ax 

The separation equations are 

Cfi: (Xl - ej ) ] (ax ,sI)2 

+ [E(XI)n-1 +.± Aj(XI)n-J] =0. 
,=2 

(4.2) 

If we set E = A 10 then the constants of the motion associated 
with the separation parameters AIO ... ,A.n are 

17 = L I ~ (second-order Casimir invariant), 
I> j 

I n ~ SijI 2 
2 = "'" I ij' 

i>j 

I n - ~SijI2 
n - ~ n ii' 

I>j 

where 

S ij 1 L' 1 =- e· .. ·e· l' ",,' 
• i'P .. ,i,>F 

(4.3) 

and the summation extends over i 1, ... ,il =l=i,j and i l =l=im for 
1 =l=m. For the associated Helmholtz equation the eigenval­
ues of an have the form 0'(0' + n - I) and the Helmholtz 
equation becomes 

± 1 {.J9; ~ (.J9; ~)} 
I = I ["j;-'i (Xl - xj) ] , axi I axi 

-O'(O'+n-I)'II, 

where 
n 

eJJ I = II (Xl - ej ). 

j=\ 

E. G. Kalnins and W. Miller, Jr. 
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The separation equations are 

+ [U(U + n - l)(xi)" + "ilXj(Xi)"-J] 'l'i = o. 
1=2 

(4.5) 

The identification Xl = U(U + n - 1) enables us to further 
identify the symmetry operators whose eigenvalues are Xj 
with the expressions (4.3) where Iij-+lij and [jjJZ'] = o. 
For an irreducible block appearing in an admissible graph 
the generalizations of these equations can be computed read­
ily. Consider the block shown as part of a given graph: 

Then define di (i = 1, ... ,p + 1) as follows: di = 0, if there is 
no arrow emanating downward from the block E!I ; other­
wise di is a parameter. 

From the form of the metric we see the variablesxl, ... ,xP 
coming from this block satisfy an equation of the form 

i 1 p~ 
i= 1 [llj;."i(Xi _xj>] , 

+ f [II.;#i(ei.-ej )] d. =E. 
~ llP (1 ) , P i=l 1=1 X -e; 

(4.6) 

Using the relation 

where 

TI = ( - 1)/+ 1 II' (x; - xj), 
i>j 

with i,j=ll, we see that the separation equations have the 
form 

[nP ; ] (dS;)2 P~" llj#(ek -e)dk 
(x - ej ) -. + ~ --'--'---.--'-;'---

j=l dx' k=l (x'-ek) 

+ [Ep(Xiy-l + i A1(X;y-/] = o. 
1=2 

(4.8) 

(iii) [IT (x6 
- g.)] (dS:)2 + d3 = 0; 

.=1 ds 

For the corresponding Helmholtz equation the situation is 
somewhat more complicated. With each p uj 

(j = 1, ... ,p + 1) we associate an index kj , which is calculat­
ed as follows: If the irreducible block occurs as the rth step 
down from the trunk of the graph and if we write out the S; in 
terms of our coordinates then kj is the number of coordinates 

for which x~: :::~·::t (rth column) occurs. The Helmholtz 
equation assumes the form 

where 

t; = 0 if k; = 1 and t; = j; (j; + k; - 1) if k; =11. The sepa­
ration equations become 

+ [U(U + p - l)(x;)P-l + It2X1(X;)P-I]} '1'; = O. 

(4.10) 

If we take the coordinates (3.21) and choose 

2 ; 
2 ll;= 1 (x - ej ) • 1 23 . 1 2 

2U, = , ] = , " I = , , 
J "j#j(ej-ej ) 

lls ; f, 
3V; = ;= 3 (x - I) , 1= 1,2,3,4, 1=3,4,5, 

llm#1 (1m -f,) 
(4.11 ) 

(x6 -g.) lW; = , t,s = 1,2, t =Is, 
(gt -g.) 

then the separation equations for the Hamilton-Jacobi equa­
tion are 

and for the Helmholtz equation the corresponding separation equations are 
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(i) 

(ii) 

(iii ) 2 d ( IT (X
6
-g')-6 

.=1 dx 

Once we are given the coordinates and have computed 
the associated separation equations for (I) and (II) we can 
also compute the Killing tensors corresponding to the sepa­
ration constants: In (4.8) we put AI =Ep. Given pUp two 
coordinatessj,sk are said to be connected if they both contain 
pUj • The corresponding Killing tensors are then calculated 
from the formulas (4.3) with I~ replaced by :I,>. I~, 
where the sum extends over all indices r connected to i and S 

connected to j. The Killing tensors correspond to I ~ -type 
operators of the next irreducible block of dimension m con­
nected further up the branch in question. For example, con­
sider the coordinates (3.21 ). The corresponding Killing ten­
sors are 

LI=Ln, 
i>j 

L3 = L' Iii' k,1 = 2,3,4,5, 
k>1 

L4 = (11 + h)I;s + (11 + A)1;s + (11 +/4)1;4 

+ (/2 + 13)ns + (h + 14)n4 + (/3 + h)n3, 
(4.14 ) 

Ls =Id~ fs + Id~~s + Id41;4 + 12/~is 
+ld4I i4 +AhI i3' 

L6 =n7' 
For the Hamilton-Jacobi equation these tensors have 

the constant values 

LI-EI> L2 -A1, L3-d2, 

L4-A2, Ls -A3, L6 -d3, 

and for the Helmholtz equation with Ijr~lii_the resulting 
operatorsLj (i = 1, ... ,6) havetheeigenvaluesLI-j(j + 5), 
I 2 - At> I 3 -/(/ + 2), I 4 -A2, I s-A3, I6-j~. 

V. SEPARATION OF VARIABLES ON Rn 

As was the case for SIt all separable coordinate systems 
in R" can be chosen to be orthogonal. 

Theorem: Let {x'} be a coordinate system on R" for 
which the Hamilton-Jacobi equation admits separation of 
variables and let q be the number of ignorable variables. 
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Then it is always possible to choose an equivalent coordinate 
system {x'} such that t j = 8iiH j- 2, i.e., the coordinates are 
orthogonal. Furthermore, the ignorable variables al, ... ,aq 

can always be taken such that 

Pal = II2, ... ,Pap = I 2p - 1,2p Pap + I 

= P2p + I ,···,Pa. = Pp+ q ' 

Proof: We use methods similar to those for S". Any ele­
ment of the algebra 'C (n) is conjugate to one of the two 
forms 

(1) L = /12 + b2I 34 + ... b1' 121'- 1.21' + PP21' + J> 

where P = 0 if n = 2V; and 

(2) L'=P". 

Let {x'} be a separable system with q = 1. It follows 
from the block-diagonal form that this system must be or­
thogonal. Furthermore, without loss of generality we can 
assume that Pal = L or Pal = L '.It is evident that the sec­
ond case can occur and is in accordance with the statement 
of the theorem. For the first case we can always choose the 
ignorable variable a I so that it is related to the Cartesian 
coordinates (YI"",y,,) by 

(Yt> .. ·,y" ) 

= (PI cos(a 1 + WI),PI sin(a l + WI)'"'' 

P1' cos(b1'a l + w1' )' 

P1' sin(b1' a l + w1')'P1'+ I +pal'Y21'+2""'Y")' 
(5.1) 

The infinitesimal metric then has the form 

ds2 = dp~ + ... + dp; + p~ (da l + dWI )2 

+ ... +p;(b1' da l + dw1' )2 + (dp1'+ I +p dal)2 

+d~1'+2+···+dYn. (5.2) 

If there is only one ignorable variable the coordinate system 
must be orthogonal and consequently 

v 

p~ dWI + L bjpJdwj +Pdp1'+1 =0. (5.3) 
j=2 

This is possible only if b2 = ... = b1' = P = 0 and dWI = o. 
(By redefining a I we then can take WI = 0.) Therefore if we 
have only one ignorable variable then P a = /12 or PIt . 

Now suppose we have q Killing vectors Pa,' i = 1, ... ,q. 
Then they must be of the form 
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S II 

LI = 112 + L b lI2/-1.21 + L r~Pm' 
i>p m=2s+1 

S II 

L 2 =/34 +L b7I2I-I.21+ L r".Pm , 
I>p m=2s+1 

S II 

Lp = 12p_I.2P + L bf I ZI -I.21 + L ~ Pm' 
I>p m=2s+1 

II 

Lp+I = L ~+IPm' 
m=Zs+1 

II 

Lq = L y'!"Pm • 
m=2s+ I 

The condition {L;,L I } = ° implies 

(5.4) 

b~11k_1 =b~ 11k =0, (5.5) 

for; = 1, ... ,p, 1= 1, ... ,q, k = p + 1, ... ,s. We are assuming that there is always one b ~ nonzero for each k and some i. 
Then 11k _ I = 11k = ° for k = p + 1, ... ,s and I = 1, ... ,q. The Cartesian coordinates are 

(YI, ... ,yn) = ~I cos(a l + WI),PI sin(a l + wl), .. ·,pp cos(ap + wp ),pp sin(ap + wp ), 

Pp+ I cos(t b~+ lal + wp+ 1)'''''Ps sin(i b~al + Ws), ± Y2s+ lal + W2s+ I'"'' ± r"al + w,,). 
I-I 1=1 1=1 1=1 

This set of candidate ignorable variables can take the neces­
sary block-diagonal form only if dw; = 0, b ~ = 0, for 
; = 1, ... ,p and k = p + 1, ... ,s. Also dW I = 0, for 
1= 2s + 1, ... ,n. We can thus assume that WI = ... = W = ° p , 

w2s +.1 = ... = W" = 0. This implies Ym = 0, for; = 1, ... ,q, 
m = 2s + q - p + 1, ... ,n, and we can also assume Ym = 0, 
for ; = 1, ... ,p and m = 2s + 1, ... ,2s + q - p + 1. Conse­
quently we can take 

LI = 112, ... ,Lp = 12p_I.2P' 

Lp+ I = P 2s + 1, .. ·,Lq = P 2s + q - P' 
(5.7) 

and there are no nonzero elements gap}, 1<; < j<q, in the 
metric. By a suitable E(n) motion we can always choose 
s = p. All separable coordinates in R" must be orthogon­
al. Q.E.D. 

To find all possible separable coordinate systems on R 
• n 

we proceed tn analogy with what we have done for S" . If we 
choose orthogonal coordinates in which none of the q .. are 
constant functions, then !J 

H~=X;[II(x;-xj)] (i=l, ... ,n), (5.8) 
j"",1 

where, as usual, 

" d~ = L H~(dxl)2. 
;=1 

The conditions Rijj; = ° are equivalent to (2.16) in which 
the right-hand side is zero. These conditions have the solu­
tion 
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(5.6) 

and 

1 ~ . / . _ = ~ a/(x')"- =g(x'). 
X; 1=0 

Again we look for choices of g(x) that are compatible with a 
positive definite metric. There are only two possibilities: 

n 

(i) g(x) = II (x - e;) (elliptic coordinates), 
;=1 

(5.9) 

"-1 
(ii) g(x) = II (x - e;) (parabolic coordinates), 

1=1 

X
I 2 n -I n <el<x <e2< .. · <x <en_I <x. 

These metrics give coordinates in n dimensions that are the 
analog of elliptic and parabolic coordinates, familiar in Eu­
clidean spaces of dimension n = 2,3. To these systems we 
may associate Cartesian coordinates by 

(i)'.2 2 II7=I(x
l
-ej ) • 

Yj = C , ] = 1, ... ,n, ceR; 
III"",j(el - eJ ) (5.10) 

(ii) Yi = (c/2) (Xi + .,. + x" + el + ... + e,,_I)' 

These two systems are fundamental for generating all sep­
arable systems on R". As an example of the relevance of 
these systems we consider the case when some of the qij 

functions are constants. We first treat, as we did for S", the 
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case in which the metric coefficients have the form (2.22) 
and (2.23). Then, as we have shown. these coefficients re­
duce to 

H;=[XiII(xi-xJ
)]( IT Uh)' 

}¥i h=k+1 

H7 = [XI n (Xl-X
m

)] • 
m,ol 

(5.11 ) 

The conditions Rkllk = 0 imply that the quadratic form 

dS,2 = ~ H7(dxl )2 

is that of a flat space. The remaining nonzero conditions are 
- 2- 2-H i- H j - Rijji 

( n ) [n 1 (u:,. )2] + II (71 > -- -- = 0 
1= k + I m =~ + I 4H;" (7 m ' 

(5.12) 

2 ui' _ (Ui)2 _ (Ui) 
UI u l (71 

X[~/IOgH7+H7 ~ 1 ] =0, (5.13) 
ax ~I H;" (Xl - xm) 

with Rijji as in (2.25). These equations are satisfied provided 
Rijji = - H7HJ and the function l:. = (ni= k+ I UI) is giv­
en as follows: 

N 

IT (xm 
- el)' 1= k + l, ... ,n, 

m=k+1 

l:. = nf= k+ I (Xl - em), for some m fixed, 
l:./",m (el - em) 

where N = n,n - 1. The functions l/Xi are given by 

(5.14) 

(5.15) 

1 k+ I . 

- = - 4 II (x' - ej). (5.16) 
Xi j=1 

The systems are related to Cartesian coordinates on Rn ac­
cording to 

(YI"'" Yn) = (WISI"",WISk + I ,W2"",Wn - k), 

where 

k2:+ I 2 ..2 n~= dXi - ej) 
s· = 1 and s, = , 

, J n (' ') i = I j "'i ei - ej 

nn-k (m ) 
(1
') •.. 2_ m=1 X -el Ilk WI - , = , ... ,n - ; 

nm"'l (em - el) 

(5.17) 

(ii) 
nn- k (m ) 

2 m= I X - el 
WI = , 1= 1, ... ,n - k - 1, 

nm"'l (em - el) 
(5.18 ) 

1 (n -k ) 
Wn _ k = - 2: xm + e l + ... + en _ k . 

2 m=1 

There exists an additional possibility that could be discount­
ed for Sn: UI = ai' 1= k + 1, ... ,n. This corresponds to the 
case in which the infinitesimal distance can be written 

(5.19) 

where dst is the infinitesimal distance for elliptic or parabol­
ic coordinates in Rk and d~ is a similar infinitesimal dis­
tance on R n _ k' We can mimic the procedure adopted for S". 
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The only essential difference is that the infinitesimal distance 
can be expressed, in general, as a sum of distances that can be 
identified with Euclidean subspaces. This reflects the fact 
that if {yI}. i = l, ... ,n l • and {z'},j = 1 •... ,n2. are separable 
coordinate systems in Euclidean spaces R", and R", with 
respective infinitesimal distances d,s7, ds'i, then the coordi­
nates {/,zj}, i= 1, ... ,n l ,j= 1, ... ,n2 , can be regarded as a 
separable coordinate system on R", + II, with corresponding 
infinitesimal distance d~ = d,s7 + ds'i. This is, of course. not 
the case for Sn' This property of Euclidean space coordinates 
naturally extends to separable coordinate systems {x~}. 
i = l, ... ,np,p = 1, ... ,Q, on Rp in such a way that 

ds2 = d,s7 + ... + ds~. 
In general the infinitesimal distance can be written as a sum 
of basic forms 

Q 

ds2 = 2: dS;, (5.20) 
J= I 

where 

dS; = ~ [n~'!' I (Xl - ef) ] d{IJ; + dO;. 
i= I nNi (ef - ef) 

(5.21) 

Here the dO; is the infinitesimal distance corresponding to 
elliptic or parabolic coordinates for a flat space of dimension 
NJ. Also n J <.NJ for elliptic coordinates with a strict inequa­
lity for parabolic coordinates. 

The d{IJ7 is the infinitesimal distance of some separable 
coordinate system on the sphere Sp[ and 

n = l:.¥= I (NJ + PI). To establish a graphic procedure for 
construction of separable coordinates we need only analyze 
one of the basic forms ds;. We should also mention here that 
if NJ = 1, then the basic form is written 

(5.21') 

A basic form could in fact correspond to elliptic or parabolic 
coordinates on R N[ and no d{IJ7 terms. We associate this with 
nI =Oin (5.21). 

For our construction we need only invent graphic repre­
sentations for elliptic and parabolic coordinates in R", the 
analog of the irreducible blocks on S". We adopt the follow­
ing notation: 

(1) elliptic coordinates < ell· .. ·Ien >, n> 1, 

(2) parabolic coordinates ( ell····1 en_l ), n>2. 

It is clear that only elliptic coordinates exist in one dimen­
sion. The graphical representation of a basic form corre­
sponding to the infinitesimal distance dS; has the appearance 

(i) <elle21···lenII···!eNI > ' 
f t t 
Pl P2 P~ 

Attached to each leg descending from the top block is the 
appropriate graph of the coordinate system on the Sp, giving 
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TABLE I. Separable systems for R3• 

Cartesian coordinates 

cylindrical coordinates 

elliptic cylindrical 

4) C!) CD parabolic cylindrical 

5):f 
1n 

spherical coordinates 

6)~ prolate spheroidal 

oblate spheroidal 

8) (9 
rffiI 

parabolic coordinates 

paraboloidal coordinates 

ellipsoidal coordinates 

11) q;:> 
@IlliJ. 

conical coordinates 

rise to the form daJ;. The general graph corresponding to a 
separable system then can be constructed as a sum of discon­
nected graphs for basic forms. We first illustrate this tech­
nique for the separable systems of R3 (see Ref. 21) (see Ta­
ble I). As an additional nonstandard example, consider the 
graph 

which defines a coordinate system in Rs. The coordinates 
can be chosen as 

i = 1,2,3, 

(5.22) 

where 
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We can set up a natural ordering for separable systems 
in Rn. For a given basic form we can suppose the natural 
ordering of the ei's in the leading irreducible block on the 
ordering of the Sp, branches and then write down coordi­
nates in a standard way. 

The ordering of the disconnected parts of the graph is 
presumed already given. There are equivalences (relating 
graphs of various coordinate systems) that we have already 
discussed for the n-sphere and, of course, there is an addi­
tional equivalence corresponding to the permutation of dis­
connected parts of a given graph. The separation equations 
can be readily computed also. For the elliptic and parabolic 
coordinate blocks 

(1) (ell···len >, 
(2) (ell· "Ien-l) , 

the Hamilton-Jacobi equation has the form 

where 

[ 

Nk. ] as 
Pi = IT (x'-ej ) -i' 

j=1 ax 

(5.23) 

with NI = n (elliptic coordinates) and N2 = n - 1 (para­
bolic coordinates). The separation equations are 

+ [E(Xi)n-1 +.± A,/xi)n- j
] =0. 

J=2 

(5.24) 

If we identify E = A, I' the constants of the motion associated 
with the separation parametersAI, ... ,A,n are 

n 

l; = L I~ + c2 L S; P;, (5.25a) 
i>j i= 1 

n 

I n - '" Sij 12 + 2 '" Si p 2 
I n - ~ n-2 ij C ~ n -I i' 

i>j ;= 1 

where 

. 1 L S'I =- e· ···e· 
l' "" . i., .... i(=F 

and the sum is over it, ... ,il #:i; and 
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" " 2n =C L {I1k.Pk} +C2SIP~ + L ils{ PJ, 
k=2 j=2 

" 21j = L CS~{Ilk,Pk} + L 1~ 
k=2 i>j;.2 

" +C2S2P~ +c2 L s!. PJ, (5.25b) 
j=2 

" zl: = L CS~{Ilk,Pk} + L SY1~ 
k= 2 i> j;.2 

" zl: = L CS!_2{IIk .Pk} + L SL3 I~ 
k = 2 i> j;.2 

+C
2S"_IPi, 

where the S ~ have the same significance as for elliptic co­
ordinates and 

For the corresponding Helmholtz equation the eigen­
values of a" are - k 2 (k real) and the Helmholtz equation 
reads 

(5.26) 

where f!jJ i = IT:! 1 (Xi - ej ). The separation equations are 

f?F ~ ( f?F a'l'i) ,,0/ i ax' ,,0/ i ax' 

+ [k 2(Xi)" + ~il Aj (Xi)" -j] 'l'i = o. 
J= Z 

(5.27) 

For a basic form such as dS; the separation equations for 
the Hamilton-Jacobi equation have the form 

[.II (Xi - ej )] (a.a.~~)2 + r ITj 
# (el - ej ) kJ 

J=I X 1=1 (Xi_el) 

+ [EI(Xi)Nlk -I + I~Z AI (Xi)Nlk -I] = 0, . (5.28) 

where kl is the constant value of the Hamiltonian on the 
sphere whose infinitesimal distance is dliJr. For the Helm­
holtz equation the corresponding contribution of this basic 
form is the equation 

~ 1 [~~(~f!jJ.PJ. a'II) 
1= 1 [IT} ",I (Xi - x j)] "f!) 1 axl " axi 

~[ITj"l(el-ej)], . 2 + k "I . hUI +Pi -1)'1' = -kl'll, 
1=1 ITj;\(xJ-el) 

(5.29) 

where 
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NI • NI • 

f!jJi = IT (Xi-ek)' PJ 1 = IT (Xi_ek)d.-\ 
k=1 k= 1 

{
Pk + 1, if k = 1, ... ,nl , 

dk = 'fk N 1, 1 = n l + 1, ... , I.' 

The separation equations are 

~~(~f!jJ.PJ. d'l'i) -V PJ; dx' "dx' 

+ [~ [ITj.,<k(ek -ej )] '.('. + . -1) 
k ( ; ) J, J, p, 

k= 1 X - ek 

+k~(Xi)NI.-I + ~ AI(x;)NI.-I] '1'; =0. (5.30) 
1=2 

In the example on Rs the separation equations for the 
Hamilton-Jacobi equation are 

[IT (Xi - ej )] (dS~)2 + (e~ - el ) kl + (e~ - e2) k2 
j=1 dX (x-e2) (x-e l ) 

+k 2Xi +AI=0, i=1,2, (5.31) 

and for the Helmholtz equation they are 

(5.32) 

For the elliptic case the only new prescription required is 
that P; be replaced by 'I.,P;, where the sum extends over all 
induces r connected to i. Similar comments apply to expres­
sions ofthe form {Ikl.PI}' 

are 
For our example the operators that describe separation 

LI =n2 +1~3 +n3' 

L2 =fll~3 + fzn3 + f3nZ' 

L3 =1;5' 
5 

L4= L P;, 
;=1 

3 

L6 = L (l;4 + 175 ) 
i=1 

(5.33) 

+c2[e2(P~ +P~ +PD +el(P; +P;)]. 

The operator L6 corresponds to the separation constant A I' 
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