
Projective and Polar Spaces

Peter J. Cameron
Queen Mary and Westfield College

2000





Preface

It is commonnow in academiccircles to lamentthe declinein the teachingof
geometryin our schoolsanduniversities,andtheresultinglossof “geometricin-
tuition” amongourstudents.Ontheotherhand,recentdecadeshaveseenrenewed
links betweengeometryandphysics,to thebenefitof bothdisciplines.Oneof the
world’s leadingmathematicianshasarguedthattheinsightsof “pre-calculus”ge-
ometryhave a rôle to play at all levels of mathematicalactivity (Arnol’d [A]).
There is no doubt that a combinationof the axiomaticand the descriptive ap-
proachesassociatedwith algebraandgeometryrespectively canhelp avoid the
worstexcessesof eitherapproachalone.

Thesenotesareaboutgeometry, but by no meansall or evenmostof geom-
etry. I amconcernedwith thegeometryof incidenceof pointsandlines,over an
arbitraryfield, andunencumberedby metricsor continuity(or evenbetweenness).
Themajorthemesaretheprojectiveandaffine spaces,andthepolarspacesasso-
ciatedwith sesquilinearor quadraticforms on projective spaces.The treatment
of thesethemesblendsthedescriptive (What do these spaces look like?) with the
axiomatic(How do I recognize them?) My intentionis to explain anddescribe,
ratherthanto give detailedargumentfor every claim. Someof thetheorems(es-
peciallythecharacterisationtheorems)arelongandintricate.In suchcases,I give
a proof in a specialcase(oftenover thefield with two elements),andanoutline
of thegeneralargument.

Theclassicalworksonthesubjectarethebooksof Dieudonńe[L] andArtin [B].
I do not intend to competewith thesebooks. But much has happenedsince
they werewritten (theaxiomatisationof polarspacesby VeldkampandTits (see
Tits [S]), the classificationof the finite simplegroupswith its many geometric
spin-offs, Buekenhout’s geometriesassociatedwith diagrams,etc.), and I have
includedsomematerialnot foundin theclassicalbooks.

Roughly speaking,the first five chaptersare on projective spaces,the last
five on polar spaces.In moredetail: Chapter1 introducesprojective andaffine
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spacessynthetically, andderivessomeof theirproperties.Chapter2, onprojective
planes,discussestherôle of Desargues’andPappus’theoremsin thecoordinati-
sationof planes,andgivesexamplesof non-Desarguesianplanes.In Chapter3,
we turn to the coordinatisationof higher-dimensionalprojective spaces,follow-
ing VeblenandYoung. Chapter4 containsmiscellaneoustopics: recognitionof
somesubsetsof projectivespaces,includingconicsoverfinite fieldsof oddchar-
acteristic(Segre’s theorem);thestructureof projective lines; andgenerationand
simplicity of theprojectivespeciallineargroups.Chapter5 outlinesBuekenhout’s
approachto geometryvia diagrams,andillustratesby interpretingtheearlierchar-
acterisationtheoremsin termsof diagrams.

Chapter6 relatespolaritiesof projectivespacesto reflexivesesquilinearforms,
andgivesthe classificationof theseforms. Chapter7 definespolar spaces,the
geometriesassociatedwith suchforms, andgivesa numberof theseproperties;
the Veldkamp–Tits axiomatisationandthe variantdueto BuekenhoutandShult
arealsodiscussed,andprovedfor hyperbolicquadricsandfor quadricsover the
2-elementfield. Chapter8 discussestwo importantlow-dimensionalphenomena,
theKlein quadricandtriality, proceedingasfar asto definethepolarity defining
theSuzuki–Tits ovoidsandthegeneralisedhexagonof typeG2. In Chapter9, we
take a detourto look at thegeometryof theMathieugroups.This illustratesthat
therearegeometricobjectssatisfyingaxiomsvery similar to thosefor projective
andaffinespaces,andalsohaving ahighdegreeof symmetry. In thefinal chapter,
we definespinorsandusethemto investigatethegeometryof dualpolarspaces,
especiallythoseof hyperbolicquadrics.

Thenotesarebasedon postgraduatelecturesgivenat QueenMary andWest-
field Collegein 1988and1991.I amgratefulto membersof theaudienceonthese
occasionsfor their commentsandespeciallyfor their questions,which forcedme
to think things throughmore carefully than I might have done. Among many
pleasuresof preparingthesenotes,I counttwo lecturesby JonathanHall on his
beautifulproof of the characterisationof quadricsover the 2-elementfield, and
the challengeof producingthe diagramsgiven the constraintsof the typesetting
system!

In theintroductorychaptersto bothtypesof spaces(Chapters1 and6), aswell
aselsewherein the text (especiallyChapter10), somelinearalgebrais assumed.
Often, it is necessaryto do linear algebraover a non-commutative field; but the
differencesfrom the commutative casearediscussed.A goodalgebratextbook
(for example,Cohn(1974))will containwhatis necessary.

PeterJ.Cameron,London,1991
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Preface to the second edition

Materially, this edition is not very differentfrom the first edition which was
publishedin the QMW MathsNotesseriesin 1991. I have convertedthe files
into LATEX, correctedsomeerrors,andaddedsomenew materialanda few more
references;this versiondoesnot representa completebringingup-to-dateof the
original. I intendto publishthesenoteson theWeb.

In themeantime,oneimportantrelevantreferencehasappeared:DonTaylor’s
book The Geometry of the Classical Groups [R]. (Unfortunately, it hasalready
goneoutof print!) Youcanalsolook atmy own lecturenotesonClassicalGroups
(whichcanbereadin conjunctionwith thesenotes,andwhichmightbeintegrated
with themoneday). Othersourcesof informationincludetheHandbook of Inci-
dence Geometry [E] and(on theWeb)two seriesof SOCRATESlecturenotesat
http://dwispc8.vub.ac.be/Poten za/le ctno tes. html
and
http://cage.rug.ac.be/˜fdc/int ensiv ecou rse2 /fina l.ht ml

Pleasenotethat, in Figure2.3, therearea few linesmissing:dottedlinesutq
andurv anda solid line ub1c2. (The reasonfor this is hintedat in Exercise3 in
Section1.2.)

PeterJ.Cameron,London,2000
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1

Projective spaces

In this chapter, we describeprojectiveandaffine spacessynthetically, in termsof
vectorspaces,andderivesomeof their geometricproperties.

1.1 Fields and vector spaces

Fieldswill not necessarilybe commutative; in otherwords,the term “field”
will mean“division ring” or “skew field”, while theword “commutative” will be
usedwherenecessary. Often,though,I will say“skew field”, asa reminder. (Of
course,this refersto the multiplication only; additionwill alwaysbe commuta-
tive.)

Givenafield F, let

I � �
n ��� : ��� α � F � n 	 α � 0 
 � �

n ��� : n 	 1F
� 0 

�

ThenI is an ideal in � , henceI � � c� for somenon-negative integerc calledthe
characteristicof F. The characteristicis either0 or a prime number. For each
valueof thecharacteristic,thereis a uniqueprimefield which is a subfieldof any
field of that characteristic:the rational numbersin characteristiczero, and the
integersmodulop in primecharacteristicp.

OccasionallyI will assumerudimentaryresultsaboutfield extensions,degree,
andsoon.

Much of the time, we will be concernedwith finite fields. The main results
abouttheseareasfollows.

Theorem 1.1(Wedderburn’s Theorem) A finitefield is commutative.
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2 1. Projectivespaces

Theorem 1.2(Galois’ Theorem) A finite field hasprime powerorder. For any
primepowerq, there is a uniquefinitefieldof orderq.

The uniquefield of order q is denotedby GF� q� . If q � pd with p prime,
its additive structureis that of a d-dimensionalvectorspaceover its prime field
GF� p� (theintegersmodulop). Its multiplicativegroupis cyclic (of orderq � 1),
andits automorphismgroupis cyclic (of orderd). If d � 1 (thatis, if q is prime),
thenGF� q� is thering of integersmodq.

An anti-automorphismof afield is abijectionσ with theproperties� c1 � c2 � σ � cσ
1 � cσ

2 �� c1 	 c2 � σ � cσ
2 	 cσ

1 �
The identity (or, indeed,any automorphism)is an anti-automorphismof a com-
mutative field. Somenon-commutative fieldshave anti-automorphisms.A well-
known exampleis the field � of quaternions,with a basisover � consistingof
elements1 � i � j � k satisfying

i2 � j2 � k2 � � 1 � i j � k � jk � i � ki � j;

theanti-automorphismis givenby

a � bi � cj � dk �� a � bi � cj � dk �
Others,however, donot.

Theoppositeof thefield � F � � � 	�� is thefield � F � � ��� � , wherethebinaryoper-
ation � is definedby therule

c1 � c2
� c2 	 c1 �

Thus,ananti-automorphismof F is justanisomorphismbetweenF andits oppo-
siteF � .

For non-commutative fields, we have to distinguishbetweenleft and right
vectorspaces.In a left vectorspace,if wewrite theproductof thescalarc andthe
vectorv ascv, thenc1 � c2v � � � c1c2 � v holds.In aright vectorspace,thiscondition
readsc1 � c2v � � � c2c1 � v. It is morenaturalto write thescalarson theright (thus:
vc), so that theconditionis � vc2 � c1

� v � c2c1 � ). A right vectorspaceover F is a
left vectorspaceoverF � .

Our vectorspaceswill almostalwaysbefinite dimensional.



1.2. Projectivespaces 3

For the most part, we will useleft vectorspaces.In this case,it is natural
to representa vector by the row tuple of its coordinateswith respectto some
basis;scalarmultiplicationis aspecialcaseof matrixmultiplication. If thevector
spacehasdimensionn, thenvectorspaceendomorphismsarerepresentedby n � n
matrices,actingon theright, in theusualway:� vA� � ∑

i
viAi j

if v � � v1 � ����� � vn � .
Thedual spaceV � of a (left) vectorspaceV is thesetof linearmapsfrom V

to F, with pointwiseadditionandwith scalarmultiplicationdefinedby� fc� v � f � cv ���
Notethatthis definitionmakesV � a right vectorspace.

1.2 Projectivespaces

A projective spaceof dimensionn over a field F (not necessarilycommuta-
tive!) canbeconstructedin eitherof two ways:by addingahyperplaneat infinity
to anaffinespace,or by “projection” of an � n � 1� -dimensionalspace.Bothmeth-
odshave their importance,but thesecondis themorenatural.

Thus,letV bean � n � 1� -dimensionalleft vectorspaceoverF. Theprojective
spacePG� n � F � is the geometrywhosepoints, lines, planes,. . . are the vector
subspacesof V of dimensions1, 2, 3, . . . .

Note that the word “geometry” is not definedhere;the propertieswhich are
regardedasgeometricalwill emergeduringthediscussion.

Note alsothe dimensionshift: a d-dimensionalprojective subspace(or flat)
is a � d � 1� -dimensionalvector subspace.This is donein order to ensurethat
familiar geometricalpropertieshold. For example,two points lie on a unique
line; two intersectinglines lie in a uniqueplane;andso on. Moreover, any d-
dimensionalprojective subspaceis a d-dimensionalprojective spacein its own
right (whenequippedwith thesubspacesit contains).

To avoid confusion(if possible),I will from now on reserve thetermrank(in
symbols,rk) for vectorspacedimension,sothatunqualified“dimension”will be
geometricdimension.

A hyperplaneis a subspaceof codimension1 (that is, of dimensiononeless
thanthewholespace).If H is a hyperplaneandL a line not containedin H, then
H � L is apoint.
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A projectiveplane(thatis, PG� 2 � F � ) hasthepropertythatany two linesmeet
in a (unique)point. For, if rk � V � � 3 andU � W � V with rk � U � � rk � W � � 2,
thenU � W � V, andsork � U � W � � 1; that is, U � W is a point. Fromthis, we
deduce:

Proposition1.3(Veblen’s Axiom) If a line intersectstwo sidesof a triangle but
doesn’t containtheir intersection,thenit intersectsthethird sidealso.

� � � � �
� � � � �

�
              

!!!!!
!!!!!

!

Figure1.1: Veblen’sAxiom

For thetriangleis containedin a plane,andthehypothesesguaranteethatthe
line in questionis spannedby pointsin theplane,andhencealsolies in theplane.

Veblen’s axiomis sometimescalledtheVeblen-YoungAxiom or Pasch’s Ax-
iom. Thelatternameis not strictly accurate:Paschwasconcernedwith realpro-
jectivespace,andthefactthatif two intersectionsareinsidethetriangle,thethird
is outside;this is apropertyinvolving order, goingbeyondtheincidencegeometry
which is our concernhere.In Section3.1we will seewhy 1.3 is referredto asan
“axiom”.

Anothergeneralgeometricpropertyof projectivespacesis thefollowing.

Proposition1.4(Desargues’Theorem) In Figure1.2,thethreepointsp � q � r are
collinear.

In thecasewherethefigure is not containedin a plane,the resultis obvious
geometrically. For eachof thethreepointsp � q � r liesin boththeplanesa1b1c1 and
a2b2c2; theseplanesaredistinct,andbothlie in the3-dimensionalspacespanned
by thethreelinesthrougho, andsotheir intersectionis a line.
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" " " " " " " " " " " " " " " " " " " " "
# # # # # # # # # # # # # # # # # # #� � � � �

� � � � �
� � � �

$ $ $ $ $ $ $ $ $ $ $ $ $ $ $ $% % % % % % % %& & & & &
& & & & &
& & & & &
&

'''''
'''''

''
(((((

((
))))))))))

p q r

o

b1
c1

a1

b2

c2

a2

Figure1.2: Desargues’Theorem

The casewherethe figure is containedin a planecanbe deducedfrom the
“general”caseasfollows. Givena point o anda hyperplaneH,write aa*
+ bb* if
oaa* � obb* arecollineartriplesandthelinesabanda* b* intersectin H (but noneof
thepointsa � a* � b � b* lies in H). Now Desargues’Theoremis theassertionthatthe
relation + is transitive. (For p � q � r arecollinearif andonly if every hyperplane
containingp andq alsocontainsr; it is enoughto assumethis for thehyperplanes
notcontainingthepointsa � a* , etc.)Sosupposethataa* + bb* + cc* . Thegeomet-
ric argumentof theprecedingparagraphshows thataa* + cc* if theconfiguration
is notcoplanar;sosupposeit is. Let od bealine not in thisplane,with d ,� H, and
choosed * suchthataa*-+ dd * . Thenbb*.+ dd * , cc*
+ dd * , andaa*.+ cc* follow in
turn from thenon-planarDesargues’Theorem.

(If we areonly givena planeinitially, thecrucial fact is that theplanecanbe
embeddedin a3-dimensionalspace.)

Remark Thecasewhere /F / � 2 is notcoveredby thisargument— canyousee
why?— and,indeed,theprojectiveplaneoverGF� 2� containsnonon-degenerate
Desarguesconfiguration:it only containssevenpoints! Nevertheless,Desargues’
Theoremholds,in thesensethatany meaningfuldegenerationof it is true in the
projectiveplaneoverGF� 2� . We will not makeanexceptionof this case.

It is also possibleto prove Desargues’ Theoremalgebraically, by choosing
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coordinates(seeExercise1). However, it is importantfor later developmentsto
know thatapurelygeometricproof is possible.

Let V be a vectorspaceof rank n � 1 over F, andV � its dual space.As we
saw, V � is a right vectorspaceover F , andso canbe regardedasa left vector
spaceover theoppositefield F � . It hasthesamerankasV if this is finite. Thus
we have projective spacesPG� n � F � andPG� n � F �0� , standingin a dual relationto
oneanother. More precisely, we have a bijection betweenthe flats of PG� n � F �
andthoseof PG� n � F � � , givenby

U 1 Ann � U � � �
f � V � : ��� u � U �2� fu � 0��

�

Thiscorrespondencepreservesincidenceandreversesinclusion:

U1 � U2 3 Ann � U2 �4� Ann � U1 � �
Ann � U1 � U2 � � Ann � U1 �5� Ann � U2 � �
Ann � U1 � U2 � � Ann � U1 � � Ann � U2 �0�

Moreover, the(geometric)dimensionof Ann � U � is n � 1 � dim � U � .
Thisgivesriseto adualityprinciple, whereany configurationtheoremin pro-

jective spacetranslatesinto another(over theoppositefield) in which inclusions
arereversedanddimensionssuitablymodified.For example,in theplane,thedual
of thestatementthattwo pointslie onauniqueline is thestatementthattwo lines
meetin auniquepoint.

We turn briefly to affine spaces.The descriptionclosestto thatof projective
spacesrunsasfollows. LetV beavectorspaceof rankn overF. Thepoints,lines,
planes,. . . of theaffinespaceAG � n � F � arethecosetsof thevectorsubspacesof
rank0, 1, 2, . . . . (No dimensionshift this time!) In particular, pointsarecosetsof
thezerosubspace,in otherwords,singletons,andwe canidentify themwith the
vectorsof V. Sotheaffinespaceis “a vectorspacewith nodistinguishedorigin”.

The otherdescriptionis: AG � n � F � is obtainedfrom PG� n � F � by deletinga
hyperplanetogetherwith all thesubspacesit contains.

Thetwo descriptionsarematchedupasfollows. Take thevectorspace

V � Fn6 1 � � � x0 � x1 � ����� � xn � : x0 � ����� � xn � F 

�
Let W be the hyperplanedefinedby the equationx0

� 0. The pointsremaining
are rank 1 subspacesspannedby vectorswith x0 ,� 0; eachpoint hasa unique
spanningvectorwith x0

� 1. Thenthecorrespondencebetweenpointsin thetwo
descriptionsis givenby 7 � 1 � x1 � ����� � xn ��8�1 � x1 � ����� � xn �0�
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(SeeExercise2.)
In AG � n � F � , wesaythattwo subspacesareparallel if (in thefirst description)

they arecosetsof the samevectorsubspace,or (in the seconddescription)they
have thesameintersectionwith thedeletedhyperplane.Parallelismis anequiv-
alencerelation.Now theprojective spacecanberecoveredfrom theaffine space
asfollows. To eachparallelclassof d-dimensionalsubspacesof AG � n � F � cor-
respondsa unique � d � 1� -dimensionalsubspaceof PG� n � 1 � F � . Adjoin to the
affine spacethe points(andsubspaces)of PG� n � 1 � F � , andadjoin to all mem-
bersof a parallelclassall thepointsin thecorrespondingsubspace.Theresultis
PG� n � F � .

Thedistinguishedhyperplaneis calledthehyperplaneat infinity or ideal hy-
perplane. Thus,anaffinespacecanalsoberegardedas“a projectivespacewith a
distinguishedhyperplane”.

The studyof projective geometryis in a sensethe outgrowth of the Renais-
sancetheoryof perspective. If apainter, with hiseyeat theorigin of Euclidean3-
space,wishesto representwhatheseesonapictureplane,theneachline through
theorigin (i.e.,eachrank1 subspace)shouldberepresentedby apointof thepic-
tureplane,viz., thepoint at which it intersectsthepictureplane.Of course,lines
parallelto thepictureplanedonot intersectit, andmustberegardedasmeetingit
in ideal“pointsat infinity”. Thus,thephysicalpictureplaneis anaffineplane,and
is extendedto aprojectiveplane;andthepointsof theprojectiveplanearein one-
to-onecorrespondencewith therank1 subspacesof Euclidean3-space.It is easily
checked that linesof thepictureplanecorrespondto rank2 subspaces,provided
wemake theconventionthatthepointsat infinity compriseasingleline. Not that
thepictureplanereally is affine ratherthanEuclidean;theordinarydistancesin it
do notcorrespondto distancesin therealworld.

Exercises

1. ProveDesargues’Theoremin coordinates.
2. Show that thecorrespondencedefinedin thetext betweenthetwo descrip-

tionsof affinespaceis abijectionwhichpreservesincidence,dimension,andpar-
allelism.

3. TheLATEX typesettingsystemprovidesfacilities for drawing diagrams.In
a diagram,the slopeof a line is restrictedto beinginfinity or a rationalnumber
whosenumeratoranddenominatorareeachat most6 in absolutevalue.

(a) What is the relationbetweenthe slopesof the six lines of a complete
quadrangle(all lines joining four points)? Investigatehow sucha figure canbe
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drawn with theaboverestrictionon theslopes.
(b) Investigatesimilarly how to draw aDesarguesconfiguration.

1.3 The “Fundamental Theoremof ProjectiveGeometry”

An isomorphismbetweentwo projective spacesis a bijection betweenthe
pointsetsof thespaceswhichmapsany subspaceinto asubspace(whenappliedin
eitherdirection).A collineationof PG� n � F � is anisomorphismfrom PG� n � F � to
itself. Thetheoremof thetitle of thissectionhastwo consequences:first, thatiso-
morphicprojective spaceshave thesamedimensionandthesamecoordinatising
field; second,adeterminationof thegroupof all collineations.

We mustassumethatn 9 1; for theonly propersubspacesof aprojective line
areits points,andsoany bijectionis anisomorphism,andthecollineationgroup
is thefull symmetricgroup.(Therearemethodsfor assigningadditionalstructure
to a projective line, for example,usingcross-ratio;thesewill be discussedlater
on, in Section4.5.)

Thegeneral linear groupGL � n � 1 � F � is thegroupof all non-singularlinear
transformationsof V � Fn6 1; it is isomorphicto thegroupof invertible � n � 1�:�� n � 1� matricesover F. (In general,the determinantis not well-defined,sowe
cannotidentify the invertiblematriceswith thosehaving non-zerodeterminant.)
Any elementof GL � n � 1 � F � mapssubspacesof V into subspacesof the same
rank,andpreservesinclusion;soit inducesacollineationof PG� n � F � . Thegroup
Aut � F � of automorphismsof F hasacoordinate-wiseactiononVn6 1; thesetrans-
formationsalsoinducecollineations.The groupgeneratedby GL � n � 1 � F � and
Aut � F � (which is actuallytheir semi-directproduct)is denotedby ΓL � n � 1 � F � ;
its elementsarecalledsemilineartransformations. Thegroupsof collineationsof
PG� n � F � inducedby GL � n � 1 � F � andΓL � n � 1 � F � aredenotedby PGL� n � 1 � F �
andPΓL � n � 1 � F � , respectively.

Moregenerally, asemi-lineartransformationfrom onevectorspaceto another
is thecompositionof a lineartransformationandacoordinate-wisefield automor-
phismof thetargetspace.

Theorem 1.5(FundamentalTheorem of Projective Geometry) Anyisomorphism
betweenprojectivespacesof dimensionat least2 is inducedbya semilineartrans-
formationbetweentheunderlyingvectorspaces,uniqueup to scalarmultiplica-
tion.
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Beforeoutlining the proof, we will seethe two importantcorollariesof this
result. Both follow immediatelyfrom thetheorem(in thesecondcase,by taking
thetwo projectivespacesto bethesame).

Corollary 1.6 Isomorphicprojectivespacesof dimensionat least2havethesame
dimensionandarecoordinatisedby isomorphicfields.

Corollary 1.7 (a) For n 9 1, the collineationgroup of PG� n � F � is the group
PΓL � n � 1 � F � .

(b) Thekernelof theactionof ΓL � n � 1 � F � onPG� n � F � is thegroupof non-zero
scalars (actingby left multiplication).

Remark Thepoint of thetheorem,andthereasonfor its name,is thatthealge-
braicstructureof theunderlyingvectorspacecanberecoveredfrom theincidence
geometryof the projective space. The proof is a good warm-upfor the coor-
dinatisationtheoremsI will be discussingsoon. In fact, the proof concentrates
on Corollary 1.7, for easeof exposition. The dimensionof a projective spaceis
two lessthanthenumberof subspacesin a maximalchain(underinclusion);and
our argumentshows that the geometrydeterminesthe coordinatisingfield up to
isomorphism.

Proof Weshow first thattwo semi-lineartransformationswhich inducethesame
collineationdiffer only by a scalarfactor. By following one by the inverseof
theother, we seethat it sufficesto show thata semi-lineartransformationwhich
fixesevery point of PG� n � F � is a scalarmultiplication. Solet v �� vσA fix every
point of PG� n � F � , whereσ � Aut � F � andA � GL � n � 1 � F � . Thenevery vector
is mappedto a scalarmultiple of itself. Let e0 � ���;� � en bethestandardbasisfor V.
Then(sinceσ fixesthestandardbasisvectors)wehaveeiA � λiei for i � 0 � ����� � n.
Also, � e0 � ����� � en � A � λ0e0 � ����� � λnen� λ � e0 � ���;� � en � � say,

soλ0
� �;��� � λn

� λ.
Now, for any µ � F, thevector � 1 � µ� 0 � ����� � 0� is mappedto thevector � λ � µσλ � 0 � �;��� � 0� ;

sowehaveλµ � µσλ. Thus

vσA � vσλ � λv



10 1. Projectivespaces

for any vectorv, asrequired.
Note that the field automorphismσ is conjugationby the elementλ (that is,

µσ � λµλ < 1); in otherwords,aninnerautomorphism.
Now we prove that any isomorphismis semilinear. The strategy is similar.

Call an � n � 2� tupleof pointsspecialif no n � 1 of themarelinearly dependent.
Wehave:

Thereis a linear mapcarryingany specialtuple to any other(in the
samespace,or anotherspaceof the samedimensionover the same
field).

(For, given a specialtuple in the first space,spanningvectorsfor the first n � 1
pointsform a basise0 � ����� � en, andthe last point is spannedby a vectorwith all
coordinatesnon-zerorelative to this basis.Adjusting thebasisvectorsby scalar
factors,we mayassumethat the lastpoint is spannedby e0 � ����� � en. Similarly,
thepointsof a specialtuple in thesecondspacearespannedby thevectorsof a
basisf0 � ����� � fn, and f0 � ����� � fn. The uniquelinear transformationcarrying the
first basisto thesecondalsocarriesthefirst specialtupleto thesecond.)

Let θ be any isomorphism.Thenthereis a linear mapφ which mimics the
effect of θ on a special � n � 2� -tuple. Composingθ with the inverseof φ, we
obtainanautomorphismof PG� n � F � which fixesthe � n � 2� -tuplepointwise.We
have to show that suchan automorphismis the productof a scalarand a field
automorphism.(Note that, aswe saw above, left andright multiplicationsby λ
differ by aninnerautomorphism.)

Weassumethatn � 2; thissimplifiestheargument,while retainingitsessential
features.Soletg beacollineationfixing thespansof e0 � e1 � e2 ande0 � e1 � e2. We
usehomogeneouscoordinates,writing thesevectorsas � 1 � 0 � 0� , � 0 � 1 � 0� , � 0 � 0 � 1� ,
and � 1 � 1 � 1� , anddenotethegeneralpoint by � x � y� z� .

Thepointson theline
� � x0 � 0 � x2 �=
 , apartfrom � 1 � 0 � 0� , have theform � x � 0 � 1�

for x � F, andso canbe identifiedwith elementsof F. Now the bijection be-
tweenthis set and the set of points � 0 � y� 1� on the line

� � 0 � x1 � x2 ��
 , given by� x � 0 � 1�>�� � 0 � x � 1� , canbegeometricallydefinedin a way which is invariantun-
der collineationsfixing the four referencepoints(seeFig. 1.3). The figure also
showsthatthecoordinatesof all pointsin theplanearedetermined.

Furthermore,theoperationsof additionandmultiplicationin F canbedefined
geometricallyin thesamesense(seeFigures1.4 and1.6). (Thedefinitionslook
morefamiliar if we take theline

� � x1 � x2 � 0��
 to beat infinity, anddraw thefigure
in theaffine planewith linesthrough � 1 � 0 � 0� and � 0 � 1 � 0� horizontalandvertical
respectively. thishasbeendonefor additionin Figure1.5; thereadershoulddraw
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Figure1.3: Bijection betweentheaxes

the correspondingdiagramfor multiplication.) It follows that any collineation
fixing ourfour basicpointsinducesanautomorphismof thefield F, andits actions
on thecoordinatesagree.Thetheoremis proved.

A groupG actingonasetΩ is saidto bet-transitiveif, givenany two t-tuples� α1 � �;��� � αt � and � β1 � �;��� � βt � of distinctelementsof Ω, someelementof G carries
the first tuple to the second. G is sharply t-transitive if thereis a uniquesuch
element.(If theactionis not faithful, it is betterto say: two elementsof G which
agreeon t distinctpointsof Ω agreeeverywhere.)

Sinceany two distinctpointsof PG� n � F � arelinearly independent,weseethat
PΓL � n � 1 � F � (or evenPGL� n � 1 � F � ) is 2-transitiveon thepointsof PG� n � F � . It
is never3-transitive(for n 9 1); for sometriplesof pointsarecollinearandothers
arenot,andnocollineationcanmaponetypeto theother.
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Figure1.4: Addition

I will digresshere to describethe analogoussituation for PG� 1 � F � , even
thoughtheFTPGdoesnotapplyin this case.

Proposition1.8 (a)ThegroupPGL� 2 � F � is3-transitiveonthepointsofPG� 1 � F � ,
andis sharply3-transitiveif andonly if F is commutative.

(b) There exist skew fieldsF for which the group PGL� 2 � F � is 4-transitiveon
PG� 1 � F � .

Proof The first part follows just as in the proof of the FTPG,sinceany three
pointsof PG� 1 � F � have thepropertythatno two arelinearly dependent.Again,
asin thattheorem,thestabiliserof thethreepointswith coordinates� 1 � 0� , � 0 � 1�
and � 1 � 1� is thegroupof innerautomorphismsof F , andsois trivial if andonly if
F is commutative.



1.3. The“FundamentalTheoremof ProjectiveGeometry” 13
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Figure1.5: Affineaddition

Thereexist skew fields F with the propertythat any two elementsdifferent
from 0 and1 areconjugatein the multiplicative groupof F . Clearly thesehave
the requiredproperty. (This fact is dueto P. M. Cohn[15]; it is establishedby
a constructionanalogousto that of Higman, Neumannand Neumann[20] for
groups. Higman et al. usedtheir constructionto show that thereexist groups
in which all non-identityelementsareconjugate;Cohn’s work shows that there
aremultiplicativegroupsof skew fieldswith this property. Note thatsucha field
hascharacteristic2. For, if not, then1 � 1 ,� 0, andany automorphismmustfix
1 � 1.)

Finally, weconsidercollineationsof affinespaces.
Parallelismin anaffinespacehasanintrinsic,geometricdefinition.For two d-

flatsareparallelif andonly if they aredisjointandsome� d � 1� -flat containsboth.
It followsthatany collineationof AG � n � F � preservesparallelism.Thehyperplane
at infinity canbeconstructedfrom theparallelclasses(aswesaw in Section1.2);
so any collineationof AG � n � F � inducesa collineationof this hyperplane,and
henceof theembeddingPG� n � F � . Hence:

Theorem 1.9 Thecollineationgroupof AG � n � F � is thestabiliserof a hyperplane
in thecollineationgroupof PG� n � F � .

Usingthis, it is possibleto determinethestructureof thisgroupfor n 9 1 (see
Exercise2).

Proposition 1.10 For n 9 1, thecollineationgroupof AG � n � F � is thesemi-direct
productof theadditivegroupof Fn andΓL � n � F � .

This groupis denotedby AΓL � n � F � . Theadditive groupactsby translation,
andthesemilineargroupin thenaturalway.
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Figure1.6: Multiplication

Exercises

1. Prove theFTPGfor n 9 2.
2. Usethecorrespondencebetweenthe two definitionsof AG � n � F � givenin

thelastsectionto deduceProposition1.10from Theorem1.9.

1.4 Finite projectivespaces

Over the finite field GF� q� , the n-dimensionalprojective and affine spaces
andtheir collineationgroupsarefinite, andcanbe counted. In this section,we
displaysomeof the relevant formulæ. We abbreviatePG� n � GF� q��� to PG� n � q� ,
andsimilarly for affinespaces,collineationgroups,etc.

A vector spaceof rank n over GF� q� is isomorphicto GF� q� n, and so the
numberof vectorsis qn. In consequence,thenumberof vectorsoutsideasubspace
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of rankk is qn � qk.

Proposition 1.11 Thenumberof subspacesof rankk in a vectorspaceof rankn
overGF� q� is � qn � 1�N� qn � q�5	�	;	O� qn � qk < 1 �� qk � 1�N� qk � q�5	�	�	O� qk � qk < 1 � �
Remark Thisnumberis calledaGaussiancoefficient, andis denotedby P nkQ q.

Proof First we count the numberof choicesof k linearly independentvectors.
Theith vectormaybechosenarbitrarilyoutsidethesubspaceof ranki � 1 spanned
by its predecessors,hencein qn � qi < 1 ways.Thus,thenumeratoris therequired
numberof choices.

Now any k linearly independentvectorsspana uniquesubspaceof rankk; so
the numberof subspacesis foundby dividing the numberjust calculatedby the
numberof choicesof a basisfor a spaceof rankk. But the latter is givenby the
sameformula,with k replacingn.

Proposition 1.12 Theorder of GL � n � q� is� qn � 1�N� qn � q�5	�	�	O� qn � qn < 1 �0�
Theorder of ΓL � n � q� is theabovenumbermultipliedby d, where q � pd with p
prime; andtheorders of PGL� n � q� andPΓL � n � q� are obtainedby dividing these
numbersby � q � 1� .
Proof An elementof GL � n � q� is uniquelydeterminedby the imageof thestan-
dardbasis,whichis anarbitrarybasisof GF� q� n; andtheproofof Proposition1.11
showsthatthenumberof basesis thenumberquoted.Theremainderof thepropo-
sition follows from the remarksin Section1.3, sinceGF� q� hasq � 1 non-zero
scalars,andits automorphismgrouphasorderd.

Theformulafor theGaussiancoefficientmakessense,notjustfor primepower
valuesof q, but for any value of q different from 1. Thereis a combinatorial
interpretationfor any integer q 9 1 (Exercise3). Moreover, by l’H ôpital’s rule,
limqR 1 � qa � 1��ST� qb � 1� � aS b; it follows that

lim
qR 1

U
n
kV q

�XW n
k Y �
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This illustratesjust one of the many ways in which subspacesof finite vector
spacesresemblesubsetsof sets.

It followsimmediatelyfromPropopsition1.11thatthenumbersof k-dimensional
flatsin PG� n � q� andAG � n � q� are P n6 1

k 6 1Q q
andqn < k P nk Q q respectively.

Projective and affine spacesprovide importantexamplesof designs,whose
parameterscanbeexpressedin termsof theGaussiancoefficients.

A t-designwith parameters � v� k � λ � , or t- � v� k � λ � design, consistsof a setX
of v points, anda collection Z of k-elementsubsetsof X calledblocks, with the
propertythatany t distinctpointsof X arecontainedin exactly λ blocks.Designs
werefirst usedby statisticians,suchasR. A. Fisher, for experimentaldesign(e.g.
to facilitateanalysisof variance).Theterms“design” and“block”, andtheletter
v (theinitial letterof “variety”), reflectthis origin.

Proposition1.13 (a) Thepointsandm-dimensionalflats in PG� n � q� form a 2-
designwith parameters[ U

n � 1
1 V q

� U m � 1
1 V q

� U n � 1
m � 1V q \ �

(b) Thepointsandm-dimensionalflatsof AG � n � q� forma 2-designwith param-
eters [

qn � qm � U n � 1
m � 1V q \ �

If q � 2, thenit is a 3-design,with λ � P n < 2
m< 2Q 2

.

Proof Thevaluesof v andk areclearin bothcases.
(a) Let V be the underlyingvectorspaceof rank n � 1. We want to count

thesubspacesof rankm � 1 containingtwo givenrank1 subspacesP1 andP2. If
L � P1 � P2, thenL hasrank2, andasubspacecontainsP1 andP2 if andonly if it
containsL. Now, by theThird IsomorphismTheorem,therankm � 1 subspaces
containingL arein 1-1 correspondencewith therankm � 1 subspacesof therank
n � 1 spaceV S L.

(b) In AG � n � q� , to countsubspacescontainingtwo points,we may assume
(by translation)thatoneof thepointsis theorigin. An affine flat containingthe
origin is avectorsubspace,andasubspacecontainsanon-zerovectorif andonly
if it containsthe rank 1 subspaceit spans.The result follows asbefore. In the
casewhenq � 2, arank1 subspacecontainsonly onenon-zerovector, soany two
distinctnon-zerovectorsspana rank2 subspace.
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Remark The essenceof the proof is that the quotient of either PG� n � q� or
AG � n � q� by aflat F of dimensiond is PG� n � d � 1 � q� . (Theflatsof thequotient
spacearepreciselytheflatsof theoriginal spacecontainingF.) This assertionis
trueover any field at all, andlies at thebasisof anapproachto geometrywhich
wewill considerin Chapter5.

An automorphismof a designis a permutationof thepointswhich mapsany
block to ablock.

Proposition 1.14 For 0 ] m ] n, thedesignof pointsandm-dimensionalflatsin
PG� n � q� or AG � n � q� is PΓL � n � 1 � q� or AΓL � n � 1 � q� respectively, exceptin the
affinecasewith q � 2 andm � 1.

Proof By theresultsof Section1.3, it sufficesto show that theentiregeometry
canberecoveredfrom thepointsandm-dimensionalflats. This follows immedi-
atelyfrom two observations:

(a)theuniqueline containingtwopointsis theintersectionof all them-dimensional
flatscontainingthem;

(b) exceptfor affine spacesover GF� 2� , a setof pointsis a flat if andonly if it
containstheline throughany two of its points.

AffinespacesoverGF� 2� areexceptional:lineshave just two points,andany two
pointsform a line. However, analogousstatementshold for planes:threepoints
lie in auniqueplane,andwehave

(aa)the planethroughthreepoints is the intersectionof all the flats of dimen-
sionm whichcontainthem(for m 9 1);

(bb) a setof pointsis a flat if andonly if it containstheplanethroughany three
of its points.

Theproofsareleft asexercises.

Exercises

1. Prove theassertions(a), (b), (aa),(bb) in Proposition1.14.
2. Provethattheprobabilitythatarandomn � n matrixoveragivenfinite field

GF� q� is non-singulartendsto a limit c � q� asn � ∞, where0 ] c � q�4] 1.
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3. Prove that the total numberF � n� of subspacesof a vectorspaceof rankn
overagivenfinite field GF� q� satisfiestherecurrence

F � n � 1� � 2F � n� � � qn � 1� F � n � 1�0�
4. Let Sbean“alphabet”of sizeq, with two distinguishedelements0 and1

(but notnecessarilyafinite field). A k � n matrixwith entriesfrom S is (asusual)
in reducedechelonform if^ it hasnozerorows;^ thefirst non-zeroentryin any row is a1;^ the“leading1s” in laterrowsoccurfurtherto theright;^ theotherentriesin thecolumnof a “leading1” areall 0.

Provethatthenumberof k � n matricesin reducedechelonform is P nk Q q. Verify in
detail in thecasen � 4, k � 2.

5. Usetheresultof Exercise4 to prove therecurrencerelationU
n
kV q

� qn

U
n � 1

k V q
� U

n � 1
k � 1V q

�
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Projective planes

Projective and affine planesare more than just spacesof smallest(non-trivial)
dimension:aswewill see,they aretruly exceptional,andalsothey play a crucial
rôle in thecoordinatisationof arbitraryspaces.

2.1 Projective planes

We have seenin Sections1.2 and 1.3 that, for any field F, the geometry
PG

�
2 � F � hasthefollowing properties:

(PP1)Any two pointslie on exactlyoneline.

(PP2)Any two linesmeetin exactlyonepoint.

(PP3)Thereexist four points,no threeof which arecollinear.

I will now usethe termprojectiveplane in a moregeneralsense,to refer to any
structureof pointsandlineswhichsatisfiesconditions(PP1)-(PP3)above.

In a projective plane,let p andL be a point andline which arenot incident.
TheincidencedefinesabijectionbetweenthepointsonL andthelinesthroughp.
By (PP3),givenany two lines, thereis a point incidentwith neither;so the two
linescontainequallymany points.Similarly, eachpoint lies on thesamenumber
of lines; andthesetwo constantsareequal. Theorder of theplaneis definedto
beonelessthanthis number. Theorderof PG

�
2 � F � is equalto thecardinalityof

F. (We saw in the lastsectionthata projective line over GF
�
q� has � 21� q � q � 1

points;soPG
�
2 � q� is a projectiveplaneof orderq. In theinfinite case,theclaim

followsby simplecardinalarithmetic.)

19
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Givenafinite projectiveplaneof ordern, eachof then � 1 linesthroughapoint
p containsn furtherpoints,with no duplications,andall pointsareaccountedfor
in this way. So therearen2 � n � 1 points,andthe samenumberof lines. The
pointsandlines form a 2-

�
n2 � n � 1 � n � 1 � 1� design.The converseis alsotrue

(seeExercise2).
Do thereexist projective planesnot of the form PG

�
2 � F � ? The easiestsuch

examplesareinfinite; I givetwo completelydifferentonesbelow. Finiteexamples
will appearlater.

Example 1: Freeplanes.Startwith any configurationof pointsandlineshaving
the propertythat two points lie on at mostoneline (anddually), andsatisfying
(PP3). Performthe following construction.At odd-numberedstages,introduce
a new line incidentwith eachpair of pointsnot alreadyincidentwith a line. At
even-numberedstages,act dually: add a new point incident with eachpair of
lines for which sucha point doesn’t yet exist. After countablymany stages,a
projective planeis obtained. For given any two points, therewill be an earlier
stageatwhichbothareintroduced;by thenext stage,auniqueline is incidentwith
both;andnofurtherline incidentwith bothis addedsubsequently;so(PP1)holds.
Dually, (PP2)holds. Finally, (PP3)is true initially andremainsso. If we start
with a configurationviolating Desargues’Theorem(for example,theDesargues
configurationwith the line pqr “broken” into separatelines pq, qr, r p), thenthe
resultingplanedoesn’t satisfyDesargues’Theorem,andsois notaPG

�
2 � F � .

Example 2: Moultonplanes.Take theordinaryrealaffine plane. Imaginethat
the lower half-planeis a refractingmediumwhich bendslines of positive slope
so that thepart below theaxis hastwice the slopeof thepart above, while lines
with negative(or zeroor infinite) slopeareunaffected.This is anaffineplane,and
hasa uniquecompletionto a projectiveplane(seelater).Theresultingprojective
planefailsDesargues’theorem.To seethis,draw aDesarguesconfigurationin the
ordinaryplanein suchaway thatjustoneof its tenpointsliesbelow theaxis,and
just oneline throughthispoint haspositiveslope.

The first examplesof finite planesin which Desargues’Theoremfails were
constructedby VeblenandWedderburn [38]. Many othershavebeenfoundsince,
but all known exampleshave primepower order. TheBruck–RyserTheorem[4]
assertsthat,if aprojectiveplaneof ordern exists,wheren � 1 or 2 (mod4), then
n mustbethesumof two squares.Thus,for example,thereis noprojectiveplane
of order6 or 14. This theoremgivesno informationabout10, 12, 15, 18, . . . .
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Recently, Lam,SwierczandThiel [21] showedby anextensivecomputationthat
thereis noprojectiveplaneof order10. Theothervaluesmentionedareundecided.

An affine plane is an incidencestructureof points and lines satisfyingthe
following conditions(in which two lines arecalledparallel if they areequalor
disjoint):

(AP1)Two pointslie ona uniqueline.

(AP2) Givena point p andline L, thereis a uniqueline which containsp andis
parallelto L.

(AP3)Thereexist threenon-collinearpoints.

Remark. Axiom (AP2) for therealplaneis anequivalentform of Euclid’s“par-
allel postulate”.It is called“Playfair’s Axiom”, althoughit wasstatedexplicitly
by Proclus.

Againit holdsthatAG
�
2 � F � is anaffineplane.Moregenerally, if a line andall

its pointsareremovedfrom a projective plane,theresultis anaffine plane.(The
removedpointsandline aresaidto be“at infinity”. Two linesareparallelif and
only if they containthesamepoint at infinity.

Conversely, let an affine planebe given,with point set � andline set 	 . It
follows from (AP2) thatparallelismis anequivalencerelationon 	 . Let 
 bethe
setof equivalenceclasses.For eachline L ��	 , let L 
 � L ��� Q � , whereQ is the
parallelclasscontainingL. Thenthestructurewith point set ����
 , andline set
� L 
 : L ��	�������
�� , is a projectiveplane.Choosing
 astheline at infinity, we
recover theoriginal affineplane.

We will havemoreto sayaboutaffineplanesin Section3.5.

Exercises

1. Show thatastructurewhichsatisfies(PP1)and(PP2)but not (PP3)mustbe
of oneof thefollowing types:

(a) Thereis a line incidentwith all points. Any further line is a singleton,
repeatedanarbitrarynumberof times.

(b) Thereis a line incidentwith all pointsexceptone.Theremaininglinesall
containtwo points,theomittedpoint andoneof theothers.

2. Show thata2-
�
n2 � n � 1 � n � 1 � 1� design(with n � 1) is aprojectiveplane

of ordern.
3. Show that,in afinite affineplane,thereis anintegern � 1 suchthat
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� every line hasn points;

� everypoint liesonn � 1 lines;

� therearen2 points;

� therearen � 1 parallelclasseswith n linesin each.

(Thenumbern is theorderof theaffineplane.)
4. (The FriendshipTheorem.) In a finite society, any two individualshave a

uniquecommonfriend. Prove that thereexists someonewho is everyoneelse’s
friend.

[Let X be the setof individuals, 	 � � F � x� : x � X � , whereF
�
x� is the set

of friendsof X. Prove that, in any counterexampleto the theorem,
�
X ��	�� is a

projectiveplane,of ordern, say.
Now let A betherealmatrix of ordern2 � n � 1, with

�
x � y� entry1 if x andy

arefriends,0 otherwise.Prove that

A2 � nI � J �
whereI is the identity matrix andJ the all-1 matrix. Henceshow that the real
symmetricmatrix A haseigenvaluesn � 1 (with multiplicity 1) and ��� n. Using
the fact that A hastrace0, calculatethe multiplicity of the eigenvalue � n, and
henceshow thatn � 1.]

5. Show thatany Desarguesconfigurationin a freeprojective planemustlie
within thestartingconfiguration.[Hint: Supposenot, andconsiderthe lastpoint
or line to beadded.]

2.2 Desarguesian and Pappian planes

It is no coincidencethat we distinguishedthe free andMoulton planesfrom
PG

�
2 � F � s in thelastsectionby thefailureof Desargues’Theorem.

Theorem 2.1 A projectiveplaneis isomorphicto PG
�
2 � F � for someF if andonly

if it satisfiesDesargues’Theorem.

I do not proposeto give a detailedproof of this importantresult; but some
commentson theproof arein order.

Wesaw in Section1.3that,in PG
�
2 � F � , thefield operations(additionandmul-

tiplication) canbe definedgeometrically, oncea setof four pointswith no three
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collinearhasbeenchosen.By (PP3),sucha setof pointsexists in any projective
plane. So it is possibleto definetwo binary operationson a setconsistingof a
line with a point removed,andto coordinatisethe planewith this algebraicob-
ject. Now it is obviousthatany field axiomtranslatesinto acertain“configuration
theorem”,so that the planeis a PG

�
2 � F � if andonly if all these“configuration

theorems”hold. Whatis notobvious,andquiteremarkable,is thatall these“con-
figurationtheorems”follow from Desargues’Theorem.

Anothermethod,moredifficult in principlebut mucheasierin detail,exploits
therelationbetweenDesargues’Theoremandcollineations.

Let p be a point andL a line. A central collineationwith centrep andaxis
L is a collineationfixing every point on L andevery line throughp. It is called
an elation if p is on L, a homology otherwise. The centralcollineationswith
centrep andaxisL form a group. Theplaneis saidto be

�
p � L � -transitiveif this

grouppermutestransitively the setM ��� p � L � M � for any line M  � L on p (or,
equivalently, thesetof lineson q differentfrom L andpq, whereq  � p is a point
of L).
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Figure2.1: TheDesarguesconfiguration

Theorem 2.2 A projectiveplanesatisfiesDesargues’Theoremif andonly if it is�
p � L � -transitivefor all pointsp andlinesL.
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Proof Let us take anotherlook at the Desarguesconfiguration(Fig. 2.1). It is
clearthatany centralconfigurationwith centreo andaxisL whichcarriesa1 to a2

is completelydeterminedat everypoint b1 not on M. (Theline a1a2 meetsL at a
fixedpoint r andis mappedto b1b2; sob2 is theintersectionof ra2 andob1.) Now,
if we replaceM with anotherline M * througho, we getanotherdeterminationof
the actionof the collineation. It is easyto seethat the conditionthat thesetwo
specificationsagreeis preciselyDesargues’Theorem.

Theproof shows a little more. Oncetheactionof thecentralcollineationon
onepoint of M �+� o � L � M � is known, thecollineationis completelydetermined.
So, if Desargues’Theoremholds, then thesegroupsof centralcollineationsact
sharplytransitively on therelevantset.

Now the additive andmultiplicative structuresof the field turn up asgroups
of elationsandhomologiesrespectively with fixed centreandaxis. We seeim-
mediatelythat thesestructuresareboth groups. More of the axiomsareeasily
deducedtoo. For example,let L be a line, andconsiderall elationswith axis L
(andarbitrarycentreon L). This set is a groupG. For eachpoint p on L, the
elationswith centrep form anormalsubgroup.Thesenormalsubgroupspartition
thenon-identityelementsof G, sincea non-identityelationhasat mostonecen-
tre. But agrouphaving suchapartitionis abelian(seeExercise2). Soadditionis
commutative.

In view of this theorem,projective planesover skew fieldsarecalledDesar-
guesianplanes.

Thereis muchmore to be saidaboutthe relationshipsamongconfiguration
theorems,coordinatisation,andcentralcollineations.I referto Dembowski’sbook
for someof these.Onesuchrelationis of particularimportance.

Pappus’Theorem is the assertionthat, if alternateverticesof a hexagonare
collinear(that is, thefirst, third andfifth, andalsothesecond,fourth andsixth),
then also the threepoints of intersectionof oppositeedgesare collinear. See
Fig. 2.2.

Theorem 2.3 A projectiveplane satisfiesPappus’ Theorem if and only if it is
isomorphicto PG

�
2 � F � for somecommutativefield F.

Proof Theproof involvestwo steps.First, a purelygeometricargumentshows
that Pappus’Theoremimplies Desargues’. This is shown in Fig. 2.3. This fig-
ureshows a potentialDesarguesconfiguration,in which therequiredcollinearity
is shown by threeapplicationsof Pappus’Theorem.Theproof requiresfour new
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Figure2.2: Pappus’Theorem

points,s � a1b1 � a2c2, t � b1c1 � os, u � b1c2 � oa1, andv � b2c2 � os. Now Pap-
pus’ Theorem,appliedto thehexagonosc2b1c1a1, shows thatq � u � t arecollinear;
appliedto osb1c2b2a2, showsthatr � u � v arecollinear;andappliedto b1tuvc2s (us-
ing the two collinearitiesjust established),shows that p � q � r arecollinear. The
derivedcollinearitiesareshown asdottedlinesin thefigure. (Notethatthefigure
shows only thegenericcaseof Desargues’Theorem;it is necessaryto take care
of thepossibledegeneraciesaswell.)

Thesecondstepinvolvestheuseof coordinatesto show that,in aDesarguesian
plane,Pappus’Theoremis equivalentto thecommutativity of multiplication.(See
Exercise3.)

In view of this, projective planesover commutative fieldsarecalledPappian
planes.

Remark. It follows from Theorems2.1and2.3andWedderburn’sTheorem1.1
that, in a finite projective plane,Desargues’Theoremimplies Pappus’. No geo-
metricproofof this implicationis known.

A similar treatmentof affineplanesis possible.

Exercises

1. (a) Show thatacollineationwhichhasacentrehasanaxis,andviceversa.
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Figure2.3: PappusimpliesDesargues

(b) Show thatacollineationcannothavemorethanonecentre.

2. ThegroupG hasa family of propernormalsubgroupswhich partition the
non-identityelementsof G. Prove thatG is abelian.

3. In PG
�
2 � F � , let the verticesof a hexagonbe

�
1 � 0 � 0� , � 0 � 0 � 1� , � 0 � 1 � 0� ,�

1 � α � 1 � 1� , � 1 � 1 � 0� and
�
β � β � α � 1�<� 1� . Show thatalternateverticeslie on the

lines definedby the column vectors
�
0 � 0 � 1�>= and

�
α � 1 �>? 1 � 0�@= . Show that

oppositesidesmeetin thepoints
�
α � 0 �>? 1� , � 0 � βα � 1� and

�
1 � β � α � 1�A� 1� . Show

thatthesecondandthird of theselie on theline
�
β �B? 1 � βα � = , whichalsocontains

thefirst if andonly if αβ � βα.
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2.3 Projectivities

Let Π � �
X ��	C� beaprojectiveplane.Temporarily, let

�
L � bethesetof points

incidentwith L; andlet
�
x� bethesetof linesincidentwith x. If x is not incident

with L, there is a naturalbijection between
�
L � and

�
x� : eachpoint on L lies

on a uniqueline throughx. This bijection is calleda perspectivity. By iterating
perspectivitiesandtheir inverses,wegetabijection(calledaprojectivity) between
any two sets

�
x� or

�
L � . In particular, for any line L, we obtain a set P

�
L � of

projectivities from
�
L � to itself (or self-projectivities), andanalogouslya setP

�
x�

for any point x.
The setsP

�
L � and P

�
x� are actually groupsof permutationsof

�
L � or

�
x� .

(Any self-projectivity is thecompositionof achainof perspectivities; theproduct
of two self-projectivitiescorrespondsto theconcatenationof thechains,while the
inversecorrespondsto the chainin reverseorder.) Moreover, thesepermutation
groupsarenaturally isomorphic: if g is any projectivity from

�
L1 � to

�
L2 � , say,

theng D 1P
�
L1 � g � P

�
L2 � . So thegroupP

�
L � of self-projectivities on a line is an

invariantof theprojectiveplane.It turnsout thatthestructureof thisgroupcarries
informationabouttheplanewhich is closelyrelatedto conceptswe have already
seen.
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Figure2.4: 3-transitivity

Proposition 2.4 ThepermutationgroupP
�
L � is 3-transitive.

Proof It sufficesto show thatthereis aprojectivity fixing any two pointsx1 � x2 �
L andmappingany furtherpoint y1 to any otherpoint y2. In general,we will use
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thenotation“(L1 to L2 via p)” for thecompositeof theperspectivities
�
L1 �IH �

p�
and

�
p�JH �

L2 � . Let Mi beany otherlinesthroughxi (i � 1 � 2), u a point on M1,
andzi � M2 (i � 1 � 2) suchthatyiuzi arecollinear(i � 1 � 2). Thentheproductof
(L to M1 via z1) and(M1 to L via z2) is therequiredprojectivity (Fig. 2.4.)

A permutationgroup G is sharply t-transitive if, given any two t-tuplesof
distinctpoints,thereis a uniqueelementof G carryingthefirst to thesecond(in
order).Themainresultaboutgroupsof projectivities is thefollowing theorem:
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Figure2.5: Compositionof projectivities

Theorem 2.5 ThegroupP
�
L � of projectivitieson a projectiveplaneΠ is sharply

3-transitiveif andonly if Π is pappian.

Proof Wesketchtheproof. Thecrucialstepis theequivalenceof Pappus’Theo-
remto thefollowing assertion:

Let L1 � L2 � L3 be non-concurrentlines, andx andy two pointssuch
thattheprojectivity

g � (L1 to L2 via x) K (L2 to L3 via y)

fixesL1 � L3. Thenthereis a point z suchthat the projectivity g is
equalto (L1 to L3 via z).
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Thehypothesisis equivalentto theassertionthatx � y andL1 � L3 arecollinear.
Now thepointz is determined,andPappus’Theoremis equivalentto theassertion
thatit mapsa randompoint p of L1 correctly. (Fig. 2.5 is just Pappus’Theorem.)

Now thisassertionallows longchainsof projectivities to beshortened,sothat
their actioncanbecontrolled.

The conversecan be seenanotherway. By Theorem2.3, we know that a
Pappianplaneis isomorphicto PG

�
2 � F � for somecommutativefield F. Now it is

easilycheckedthatany self-projectivity on a line is inducedby a linearfractional
transformation(anelementof PGL

�
2 � F � ; andthisgroupis sharply3-transitive.

In the finite case,therearevery few 3-transitive groupsapartfrom the sym-
metricandalternatinggroups;and,for all knownnon-Pappianplanes,thegroupof
projectivities is indeedsymmetricor alternating(thoughit is not known whether
this is necessarilyso).Bothpossibilitiesoccur;so,atpresent,all thatthisprovides
usfor non-Pappianfinite planesis asingleBooleaninvariant.

In the infinite case,however, moreinterestingpossibilitiesarise. If theplane
hasorderα, thenthegroupof projectivitieshasα generators,andsohasorderα;
soit canneverbethesymmetricgroup(which hasorder2α). Barlotti [1] gavean
examplein which thestabiliserof any six pointsis theidentity, andthestabiliser
of any fivepointsis a freegroup.On theotherhand,Schleiermacher[25] showed
that, if the stabiliserof any five points is trivial, thenthe stabiliserof any three
pointsis trivial (andtheplaneis Pappian).

Furtherdevelopmentsinvolvedeeperrelationshipsbetweenprojectivities,con-
figurationtheorems,andcentralcollineations;thedefinitionandstudyof projec-
tivities in otherincidencestructures;andsoon.
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Coordinatisation of projective
spaces

In thischapter, wedescribeaxiomsystemsfor projective(andaffine)spaces.The
principalresultsaredueto VeblenandYoung.

3.1 The GF
�
2� case

In the last section,we saw an axiomaticcharacterisationof the geometries
PG� 2 � F � (asprojective planessatisfyingDesargues’Theorem).We turn now to
thecharacterisationof projectivespacesof arbitrarydimension,dueto Veblenand
Young.Sincethepointsandthesubspacesof any fixeddimensiondeterminethe
geometry, we expectan axiomatisationin termsof these.Obviously thecaseof
pointsandlineswill bethesimplest.

For the first of several timesin thesenotes,we will give a detailedandself-
containedargumentfor thecaseof GF� 2� , andtreatthegeneralcasein ratherless
detail.

Theorem 3.1 LetX beasetofpoints,� asetofsubsetsof X calledlines.Assume:

(a) anytwo pointslie ona uniqueline;

(b) a line meetingtwo sidesof a triangle, notat a vertex, meetsthethird side;

(c) a line containsexactlythreepoints.

ThenX and � are thesetsof pointsand lines in a (not necessarilyfinite dimen-
sional)projectivespaceoverGF� 2� .

31
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Figure3.1: Veblen’sAxiom

Remark We will seelater that, more or less,conditions(a) and (b) charac-
terisearbitraryprojective spaces.Condition(c) obviously specifiesthat thefield
is GF� 2� . The phrase“not necessarilyfinite dimensional”shouldbe interpreted
asmeaningthat X and � canbe identifiedwith the subspacesof rank 1 and2
respectively of avectorspaceoverGF� 2� , notnecessarilyof finite rank.

Proof Since1 is theonly non-zeroscalarin GF� 2� , thepointsof projectivespace
canbeidentifiedwith thenon-zerovectors;linesarethentriplesof non-zerovec-
torswith sum0. Our job is to reconstructthis space.

Let 0 beanelementnot in X, andsetV � X ��� 0 � . Now defineanadditionin
V asfollows:� for all v � V, 0 � v � v � 0 � v andv � v � 0;� for all x � y � X with x �� y, x � y � z, wherez is the third point of the line
containingx andy.

We claim that � V ����� is an abeliangroup. Commutativity is clear; 0 is the
identity, andeachelementis its own inverse. Only the associative law is non-
trivial; andtheonly non-trivial case,whenx � y� z aredistinctnon-collinearpoints,
follows immediatelyfrom Veblen’saxiom(b) (seeFig. 3.1.1).

Next, we definescalarmultiplication over GF� 2� , in the only possibleway:
0 � v � 0, 1 � v � v for all v � V. Theonly non-trivial vectorspaceaxiom is � 1 �
1��� v � 1 � v � 1 � v, andthis follows from v � v � 0.

Finally, � 0 � x � y� z� is a rank2 subspaceif andonly if x � y � z.

Thereis a differentbut evensimplercharacterisationin termsof hyperplanes,
which foreshadowssomelaterdevelopments.
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Let � beany family of subsetsof X. ThesubsetY of X is calleda subspace
if any memberof � whichcontainstwo pointsof Y is wholly containedwithin Y.
(Thus,theemptyset,thewholeof X, andany singletonaretrivially subspaces.)
ThesubspaceY is calleda hyperplaneif it intersectsevery memberof � (neces-
sarily in oneor all of its points).

Theorem 3.2 Let � bea collectionof subsetsof X. Supposethat

(a) everysetin � hascardinality 3;

(b) anytwo pointsof X lie in at leastonememberof � ;

(c) everypoint of X lies outsidesomehyperplane.

ThenX and � arethepointandline setsof a projectivegeometryoverGF� 2� , not
necessarilyfinitedimensional.

Proof Let � bethesetof hyperplanes.For eachpointx � X, wedefineafunction
px : � � GF� 2� by therule

px � H ��� � 0 if x � H;
1 if x �� H.

By condition(c), px is non-zerofor all x � X.
Let P �!� px : x � X � . Weclaim thatP ��� 0 � is asubspaceof thevectorspace

GF� 2�#" of functionsfrom � to GF� 2� . Take x � y � X, andlet � x � y� z� beany set
in � containingx andy. Thena hyperplanecontainsz if andonly if it contains
bothor neitherof x andy; so pz � px � py. Theclaim follows.

Now themapx $� px is 1–1,sinceif px � py thenpx � py � 0, contradicting
the precedingparagraph.Clearly this map takes membersof � to lines. The
theoremis proved.

Remark The fact that two points lie in a uniqueline turnsout to be a conse-
quenceof theotherassumptions.

Exercises

1. Supposethatconditions(a) and(c) of Theorem3.1.2hold. Prove that two
pointsof X lie in atmostonememberof � .
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2. Let � X �%�&� satisfyconditions(a) and(c) of Theorem3.1.1. Let Y be the
setof pointsx of X with thefollowing property:for any two lines � x � y1 � y2 � and� x � z1 � z2 � containingx, thelinesy1z1 andy2z2 intersect.ProvethatY is asubspace
of X.

3. Let X beasetof points, ' acollectionof subsetsof X calledlines.Assume
thatany two pointslie in at leastoneline, andthatevery point lies outsidesome
hyperplane.Show that, if the line size is not restrictedto be 3, thenwe cannot
concludethat X and ' arethe point andline setsof a projective space,even if
any two points lie on exactly one line. [Hint: In a projective plane,any line is
a hyperplane. Selectthreelines L1 � L2 � L3 forming a triangle. Show that it is
possibleto deletesomepoints,andto addsomelines, so that L1 � L2 � L3 remain
hyperplanes.]

4. Let � X �#'(� satisfythehypothesesof thepreviousquestion.Assumeaddi-
tionally thatany two pointslie onauniqueline, andthatsomehyperplaneis aline
andis finite. Provethatthereis anumbern suchthatany hyperplanecontainsn � 1
points,any point lieson n � 1 lines,andthetotal numberof linesis n2 � n � 1.

3.2 An application

I now giveabrief applicationto codingtheory.Thisapplicationis abit spuri-
ous,sinceamoregeneralresultcanbeprovedby adifferentbut equallysimplear-
gument;but it demonstratesanimportantlink betweenthesefields. Additionally,
the procedurecan be reversed,to give characterisationsof other combinatorial
designsusingtheoremsaboutcodes.

Theproblemtackledby thetheoryof error-correctingcodesis to senda mes-
sageover a noisychannelin which somedistortionmayoccur, so that theerrors
canbecorrectedbut thepricepaidin lossof speedis not toogreat.This is not the
placeto discusscodingtheoryin detail. We simplify by assumingthata message
transmittedover thechannelis a sequenceof blocks,eachblock beingann-tuple
of bits (zerosor ones).We alsoassumethatwe canbeconfidentthat,duringthe
transmissionof a singleblock, no morethane bits aretransmittedincorrectly(a
zerochangedto aoneor viceversa). TheHammingdistancebetweentwo blocks
is thenumberof coordinatesin which they differ; thatis, thenumberof errorsre-
quiredto changeoneinto theother. A codeis just asetof “codewords” or blocks
(n-tuplesof bits), containingmorethanonecodeword. It is e-error correctingif
theHammingdistancebetweentwo codewordsis at least2e � 1. (Thereasonfor
thenameis that,by thetriangleinequality, anarbitrarywordcannotlie atdistance
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e or lessfrom morethanonecodeword. By our assumption,the received word
lies at distancee or lessfrom thetransmittedcodeword; sothis codeword canbe
recovered.)

To maximisethe transmissionrate,we needasmany codewordsaspossible.
The optimumis obtainedwhenevery word lies within distancee of a (unique)
codeword. In otherwords,the closedballs of radiuse centredat the codewords
fill thespaceof all wordswithoutany overlap!A codewith thispropertyis called
perfecte-error-correcting.

Encodinganddecodingaremademucheasierif thecodeis linear, thatis, it is
aGF� 2� -subspaceof thevectorspaceGF� 2� n of all words.

Theorem 3.3 A linear perfect1-error-correctingcodehaslength2d ) 1 for some
d * 1; there is a uniquesuch codeof anylengthhavingthis form.

Remark TheseuniquecodesarecalledHammingcodes. Their relationto pro-
jectivespaceswill bemadeclearby theproof below.

Proof Let C besucha code,of lengthn. Obviously it contains0. We definethe
weightwt � v � of any word v to be its Hammingdistancefrom 0. The weight of
any non-zerocodeword is at least3. Now let X be the setof coordinateplaces,
and � thesetof triplesof pointsof X which supportcodewords(i.e., for which a
codewordhas1sin just thosepositions).

We verify thehypothesesof Theorem3.1. Condition(c) is clear.
Let x and y be coordinatepositions,and let w be the word with entries1

in positionsx andy and0 elsewhere. w is not a codeword, so theremustbe a
uniquecodeword c at distance1 from w; thenc musthave weight3 andsupport
containingx andy. So(a)holds.

Let � x � y� r �+�,� x � z� q �+�,� y� z� p � bethesupportsof codewordsu � v � w. By linear-
ity, u � v � w is acodeword,andits supportis � p � q � r � . So(b) holds.

ThusX and � arethepointsandlinesof a projective spacePG� d ) 1 � 2� for
somed * 1; thenumberof pointsis n � 2d ) 1. Moreover, it’ s easyto seethatC
is spannedby its wordsof weight3 (seeExercise1), soit is uniquelydetermined
by d.

Note, incidentally, that theautomorphismgroupof theHammingcodeis the
sameasthatof theprojectivespace,viz. PGL� d � 2� .
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Exercise

1. Provethataperfectlinearcodeis spannedby its wordsof minimumweight.
(Useinductionon theweight. If w is any non-zerocodeword, thereis acodeword
u whosesupportcontainse � 1 pointsof thesupportof w; thenu � w hassmaller
weightthanw.)

2. Prove thatif aperfecte-error-correctingcodeof lengthn exists,then

e

∑
i 
 0 - ni .

isapowerof 2. Deducethat,if e � 3, thenn � 7or23. (Hint: thecubicpolynomial
in n factorises.)

Remark. The casen � 7 is trivial. For n � 23, thereis a uniquecode(up to
isometry),theso-calledbinaryGolaycode.

3. Verify thefollowing decodingschemefor theHammingcodeHd of length
2d ) 1. Let Md be the 2d ) 1 / d matrix over GF� 2� whoserows are the base
2 representationsof the integers1 � 2 �101010#� 2d ) 1. Show that thenull spaceof the
matrixMd is preciselyHd. Now let w bereceivedwhenacodewordis transmitted,
andassumethatat mostoneerrorhasoccurred.Prove that� if wHd � 0, thenw is correct;� if wHd is the ith row of Hd, thenthe ith positionis incorrect.

3.3 The generalcase

The generalcoordinatisationtheoremis the sameasTheorem3.1, with the
hypothesis“three points per line” weakenedto “at leastthreepoints per line”.
Accordinglywe considergeometrieswith point setX andline set � (where� is
asetof subsetsof X) satisfying:

(LS1)Any line containsat leasttwo points.

(LS2)Two pointslie in auniqueline.

Sucha geometryis calleda linear space. Recallthata subspaceis a setof points
which containsthe(unique)line throughany two of its points. In a linearspace,
in additionto thetrivial subspaces(theemptyset,singletons,andX), any line is
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asubspace.Any subspace,equippedwith thelinesit contains,is a linearspacein
its own right.

A linearspaceis calledthick if it satisfies:

(LS1+)Any line containsat leastthreepoints.

Finally, wewill imposeVeblen’sAxiom:

(V) A line meetingtwo sidesof a triangle,not at a vertex, meetsthe third side
also.

Theorem 3.4(Veblen–Young Theorem) Let � X �%�&� be a linear space, which is
thick andsatisfiesVeblen’s Axiom(V). Thenoneof thefollowing holds:

(a) X �2�!� /0;

(b) 3X 34� 1, �!� /0;

(c) �!�5� X � , 3X 376 3;

(d) � X �%�&� is a projectiveplane;

(e) � X �%�&� is a projectivespaceover a skew field,not necessarilyof finite dimen-
sion.

Remark It is commonto restrictto finite-dimensionalprojectivespacesbyadding
theadditionalhypothesisthatany chainof subspaceshasfinite length.

Proof (outline) Thekey observationprovidesuswith lots of subspaces.

Lemma 3.5 Let � X �%�&� be a linear spacesatisfyingVeblen’s axiom. Let Y be a
subspace, andp a pointnot in Y; let Z betheunionof thelinesjoining p to points
of Y. ThenZ is a subspace, andY is a hyperplanein Z.

Proof Let q andr bepointsof Z. Thereareseveralcases,of which thegeneric
caseis thatwhereq � r �� Y andthe lines pq and pr meetY in distinctpointss, t.
By (V), thelinesqr andst meetat a point u of Y. If v is anotherpoint of qr, then
by (V) again,theline pvmeetsst at apoint of Y; sov � Z.
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Wewrite this subspaceas 8 Y� p9 .
Now, if L is a line andp a point not in L, then 8 L � p9 is a projective plane.(It

is a subspacein which L is a hyperplane;all that hasto be shown is that every
line is a hyperplane,which follows oncewe show that 8 L � p9 containsno proper
subspaceproperlycontaininga line.)

The theoremis clearly true if theredo not exist four non-coplanarpoints;so
wemaysupposethatsuchpointsdoexist.

We claim thatDesargues’Theoremholds.To seethis examinethegeometric
proofof Desargues’Theoremin Section1.2; it is obviousfor any non-planarcon-
figuration,andthe planarcasefollows by severalapplicationsof the non-planar
case.Now thesameargumentapplieshere.

It followsfrom Theorem2.1thateveryplanein ourspacecanbecoordinatised
by askew field.

To completethe proof, we have to show that the coordinatisationcanbe ex-
tendedconsistentlyto the whole space.For this, first oneshows that the skew
fieldscoordinatisingall planesarethesame:this canbeprovedfor planeswithin
a3-dimensionalsubspaceby meansof centralcollineations,andtheresultextends
by connectednessto all pairsof planes.Theremainderof theargumentinvolves
carefulbook-keeping.

From this, we canfind a classificationof not necessarilythick linear spaces
satisfyingVeblen’s axiom. The sumof a family of linear spacesis definedas
follows. The point set is the disjoint union of the point setsof the constituent
spaces.Linesareof two types:

(a) all linesof theconstituentspaces;

(b) all pairsof pointsfrom differentconstituents.

It is clearlya linearspace.

Theorem 3.6 A linear spacesatisfyingVeblen’saxiomis thesumof linear spaces
of types(b)–(e)in theconclusionof Theorem3.4.

Proof Let � X �%�&� besuchaspace.Definearelation : onX by therule thatx : y
if eitherx � y, or the line containingx andy is thick (hasat leastthreepoints).
We claim first that : is an equivalencerelation. Reflexivity andsymmetryare
clear;soassumethatx : y andy : z, wherewemayassumethatx � y andz areall
distinct. If thesepointsarecollinear, thenx : z; sosupposenot; let x1 andz1 be
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furtherpointson thelinesxy andyzrespectively. By (V), theline x1z1 containsa
point of xzdifferentfrom x andz, asrequired.

So X is the disjoint union of equivalenceclasses. We show next that any
equivalenceclassis a subspace.Solet x : y. Thenx : z for every point z of the
line xy; sothis line is containedin theequivalenceclassof x.

Soeachequivalenceclassis anon-emptythick linearspace,andhenceapoint,
line, projectiveplane,or projectivespaceovera skew field, by Theorem3.4. It is
clearthatthewholespaceis thesumof its components.

A geometrysatisfyingtheconclusionof Theorem3.6 is calleda generalised
projectivespace. Its flatsareits (linear)subspaces;thesearepreciselythesums
of flatsof thecomponents.Theterm“projectivespace”is sometimesextendedto
mean“thick generalisedprojectivespace”(i.e.,to includesinglepoints,lineswith
at leastthreepoints,andnotnecessarilyDesarguesianprojectiveplanes).

3.4 Lattices

Anotherpoint of view is to regardtheflatsof a projectivespaceasforming a
lattice.We discussthis in thepresentsection.

A lattice is a setL with two binaryoperations; and < (calledjoin andmeet),
andtwo constants0 and1, satisfyingthefollowing axioms:

(L1) ; and < areidempotent,commutative,andassociative;

(L2) x ;=� x < y�>� x andx <=� x ; y��� x;

(L3) x < 0 � x, x ; 1 � x.

It followsfrom theseaxiomsthatx < y � x holdsif andonly if x ; y � y holds.
We write x ? y if theseequivalent conditionshold. Then � L �1?(� is a partially
orderedsetwith greatestelement1 and leastelement0; x ; y andx < y are the
leastupperboundandgreatestlower boundof x andy respectively. Conversely,
any partially orderedsetin which leastupperboundsandgreatestlower bounds
of all pairsof elementsexist, andthereis a leastelementanda greatestelement,
givesriseto a lattice.

In a lattice,anatom is a non-zeroelementa suchthata < x � 0 or a for any
x; in otherwords,anelementgreaterthanzerobut minimal subjectto this. The
latticeis calledatomicif everyelementis a join of atoms.

A latticeis modularif it satisfies:
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(M) If x ? z, thenx ;=� y < z���@� x ; y�A< z for all y.

(Notethat,if x ? z, thenx ;=� y < z�B?C� x ; y�D< z in any lattice.)

Theorem 3.7 A lattice is a generalisedprojectivespaceof finitedimensionif and
only if it is atomicandmodular.

Proof Theforwardimplicationis anexercise.SupposethatthelatticeL is atomic
andmodular. Let X bethesetof atoms.Identify everyelementzof thelatticewith
theset � x � X : x ? z� . (This mapis 1–1; it translatesmeetsto intersections,and
thelatticeorderto theinclusionorder.)

Let x � y� z be atoms,andsupposethat z ? x ; y. Thentrivially x ; z ? x ; y.
Supposethatthesetwo elementsareunequal.Theny �? x ; z. Sincey is anatom,
y <&� x ; z��� 0,andsox ;&� y <&� x ; z�1��� x. But � x ; y�E<&� x ; z�F� x ; z, contradicting
modularity. Sox ; z � x ; y. Hence,if wedefinelinesto bejoinsof pairsof atoms,
it follows thattwo pointslie in a uniqueline.

Now wedemonstrateVeblen’saxiom.Let u � v bepointsonx ; y, x ; z respec-
tively, wherexyzis atriangle.Supposethat � y ; z�G<H� u ; v�F� 0. Theny ; u ; v 6 z,
soy ; u ; v 6 y ; z; in otherwords,y ;I� u ; v�J�K<�� y ; z�L� y ; z. Ontheotherhand,
y ;=�J� u ; v�D<=� y ; z�J��� y ; 0 � y, contradictingmodularity. Sothelinesy ; z and
u ; v meet.

By Theorem3.6, the linear subspaceis a generalisedprojective geometry.
Clearly the geometryhasfinite dimension. We leave it asan exerciseto show
thateveryflat of thegeometryis anelementof thelattice.

Exercises

1. Completetheproofof Theorem3.7.
2. Show thatanatomiclatticesatisfyingthedistributive laws is modular, and

deducethatit is isomorphicto thelatticeof subsetsof afinite set.

3.5 Affine spaces

Veblen’s axiomin a linearspaceis equivalentto theassertionthat threenon-
collinearpointslie in asubspacewhichis aprojectiveplane.It mightbehopedthat
replacing“projective plane”by “affine plane”herewould give anaxiomatisation
of affinespaces.Wewill seethatthis is almosttrue.
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Recallfrom Section2.1 thedefinitionof anaffine plane,andthefactthatpar-
allelismis anequivalencerelationin anaffine plane,wheretwo linesareparallel
if they areequalor disjoint.

Now supposethat � X �%�M� is a linearspacesatisfyingthefollowing condition:

(AS1)Thereis acollectionN of subspaceswith thepropertiesthateachmember
of N is anaffineplane,andthatany threenon-collinearpointsarecontained
in a uniquememberof N .

First,a few remarksaboutsuchspaces.
1. All lineshavethesamecardinality. For two intersectinglineslie in anaffine

plane,andsoareequicardinal;and,giventwo disjoint lines,thereis aline meeting
both.

2. It wouldbesimplerto say“any threepointsgenerateanaffineplane”,where
thesubspacegeneratedby a setis the intersectionof all subspacescontainingit.
This formulationis equivalentif thecardinalityof a line is not 2. (Affine spaces
of ordergreaterthan2 have no non-trivial propersubspaces.)But, if lines have
cardinality2, thenany pair of pointsis a line, andsoany threepointsform asub-
spacewhich is ageneralisedprojectiveplane.However, wedowanta formulation
which includesthis case.

3. In a linearspacesatisfying(AS1), two linesaresaidto beparallel if either
they areequal,or they aredisjoint andcontainedin a memberof N (andhence
parallelthere).Now Playfair’s Axiom holds:givena line L andpoint p, thereis a
uniqueline parallelto L andcontainingp. Moreover, parallelismis reflexive and
symmetric,but notnecessarilytransitive. Wewill imposethefurthercondition:

(AS2)Parallelismis transitive.

Theorem 3.8 A linear spacesatisfying(AS1)and(AS2)is empty, a singlepoint,
a single line, an affine plane, or the configuration of pointsand lines in a (not
necessarilyfinite-dimensional)affinespace.

Proof Let � X �%�&� be the linear space. We may assumethat it is not empty, a
point,a line, or anaffineplane(i.e., thatthereexist four non-coplanarpoints).

Step1. Definea solid to betheunionof all thelinesin a parallelclassC which
meeta planeΠ �&N , whereΠ containsno line of C. Thenany four non-coplanar
pointslie in auniquesolid,andany solid is a subspace.
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Thatasolid is asubspaceis shown by consideringcases,of which thegeneric
onerunsasfollows. Let p � q bepointssuchthatthelinesof C containingp andq
meetΠ in distinctpointsx andy. Thenx � y� p � q lie in anaffine plane;so theline
of C throughapoint r of pq meetsΠ in apoint x of xy.

Now the fact that the solid is determinedby any four non-coplanarpoints
follows by showing that it hasno non-trivial propersubspacesexceptplanes(if
thecardinalityof a line is not2) or by counting(otherwise).

In a solid, if a planeΠ containsno parallel to a line L, thenΠ meetsL in a
singlepoint. Henceany two planesin asolid aredisjoint or meetin a line.

Step2. If two planesΠ andΠ O containlinesfrom two differentparallelclasses,
thenevery line of Π is parallelto a line of Π O .

Supposenot, andlet L � M � N be linesof Π, concurrentat p, andpO a point of
Π O suchthat the linesL O � M O throughpO parallelto L andM lie in Π O , but the line
N O parallelto N doesnot. The wholeconfigurationlies in a solid; so theplanes
NN O andΠ O , with acommonpoint pO , meetin a line K. Now K is coplanarwith N
but notparallelto it, soK P N is apointq. ThenΠ andΠ O meetin q, andhencein
a line J. But thenJ is parallelto bothL andM, acontradiction.

Wecall two suchplanesparallel.

Step3. Webuild theembeddingprojectivespace.HereI will usea typographic
conventionto distinguishthe two relatedspaces:elementsof the spacewe are
building will bewritten in CAPITALS. ThePOINTSarethepointsof X andthe
parallelclassesof linesof N . TheLINES arethelinesof � andtheparallelclasses
of planesin N . Incidenceis hopefullyobvious: asin theold space,togetherwith
incidencebetweenany line and its parallel class,aswell asbetweena parallel
classC of linesandaparallelclassQ of planesif aplanein Q containsa line in C.

By Step2, this is a linearspace;andclearlyeveryLINE containsat leastthree
POINTS.Wecall thenew POINTSandLINES (i.e., theparallelclasses)“ideal”.

Step4. Weverify Veblen’sAxiom. Any threepointswhicharenotall “ideal” lie
in anaffineplanewith its pointsat infinity adjoined,i.e.,aprojectiveplane.Solet
pqr bea triangleof “ideal” POINTS,s andt POINTSon pq andpr respectively,
ando a point of X. Let P� Q � R� S� T be the lines througho in theparallelclasses
p � q � r � s� t respectively. Thenthesefive lines lie in a solid, so the planesQR and
ST (having thepoint o in common)meetin a line u. TheparallelclassU of u is
therequiredPOINTon qr andst.
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By Theorem3.4, theextendedgeometryis a projective space.The pointsat
infinity obviously form a hyperplane,andsotheoriginal pointsandlinesform an
affinespace.

Wespelltheresultout in thecasewherelineshavecardinality2, but referring
only to parallelism,not to theplanes.

Corollary 3.9 Supposethat the2-elementsubsetsof a setX are partitionedinto
“par allel classes”so that each classpartitions X. Supposethat, for any four
points p � q � r � s � X, if pq R rs, then pr R qs. Thenthepointsandparallelismare
thoseof anaffinespaceoverGF� 2� .

Here,we have usedthenotation R to mean“belongto thesameparallelclass
as”. Theresultfollowsimmediatelyfrom thetheorem,ondefiningN to betheset
of 4-elementsubsetswhicharetheunionof two parallel2-subsets.

Exercises

1. Giveadirectproofof theCorollary, in thespirit of Section3.1.

3.6 Transitivity of parallelism

A remarkabletheoremof Buekenhout[6] shows that it is not necessaryto
assumeaxiom (AS2) (the transitivity of parallelism)in Theorem3.8, provided
thatthecardinalityof a line is at least4. Examplesdueto Hall [19] show thatthe
conditionreally is neededif lineshavecardinality3.

Theorem 3.10 Let � X �%�&� bea linear spacesatisfying(AS1),in which someline
containsat leastfour points.Thenparallelismis transitive(that is, (AS2)holds),
andso � X �%�M� is anaffinespace.

To discussthecounterexampleswith 2 or 3 pointsona line, someterminology
is helpful. A Steinertriple systemis a collectionof 3-subsetsof a set,any two
points lying in a uniquesubsetof the collection. In other words, it is a linear
spacewith all lines of cardinality3, or (in the terminologyof Section1.4) a 2-� v� 3 � 1� designfor some(possiblyinfinite) v. A Steinerquadruplesystemis a set
of 4-subsetsof a set,any threepointsin a uniquesubsetin thecollection(that is,
a3- � v� 4 � 1� design.)
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A linear spacesatisfying(AS1), with two pointsper line, is equivalentto a
Steinerquadruplesystem:the distinguished4-setsare the affine planes. There
areSteinerquadruplesystemsaplenty;mostarenotaffinespacesoverGF� 2� (for
example,becausethenumberof pointsis not a power of 2). Hereis anexample.
Let A �C� 1 � 2 � 3 � 4 � 5 � 6 � . Let X bethesetof all partitionsof A into two setsof size
3 (sothat 3X 3S� 10). Definetwo typesof 4-subsetsof X:

(a) for all a � b � A, thesetof partitionsfor which a � b lie in thesamepart;

(b) for all partitionsof A into three2-setsA1 � A2 � A3, thesetof all partitionsinto
two 3-setseachof which is a transversalto thethreesetsAi .

This is aSteinerquadruplesystemwith 10 points.
In thecaseof threepointsperline, wehavethefollowing result,for whichwe

referto Bruck [D] andHall [18, 19]:

Theorem 3.11 (a) In a finiteSteinertriple systemsatisfying(AS1),thenumber
of pointsis a powerof 3.

(b) For everyd 6 4, there is a Steinertriple systemwith 3d pointswhich is not
isomorphicto AG � d � 3� .

Exercises

1. Prove that the numberof points in a Steinertriple systemis either0 or
congruentto 1 or 3 (mod 6), while the numberof points in a Steinerquadruple
systemis 0, 1, or congruentto 2 or 4 (mod6).

(It is known that theseconditionsaresufficient for the existenceof Steiner
triple andquadruplesystems.)

2. Let � X �%�&� beaSteinertriple systemsatisfying(AS1). For eachpointx � X,
let τx be the permutationof X which fixesx andinterchangesy andz whenever� x � y� z� is a triple. Prove that

(a) τx is anautomorphism;

(b) τ2
x � 1;

(c) for x �� y, � τxτy � 3 � 1.
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Various topics

This chaptercollectssometopics,any of which couldbeexpandedinto anentire
chapter(or even a book!): spreadsandtranslationplanes;subsetsof projective
spaces;projective lines;andthesimplicity of PSL

�
n � F � .

4.1 Spreads and translation planes

Let V be a vectorspaceover F, having even rank 2n. A spread � is a set of
subspacesof V of rankn, having thepropertythatany non-zerovectorof V lies
in a uniquememberof � . A trivial exampleoccurswhenn � 1 and � consistsof
all therank1 subspaces.

The importanceof spreadscomesfrom the following result,whoseproof is
straightforward.

Proposition 4.1 Let � bea spreadin V, and � thesetof all cosetsof membersof� . Then
�
V ����� is an affineplane. Theprojectiveplaneobtainedby addinga line

at infinity L∞ is
�
p � L∞ � -transitivefor all p � L∞.

For finite planes,theconverseof thelaststatementis alsotrue.An affineplane
with thepropertythattheprojectivecompletionis

�
p � L∞ � -transitivefor all p � L∞

is calleda translationplane.

Example. Let K beanextensionfield of F with degreen. TakeV to bea rank
2 vectorspaceover K, and � the set of rank 1 K-subspaces.Then,of course,
the resultingaffine planeis AG

�
2 � K � . Now forget theK-structure,andregardV

45
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asan F- vectorspace.Sucha spreadis calledDesarguesian, becauseit canbe
recognisedby thefactthattheaffineplaneis Desarguesian.

Projectively, a spreadis a setof
�
n 	 1� -dimensionalflats in PG

�
2n 	 1 � F � ,

which partitionsthepointsof F. We will examinefurther thecasen � 1, which
will beconsideredagainin section4.5. Assume that F is commutative.

Lemma 4.2 Giventhreepairwiseskew lines in PG
�
3 � F � , there is a uniquecom-

montransversal throughanypointon oneof thelines.

Proof Let L1 � L2 � L3 bethe lines,andp � L1. Thequotientspaceby p is a pro-
jectiveplanePG

�
2 � F � , andΠ1 ��
 p � L2 � andΠ2 ��
 p � L3 � aredistinctlinesin this

plane;they meetin a uniquepoint, which correspondsto a line M containingp
andlying in Π1 andΠ2, hencemeetingL2 andL3.

Now let 
�� bethesetof commontransversalsto thethreepairwiseskew lines.
Thelinesin 
 � arepairwiseskew, by 4.2.

Lemma 4.3 A commontransversal to threelinesof 
�� is a transversal to all of
them.

For theproof,seeExercise2, or Section8.4.
Let 
 be the set of all commontransversalsto 
 � . The set 
 is calleda

regulus, and 
 � (which is also a regulus) is the oppositeregulus. Thus, three
pairwiseskew lineslie in a uniqueregulus.

A spreadis regular if it containstheregulusthroughany threeof its lines.

Theorem 4.4 A spreadis Desarguesianif andonly if it is regular.

(Theproof of theforwardimplicationis givenin Exercise2.)
If we take a regular spread,andreplacethe lines in a regulus in this spread

by thosein theoppositeregulus,the result is still a spread;for a regulusandits
oppositecover thesamesetof points.This processis referredto asderivation. It
givesriseto non-Desarguesiantranslationplanes:

Proposition 4.5 If �F ��� 2, thena derivationof a regular spreadis not regular.

Proof Choosetwo reguli 
 1, 
 2 with auniqueline in common.If wereplace
 1

by its opposite,thenthe regulus 
 2 containsthreelines of the spreadbut is not
containedin thespread.
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It is possibleto pushthis muchfurther. For example,any setof pairwisedis-
joint reguli canbereplacedby theiropposites.I will not discussthis any further.

The conceptof a spreadof lines in PG
�
3 � F � canbe dualised. (For the rest

of thesection,F is not assumedcommutative.) A set � of pairwiseskew lines is
calledacospreadif everyplanecontainsa(unique)line of � ; in otherwords,if �
correspondsto aspreadin thedualspacePG

�
2 � F ��� . Call � abispreadif it is both

aspreadandacospread.
If F is finite, theneveryspreadis abispread.(For thereareequallymany, viz.�

q � 1� � q2 � 1� , pointsandplanes;andasetof n pairwiseskew linesaccountsfor�
q � 1� n pointsandthesamenumberof planes.)Moreover, aDesarguesianspread

is abispread;andany derivationof abispreadis abispread(sincetheconceptof a
regulusis self-dual).Thereadermaybewonderingif thereareany spreadswhich
arenot bispreads!Thatthey exist in profusionis a consequenceof thenext result
(take ��� /0), andgivesuslots of strangetranslationplanes.

Theorem 4.6 Let F bean infinite field. Let � , � besetsof pointsandplanesin
PG
�
3 � F � , with thepropertythat ��������������� �F � . Thenthere is a set� of pairwise

skew lines,satisfying

(a) thepoint p liesona line of � if andonly if p !�"� ;

(b) theplaneΠ containsa line of � if andonly if Π !�#� .

Proof WeusethefactthatPG
�
2 � F � is not theunionof fewer than �F � pointsand

lines. For, if S is any setof fewer than �F � pointsandlines,andL is a line not in
S, thenL is not coveredby its intersectionswith membersof S.

Theproof is asimpletransfiniteinduction.(NotethatweareusingtheAxiom
of Choicehere;but, in any case,the proof is valid over any field which canbe
well-ordered,in particular, overany countablefield.) For readersunfamiliar with
set theory, assumethat F is countable,deletethe word “transfinite”, andignore
commentsaboutlimit ordinalsin thefollowing argument.

Let α betheinitial ordinalof cardinality �F � . Well-orderthepointsof PG
�
3 � F �

not in � andtheplanesnot in � in a singlesequenceof order-type α, say
�
Xβ :

β � α � . Constructasequence
� � β : β � α � by transfiniterecursion,asfollows.

Set � 0 � /0.
Supposethatβ is asuccessorordinal,sayβ � γ � 1. SupposethatXβ is apoint

(the othercaseis dual). If � γ containsa line incidentwith Xβ, thenset � β �$� γ.
Supposenot. Considertheprojective planePG

�
3 � F �&% Xβ. By our initial remark,
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thisplaneis notcoveredby fewer thanα linesof theform 
 L � Xβ � % Xβ (for L �'� γ)
or Π % Xβ (for Π �(� with Xβ � Π) andpoints 
 p � Xβ � % Xβ (for p �"� ). Sowe can
choosea point lying outsidetheunionof thesepointsandlines,that is, a line Lβ
containingXβ sothatLβ ) L � /0 (for L �*� γ), Lβ !� Π (for Π �+� ), andp !� Lβ (for
p �"� ). Set � β �(� γ ,.- Lβ / .

If β is a limit ordinal,set � β �10
γ 2 β
� γ 3

Then � α is therequiredsetof lines.

Exercises

1. Show that, if threepairwiseskew lines in PG
�
3 � F � are given, then it is

possibleto choosecoordinatessothatthelineshaveequations

x1 � x2 � 0;

x3 � x4 � 0;

x3 � x1 � x4 � x2.

Find thecommontransversalsto thesethreelines.
2. Now let F becommutative.Show thatthecommontransversalsto any three

of thelinesfoundin thelastquestionaretheoriginal threelinesandthelineswith
equations

x1 � x3α, x2 � x4α

for α � F , α !� 0 � 1.
DeducethattheDesarguesianspreaddefinedby a quadraticextensionof F is

regular.
3. Prove thatLemma4.3is valid in PG

�
3 � F � if andonly if F is commutative.

4. UseTheorem4.6to show that,if F is aninfinite field, thenthereis aspread
of linesin AG

�
3 � F � whichcontainsoneline from eachparallelclass.

4.2 Some subsets of projective spaces

For mostof thesecondhalf of theselecturenotes,wewill beconsideringsub-
setsof projective spaceswhich consistof the points(andgeneralsubspaces)on
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which certainformsvanishidentically. In this section,I will describesomemore
basicsubsetsof projective spaces,andhow to recognisethemby their intersec-
tionswith lines.Thefirst exampleis a factwehavealreadymet.

Proposition 4.7 (a) A setSof pointsin a projectivespaceis a subspaceif and
only if, for anyline L, Scontainsnopoint,onepoint,or all pointsof L.

(b) A setSof pointsin a projectivespaceis a hyperplaneif andonly if, for any
line L, Scontainsoneor all pointsof L.

The main theoremof this sectionis a generalisationof Proposition4.7(a).
What if we make theconditionsymmetric,that is, askthatScontainsnone,one,
all but one,or all pointsof any line L? The result is easiestto statein thefinite
case:

Theorem 4.8 Let Sbea setof pointsof X � PG
�
n � F � such that, for any line L,

Scontainsnone, one, all but one, or all pointsof S. Supposethat �F �4� 2. Then
there is a chain

/0 � X0 5 X1 563&3&375 Xm � X

of subspacesof X, such that either S �98 i : 0
�
X2i ; 1 < X2i � , or S �98 i : 0

�
X2i ; 2 <

X2i ; 1 � .
Thehypothesisthat �F �4� 2 is necessary:over thefield GF

�
2� , a line hasjust

threepoints,so the four possibilitieslisted in thehypothesiscover all subsetsof
a line. Thismeansthatany subsetof theprojectivespacesatisfiesthehypothesis!
(Nevertheless,seeTheorem4.10below.)

Note that the hypothesison S is “self-complementary”,and the conclusion
mustreflectthis. It is morenaturalto talk aboutacolouringof thepointswith two
colourssuchthateachcolourclasssatisfiesthehypothesisof thetheorem.In this
language,theresultcanbestatedasfollows.

Theorem 4.9 Let thepointsof a (possiblyinfinite) projectivespaceX over F be
colouredwith two colours c1 andc2, such that everycolour classcontainsnone,
one, all but one, or all pointsof any line. Supposethat �F �7� 2. Thenthere is a
chain = of subspacesof X, anda function f : =#> - c1 � c2 / , sothat

(a) 8 =?� X;

(b) for Y �@= , there exist pointsof Y lying in no smallersubspacein = , andall
such pointshavecolour f

�
Y � .

Theproof proceedsin a numberof stages.
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Step 1 Theresultis truefor aprojectiveplane(Exercise1).

Now wedefinefour relations� 1, � 2, � , A onX, asfollows:B p � 1 q if p is the only point of its colour on the line pq; (this relationor
its converseholdsbetweenp andq if andonly if p andq have different
colours);B p � 2 q if thereexistsq with p � 1 r andr � 1 q (this holdsonly if p andq
have thesamecolour);B p � q if p � 1 q or p � 2 q;B p A q if neitherp � q nor q � p (this holdsonly if p andq have the same
colour).

Step 2 Theredonotexist pointsp � q with p � 2 q andq � 2 p.
For, if so,then(with p1 � p, q1 � q) therearepointsp2 � q2 suchthat

p1 � 1 p2 � 1 q1 � 1 q2 � 2 p1 3
Let ci be the colourof pi andqi , i � 1 � 2. By Step1, the colouringof the plane
p1p2q1 is determined;andevery point of this planeoff the line p1p2. In partic-
ular, if x1 � p1q1, x1 !� p1 � q1, thenevery point of x1p2 except p2 hascolourc1.
Similarly, everypointof x1q2 exceptq2 hascolourc1; andtheneverypointof x1x2

exceptx2 hascolourc1, wherex2 � p2q2, x2 !� p2 � q2.
But, by thesameargument,everypointof x1x2 exceptx1 hascolourc2, giving

acontradiction.

Step 3 � is apartialorder.
Theantisymmetryfollowsby definitionfor � 1 andby Step2 for � 2; wemust

prove transitivity. Sosupposethat p � q � r, andconsidercases.If p � 1 q � 1 r,
then p � 2 r by definition. If p � 1 q � 2 r or p � 2 q � 1 r, then p and r have
differentcoloursandsoarecomparable;andr � 1 p contradictsStep2. Finally, if
p � 2 q � 2 r, thenp � 1 s � 1 q for somes; thens � 1 r, sothat p � 2 r.

Step 4 If p � q A r or p A q � r, thenp � r; andif p A q A r, thenp A r.
Supposethatp � q A r. If p � 1 q, thenp andr havedifferentcoloursandsoare

comparable;andr � 1 p would imply r � q by Step3, so p � 1 r. Thenext caseis
similar. Thelastassertionis asimpleconsequenceof theothertwo.
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Step 5 If p � q, thenp � r for all pointsr of pq exceptp; andthepointsof pq
otherthanp arepairwiseincomparable.

This holdsby assumptionif p � 1 q, andby theproof of Step2 if p � 2 q.

Now let S
�
p�C� - q : p !� q / , andT

�
p�D� - q : q � p / .

Step 6 S
�
p� andT

�
p� aresubspaces,with p � S

�
p� < T

�
p� . Moreover, T

�
p� is

theunionof thespacesS
�
q� for q � p, andis spannedby thepointsof S

�
p� with

colourdifferentfrom thatof p; andwe have

p A q impliesS
�
p�C� S

�
q� ;

q � p impliesS
�
q�FE T

�
p� .

All of this followsby straightforwardargumentfrom theprecedingsteps.
Now the proof of the Theoremfollows: we set =G� - S� p� : p � X / , andlet

f
�
S
�
p�&� be the colour of p. The conclusionsof the Theoremfollow from the

assertionsin Step6.

Remark. The only placein the above argumentwherethe hypothesis�F �H� 2
wasusedwasin Step1. Now PG

�
2 � 2� hassevenpoints;so,up to complementa-

tion, a subsetof PG
�
2 � 2� is empty, a point,a line with a point removed,a line, or

a triangle.Only thelastcasefails to satisfytheconclusionof theTheorem.Sowe
have thefollowing result:

Theorem 4.10 Theconclusionsof Theorems4.8and4.9 remaintrue in thecase
F � GF

�
2� providedthat weaddtheextra hypothesisthat no colour classinter-

sectsa planein a triangle (or, in 4.8, that no planemeetsS in a triangle or the
complementof one).

Exercise

1. ProvethatTheorem4.8holdsin any projectiveplaneof ordergreaterthan2
(not necessarilyDesarguesian).

4.3 Segre’s Theorem

For projective geometriesover finite fields, it is very naturalto askfor char-
acterisationsof interestingsetsof pointsby hypothesesontheir intersectionswith
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lines. Very muchfiner discriminationsarepossiblewith finite thanwith infinite
cardinalnumbers;for example,all infinite subsetsof acountablyinfinitesetwhose
complementsarealsoinfinite arealike.

It is not my intentionto survey evena smallpartof this vastliterature.But I
will describeoneof theearliestandmostcelebratedresultsof this kind. I begin
with somegeneralitiesaboutalgebraiccurves. Assumethat F is a commutative
field.

If apolynomial f in x1 � 3&3I3 � xn; 1 is homogeneous, thatis, asumof termsall of
thesamedegree,then f

�
v �C� 0 implies f

�
αv �C� 0 for all α � F. So,it f vanishes

atanon-zerovector, thenit vanishesattherank1 subspace(thepointof PG
�
n � F � )

it spans.Thealgebraic varietydefinedby f is thesetof pointsspannedby zeros
of f . We areconcernedhereonly with thecasen � 2, in which case(assuming
that f doesnotvanishidentically)this setis calledanalgebraic curve.

Now considerthecasewhere f hasdegree2, andF � GF
�
q� , whereq is an

oddprimepower. Thecurveit definesmaybeasinglepoint,or aline,or two lines;
but, if noneof theseoccurs,thenit is equivalent(underthegroupPGL

�
3 � q� ) to

the curve definedby the equationx2
1 � x2

2 � x2
3 � 0 (seeExercise1). Any curve

equivalentto this oneis calledaconic(or irr educibleconic).
It can be shown (seeExercise2) that a conic hasq � 1 points, no threeof

whicharecollinear. Theconverseassertionis thecontentof Segre’s Theorem:

Theorem 4.11 (Segre’s Theorem) For q odd, a setof q � 1 points in PG
�
2 � q� ,

with no threecollinear, is a conic.

Proof Let J beanoval. We begin with somecombinatorialanalysiswhich ap-
pliesin any planeof oddorder;thenwe introducecoordinates.

Step 1 Any point noton J lies on0 or 2 tangents.

Proof Let p bea point not on J . Since �KJL�M� q � 1 is even,andanevennumber
of pointslie on secantsthroughp, anevennumbermustlie on tangentsalso.Let
xi bethenumberof pointsoutside J which lie on i tangents.Now we have

∑xi � q2 �
∑ ixi � �

q � 1� q �
∑ i
�
i 	 1� xi � �

q � 1� q 3
(Theseareall obtainedby doublecounting. Thefirst holdsbecausethereareq2

pointsoutside J ; thesecondbecausethereareq � 1 tangents(oneat eachpoint
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of J ), eachcontainingq pointsnot on J ; andthethird becauseany two tangents
intersectata uniquepointoutside J .)

Fromtheseequations,we seethat∑ i
�
i 	 2� xi � 0. But the term i � 1 in the

sumvanishes(any point lies on anevennumberof tangents);thetermsi � 0 and
i � 2 clearlyvanish,andi

�
i 	 2�D� 0 for any othervalueof i. Soxi � 0 for all i !� 0

or 2, proving theassertion.

Remark Pointsnot on J arecalledexterior pointsor interior pointsaccording
asthey lie on2 or 0 tangents,by analogywith therealcase.But theanalogygoes
no further. In therealcase,every line throughaninterior point is a secant;this is
falsefor finite planes.

Step 2 Theproductof all thenon-zeroelementsof GF
�
q� is equalto 	 1.

Proof Thesolutionsof thequadraticx2 � 1 arex � 1 andx ��	 1; thesearethe
only elementsequalto their multiplicative inverses.So, in theproductof all the
non-zeroelements,everythingexcept1 and 	 1 pairsoff with its inverse,leaving
thesetwo elementsunpaired.

For thenext two steps,notethatwe canchoosethecoordinatesystemsothat
thesidesof agiventrianglehaveequationsx � 0,y � 0andz � 0 (andtheopposite
verticesare N 1 � 0 � 0O , N 0 � 1 � 0O , and N 0 � 0 � 1O respectively). We’ll call this the triangle
of reference.

Step 3 Supposethatconcurrentlinesthroughtheverticesof thetriangleof ref-
erencemeetthe oppositesidesin the points N 0 � 1 � aO , N b � 0 � 1O , and N 1 � c � 0O . Then
abc � 1.

Proof Theequationsof theconcurrentlinesarez � ay, x � bzandy � cx respec-
tively; thepointof concurrency mustsatisfyall threeequations,whenceabc � 1.)

Remark This resultis equivalentto theclassicalTheoremof Menelaus.

Step 4 Let theverticesof thetriangleof referencebechosento bethreepoints
of J , andlet thetangentsat thesepointshaveequationsz � ay, x � bzandy � cx
respectively. Thenabc ��	 1.
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Proof Thereareq 	 2 furtherpointsof J , say p1 � 3&3&3 � pq P 2. ConsiderthepointN 1 � 0 � 0O . It lieson thetangentz � ay, meetingtheoppositesidein N 0 � 1 � aO ; two se-
cantswhicharesidesof thetriangle;andq 	 2 furthersecants,throughp1 � 3&3&3 � pq P 2.

Let thesecantthroughpi meettheoppositesidein N 0 � 1 � ai O . Thena∏q P 2
i Q 1 ai �6	 1,

by Step2. If bi � ci aresimilarly defined,wehavealsob∏q P 2
i Q 1 bi � c∏q P 2

i Q 1 ci �R	 1.
Thus

abc
q P 2

∏
i Q 1

�
aibici �C��	 1 3

But, by Step3, aibici � 1 for i � 1 � 3&3I3 � q 	 2; soabc ��	 1.

Step 5 Given any threepoints p � q � r of J , thereis a conic = passingthrough
p � q � r andhaving thesametangentsat thesepointsasdoes J .

Proof Choosingcoordinatesasin Step4, theconicwith equation

yz 	 czx� caxy � 0

canbe checked to have the requiredproperty. (For example, N 1 � 0 � 0O lies on this
conic;and,puttingz � ay, weobtainay2 � 0, so N 1 � 0 � 0O is theuniquepointof the
conicon this line.)

Step 6 Now we arefinishedif we canshow that the conic = of Step5 passes
throughanarbitraryfurtherpoint s of J .

Proof Let = � and = ��� betheconicspassingthroughp � q � s andp � r � s respectively
andhaving thecorrecttangentsthere.Let theconics = , = � and = �S� haveequations
f � 0, f � � 0, f ��� � 0 respectively. (Theseequationsare determinedup to a
constantfactor.) Let Lp � Lq � Lr � Ls be the tangentsto J at p � q � r � s respectively.
Sinceall threeconicsaretangentto Lp at p, we canchoosethenormalisationso
that f � f � � f �S� agreeidenticallyonLp.

Now considertherestrictionsof f � and f ��� to Ls. Both arequadraticfunctions
having a doublezero at s, and the valuesat the point Ls ) Lp coincide; so the
two functionsagreeidentically on Ls. Similarly, f and f � agreeon Lq, and f
and f ��� agreeon Lr . But then f , f � and f ��� all agreeat thepoint Lq ) Lr . So the
quadraticfunctions f � and f ��� agreeon Lp, Ls, andLq ) Lr , which forcesthemto
beequal.Sothethreeconicscoincide,andourclaimis proved(andwith it Segre’s
Theorem).
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Theargumentin thelastpartof theproofcanbegeneralisedto givethefollow-
ing result(of whichit formsthecasen � q � 1, m � 2, with L1 � 3&3&3 � Ln thetangents
to theoval, and - pi1 � pi2 / thepoint of tangency of Li takenwith multiplicity 2).

Proposition 4.12 Let L1 � 3&3&3 � Ln be lines in PG
�
2 � q� , no three concurrent. Let

pi1 � 3&3&3 � pim bepointsof Li , notnecessarilydistinct,but lying onnoneof theother
Li T . Supposethat, for anythreeof thelines,there is an algebraic curveof degree
m whoseintersectionswith thoselinesare preciselythespecifiedpoints(counted
with theappropriatemultiplicity). Thenthereis a curveof degreem,meetingeach
line in just thespecifiedpoints.

Proposition4.12hasbeengeneralised[32] to arbitrarysetsof lines (without
theassumptionthatno threeareconcurrent).

Proposition 4.13 Let L1 � 3&3I3 � Ln belinesin PG
�
2 � q� . Let pi1 � 3&3&3 � pim bepointsof

Li , notnecessarilydistinct,but lying onnoneof theotherLi T . Supposethat,for any
threeof thelineswhich forma triangle, andfor thesetof all linespassingthrough
any point of theplane(whenever there are at leastthreesuch lines), there is an
algebraic curveof degreem whoseintersectionswith thoselinesarepreciselythe
specifiedpoints(countedwith theappropriatemultiplicity). Thenthere is a curve
of degreem,meetingeach line in just thespecifiedpoints.

Theanalogueof Segre’sTheoremoverGF
�
q� with evenq is false.In thiscase,

thetangentsto anoval Sall passthrougha singlepoint n, thenucleusof theoval
(Exercise4); and,for any p � S, thesetS,U- n / <V- p / is alsoanoval. But, if q � 4,
thenat mostoneof theseovalscanbea conic (seeExercise5: theseovalshave
q commonpoints). For sufficiently large q (viz., q W 64), andalso for q � 16,
thereareotherovals,notarisingfrom thisconstruction.Wereferto [3] or [14] for
up-to-dateinformationonovalsin planesof evenorder.

We saw that thereareovalsin infinite projective planeswhich arenot conics.
However, thereis a remarkablecharacterisationof conicsdueto Buekenhout.A
hexagonis saidto bePascalianif thethreepointsof intersectionof oppositesides
arecollinear. In this terminology, Pappus’Theoremassertsthata hexagonwhose
verticeslie alternatelyon two lines is Pascalian. Sincea pair of lines forms a
“degenerateconic”, this theoremis generalisedby Pascal’sTheorem:

Theorem 4.14 (Pascal’s Theorem) In a Pappianprojectiveplane, a hexagonin-
scribedin a conicis Pascalian.
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We know from Theorem2.3 thata projective planesatisfyingPappus’Theo-
remis isomorphicto PG

�
2 � F � for acommutativefield F. Thetheoremof Bueken-

houtcompletesthis circleof ideas.Its proof is group-theoretic,usingacharacter-
isationof PGL

�
2 � F � assharply3-transitivegroupdueto Tits.

Theorem 4.15 (Buekenhout’s Theorem) Let Sbean oval in a projectiveplane
Π. Supposethateveryhexagonwith verticesin Sis Pascalian.ThenΠ is isomor-
phic to PG

�
2 � F � for somecommutativefieldF, andSis a conicin Π.

Exercises

1. (a) By completingthesquare,prove thatany homogeneouspolynomialof
degree2 in n variables,over a commutative field F with characteristicdifferent
from 2, is equivalent(by non-singularlineartransformation)to thepolynomial

α1x2
1 � 3&3&3 � αnx2

n 3
(b) Provethatmultiplicationof any αi in theaboveform by asquarein F gives

anequivalentform.
(c) Now let F � GF

�
q� andn � 3; let η bea fixednonsquarein F. Show that

the curvesdefinedby x2
1, x2

1 	 x2
2 andx2

1 	 ηx2
2 arerespectively a line, two lines,

andapoint. Show thatthereexistsα suchthatη � 1 � α2. Observingthat�
x � αy� 2 � � αx 	 y� 2 � η

�
x2 � y2 �M�

prove that the formsx2
1 � x2

2 � x2
3 andx2

1 � ηx2
2 � ηx2

3 areequivalent. Deducethe
classificationof curvesof degree2 overGF

�
q� givenin thetext.

2. Count the numberof secantsthroughan exterior point and throughan
interior point of an oval in a projective planeof odd order q. Also, count the
numberof pointsof eachtype.

3. Provethatacurveof degree2 overany commutativefield is empty, apoint,
a line, a pair of lines,or anoval. Prove alsothata curve of degree2 over a finite
field is non-empty.

4. Prove that, if q is even, thenthe tangentsto an oval in a projective plane
of orderq areconcurrent.Deducethatthereis a setof q � 2 pointswith no three
collinear, having notangents(i.e.,meetingeveryline in 0 or 2 points).(Removing
any oneof thesepointsthengivesanoval.)
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Remark. A setof n � 2 pointsin aplaneof ordern, no threecollinear, is called
ahyperoval.

5. Prove that,in any infinite projectiveplane,for any integerk � 1, thereis a
setof pointsmeetingevery line in exactlyk points.

6. Prove thatfive pointsof PG
�
2 � F � , with no threecollinear, arecontainedin

a uniqueconic. (Take four of thepointsto be thestandardset
�
1 � 0 � 0� , � 0 � 1 � 0� ,�

0 � 0 � 1� and
�
1 � 1 � 1� ; the fifth is

�
1 � α � β � , whereα andβ aredistinct from one

anotherandfrom 0 and1.)

4.4 Ovoids and inversive planes

Ovoids are3-dimensionalanaloguesof ovals. They have addedimportance
becauseof theirconnectionwith inversiveplanes,whichareone-pointextensions
of affine planes. (The traditionalexampleis the relationbetweenthe Riemann
sphereandthe“extendedcomplex plane”.)

Fieldsin this sectionarecommutative.
An ovoid in PG

�
3 � F � is a set J of pointswith theproperties

(O1)no threepointsof J arecollinear;

(O2) thetangentsto J throughapointof J form aplanepencil.

(If a setof pointssatisfies(O1), a line is calleda secant, tangentor passantif it
meetsthesetin 2, 1 or 0 pointsrespectively. Theplanecontainingthetangentsto
anovoid at apoint x is calledthetangentplaneat x.)

The classicalexamplesof ovoids arethe elliptic quadrics. Let αx2 � βx � γ
be an irreduciblequadraticover the field F . The elliptic quadricconsistsof the
pointsof PG

�
3 � F � whosecoordinates

�
x1 � x2 � x3 � x4 � satisfy

x1x2 � αx2
3 � βx3x4 � γx2

4 � 0 3
Theproof thatthesepointsdo form anovoid is left asanexercise.

Over finite fields,ovoidsarerare. Barlotti andPanellashowedthe following
analogueof Segre’s theoremonovals:

Theorem 4.16 Any ovoid in PG
�
3 � q� , for q an odd prime power, is an elliptic

quadric.
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For evenq, justonefurtherfamily is known, theSuzuki–Tits ovoids, whichwe
will constructin Section8.4.

An inversiveplaneis, assaidabove,a one-pointextensionof anaffine plane.
Thatis, it is apair

�
X �X=Y� , whereX is asetof points,and = acollectionof subsets

of X calledcircles, satisfying

(I1) any threepointslie in auniquecircle;

(I2) if x � y arepointsandC a circle with x � C andy %� C, thenthereis a unique
circleC� satisfyingy � C� andC ) C�7� - x / ;

(I3) thereexist four non-concircularpoints.

It is readily checked that, for x � X, the pointsdifferentfrom x andcirclescon-
tainingx form anaffine plane.Theorder of the inversive planeis the(common)
orderof its derivedaffine planes.

Proposition 4.17 Thepointsandnon-trivial planesectionsof an ovoid form an
inversiveplane.

Proof A planesectionof theovoid J is non-trivial if it containsmorethanone
point. Any threepoints of J are non-collinear, and so definea uniqueplane
section. Given x, the pointsof J different from x and the circlescontainingx
correspondto thelinesthroughx notin thetangentplaneTx andtheplanesthrough
x differentfrom Tx; thesearethepointsof thequotientspacenot incidentwith the
line Tx % x andthelinesdifferentfrom Tx % x, which form anaffineplane.

An inversive planearisingfrom anovoid in this way is calledegglike. Dem-
bowski proved:

Theorem 4.18 Anyinversiveplaneof evenorder is egglike (andsoits order is a
powerof 2).

This is not known to hold for oddorder, but no counterexamplesareknown.
Thereareconfigurationtheorems(the bundletheoremandMiquel’s theorem

respectively) whichcharacteriseegglikeinversiveplanesand“classical”inversive
planes(comingfrom theelliptic quadric)respectively.

Higher-dimensionalobjectscanalsobedefined.A set J of pointsof PG
�
n � F �

is anovoid if

(O1)no threepointsof J arecollinear;



4.5. Projectivelines 59

(O2’) the tangentsto J througha point x of J areall the lines throughx in a
hyperplaneof PG

�
n � F � .

Proposition 4.19 If F is finiteandn W 4, thenPG
�
n � F � containsno ovoid.

However, therecanexist suchovoidsover infinite fields(Exercise3).

Exercises

1. ProveProposition4.19.[Hint: it sufficesto prove it for n � 4.]
2. Prove that, for q odd,a setof pointsin PG

�
3 � q� which satisfies(O1) has

cardinalityat mostq2 � 1, with equalityif andonly if it is anovoid.
(This is truefor q even,q � 2 also,thoughtheproof is muchharder. For q � 2,

thecomplementof ahyperplaneis asetof 8 pointsin PG
�
3 � 2� satisfying(O1).)

3. Show thatthesetof pointsof PG
�
n �[Z\� whosecoordinatessatisfy

x1x2 � x2
3 � 3&3&3 � x2

n � 0

is anovoid.

4.5 Projective lines

A projective line over a field F hasno non-trivial structureasan incidence
geometry. FromtheKleinian point of view, though,it doeshavegeometricstruc-
ture, derived from the fact that the groupPGL

�
2 � F � operateson it. As we saw

earlier, the actionof this groupis 3-transitive (sharplyso if F is commutative),
andcanevenbe4-transitive for specialskew fieldsof characteristic2. However,
weassumein this sectionthatthefield is commutative.

It is conventionalto labelthepointsof theprojectiveline overF with elements
of F ,]- ∞ / , asfollows: thepoint 
 � 1 � α � � is labelledby α, andthepoint 
 � 0 � 1� �
by ∞. (If we regardpointsof PG

�
2 � F � aslinesin theaffine planeAG

�
2 � F � , then

thelabelof apoint is theslopeof thecorrespondingline.)
SincePGL

�
2 � F � is sharply3-transitive,distinguishingthreepointsmustgive

uniquedescriptionsto all theothers.This is convenientlydoneby meansof the
crossratio, thefunctionfrom 4-tuplesof distinctpointsto F <^- 0 � 1 / , definedby

f
�
x1 � x2 � x3 � x4 �C� � x1 	 x3 � � x4 	 x2 ��

x1 	 x4 � � x3 	 x2 � 3
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In calculatingcrossratio, we usethe sameconventionsfor dealingwith ∞ as
whenelementsof PGL

�
2 � F � arerepresentedby linearfractionaltransformations;

for example,∞ 	 α � ∞, andα∞ % β∞ � α % β. Slightly differingformsof thecross
ratioareoftenused;theonegivenherehasthepropertythat f

�
∞ � 0 � 1 � α �_� α.

Proposition 4.20 Thegroupof permutationsof PG
�
1 � F � preservingthecrossra-

tio is PGL
�
2 � F � .

Proof Calculationestablishesthat linear fractionaltransformationsdo preserve
crossratio. Also, thecrossratioasa functionof its fourthargument,with thefirst
threefixed, is one-to-one,soa permutationwhich preservescrossratio andfixes
threepointsis theidentity. Theresultfollows from thesetwo assertions.

The crossratio of four points is unalteredif the argumentsarepermutedin
two cyclesof length2: for example,f

�
x3 � x4 � x1 � x2 �C� f

�
x1 � x2 � x3 � x4 � . Theseper-

mutations,togetherwith the identity, form a normalsubgroupof index six in the
symmetricgroupS4. Thus,in general,six differentvaluesareobtainedby permut-
ing thearguments.If α is oneof thesevalues,theothersare1 	 α, 1% α,

�
α 	 1�&% α,

1% � 1 	 α � , andα % � α 	 1� . Therearetwo specialcaseswherethenumberof values
is smaller, thatis, wheretwo of thesix coincide.Therelevantsetsare - 	 1 � 2 � 12 / ,
and - 	 ω �&	 ω2 / , whereω is a primitivecuberoot of unity. A quadrupleof points
is calledharmonicif its crossratiosbelongto thefirst set,equianharmonicif they
belongto thesecond.Thefirst typeoccursover any field of characteristicdiffer-
ent from 2, while thesecondoccursonly if F containsprimitivecuberootsof 1.
(But notethat, if F hascharacteristic3, thenthe two typeseffectively coincide:	 1 � 2 � 1

2, and the crossratio of a harmonicquadrupleis invariantunderall
permutationsof its arguments!)

In theargumentsbelow, weregarda“quadruple”asbeinganequivalenceclass
of orderedquadruples(all having the samecross-ratio).So, for example,a har-
monicquadruple(in characteristicdifferentfrom 3) is a4-setwith adistinguished
partitioninto two 2-sets.

Proposition 4.21 Supposethat thecharacteristicof F is notequalto 2. Thenthe
groupof permutationswhichpreservethesetof harmonicquadruplesisPΓL

�
2 � F � .

Proof Again, any elementof PΓL
�
2 � F � preservesthe setof harmonicquadru-

ples.To seetheconverse,notethatPGL
�
2 � F � containsa uniqueconjugacy class
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of involutions having two fixed points, and that, if x1 � x2 are fixed points and�
x3 � x4 � a 2-cycle of suchan involution, then - x1 � x2 � x3 � x4 / is harmonic(andthe

disthinguishedpartitionis -H- x1 � x2 / � - x3 � x4 /H/ ). Thus,theseinvolutionscanbere-
constructedfrom thesetof harmonicquadruples.Soany permutationpreserving
theharmonicquadruplesnormalisesthegroupG generatedby theseinvolutions.
Weseebelow thatG is PSL

�
2 � F � if F containssquarerootsof 	 1, or containsthis

groupasasubgroupof index 2 otherwise.Thenormaliserof G is thusPΓL
�
2 � F � ,

asrequired.

(PSL
�
n � F � is thegroupinducedontheprojectivespaceby theinvertiblelinear

transformationswith determinant1.)
We look furtherat theclaim aboutG in theabove proof. A transvectionis a

linear transformationg with all eigenvaluesequalto 1, for which ker
�
g 	 1� has

codimension1. In ourpresentcase,any 2 ` 2 upperunitriangularmatrixdifferent
from the identity is a transvection. The collineationof projective spaceinduced
by a transvectionis calledanelation. An elationis characterisedby thefact that
its fixed pointsform a hyperplane,known asthe axis of the elation. Dually, an
elationfixesevery line througha point, calledthecentre of theelation,which is
incidentwith theaxis. In thepresentcasen � 2, thecentreandaxisof anelation
coincide.

Proposition 4.22 Theelationsin PGL
�
2 � F � generatePSL

�
2 � F � .

Proof The elationsfixing a specifiedpoint, togetherwith the identity, form a
groupwhich actssharplytransitively on the remainingpoints. Hencethe group
generatedby theelationsis 2-transitive. If α �R	 1 	 1% β andγ � α % β, thena

1 1
0 1 b a 1 0

α 1 b a 1 β
0 1 b a 1 0

γ 1 b � a 	 1% β 0
0 	 β b �

sothetwo-pointstabiliserin thegroupgeneratedby all theelationscontainsthat
in PSL

�
2 � F � . But elationshave determinant1, andsothegroupthey generateis

asubgroupof PSL
�
2 � F � . Sowe haveequality.

Now, if two distinct involutionshave a commonfixedpoint, thentheir prod-
uct is a elation. Sinceall elationsareconjugate,all canbe realisedin this way.
ThusthegroupG in theproofof Proposition4.21containsall elations,andhence
containsPSL

�
2 � F � .
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We concludewith a differentway of giving structureto the projective line.
SupposethatE is a subfieldof F . Then - ∞ / , E is a subsetof theprojective line- ∞ / , F having thestructure(in any of thesensespreviously defined)of projec-
tive line over E. We call any imageof this setunderanelementof PGL

�
2 � F � a

circle. Thenany threepointslie in auniquecircle. Thepointsandcirclesform an
incidencestructurewhichis anextensionof thepoint-linestructureof affinespace
AG
�
n � E � , wheren is thedegreeof F overE. (For considertheblockscontaining

∞. On removing thepoint ∞, we canregardF asanE-vectorspaceof rankn; E
itself is anaffine line, andtheelementsof PGL

�
2 � F � fixing ∞ areaffine transfor-

mations;so, for any circleC containing∞, C <\- ∞ / is anaffine line. Sincethree
pointslie in auniquecircle,everyaffine line arisesin this way.)

Sometimes,aswewill see,thisgeometrycanberepresentedasthepointsand
planesectionsof a quadricover E. the most familiar exampleis the Riemann
sphere,which is theprojective line over c , andcanbeidentifiedwith a spherein
real3-spacesothatthe“circles” areplanesections.

4.6 Generation and simplicity

In this section,we extend to arbitrary rank the statementthat PSL
�
n � F � is

generatedby elations,andshow that this groupis simple,except in two special
cases.

As before,F is a commutativefield.

Theorem 4.23 For anyn W 2, thegroupPSL
�
n � F � is generatedbyall elations.

Proof We useinduction on n, the casen � 2 having beensettledby Proposi-
tion 4.22.Theinductionis basedon thefactthat,if W is asubspaceof theaxisof
anelationg, theng inducesanelationonthequotientprojectivespacemoduloW.
Giveng � PSL

�
n � F � , with g !� 1, we have to expressg asa productof elations.

We may supposethat g fixesa point x. (For, if xg � y !� x, andh is any elation
mappingx to y, thenghP 1 fixesx, andghP 1 is a productof elationsif andonly if
g is.

By induction,wemaymultiply g by aproductof elations(whoseaxescontain
x) to obtain an elementfixing every line throughx; so we may assumethat g
itself doesso. Consideringa matrix representingg, andusingthe fact that g �
PSL
�
n � F � , weseethatg is anelation.

Theorem 4.24 Supposethat eithern W 3, or n � 2 and �F �7� 3. Thenanynon-
trivial normalsubgroupof PGL

�
n � F � containsPSL

�
n � F � .
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Proof We begin with an observation — if N is a normal subgroupof G, and
g � N, g1 � G, then N g � g1 Od� N, where N g � g1Oe� g P 1g P 1

1 gg 	 1 is thecommutator
of g andg1 — anda lemma:

Lemma 4.25 Underthehypothesesof Theorem4.24,if g � PGL
�
n � F � mapsthe

point p1 of PG
�
n 	 1 � F � to thepoint p2, thenthere existsg1 � PGL

�
n � F � which

fixesp1 and p2 anddoesn’t commutewith g.

Proof Case1: p2g � p3 !� p2. We canchooseg1 to fix p1 andp2 andmove p3.
(If p1 � p2 � p3 arenot collinear, this is clear. If they arecollinear, usethe fact that
PGL
�
2 � F � is 3-transitiveon theprojective line, whichhasmorethanthreepoints.

Case2: p2g � p1. Theng fixestheline p1p2, andwe canchoosecoordinates
onthis line sothatp1 � ∞, p2 � 0. Now g actsasx f> α % x for someα � F . Let g1

inducex f> βx on this line; then N g � g1O inducesx f> β2x. Sochooseβ !� 0 � 1 �&	 1,
aswemaysince �F ��� 3.

Solet N beanon-trivial subgroupof PGL
�
n � F � . Supposethatg � N mapsthe

hyperplaneH1 to H2 !� H1. By thedualform of theLemma,thereexistsg1 fixing
H1 andH2 andnot commutingwith g; then N g � g1O fixesH2. So we mayassume
thatg � N fixesahyperplaneH.

Next, supposethat g doesn’t fix H pointwise. The group of elationswith
axis H is isomorphicto the additive group of a vectorspacewhoseassociated
projectivespaceis H; sothereis atransvectiong1 with axisH notcommutingwith
g. Then N g � g1 O fixesH pointwise.Sowemayassumethatg fixesH pointwise.

If g is notanelation,thenit is ahomology (inducedby adiagonalisablelinear
mapwith two eigenvalues,onehaving multiplicity n 	 1; equivalently, its fixed
pointsform a hyperplaneandoneadditionalpoint). Now if g1 is anelationwith
axisH, then N g � g1 O is anon-identityelation.

WeconcludethatN containsanelation.But thenN containsall elations(since
they areconjugate),whenceN containsPSL

�
n � F � .

ForsmallnandsmallfinitefieldsF � GF
�
q� , thegroupPSL

�
n � q�g� PSL

�
n � F �

is familiar in otherguises.For n � 2, recallthatit is sharply3-transitiveof degree
q � 1. Hencewe have PSL

�
2 � 2�ih� S3, PSL

�
2 � 3�ih� A4, andPSL

�
2 � 4�Fh� A5 (the

alternatinggroupsof degrees4 and5 — theformeris not simple,thelatter is the
uniquesimplegroupof order60). Lessobviously, PSL

�
2 � 5� h� A5, sinceit is also

simpleof order60. Furthermore,PSL
�
2 � 7�jh� PSL

�
3 � 2� (theuniquesimplegroup

of order168),PSL
�
2 � 9�_h� A6, andPSL

�
4 � 2�_h� A8 (for reasonswewill seelater).
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Therehasbeena lot of work, muchof it with a very geometricflavour, con-
cerninggroupsgeneratedbysubsetsof thesetof elations.Forexample,McLaugh-
lin [22, 23] foundall irreduciblegroupsgeneratedby “full elationsubgroups”(all
elationswith given centreandaxis). This resultwasput in a wider context by
CameronandHall [11]. (In particular, they extendedtheresultto spacesof infi-
nite dimension.)Note thatan importantingredientin theargumentsof Cameron
andHall is Theorem4.9: underslight additionalhypotheses,thesetof all elation
centressatisfiesthe conditionson a colour classin that theorem. The resultof
Theorem4.9,togetherwith theirreducibility of thegroup,thenimpliesthatevery
point is anelationcentre.

Exercises

1. (a) Prove that thenon-negative integerm is thenumberof fixed pointsof
anelementof PGL

�
n � q� if andonly if, whenwritten in thebaseq, its digits are

non-decreasingandhavesumnotexceedingn.
(b) (Harder)Prove thatthenon-negative integerm is thenumberof fixed

pointsof an elementof PΓL
�
n � F � if andonly if thereexists r suchthat q is a

power of r and,whenm is written in thebaser, its digits arenon-decreasingand
havesumat mostn.

2. Prove that a simplegroupof order60 possessesfive Sylow 2-subgroups,
which it permutesby conjugation;deducethatsuchagroupis isomorphicto A5.

3. Modify theproofof Theorem4.6.2to show that,underthesamehypotheses,
PSL
�
n � F � is simple. [It is only necessaryto show that the variousg1s can be

chosento lie in PSL
�
n � F � . Theonly casewherethis fails is Case2 of theLemma

whenn � 2, F � GF
�
5� .]

4. (a) Let Π be a projective planeof order4 containinga hyperoval X (six
points,no threecollinear).Prove that therearenaturalbijectionsbetweentheset
of lines meetingX in two pointsandthesetof 2-subsetsof X; andbetweenthe
setof pointsoutsideX andthesetof partitionsof X into three2-subsets.Find a
similar descriptionof a setbijective with thesetof linesdisjoint from X. Hence
show thatΠ is unique(up to isomorphism).

(b) Let Π be a projective planeof order 4. Prove that any four points, no
threecollinear, arecontainedin a hyperoval. Henceshow that thereis a unique
projectiveplaneof order4 (up to isomorphism).

(SeeCameronand Van Lint [F] for more on the underlyingcombinatorial
principle.)
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Buekenhout geometries

FrancisBuekenhoutintroducedan approachto geometrywhich hasthe advan-
tagesof beingboth general,andlocal (a geometryis studiedvia its residuesof
small rank). In this chapter, we introduceBuekenhout’s geometries,and illus-
tratewith projectivespacesandrelatedobjects.Furtherexampleswill occurlater
(polarspaces).

5.1 Buekenhout geometries

Sofar, nothinghasbeensaidin generalaboutwhata“geometry”is. Projective
andaffine geometrieshave beendefinedascollectionsof subspaces,but eventhe
structurecarriedby thesetof subspaceswasleft abit vague(exceptin Section3.4,
wherewe usedthe inclusionpartial order to characterisegeneralisedprojective
spacesaslattices). In this section,I will follow an approachdueto Buekenhout
(inspiredby theearlywork of Tits on buildings).

Beforegiving the formal definition, let us remarkthat the subspacesor flats
of a projective geometryareof varioustypes(i.e., of variousdimensions);may
or maynotbeincident(two subspacesareincidentif onecontainstheother);and
arepartiallyorderedby inclusion.To allow for duality, wedonotwantto takethe
partialorderasbasic;and,aswe will see,thebetweennessrelationderivedfrom
it canbe deducedfrom the typeandincidencerelations.So we regardtypeand
incidenceasbasic.

A geometry, or Buekenhoutgeometry, then,hasthe following ingredients:a
setX of varieties, a symmetricincidencerelation I on X, a finite set∆ of types,
anda typemapτ : X � ∆. Werequirethefollowing axiom:

65
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(B1) Two varietiesof thesametypeareincidentif andonly if they areequal.

In otherwords,a geometryis a multipartitegraph,wherewe have namesfor the
multipartiteblocks(“types”) of thegraph.We mostlyusefamiliar geometriclan-
guagefor incidence;but sometimes,graph-theoretictermslikediameterandgirth
will beuseful. But onegraph-theoreticconceptis vital; a geometryis connected
if thegraphof varietiesandincidenceis connected.

Therankof ageometryis thenumberof types.
A flag is a set of pairwiseincident varieties. It follows from (B1) that the

membersof a flag have different types. A geometrysatisfiesthe transversality
conditionif thefollowing strengtheningof (B1) holds:

(B2) (a) Everyflag is containedin amaximalflag.

(b) Everymaximalflagcontainsonevarietyof eachtype.

All geometriesherewill satisfytransversality.
Let F bea flag in a geometryG. The residueGF � R

�
F � of F is definedas

follows: thesetof varietiesis

XF ��� x � X � F : xIy for all y � F � ;
thesetof typesis ∆F � ∆ � τ

�
F � ; andincidenceandthetypemaparetherestric-

tions of thosein G. It satisfies(B1) (resp. (B2)) if G does. The typeof a flag
or residueis its imageunderthe typemap,andthecotypeis thecomplementof
thetype in ∆; so thetypeof GF is thecotypeof F. The rankandcorankarethe
cardinalitiesof thetypeandcotype.

A transversalgeometryis calledthick (resp.firm thin) if everyflag of corank
1 is containedin at leastthree(resp.at leasttwo, exactly two) maximalflags.

A propertyholdsresiduallyin ageometryif it holdsin everyresidueof rankat
least2. (Residuesof rank1aresetswithoutstructure.)In particular, all geometries
of interestareresiduallyconnected; in effect, we assumeresidualconnectedness
asanaxiom:

(B3) All residuesof rankat least2 areconnected.

Thenext resultillustratesthis concept.

Proposition 5.1 Let G bea residuallyconnectedtransversal geometry, and let x
andy bevarietiesof X, andi and j distincttypes.Thenthere is a pathfromx to y
in which all varietiesexceptpossiblyx andy havetypei or j.
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Proof Theproof is by inductionon therank.For rank2, residualconnectedness
is just connectedness,andtheresultholdsby definition. Soassumetheresultfor
all geometriesof smallerrankthanG.

We show first that a two-steppathwhosemiddle vertex is not of type i or j
canbe replacedby a pathof the type required.So let xzybe a pathof length2.
Thenx andy lie in the residueof z; so the assertionfollows from the inductive
hypothesis.

Now this constructionreducesby onethe numberof interior verticesnot of
type i or j on a pathwith specifiedendpoints.Repeatingit asoftenasnecessary
givestheresult.

The heartof Buekenhout’s idea is that “local” conditionson (or axiomati-
sationsof) a geometryarereally conditionsaboutresiduesof small rank. This
motivatesthefollowing definitionof adiagram.

Let ∆ be a finite set. Assumethat, for any distinct i 	 j � ∆, a class 
 i j of
geometriesof rank 2 is given, whosetwo typesof varietiesarecalled “points”
and“blocks”. Supposethat the geometriesin 
 j i arethe dualsof thosein 
 i j .
Theset∆ equippedwith thesecollectionsof geometriesis calleda diagram. It is
representedpictorially by takinga “node” for eachelementof ∆, with an“edge”
betweeneachpair of nodes,theedgefrom i to j beingadornedor labelledwith
somesymbolfor theclass 
 i j . Wewill seeexampleslater.

A geometryG belongsto thediagram
�
∆ 	 � 
 i j : i 	 j � ∆ ��� if ∆ is thesetof types

of G and,for all distinct i 	 j � ∆, andall residuesGF in G with rank2 andtype
� i 	 j � , GF is isomorphicto a memberof 
 i j (wherewe take pointsandblocksin
GF to bevarietiesof typesi and j respectively).

In orderto illustratethis idea,we needto definesomeclassesof rank 2 ge-
ometriesto usein diagrams.Someof thesewe have met already;but the most
importantis the mosttrivial: A digon is a rank 2 geometry(having at leasttwo
pointsandat leasttwo blocks)in whichany pointandblockareincident;in other
words,a completebipartitegraphcontaininga cycle. By abuseof notation,the
“labellededge”usedto representdigonsis theabsenceof anedge!This is done
in partbecausemostof therank2 residuesof our geometrieswill bedigons,and
this conventionleadsto unclutteredpictorial representationsof diagrams.

A partial linear spaceis a rank2 geometryin which two pointslie onatmost
oneline (anddually, two linesmeetin at mostonepoint). It is representedby an
edgewith thelabelΠ, thus:

� Π ��
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We alreadymet theconceptslinear spaceandgeneralisedprojectiveplane: they
arepartial linear spacesin which the first, resp. both, occurrencesof “at most”
arereplacedby “exactly”. They arerepresentedby edgeswith labelL andwith-
out any label, respectively. (Conveniently, the labelsfor the self-dualconcepts
of “partial linear space”and “generalisedprojective plane” coincidewith their
mirror-images,while the label for “linear space”doesnot.) Note that a projec-
tiveplaneis a thick generalisedprojectiveplane.Anotherspecialisationof linear
spaces,a “circle” or “completegraph”,hasall linesof cardinality2; it is denoted
by anedgewith labelc.

Now wecangiveanexample:

Proposition 5.2 A projectivegeometryof dimensionn hasthediagram

� � ��������� � ��


Proof Transversalityandresidualconnectivity arestraightforwardto check.We
verify therank2 residues.Take thetypesto bethedimensions0 	 1 	 
�
�
 	 n � 1, and
let F bea flagof cotype � i 	 j � , wherei � j.

Case 1: j � i � 1. ThenF hastheform

U0 � U1 � 
�
�
 � Ui � 1 � Ui � 2 � 
�
�
 � Un � 1



Its residueconsistsof all subspacesof dimensioni or i � 1 betweenUi � 1 andUi � 2;
this is clearlytheprojectiveplanebasedon therank3 vectorspaceUi � 2 � Ui � 1.

Case 2: j � i � 1. Now theflag F lookslike

U0 � 
�
�
 � Ui � 1 � Ui � 1 � 
�
�
 � U j � 1 � U j � 1 � 
�
�
 � Un � 1



Its residueconsistsof all subspaceslying eitherbetweenUi � 1 andUi � 1, or be-
tweenU j � 1 andU j � 1. Any subspaceX of thefirst type is incidentwith any sub-
spaceY of thesecond,sinceX � Ui � 1 � U j � 1 � Y. Sotheresidueis adigon.

In diagrams,it is convenientto label the nodeswith the correspondingele-
mentsof ∆. For example,in thecaseof aprojectivegeometryof dimensionn, we
take thelabelsto bethedimensionsof varietiesrepresentedby thenodes,thus:

0� 1� 2������� n � 2� n � 1��
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I will usethe conventionthat labelsareplacedabove the nodeswherepossible.
This reservesthespacebelow thenodesfor anotheruse,asfollows.

A transversalgeometryis saidto haveorders, or parameters, if therearenum-
berssi (for i � ∆) with thepropertythatany flagof cotypei is containedin exactly
si � 1 maximalflags.If so,thesenumberssi aretheorders(or parameters).Now,
if G is a geometrywith orders,thenG is thick/firm/thin respectively if andonly
if all ordersare � 1/ � 1/� 1 respectively. We will write the ordersbeneaththe
nodes,whereappropriate.Notethata projectiveplaneof ordern (asdefinedear-
lier) hasordersn 	 n (in thepresentterminology).Thus,thegeometryPG

�
n 	 q� has

diagram
0

q

� 1

q

� 2

q

������� n � 2

q

� n � 1

q

��


Weconcludethissectionwith somegeneralresultsaboutBuekenhoutgeome-
tries.Theseresultsdependonourconventionthatanon-edgesymbolisesadigon.

Proposition 5.3 Let the diagram ∆ be the disjoint union of ∆1 and ∆2, with no
edgesbetweenthesesets.Thena varietywith typein ∆1 andonewith typein ∆2

are incident.

Proof We useinductionon the rank. For rank 2, ∆ is the diagramof a digon,
andthe resultis trueby definition. Soassumethat �∆ ��� 2, and(without lossof
generality)that �∆1 � � 1.

Let Xi be the setof varietieswith type in ∆i , for i � 1 	 2. By the inductive
hypothesis,if x 	 y � X1 with xIy, thenR

�
x�"! X2 � R

�
y�"! X2. (ConsideringR

�
x� ,

we seethat every variety in R
�
x�#! X2 is incidentwith y, so the left-handset is

containedin the right-handset. Reversingthe rôles of x and y establishesthe
result.) Now by connectedness,R

�
x�$! X2 is independentof x � X1. (Note that

Proposition5.1is beingusedhere.)But thissetmustbeX2, sinceeveryvarietyin
X2 is incidentwith somevarietyin X1.

A diagramis linear if the “non-digon” edgesform a simplepath,as in the
diagramfor projectivespacesin Proposition5.3above.

Supposethatoneparticulartypein ageometryis selected,andvarietiesof that
typearecalledpoints.Thentheshadow, or point-shadow, of a varietyx is theset
Sh

�
x� of varietiesincidentwith x. Sometimeswewrite Sh0

�
x� , where0 is thetype

of a point. In a geometrywith a lineardiagram,theconventionis thatpointsare
varietiesof theleft-mosttype.
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Corollary 5.4 In a linear diagram,if xIy, andthetypeof y is further to theright
thanthatof x, thenSh

�
x�&% Sh

�
y� .

Proof R
�
x� hasdisconnecteddiagram,with pointsandthetypeof y in different

components;so,by Proposition5.2,everypoint in R
�
x� is incidentwith y.

Exercises

1. (a)Constructageometrywhich is connectedbut not residuallyconnected.
(b) Show that,if G hasany of thefollowing properties,thensodoesany residue

of G of rankat least2: residuallyconnected,transversal,thick, firm, thin.
2. Show thatany generalisedprojectivegeometrybelongsto thediagram

� � ��������� � ��

3. (a)A chamberof a transversalgeometryG is amaximalflag. Let ' bethe

setof chambersof the geometryG. Form a graphwith vertex set ' by joining
two chamberswhich coincidein all but one variety. G is said to be chamber-
connectedif this graphis connected.Prove thata residuallyconnectedgeometry
is chamber-connected,andachamber-connectedgeometryis connected.

(b) Considerthe3-dimensionalaffine spaceAG
�
3 	 F � over thefield F. Take

threetypesof varieties: points (type 0), lines (type 1), and parallel classesof
planes(type 2). Incidencebetweenpoints and lines is as usual; a line L and
a parallel classC of planesare incident if L lies in someplaneof C; and any
varietyof type0 is incidentwith any varietyof type2. Show thatthisgeometryis
chamber-connectedbut not residuallyconnected.

(c)LetV beasix-dimensionalvectorspaceoverafieldF, with abasis� e1 	 e2 	 e3 	 f1 	 f2 	 f3 � .
Let G betheadditivegroupof V, andlet H1, H2, H3 betheadditivegroupsof the
threesubspaces( e2 	 e3 	 f1 ) , ( e3 	 e1 	 f2 ) , and ( e1 	 e2 	 f3 ) . Form the cosetgeome-
try 
 �

G 	 � H1 	 H2 	 H3 ��� : its vaarietiesof type i arethecosetsof Hi in G, andtwo
varietiesareincidentif andonly if thecorrespondingcosetshave non-emptyin-
tersection.Show thatthisgeometryis connectedbut not chamber-connected.

5.2 Some special diagrams

In this section,we first considergeometrieswith lineardiagramin which all
strokesarelinearspaces;thenwe specialisesomeor all of theselinearspacesto
projectiveor affine planes.We will seethattheaxiomatisationsof projectiveand
affinespacescanbeexpressedverysimply in this formalism.
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Theorem 5.5 LetG bea geometrywith diagram

0� L 1� L 2������� n � 2� L n � 1��

Letvarietiesof type0 and1 bepointsandlines.

(a) Thepointsandshadowsof linesforma linear space* .

(b) Theshadowof anyvarietyis a subspaceof * .

(c) Sh0
�
x�&% Sh0

�
y� if andonly if x is incidentwith y.

(d) If x is a varietyandp a pointnot incidentwith x, thenthereis a uniquevariety
y incidentwith x and p such that τ

�
y� � τ

�
x��� 1.

Proof (a) We show that two points lie on at leastoneline by inductionon the
rank. Thereis a path betweenany two points using only points and lines, by
Proposition5.2; so it sufficesto show thatany suchpathof lengthgreaterthan2
canbeshortened.SoassumepILIqIMIr, wherep 	 q 	 r arepointsandL 	 M lines.
By the inductionhypothesis,the POINTsL andM of R

�
q� lie in a LINE Π, a

planeof G incidentwith L andM. By Corollary5.4, p andq areincidentwith Π.
SinceΠ is a linearspace,thereis a line throughp andq. (Theconventionof using
capitalsfor varietiesin R

�
q� is usedhere.)

Now supposethattwo linesL andM containthetwo pointsp andq. Consid-
eringR

�
p� , wefind aplaneΠ incidentwith L andM andhencewith p andq. But

Π is a linearspace,soL � M.
(b) Let y be any variety, and p 	 q � Sh0

�
y� . Sincepointsand lines incident

with y form alinearspaceby (a),thereis aline incidentwith p 	 q andy. Thismust
be theuniqueline incidentwith p andq; and,by Corollary5.4,all its pointsare
incidentwith y andsoarein Sh0

�
y� .

(c) Thereverseimplicationis Corollary5.4.SosupposethatSh0
�
x��% Sh0

�
y� .

Take p � Sh0
�
x� . Then,in R

�
p� , we have Sh1

�
x�+% Sh1

�
y� (sincetheseshadows

arelinearsubspaces), andsoxIy by induction. (Thebasecaseof the induction,
wherex is a line, is coveredby (b).)

(d) This is clear if x is a point. Otherwise,chooseq � Sh0
�
x� , and apply

inductionin R
�
q� (replacingp by theline pq).

Theorem 5.6 A geometrywith diagram
� � �������,� � �

is a generalisedprojectivespace(of finitedimension).
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Proof By Theorem5.5(d),apotentialVeblenconfigurationlies in aplane;since
planesareprojective,Veblen’s axiomholds. It remainsto show thatevery linear
subspaceis theshadow of somevariety;this followseasilyby induction.

Theorem 5.7 A geometrywith diagram

� � L �

consistsof thepoints,linesandplanesof a (possiblyinfinite-dimensional)gener-
alisedprojectivespace.

Proof Veblen’s axiomis verifiedasin Theorem5.6. It is clearthatevery point,
line or planecorrespondsto a variety.

Remark. Considergeometrieswith thediagram

� � L �������-� L ��


By the argumentfor Theorem5.7, we have all the points,lines andplanes,and
somehigher-dimensionalvarieties,of a generalisedprojective space.Examples
ariseby takingall theflatsof dimensionat mostr � 1, wherer is therank. How-
ever, thereareotherexamples.A simplecase,with r � 4, canbeconstructedas
follows.

Let . be a projective spaceof countabledimensionover a finite field F .
Enumeratethe3-dimensionaland4-dimensionalsubspacesin lists T0 	 T1 	 
�
�
 and
F0 	 F1 	 
�
�
 . Now constructa set ' of 4-dimensionalsubspacesin stagesasfol-
lows. At thenth stage,if Tn is alreadycontainedin a memberof ' , do nothing.
Otherwise,of the infinitely many subspacesFj which containTn, only finitely
many areexcludedbecausethey containany Tm with m � n; let Fi betheonewith
smallestindex which is not excluded,andadjoin it to ' . At theconclusion,any
3-dimensionalsubspaceis containedin a uniquememberof ' . Thenthepoints,
lines,planes,andsubspacesin ' form ageometrywith thediagram

� � L � L � 	
wherethe first L denotesthe pointsandlines in 3-dimensionalprojective space
overF.



5.2. Somespecialdiagrams 73

Now we turn to affine spaces,wheresimilar resultshold. The labelAf on a
strokewill denotetheclassof affineplanes.

Theorem 5.8 A geometrywith diagram

� Af � �������,� �
is an affinespaceof finitedimension.

Proof It is a linear spacewhoseplanesareaffine (that is, satisfyingcondition
(AS1) of Section11). We mustshow that parallelismis transitive. So suppose
that L1 / L2 / L3, but L1 01/ L3. Thenall threelines lie in a subspaceof dimension
3; so it is enoughto deducea contradictionin the caseof geometriesof rank 3.

Notethat,for a geometrywith diagram� Af � � , two planeswhich have a

commonpointmustmeetin a line.
Let Π1 be the planethroughL1 andL2, andΠ2 the planethroughp andL3,

wherep is a point of L1. ThenΠ1 andΠ2 bothcontainp, so they meetin a line
M 0� L1. ThenM is notparallelto L2, someetsit in apointq, But thenΠ2 contains
L3 andq, henceL2, andsois equalto Π1, acontradiction.

Thefactthatall linearsubspacesareshadowsof varietiesis provedasin The-
orem5.6.

Theorem 5.9 A geometrywith diagram

� Af � L �
in which someline hasmore than threepoints,consistsof the points, lines and
planesof a (possiblyinfinite-dimensional)affinespace.

Theproof is asfor Theorem5.7,usingBuekenhout’sTheorem3.10.

Exercises

1. Considerageometryof rankn with diagram

� L � �������,� � 	
in which all lineshave thesamefinite cardinalityk, andall theprojective planes
have thesamefinite orderq.
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(a) If n � 4, prove that thegeometryis eitherprojective (q � k � 1) or affine
(q � k).

(b) If n � 3, provethatq � k � 1 	 k 	 k2 or k
�
k2 � 1� .

(This resultis dueto DoyenandHubaut[16]).
2. Constructaninfinite “free-like” geometrywith diagram

� c � ��


(Ensurethat threepoints lie in a uniqueplane,while two planesmeet in two
points.)

3. (a) Show that an inversive planebelongsto the diagram � c � Af � .
Whatarethevarieties?

(b) Show how to constructageometrywith diagram

� c � ��������� � Af �

(n nodes)from anovoid in PG
�
n 	 F � (seeSection4.4).
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Polar spaces

Now webegin onoursecondmajortheme,polarspaces.Thischaptercorresponds
to thefirst half of Chapter1, andgivesthealgebraicdescriptionof polarspaces.
Thealgebraicbackgroundrequiredis moreelaborate(vectorspaceswith forms,
ratherthanjust vectorspaces),accountingfor theincreasedlength.Thefirst sec-
tion, onpolaritiesof projectivespaces,providesmotivationfor theintroductionof
the(Hermitianandquadratic)forms.

6.1 Dualities and polarities

Recall that the dual V
�

of a finite-dimensional(left) vector spaceV over a
skew field F canbe regardedasa left vectorspaceof the samedimensionover
the oppositefield F

�
, andthereis thusan inclusion-reversingbijection between

theprojectivespacesPG
�
n � F � andPG

�
n � F � � . If it happensthatF andF

�
areiso-

morphic,thenthereexistsa duality of PG
�
n � F � , an inclusion-reversingbijection

of PG
�
n � F � .

Conversely, if PG
�
n � F � admitsa duality (for n � 1), thenF is isomorphicto

F
�
, asfollows from theFTPG(seeSection1.3).Wewill examinethisconclusion

andmake it moredetailed.
Solet π beadualityof PG

�
n � F � , n � 1. Composingπ with thenaturalisomor-

phismfrom PG
�
n � F � to PG

�
n � F � � , weobtainaninclusion-preservingbijectionθ

from PG
�
n � F � to PG

�
n � F � � . Accordingto theFTPG,θ is inducedby asemilinear

transformationT from V � Fn� 1 to its dualspaceV
�
, associatedwith anisomor-

phismσ : F � F
�
, which canbe regardedasbeingan anti-automorphismof F:

75
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thatis, �
v1 	 v2 � T � v1T 	 v2T ��

αv � T � ασvT 

Definea functionb : V � V � F by therule

b
�
v � w ��� � v � � wT �
�

thatis, theresultof applyingtheelementwT of V
�

to v. Thenb is a sesquilinear
form: it is linearasa functionof thefirst argument,andsemilinearasa function
of thesecond— this meansthat

b
�
v � w1 	 w2 ��� b

�
v � w1 � 	 b

�
v � w2 �

and
b
�
v � αw ��� ασb

�
v � w �



(Theprefix “sesqui-”means“one-and-a-half”.) If weneedto emphasisetheanti-
automorphismσ, wesaythatb is σ-sesquilinear. If σ is theidentity, thentheform
is bilinear.

Theform b is alsonon-degenerate, in thesensethat���
w � V � � b � v � w ��� 0 � v � 0

and ���
v � V � � b � v � w ��� 0 � w � 0 


(The secondconditionassertsthat T is one-to-one,so that if w �� 0 thenwT is
a non-zerofunctional. The first assertsthat T is onto: only the zero vector is
annihilatedby every functionalin thedualspace.)

So,wehave:

Theorem 6.1 Anyduality of PG
�
n � F � , for n � 1, is inducedbya non-degenerate

σ-sesquilinearformontheunderlyingvectorspace, whereσ is ananti-automorphism
of F.

Conversely, any non-degeneratesesquilinearform onV inducesaduality. We
canshort-circuitthepassageto thedualspace,andwrite theduality as

U �� U ����� v � V : b
�
v � w ��� 0 for all w � U ��




6.1. Dualitiesandpolarities 77

Obviously, adualityappliedtwice is acollineation.Themostimportanttypes
of dualitiesare thosewhosesquareis the identity. A polarity of PG

�
n � F � is a

duality � which satisfiesU ��� � U for all flatsU of PG
�
n � F � .

It is a bit difficult to motivatethedetailedstudyof polaritiesat this stage;but
it will turn out that they give rise to a classof geometries(thepolarspaces)with
propertiessimilar to thoseof projective spaces.To put it somewhatvaguely, we
are trying to add someextra structureto a projective space;if a duality is not
a polarity, then its squareis a non-identitycollineation,and someof the extra
structurearisesfrom this collineation. Only in thecaseof a polarity is theextra
structure“primiti ve”.

A sesquilinearform b is reflexive if b
�
v � w ��� 0 impliesb

�
w � v ��� 0.

Proposition 6.2 Adualityis apolarity if andonlyif thesesquilinearformdefining
it is reflexive.

Proof b is reflexive if andonly if

v ��� w  !�"� w ��� v  !�#

Hence,if b is reflexive,thenU $ U ��� for all subspacesU . Butbynon-degeneracy,
dimU �%� � dimV & dimU � � dimU ; andsoU � U �%� for all U . Conversely,
given a polarity � , if w �'� v  � , then v �(� v  �%� $)� w  � (sinceinclusionsare
reversed).

We now turn to the classificationof reflexive forms. For convenience,from
now on F will always be assumedto be commutative. (Note that, if the anti-
automorphismσ is anautomorphism,andin particularif σ is theidentity, thenF
is automaticallycommutative.)

The form b is saidto be σ-Hermitian if b
�
w � v �*� b

�
v � w � σ for all v � w � V.

This impliesthat,for any v, b
�
v � v � lies in thefixedfield of σ. If σ is theidentity,

sucha form (which is bilinear)is calledsymmetric.
A bilinearform b is calledalternatingif b

�
v � v �%� 0 for all v � V. This implies

thatb
�
w � v �+�,& b

�
v � w � for all v � w � V. (Expandb

�
v 	 w � v 	 w �-� 0, andnote

that two of the four termsarezero.) Hence,if the characteristicis 2, thenany
alternatingform is symmetric(but not conversely);but, in characteristicdifferent
from 2, only thezeroform is bothsymmetricandalternating.

Clearly, analternatingor Hermitianform is reflexive. Conversely, wehavethe
following:
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Theorem 6.3 A non-degenerate reflexive σ-sesquilinearform is either alternat-
ing, or a scalar multiple of a σ-Hermitian form. In the latter case, if σ is the
identity, thenthescalarcanbetakento be1.

I will not give thecompleteproof of this theorem.Thenext resultshows that
σ2 � 1, andthentheproof of the theoremis givenin thecaseof a bilinear form
(thatis, whenσ � 1).

Proposition6.4 If b is a non-zero reflexive σ-sesquilinearform, thenσ2 is the
identity.

Proof Notefirst thata form is σ-sesquilinearif andonly if it is additive in each
variableandsatisfies

b
�
αv � w ��� αb

�
v � w �.� b

�
v � βw ��� b

�
v � w � βσ 


Step1 If b is alternating,thenσ � 1. For wecanchoosev andw with b
�
v � w �/�& b

�
w � v ��� 1. Thenfor any α � F , we have

α � αb
�
v � w �� b

�
αv � w �� & b
�
w � αv �� & b
�
w � v � ασ� ασ 


(Note that this stepdoesnot requirenon-degeneracy, merelythatb is not identi-
cally zero.)

Sowecanassumethatthereexistsv with b
�
v � v �0�� 0. Multiplying b by anon-

zeroscalar(thisdoesnotaffect thehypotheses),wemayassumethatb
�
v � v ��� 1.

Step2 Assumefor acontradictionthatσ2 �� 1. For any vectorw, if b
�
w � v �1�� 0,

thenwecanreplacew by its productwith anon-zeroscalarto assumeb
�
w � v �/� 1.

Thenb
�
w & v � v ��� 0, andsob

�
v � w & v ��� 0, whenceb

�
v � w ��� 1. We claim that

b
�
w � w ��� 1.
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Proof Supposethatα � b
�
w � w �2�� 1. Notefirst thatb

�
w & αv � v �-� 0, and

sob
�
w � w & αv �+� 0, whenceα � ασ. Take any elementλ � F with λ �� 1, and

chooseµ � F suchthatµσ � � 1 & λ �43 1 � α & λ � . Sinceα �� 1, wehaveµ �� 1; and

µσ & λµσ � α & λ 

This implies,first, thatλ � � α & µσ � � 1 & µσ �43 1, andsecondthat

b
�
w & λv � w & µv ��� α & λ & µσ 	 λµσ � 0 


Henceb
�
w & µv � w & λv ��� 0, andweobtain

α & µ & λσ 	 µλσ � 0 

Applying σ to this equationandusingthefactthatασ � α, weobtain

α & µσ & λσ2 	 λσ2
µσ � 0 �

whence
λσ2 � � α & µσ � � 1 & µσ � 3 1 � λ 


But λ wasan arbitraryelementdifferentfrom 1. Sinceclearly 1σ � 1, we have
σ2 � 1, contraryto assumption.

Step 3 Let W � v � . ThenV �5� v  76 W, andrk
�
W �98 1. For any x � W, we

have b
�
v � v �0� b

�
v 	 x � v �:� 1, andso by Step2, we have b

�
v 	 x � v 	 x �:� 1.

Thusb
�
x � x �+�;& 2. Puttingx � 0, we seethatF musthave characteristic2, and

thatb <W is alternating.But thenStep1 showsthatb <W is identicallyzero,whence
W is containedin theradicalof b, contraryto theassumednon-degeneracy.

Proof of Theorem 6.3Wehave

b
�
u � v � b � u � w �/& b

�
u � w � b � u � v �%� 0

by commutativity; thatis, usingbilinearity,

b
�
u � b � u � v � w & b

�
u � w � v ��� 0 


By reflexivity,
b
�
b
�
u � v � w & b

�
u � w � v � u ��� 0 �
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whencebilinearityagaingives

b
�
u � v � b � w � u ��� b

�
u � w � b � v � u �

 (6.1)

Call avectoru goodif b
�
u � v ��� b

�
v � u �1�� 0 for somev. By (6.1),if u is good,

thenb
�
u � w �%� b

�
w � u � for all w. Also, if u is goodandb

�
u � v �:�� 0, thenv is good.

But, given any two non-zerovectorsu1 � u2, thereexists v with b
�
ui � v �=�� 0 for

i � 1 � 2. (For thereexist v1 � v2 with b
�
ui � vi �2�� 0 for i � 1 � 2, by non-degeneracy;

andat leastoneof v1 � v2 � v1 	 v2 hastherequiredproperty.) So,if somevectoris
good,theneverynon-zerovectoris good,andb is symmetric.

But, puttingu � w in (6.1)gives

b
�
u � u � � b � u � v �/& b

�
v � u �!��� 0

for all u � v. So,if u is notgood,thenb
�
u � u ��� 0; and,if no vectoris good,thenb

is alternating.

In thenext few sections,wedevelopthis themefurther.

Exercises

1. Let b bea sesquilinearform onV. Definethe left andright radicalsof b to
bethesubsets � v � V :

�>�
w � V � b � v � w ��� 0 �

and � v � V :
�>�

w � V � b � w � v ��� 0 �
respectively. Prove thattheleft andright radicalsaresubspacesof thesamerank
(if V hasfinite rank).

(Note: If theleft andright radicalsareequal,thissubspaceis calledtheradical
of b. Thisholdsif b is reflexive.)

2. Give anexampleof a bilinearform on aninfinite-rankvectorspacewhose
left radicalis zeroandwhoseright radicalis non-zero.

3. Let σ be a (non-identity)automorphismof F of order 2. Let E be the
subfieldFix

�
σ � .

(a) Prove thatF is of degree2 overE, i.e.,a rank2 E-vectorspace.
[Seeany textbookon Galoistheory. Alternately, argueasfollows: Take λ �

F ? E. Then λ is quadraticover E, so E
�
λ � hasdegree2 over E. Now E

�
λ �

containsanelementω suchthatωσ �;& ω (if thecharacteristicis not 2) or ωσ �
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ω 	 1 (if thecharacteristicis 2). Now, giventwo suchelements,their quotientor
differencerespectively is fixedby σ, solies in E.]

(b) Prove that � λ � F : λλσ � 1 �@��� ε A εσ : ε � F ��

[Theleft-handsetclearlycontainstheright. For thereverseinclusion,separate

into casesaccordingasthecharacteristicis 2 or not.
If thecharacteristicis not 2, thenwe cantake F � E

�
ω � , whereω2 � α � E

and ωσ �B& ω. If λ � 1, then take ε � 1; otherwise,if λ � a 	 bω, take ε �
bα 	 � a & 1� ω.

If thecharacteristicis 2,show thatwecantakeF � E
�
ω � , whereω2 	 ω 	 α �

0, α � E, andωσ � ω 	 1. Again, if λ � 1, setε � 1; else,if λ � a 	 bω, take
ε � � a 	 1� 	 bω.]

4. Usetheresultof Exercise3 to completetheproofof Theorem6.3in general.
[If b

�
u � u �C� 0 for all u, theform b is alternatingandbilinear. If not, suppose

thatb
�
u � u �D�� 0 andlet b

�
u � u � σ � λb

�
u � u � . Choosingε asin Exercise2 andre-

normalisingb, show thatwe mayassumethatλ � 1, and(with this choice)thatb
is Hermitian.]

6.2 Hermitian and quadratic forms

We now changegroundslightly from the last section. On the onehand,we
restrictthingsby excludingsomebilinearformsfrom thediscussion;on theother,
we introducequadraticforms. Thelossandgainexactly balanceif thecharacter-
istic is not 2; but, in characteristic2, wemakeanetgain.

Let σ beanautomorphismof thecommutativefield F , of orderdividing 2. Let
Fix
�
σ �+�E� λ � F : λσ � λ � bethefixedfield of σ, andTr

�
σ �C�E� λ 	 λσ : λ � F �

the traceof σ. Sinceσ2 is theidentity, it is clearthatFix
�
σ �*F Tr

�
σ � . Moreover,

if σ is theidentity, thenFix
�
σ ��� F, and

Tr
�
σ ���HG 0 if F hascharacteristic2,

F otherwise.

Let b be a σ-Hermitianform. We observed in the last sectionthat b
�
v � v �1�

Fix
�
σ � for all v � V. We call the form b trace-valuedif b

�
v � v �1� Tr

�
σ � for all

v � V.

Proposition 6.5 We haveTr
�
σ �+� Fix

�
σ � unlessthecharacteristicof F is 2 and

σ is theidentity.
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Proof E � Fix
�
σ � is a field, andK � Tr

�
σ � is anE-vectorspacecontainedin E

(Exercise1). So,if K �� E, thenK � 0, andσ is themapx �� & x. But, sinceσ is
afield automorphism,this impliesthatthecharacteristicis 2 andσ is theidentity.

Thus, in characteristic2, symmetricbilinear forms which are not alternat-
ing arenot trace-valued;but this is theonly obstruction.We introducequadratic
formsto repairthisdamage.But, of course,quadraticformscanbedefinedin any
characteristic.However, we noteat this point that Proposition6.5 dependsin a
crucial way on the commutativity of F ; this leavesopenthe possibility of addi-
tional typesof polar spacesdefinedby so-calledpseudoquadratic forms. These
will bediscussedbriefly in Section7.6.

LetV beavectorspaceoverF. A quadratic formonV is afunction f : V � F
satisfyingI

f
�
λv ��� λ2 f

�
v � for all λ � F, v � V;I

f
�
v 	 w ��� f

�
v � 	 f

�
w � 	 b

�
v � w � , whereb is bilinear.

Now, if the characteristicof F is not 2, thenb is a symmetricbilinear form.
Eachof f andb determinestheother, by

b
�
v � w ��� f

�
v 	 w �/& f

�
v �/& f

�
w �

and
f
�
v ��� 1

2b
�
v � v �.�

the latter equationcoming from the substitutionv � w in the seconddefining
condition.Sonothingnew is obtained.

Ontheotherhand,if thecharacteristicof F is 2, thenb isanalternatingbilinear
form, and f cannotberecoveredfrom b. Indeed,many differentquadraticforms
correspondto the samebilinear form. (Note that the quadraticform doesgive
extra structureto the vectorspace;we’ll seethat this structureis geometrically
similar to thatprovidedby analternatingor Hermitianform.)

Wesaythatthebilinearform is obtainedby polarisationof f .
Now let b bea symmetricbilinearform overa field of characteristic2, which

is notalternating.Set f
�
v ��� b

�
v � v � . Thenwehave

f
�
λv ��� λ2 f

�
v �

and
f
�
v 	 w ��� f

�
v � 	 f

�
w �.�
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sinceb
�
v � w � 	 b

�
w � v �J� 0. Thus f is “almost” asemilinearform; themapλ �� λ2

is a homomorphismof thefield F with kernel0, but it mayfail to beanautomor-
phism. But in any case,thekernelof f is a subspaceof V, andtherestrictionof
b to this subspaceis an alternatingbilinear form. So again,in the spirit of the
vaguecommentmotivatingthestudyof polaritiesin thelastsection,thestructure
provided by the form b is not “primiti ve”. For this reason,we do not consider
symmetricbilinear forms in characteristic2 at all. However, asindicatedabove,
wewill considerquadraticformsin characteristic2.

Now, in characteristicdifferentfrom 2, we cantake eitherquadraticformsor
symmetricbilinearforms,sincethestructuralcontentis thesame.Forconsistency,
wewill takequadraticformsin this casetoo. This leavesuswith three“types” of
formsto study: alternatingbilinear forms;σ-Hermitianformswhereσ is not the
identity; andquadraticforms.

We have to definethe analogueof non-degeneracy for quadraticforms. Of
course,we could requirethat the bilinear form obtainedby polarisationis non-
degenerate;but this is too restrictive. We say that a quadraticform f is non-
singular if �

f
�
v ��� 0 &

���
w � V � b � v � w ��� 0� � v � 0

whereb is theassociatedbilinearform; thatis, if theform f is non-zeroon every
non-zerovectorof theradical.

If thecharacteristicis not2, thennon-singularityis equivalenttonon-degeneracy
of thebilinearform.

Now supposethat thecharacteristicis 2, andlet W be the radical. Thenb is
identicallyzeroonW; sotherestrictionof f to W satisfies

f
�
v 	 w �K� f

�
v � 	 f

�
w �
�

f
�
λv �L� λ2 f

�
v �.


As above, f is verynearlysemilinear. Thefield F is calledperfectif everyelement
is a square.In this case,f is indeedsemilinear, andits kernelis a hyperplaneof
W. Weconclude:

Theorem 6.6 Let f bea non-singularquadratic form,which polarisesto b, over
a fieldF.

(a) If thecharacteristicof F is not2, thenb is non-degenerate.

(b) If F is a perfectfield of characteristic2, thenthe radical of b hasrank at
most1.
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Exercises

1. Let σ be an automorphismof a commutative field F suchthat σ2 is the
identity.

(a) Prove thatFix
�
σ � is asubfieldof F.

(b) Prove that Tr
�
σ � is closedunderaddition, and undermultiplication by

elementsof Fix
�
σ � .

2. Let b beanalternatingbilinear form on a vectorspaceV over a field F of
characteristic2. Let

�
vi : i � I � bea basisfor V, andq any functionfrom I to F .

Show that thereis a uniquequadraticform with the propertiesthat f
�
vi �#� q

�
i �

for every i � I , and f polarisesto b.
3. (a)Constructanimperfectfield of characteristic2.
(b) Constructa non-singularquadraticform with thepropertythat theradical

of theassociatedbilinearform hasrankgreaterthan1.
4. Show thatfinite fieldsof characteristic2 areperfect.(Hint: themultiplica-

tivegroupis cyclic of oddorder.)

6.3 Classificationof forms

As explainedin the last section,we now considera vectorspaceV of finite
rankequippedwith a form of oneof thefollowing types:a non-degeneratealter-
natingbilinear form b; a non-degenerateσ-Hermitianform b, whereσ is not the
identity; or a non-singularquadraticform f . In thethird case,we let b bethebi-
linearform obtainedby polarising f ; thenb is alternatingor symmetricaccording
asthecharacteristicis or is not2, but b maybedegenerate.In theothertwo cases,
we definea function f : V � F definedby f

�
v �0� b

�
v � v � — this is identically

zeroif b is alternating.SeeExercise1 for theHermitiancase.
We saythatV is anisotropic if f

�
v �M�� 0 for all v �� 0. Also,V is a hyperbolic

line if it is spannedby vectorsv andw with f
�
v �#� f

�
w �#� 0 andb

�
v � w �-� 1.

(Thevectorsv andw arelinearly independent,soV hasrank2; so,projectively, it
is a “line”.)

Theorem 6.7 A spacecarryinga formof oneof theabovetypesis thedirectsum
of a numberr of hyperboliclinesandan anisotropicspaceU. Thenumberr and
theisomorphismtypeof U are invariantsof V.

Proof If V is anisotropic,then thereis nothing to prove. (V cannotcontaina
hyperbolicline.) SosupposethatV containsa vectorv �� 0 with f

�
v ��� 0.
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We claim that thereis a vectorw with b
�
v � w �N�� 0. In the alternatingand

Hermitiancases,this follows immediatelyfrom thenon-degeneracy of theform.
In thequadraticcase,if nosuchvectorexists,thenv is in theradicalof b; but v is
asingularvector, contradictingthenon-singularityof f .

Multiplying w by anon-zeroconstant,wemayassumethatb
�
v � w ��� 1.

Now, for any valueof λ, we have b
�
v � w & λv ��� 1. We wish to chooseλ so

that f
�
w & λv ��� 0; thenv andw will spanahyperbolicline. Now wedistinguish

cases.If b is alternating,thenany valueof λ works. If b is Hermitian,wehave

f
�
w & λv �L� f

�
w �O& λb

�
v � w �O& λσb

�
w � v � 	 λλσ f

�
v �� f

�
w �O& � λ 	 λσ � ;

and, sinceb is trace-valued,thereexists λ with Tr
�
λ �0� f

�
w � . Finally, if f is

quadratic,wehave

f
�
w & λv �L� f

�
w �O& λb

�
w � v � 	 λ2 f

�
v �� f

�
w �O& λ �

sowechooseλ � f
�
w � .

Now letW1 bethehyperbolicline � v � w & λv  , andletV1 � W �1 , whereorthog-
onality is definedwith respectto theform b. It is easilycheckedthatV � V1 6 W1,
and the restrictionof the form to V1 is still non-degenerateor non-singular, as
appropriate.Now theexistenceof thedecompositionfollowsby induction.

I will omit theproofof uniqueness.

Thenumberr of hyperboliclinesis calledthepolar rankor Witt index of V. I
do not know of a commonlyacceptedtermfor U ; I will call it thegermof V, for
reasonswhichwill becomeclearshortly.

To completethe classificationof forms over a given field, it is necessaryto
determineall the anisotropicspaces.In general,this is not possible;for exam-
ple, thestudyof positivedefinitequadraticformsover therationalnumbersleads
quickly into deepnumber-theoreticwaters. I will considerthe casesof the real
andcomplex numbersandfinite fields.

First, though,thealternatingcaseis trivial:

Proposition 6.8 Theonlyanisotropicspacecarryinganalternatingbilinear form
is thezero space.
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In combinationwith Theorem6.7, this shows that a spacecarrying a non-
degeneratealternatingbilinearform is adirectsumof hyperboliclines.

Over therealnumbers,Sylvester’s theoremassertsthatany quadraticform in
n variablesis equivalentto theform

x2
1 	 
P
P
 	 x2

r & x2
r � 1 &�
P
P
4& x2

r � s �
for somer � s with r 	 s Q n. If the form is non-singular, thenr 	 s � n. If both r
ands arenon-zero,thereis a non-zerosingularvector(with 1 in positions1 and
r 	 1, 0 elsewhere).Sowehave:

Proposition6.9 If V is a real vectorspaceof rank n, thenan anisotropic form
onV is eitherpositivedefiniteor negativedefinite;there is a uniqueformof each
typeup to invertiblelinear transformation,onethenegativeof theother.

The realshave no non-identityautomorphisms,so Hermitian forms do not
arise.

Over thecomplex numbers,thefollowing factsareeasilyshown:
(a) Thereis a uniquenon-singularquadraticform (up to equivalence)in n

variablesfor any n. A spacecarryingsucha form is anisotropicif andonly if
n Q 1.

(b) If σ denotescomplex conjugation,thesituationfor σ-Hermitianforms is
thesameasfor quadraticforms over the reals: anisotropicforms arepositive or
negativedefinite,andthereis a uniqueform of eachtype,onethenegativeof the
other.

For finite fields,thepositionis asfollows.

Theorem 6.10 (a) Ananisotropicquadratic formin n variablesoverGF
�
q� exists

if andonly if n Q 2. There is a uniqueform for each n exceptwhenn � 1 andq is
odd,in which casethereare two forms,onea non-squaremultipleof theother.

(b) Let q � r2 and let σ be the field automorphismα �� αr . Thenthere is
an anisotropic σ-Hermitian form in n variablesif andonly if n Q 1. Theform is
uniquein each case.

Proof (a)Considerfirst thecasewherethecharacteristicis not2. Themultiplica-
tivegroupof GF

�
q� is cyclic of evenorderq & 1; sothesquaresform a subgroup

of index 2, andif η is afixednon-square,theneverynon-squarehastheform ηα2

for someα. It followseasilythatany quadraticform in onevariableis equivalent
to eitherx2 or ηx2.
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Next, considernon-singularformsin two variables.By completingthesquare,
sucha form is equivalentto oneof x2 	 y2, x2 	 ηy2, ηx2 	 ηy2.

Supposefirst that q R 1
�
mod4� . Then & 1 is a square,say & 1 � β2. (In

the multiplicative group, & 1 hasorder2, so lies in the subgroupof even order
1
2

�
q & 1� consistingof squares.)Thusx2 	 y2 � � x 	 βy� � x & βy� , andthefirst and

third formsarenot anisotropic.Moreover, any form in 3 or morevariables,when
convertedto diagonalform, containsoneof thesetwo, andso is not anisotropic
either.

Now considerthe other case,q RB& 1
�
mod4� . Then & 1 is a non-square

(sincethegroupof squareshasoddorder),so thesecondform is
�
x 	 y� � x & y� ,

andis not anisotropic.Moreover, thesetof squaresis not closedunderaddition
(elseit wouldbeasubgroupof theadditivegroup,but 1

2

�
q 	 1� doesn’t divideq);

so thereexist two squareswhosesumis a non-square.Multiplying by a suitable
square,thereexist β � γ with β2 	 γ2 �S& 1. Then

& � x2 	 y2 �+� � βx 	 γy� 2 	 � γx & βy� 2 �
andthe first andthird forms areequivalent. Moreover, a form in threevariables
is certainlynot anisotropicunlessit is equivalentto x2 	 y2 	 z2, andthis form
vanishesat thevector

�
β � γ � 1� ; hencethereis noanisotropicform in threeor more

variables.
Thecharacteristic2 caseis anexercise(seeExercise3).
(b) Now considerHermitianforms.If σ is anautomorphismof GF

�
q� of order

2, thenq is asquare,sayq � r2, andασ � αr . Weneedthefactthateveryelement
of Fix

�
σ ��� GF

�
r � hastheform αασ (seeExercise1 of Section6.2).

In onevariable,we have f
�
x�-� µxxσ for somenon-zeroµ � Fix

�
σ � ; writing

µ � αασ andreplacingx by αx, wecanassumethatµ � 1.
In two variables,we cansimilarly take the form to bexxσ 	 yyσ. Now & 1 �

Fix
�
σ � , so & 1 � λλσ; thentheform vanishesat

�
1 � λ � . It follows that thereis no

anisotropicform in any largernumberof variableseither.

Exercises

1. Let b beaσ-Hermitianform onavectorspaceV overF , whereσ is not the
identity. Set f

�
v �*� b

�
v � v � . Let E � Fix

�
σ � , andlet V T beV regardedasan E-

vectorspaceby restrictingscalars.Prove that f is a quadraticform onV T , which
polarisesto thebilinear form Tr

�
b� definedby Tr

�
b� � v � w ��� b

�
v � w � 	 b

�
v � w � σ.

Show furtherthatTr
�
b� is non-degenerateif andonly if b is.
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2. Prove that thereis, up to equivalence,a uniquenon-degeneratealternating
bilinear form on a vectorspaceof countablyinfinite dimension(a direct sumof
countablymany isotropiclines).

3. Let F bea finite field of characteristic2.
(a) Prove thateveryelementof F hasauniquesquareroot.
(b) By consideringthe bilinear form obtainedby polarisation,prove that a

non-singularform in 2 or 3 variablesover F is equivalentto αx2 	 xy 	 βy2 or
αx2 	 xy 	 βy2 	 γz2 respectively. Provethatformsof thefirst shape(with α � β �� 0)
areall equivalent,while thoseof thesecondshapecannotbeanisotropic.

6.4 Classicalpolar spaces

Polarspacesdescribethegeometryof vectorspacescarryingareflexivesesquilin-
earform or a quadraticform in muchthesameway asprojectivespacesdescribe
thegeometryof vectorspaces.Wenow embarkon thestudyof thesegeometries;
thethreeprecedingsectionscontaintheprerequisitealgebra.

First, someterminology. Thepolarspacesassociatedwith the threetypesof
forms(alternatingbilinear, Hermitian,andquadratic)arereferredto by thesame
namesasthe groupsassociatedwith them: symplectic, unitary, andorthogonal
respectively. Of whatdo thesespacesconsist?

Let V bea vectorspacecarryinga form of oneof our threetypes.Recallthat
aswell asasesquilinearform b in two variables,wehavea form f in onevariable
— either f is definedby f

�
v �C� b

�
v � v � , or b is obtainedby polarising f — and

we make useof both forms. A subspaceof V on which b vanishesidentically is
calleda totally isotropicsubspace(or t.i. subspace), while asubspaceonwhich f
vanishesidenticallyis calleda totally singularsubspace(or t.s.subspace). Every
t.s.subspaceis t.i., but theconverseis false.In thecaseof alternatingforms,every
subspaceis t.s.! I frequentlyusetheexpressiont.i. or t.s.subspace, to meana t.i.
subspace(in thesymplecticor unitarycase)or a t.s.subspace(in theorthogonal
case).

Theclassicalpolar space(or simply thepolar space) associatedwith avector
spacecarryinga form is thegeometrywhoseflatsarethet.i. or t.s.subspaces(in
theabovesense).(Concerningtheterminology:theterm“polarspace”is normally
reservedfor ageometrysatisfyingtheaxiomsof Tits, whichwewill meetshortly.
But every classicalpolar spaceis a polar space,so the terminologyhereshould
causeno confusion.)Note that, if the form is anisotropic,thentheonly member
of thepolarspaceis thezerosubspace.Thepolar rankof aclassicalpolarspaceis
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thelargestvectorspacerankof any t.i. or t.s.subspace;it is zeroif andonly if the
form is anisotropic.Wherethereis noconfusion,polarrankwill becalledsimply
rank. (Wewill soonseethatthereis noconflictwith ourearlierdefinitionof polar
rankasthenumberof hyperboliclinesin thedecompositionof thespace.)Weuse
thetermspoint, line, plane, etc.,just asfor projectivespaces.

Wenow proceedto derivesomepropertiesof polarspaces.Let G beaclassical
polarspaceof polarrankr.

First, we identify thetwo definitionsof polarspacerank. We usetheexpres-
sion for V as the direct sumof r hyperboliclines and an anisotropicsubspace
givenby Theorem6.7. Any t.i. or t.s. subspacemeetseachhyperbolicline in at
mosta point, andmeetsthe anisotropicgermin the zerospace;so its rank is at
mostr. But thespanof r t.i. or t.s.points,onechosenfrom eachhyperbolicline,
is a t.i. or t.s.subspaceof rankr.

(P1)Any flat, togetherwith theflats it contains,is a projective spaceof dimen-
sionat mostr & 1.

This is clearsincea subspaceof a t.i. or t.s.subspaceis itself t.i. or t.s. Thenext
propertyis alsoclear.

(P2)Theintersectionof any family of flatsis a flat.

(P3)If U is aflat of dimensionr & 1 andp apointnot in U , thentheunionof the
linesjoining p to pointsof U is aflat W of dimensionr & 1; andU U W is a
hyperplanein bothU andW.

Proof Let p �V� w  . Thefunctionv �� b
�
v � w � onthevectorspaceU is linear;let

K beits kernel,a hyperplanein U . Thentheline (of theprojectivespace)joining
p to apointq � U is t.i. or t.s.if andonly if q � K; andtheunionof all sucht.i. or
t.s.linesis a t.i. or t.s.spaceW �E� K � v  , suchthatW U U � K, asrequired.

(P4)Thereexist two disjoint flatsof dimensionr & 1.

Proof Usethehyperbolic-anisotropicdecompositionagain.If L1 �P
P
P
W� Lr arethe
hyperboliclines,andvi � wi arethedistinguishedspanningvectorsin Li , thenthe
requiredflatsare � v1 �P
P
P
W� vr  and � w1 �!
P
P
!� wr  .

Next, we specialiseto the caser � 2. (A polar spaceof rank 1 is just an
unstructuredcollectionof points.)A polarspaceof rank2 consistsof pointsand
lines,andhasthefollowing properties.(Thefirst two areimmediateconsequences
of (P2)and(P3)respectively.)
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(Q1)Two pointslie on atmostoneline.

(Q2) If L is a line, and p a point not on L, then thereis a uniquepoint of L
collinearwith p.

(Q3)No point is collinearwith all others.

For, by (P4), thereexist disjoint lines; and,givenany point p, at leastoneof
theselinesdoesnot containp, andp fails to becollinearwith somepoint of this
line.

A geometrysatisfying(Q1), (Q2) and(Q3) is calleda generalisedquadran-
gle. Suchgeometriesplay muchthe samerôle in the theoryof polar spacesas
projective planesdo in the theoryof projective spaces.We will return to them
later.

Notethat(Q1)holdsin apolarspaceof arbitraryrank.
Anotherpropertyof polar spaces,which is provedby almostthe sameargu-

mentas(P3),is thefollowing extensionof (Q2):

(BS) If L is a line, and p a point not on L, then p is collinearwith oneor all
pointsof L.

In a polarspaceG, for any setSof points,we let S� denotethesetof points
which areperpendicularto (that is, collinearwith) every point of S. It follows
from (BS) that,for any setS, thesetS� is a (linear)subspaceof G (thatis, if two
pointsof S� arecollinear, thentheline joining themlieswholly in S� ). Moreover,
for any point x, x� is a hyperplaneof G (that is, a subspacewhich meetsevery
line).

Polarspaceshavegoodinductiveproperties.Let G bea classicalpolarspace.
Therearetwo naturalwaysof producinga “smaller” polarspacefrom G:

(a) Take a point x of G, andconsiderthequotientspacex� A x, thespacewhose
points,lines,. . . arethelines,planes,. . . of G containingx.

(b) Take two non-perpendicularpointsx andy, andconsider� x � y � � .

In eachcase,the spaceconstructedis a classicalpolar space,having the same
germ as G but with polar rank one lessthan that of G. (Note that, in (b), the
spanof x andy in thevectorspaceis a hyperbolicline.) Therearemoregeneral
versions.For example,if S is aflat of dimensiond & 1, thenS� A Sis apolarspace
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of rankr & d with thesamegermasG. Wewill seebelow andin thenext section
how this inductiveprocesscanbeusedto obtaininformationaboutpolarspaces.

We investigatejust onetype in moredetail, theso-calledhyperbolicquadric
or hyperbolicorthogonal space, the orthogonalspacewhich is a direct sumof
hyperboliclines(that is, having germ0). Thequadraticform definingthis space
canbetakento bex1x2 	 x3x4 	 
P
P
 	 x2r 3 1x2r .

Theorem 6.11 Themaximalflats of a hyperbolicquadric fall into two classes,
with thepropertiesthattheintersectionof twomaximalflatshasevencodimension
in each if andonly if they belongto thesameclass.

Proof First,notethattheresultholdswhenr � 1,sincethenthequadraticform is
x1x2 andtherearejust two singularpoints, � � 1 � 0�P and � � 0 � 1�! . By theinductive
principle, it follows that any flat of dimensionr & 2 is containedin exactly two
maximalflats.

Wetakethe
�
r & 1� -flatsand

�
r & 2� -flatsastheverticesandedgesof agraphΓ,

thatis, we join two
�
r & 1� -flatsif their intersectionis an

�
r & 2� -flat. Thetheorem

will follow if we show that Γ is connectedandbipartite, and that the distance
betweentwo verticesof Γ is the codimensionof their intersection.Clearly the
codimensionof the intersectionincreasesby at mostonewith every stepin the
graph,soit is at mostequalto thedistance.We proveequalityby induction.

Let U be a
�
r & 1� -flat andK a

�
r & 2� -flat. We claim that the two

�
r & 1� -

spacesW1 � W2 containingK have differentdistancesfrom U . Factoringout the
t.s. subspaceU U K andusinginduction,we may assumethatU U K � /0. Then
U U K � is apoint p, which lies in onebut not theotherof W1 � W2; sayp � W1. By
induction,thedistancefrom U to W1 is r & 1; so thedistancefrom U to W2 is at
mostr, henceequalto r by theremarkin theprecedingparagraph.

This establishestheclaim aboutthedistance.Thefact thatΓ is bipartitealso
follows, sincein any non-bipartitegraphthereexistsanedgebothof whosever-
ticeshavethesamedistancefromsomethirdvertex, andtheargumentgivenshows
thatthis doesn’t happenin Γ.

In particular, the rank 2 hyperbolicquadricconsistsof two familiesof lines
formingagrid, asshown in Fig.6.1.Thisis theso-called“ruled quadric”,familiar
from modelssuchaswastepaperbaskets.

Exercises

1. Prove(BS).
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Figure6.1: A grid

2. Prove theassertionsaboveaboutx� A x and � x � y � � .
3. Show thatTheorem6.11canbeprovedusingonly properties(P1)–(P4)of

polarspacestogetherwith thefactthatan
�
r & 1� -flat lies in exactly two maximal

flats.

6.5 Finite polar spaces

Theclassificationof finite classicalpolarspaceswasachievedbyTheorem6.7.
We subdivide thesespacesinto six families accordingto their germ, viz., one
symplectic,two unitary, and threeorthogonal. (Forms which differ only by a
scalarfactorobviously definethe samepolar space.)The following tablegives
someinformation about them. In the table, r denotesthe polar spacerank, n
the vectorspacerank. The significanceof the parameterε will emerge shortly.
This number, dependingonly on the germ,carriesnumericalinformationabout
all spacesin thefamily. Notethat,in theunitarycase,theorderof thefinite field
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mustbeasquare.

Type n ε
Symplectic 2r 0

Unitary 2r & 1
2

Unitary 2r 	 1 1
2

Orthogonal 2r & 1
Orthogonal 2r 	 1 0
Orthogonal 2r 	 2 1

Table6.1: Finiteclassicalpolarspaces

Theorem 6.12 Thenumberof pointsin a finitepolar spaceof rank1 is q1� ε 	 1,
where ε is givenin Table6.1.

Proof Let V be a vectorspacecarryinga form of rank 1 over GF
�
q� . ThenV

is theorthogonaldirectsumof a hyperbolicline L andananisotropicgermU of
dimensionk (say).Let nk bethenumberof points.

Supposethatk � 0. If p is apointof thepolarspace,thenp lieson thehyper-
planep� ; any otherhyperplanecontainingp is non-degeneratewith polarrank1
andhaving germof dimensionk & 1. Considera parallelclassof hyperplanesin
the affine spacewhosehyperplaneat infinity is p� . Eachsuchhyperplanecon-
tainsnk 3 1 & 1 points,andthehyperplaneat infinity containsjust one,viz., p. So
wehave

nk & 1 � q
�
nk 3 1 & 1�
�

from which it follows thatnk � 1 	 � n0 & 1� qk. Soit is enoughto prove theresult
for thecasek � 0, thatis, for ahyperbolicline.

In thesymplecticcase,eachof theq 	 1 projectivepointsonaline is isotropic.
Considertheunitarycase.Wecantake theform to be

b
�P�

x1 � y1 �
� � x2 � y2 �P��� x1y2 	 y1x2 �
wherex � xσ � xr , r2 � q. So the isotropicpointssatisfyxy 	 yx � 0, that is,
Tr
�
xy�#� 0. How many pairs

�
x � y� satisfythis? If y � 0, thenx is arbitrary. If

y �� 0, thenafixedmultipleof x is in thekernelof thetracemap,asetof sizeq1d 2
(sinceTr is GF

�
q1d 2 � -linear).Sothereare

q 	 � q & 1� q1d 2 � 1 	 � q & 1� � q1d 2 	 1�
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vectors,i.e.,q1d 2 	 1 projectivepoints.
Finally, considertheorthogonalcase.Thequadraticform is equivalentto xy,

andhastwo singularpoints, � � 1 � 0�P and � � 1 � 0�P .
Theorem 6.13 In a finitepolar spaceof rankr, thereare

�
qr & 1� � qr � ε 	 1�PA � q &

1� points,of which q2r 3 1� ε arenotperpendicularto a givenpoint.

Proof We let F
�
r � be the numberof points,andG

�
r � the numbernot perpen-

dicular to a givenpoint. (We do not assumethatG
�
r � is constant;this constancy

follows from the induction that provesthe theorem.) We usethe two inductive
principlesdescribedat theendof thelastsection.

Step1 G
�
r ��� q2G

�
r & 1� .

Takeapointx, andcountpairs
�
y� z� , wherey � x� , z �� x� , andz � y� . Choos-

ing zfirst, thereareG
�
r � choices;then � x � z is ahyperbolicline,andy is apoint in� x � z � , sothereareF
�
r & 1� choicesfor y. Ontheotherhand,choosingy first, the

linesthroughy arethepointsof therankr & 1 polarspacex� A x, andsothereare
F
�
r & 1� of them,with q pointsdifferentfrom x oneach,giving qF

�
r & 1� choices

for y; then � x � y and � y� z arenon-perpendicularlines in y� , i.e., pointsof y� A y,
sothereareG

�
r & 1� choicesfor � y� z , andsoqG

�
r & 1� choicesfor y. thus

G
�
r �/e F � r & 1��� qF

�
r & 1�Oe qG

�
r & 1�.�

from which theresultfollows.
SinceG

�
1��� q1� ε, it follows immediatelythatG

�
r ��� q2r 3 1� ε, asrequired.

Step2 F
�
r ��� 1 	 qF

�
r & 1� 	 G

�
r � .

For this, simply observe (asabove) thatpointsperpendicularto x lie on lines
of x� A x.

Now it is justamatterof calculationthatthefunction
�
qr & 1� � qr � ε 	 1�PA � q &

1� satisfiesthe recurrenceof Step2 andcorrectlyreducesto q1� ε 	 1 whenr �
1.

Theorem 6.14 Thenumberof maximalflatsin a finite polar spaceof rankr is

r

∏
i f 1

�
1 	 qi � ε �.
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Proof Let H
�
r � be this number. Countpairs

�
x � U � , whereU is a maximalflat

andx � U . Wefind that

F
�
r �/e H � r & 1��� H

�
r �Oe � qr & 1�PA � q & 1�
�

so
H
�
r ��� � 1 	 qr � ε � H � r & 1�



Now theresultis immediate.

It shouldnow beclearthatany reasonablecountingquestionaboutfinite polar
spacescanbeansweredin termsof q � r � ε.





7

Axioms for polar spaces

Theaxiomatisationof polar spaceswasbegunby Veldkamp,completedby Tits,
andsimplified by Buekenhout,Shult, Hanssens,andothers. In this chapter, the
analogueof Chapter3, theseresultsarediscussed,andproofsgivenin somecases
as illustrations. We begin with a discussionof generalisedquadrangles,which
play a similar rôle hereto that of projective planesin the theory of projective
spaces.

7.1 Generalisedquadrangles

Wesaw thedefinitionof ageneralisedquadranglein Section6.4: it is a rank2
geometrysatisfyingtheconditions

(Q1) two pointslie on at mostoneline;

(Q2) if thepoint p is noton theline L, thenp is collinearwith exactlyonepoint
of L;

(Q3)nopoint is collinearwith all others.

For later use,we representgeneralisedquadranglesby a diagramwith a double
arc,thus: � ���

Theaxioms(Q1)–(Q3)areself-dual;so thedualof a generalisedquadrangle
is alsoageneralisedquadrangle.

Two simpleclassesof examplesareprovidedby thecompletebipartitegraphs,
whosepointsfall into two disjointsets(with at leasttwo pointsin each,andwhose

97
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linesconsistof all pairsof pointscontainingonefrom eachset),andtheir duals,
thegrids, someof which we met in Section6.4. Any generalisedquadranglein
which lineshave just two pointsis a completebipartitegraph,anddually (Exer-
cise2). We notethatany line containsat leasttwo points,anddually: if L were
a singletonline

�
p � , thenevery otherpoint would becollinearwith p (by (Q2)),

contradicting(Q3).
Apart from completebipartitegraphsandgrids, all generalisedquadrangles

haveorders:

Theorem 7.1 Let G bea generalisedquadranglein which there is a line with at
leastthreepointsanda pointonat leastthreelines.Thenthenumberof pointson
a line, andthenumberof linesthrougha point,areconstants.

Proof First observe that,if linesL1 andL2 aredisjoint, thenthey have thesame
cardinality;for collinearitysetsupabijectionbetweenthepointson L1 andthose
onL2.

Now supposethat L1 andL2 intersect. Let p be a point on neitherof these
lines. Then one line through p meetsL1, and onemeetsL2, so thereis a line
L3 disjoint from both L1 andL2. It follows that L1 andL2 both have the same
cardinalityasL3.

Theotherassertionis proveddually.

This proof works in both thefinite andthe infinite case.If G is finite, we let
s andt betheordersof G; that is, any line hass � 1 pointsandany point lies on
t � 1 lines,sothatthediagramis

s

�
t

���
For theclassicalpolarspacesoverGF� q� , we haves � q andt � q1	 ε, where

ε is givenin Table6.5.1.
Fromnow on,“generalisedquadrangle”will beabbreviatedto GQ.
Thenext resultsummarisessomepropertiesof finite GQs.

Theorem 7.2 LetG bea finiteGQ with orderss
 t.
(a) G has � s � 1��� st � 1� pointsand � t � 1��� st � 1� lines.

(b) s � t dividesst � s � 1��� t � 1� ;
(c) if s 
 1, thent � s2;
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(d) if t 
 1, thens � t2.

Proof (a) is provedby elementarycounting,likethatin Section6.5. (b) is shown
by an argumentinvolving eigenvaluesof matrices,in the spirit of the proof of
the FriendshipTheoremoutlinedin Exercise2.2.4. (c) is provedby elementary
counting(seeExercise3), and(d) is dualto (c).

In particular, if s � 2, thent � 4; andthecaset � 3 is excludedby (b) above.
So t � 1 
 2 or 4. Thesethreevaluesarerealisedby the threeorthogonalrank 2
polarspacesoverGF� 2� . Wewill see,asaspecialcaseof a laterresult,thatthese
aretheonly GQswith s � 2. However, this resultis sufficiently interestingto be
worthanotherproof whichgeneralisesit in a differentdirection.

Theorem 7.3 Let G be a GQ with orders s � 2 and t. Thent � 1 
 2 or 4; and
there is a uniquegeometryfor each valueof t.

Notethegeneralisation:t is not assumedto befinite!

Proof Take a point andcall it ∞; let
�
Li : i � I � be the setof lines containing

∞. Numberthe pointsotherthan∞ on Li as pi0 and pi1. Now, for any point q
not collinearwith p, thereis a function fq : I � �

0 
 1 � definedby the rule that
theuniquepoint of Li collinearwith q is pi fq � i � . We usethefunction fq asa label
for q. Let X be thesetof pointsnot collinearwith ∞. We considerthepossible
relationshipsof pointsin X. Write q � r if q andr arecollinear.

1. If q 
 r � X satisfyq � r, then fq and fr agreein just oneposition,viz., the
uniqueindex i for which theline Li through∞ meetstheline qr.

2. If q 
 r arenot collinearbut somepoint of X is collinearwith both, then fq
and fr agreein all but two positions;for all but two valuesarechangedtwice, the
remainingtwo beingchangedjustonce.

3. Otherwise,fq � fr ; for all thecommonneighboursof q andr areadjacent
to ∞.

Notetoo that,for any i � I andq � X, thereis a point r � q for which fq and
fr agreeonly in i, viz., thelastpoint of theline throughq meetingLi .

Now suppose(aswe may) that � I ��
 2, andchoosedistinct i 
 j 
 k � I . Given
q � X, chooser 
 s
 t � X suchthat fq and fr agreeonly in i, fr and fs only in j,
and fs and ft only on k. Thenclearly fq and ft agreein preciselythethreepoints
i 
 j 
 k, sincethesevaluesarechangedtwice andall othersthreetimes.By thecase
analysis,it follows that � I ��� 3 or � I ��� 2 � 3, asrequired.

The uniquenessalsofollows from this analysis,with a little morework: we
know enoughabout the structureof X that the entire geometrycan be recon-
structed.
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Problem. Canthereexist aGQ with sfinite (s 
 1) andt infinite?
Theproof above shows that thereis no suchGQ with s � 2. It is alsoknown

thatthereis no GQ with s � 3 or s � 4 andt infinite, thoughtheproofsaremuch
harder. (This is due to Kantor andBrouwer for s � 3, andCherlin for s � 4.)
Beyond this, nothingis known, thoughCherlin’s argumentcould in principle be
extendedto largervaluesof s.

TheGQswith s � 2 andt � 1 
 2 have simpledescriptions.For s � 1 we have
the3 � 3 grid. For t � 2, take thepointsto beall the2-elementsubsetsof a set
of cardinality6, andthe lines to be all partitionsof the 6-setinto threedisjoint
2-subsets.The GQ with order � 2 
 4� is a little harderto describe.The implicit
constructionin Theorem7.3is oneof thesimplest— thefunctionsfq areall those
which take thevalue1 anevennumberof times,eachsuchfunctionrepresenting
auniquepoint. ThisGQalsoarisesin classicalalgebraicgeometry, astheSchl̈afli
configurationof 27 lines in a generalcubic surface,lying threeat a time in 45
planes.

In the classicalpolar spaces,the orderss andt areboth powersof the same
prime.Thereareexampleswherethis is not thecase— seeExercise5.

Exercises

1. Prove thatthedualof a GQis aGQ.
2. Prove thataGQ with two pointson any line is acompletebipartitegraph.
3. Let G bea finite GQ with orderss
 t, wheres 
 1. Let p1 andp2 benon-

adjacentpoints,andlet xn bethenumberof points p3 adjacentto neitherp1 nor
p2 for which thereareexactlyn commonneighboursof p1 
 p2 andp3. Show that

∑xn � s2t � st � s � t 

∑nxn � s� t � 1��� t � 1��


∑n � n � 1� xn � � t � 1� t � t � 1� �
Henceprove that t � s2, with equality if and only if any threepairwisenon-
collinearpointshaveexactlys � 1 commonneighbours.

4. In this exercise,we usethe terminologyof coding theory (as in Section
3.2).ConsiderthespaceV of wordsof length6 with evenweight.This is avector
spaceof rank5 overGF� 2� . The“standardinnerproduct”onV is abilinearform
which is alternating(by theevenweightcondition);its radicalV � is spannedby
theuniqueword of weight6. Thus,V � V � is a vectorspaceof rank4 carryinga
non-degeneratealternatingbilinear form. The 15 non-zerovectorsof this space
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are cosetsof V � containinga word of weight 2 and the complementaryword
of weight 4, andso canbe identifiedwith the 2-subsetsof a 6-set. Extendthis
identificationto anisomorphismbetweenthecombinatorialdescriptionof theGQ
with orders(2, 2) andtherank2 symplecticpolarspaceoverGF� 2� .

5. Let q beanevenprime power, andlet C bea hyperoval in Π � PG� 2 
 q� ,
a setof q � 2 pointsmeetingevery line in 0 or 2 points(seeSection4.3). Now
take Π to bethehyperplaneat infinity of AG � 3 
 q� . Let G bethegeometrywhose
pointsareall thepointsof AG � 3 
 q� , andwhoselinesareall thelinesof AG � 3 
 q�
which meetΠ in apoint of C. Prove thatG is aGQ with orders � q � 1 
 q � 1� .

6. Construct“free” GQs.

7.2 Diagrams for polar spaces

The inductive propertiesof polar spacesareexactly what is neededto show
thatthey arediagramgeometries.

Proposition 7.4 A classicalpolar spaceof rankn belongsto thediagram� � ����� �!� � �
with n nodes.

Proof GivenavarietyU of rankd, thevarietiescontainedin it form aprojective
spaceof dimensiond � 1, while thevarietiescontainingit arethoseof thepolar
spaceU � � U of rankn � d; moreover, any varietycontainedin U is incidentwith
any varietycontainingU . Sincea rank2 polarspaceis a generalisedquadrangle,
it follows by induction that residuesof varietiesare correctly describedby the
diagram.

This diagramis commonlyreferredto asCn.
By analogywith Section5.2, it might be thoughtthatany geometrywith di-

agramCn for n " 3 is a classicalpolar space.This is falsefor several reasons,
which we will seeat variouspoints.But first, hereis oneexampleof a geometry
with diagramC3 which is nothinglikeapolarspace,eventhoughit is highly sym-
metrical. This geometrywasdiscoveredby Arnold Neumaier, andis referredto
asNeumaier’s geometryor theA7-geometry.

Let X beasetof sevenpoints.Thestructureof aprojectiveplanePG� 2 
 2� can
be imposedon X in 30 differentways— this numberis the index of PGL� 3 
 2�



102 7. Axiomsfor polar spaces

in the symmetricgroupS7. SincePGL� 3 
 2� containsno oddpermutations,it is
containedin thealternatinggroupA7 with index 15,andsothe30planesfall into
two orbits of length15 underA7. Now we take the points, lines, andplanesof
the geometryto be respectively the elementsof X, the 3-elementsubsetsof X,
andoneorbit of A7 on PG� 2 
 2� s. Incidencebetweenpointsandlines,or between
linesandplanes,is definedby membership;andeverypoint is incidentwith every
plane.

It is clear that the residueof a plane is a projective planePG� 2 
 2� , while
the residueof a line is a digon. Considerthe residueof a point x. The lines
incidentwith x canbe identifiedwith the2-elementsubsetsof the6-elementset
Y � X # �

x � . Given a plane, its threelines containingx partition Y into three
2-sets. It is easyto checkthat, given sucha triple of lines, thereare just two
waysto draw the remainingfour lines to completePG� 2 
 2� , andthat thesetwo
arerelatedby anoddpermutationof X. Soour chosenorbit of planeshasexactly
onememberinducingthegivenpartitionof Y, andtheplanesincidentwith x can
be identifiedwith all thepartitionsof Y into three2-sets.As we saw in Section
7.1,this incidencestructureis a generalisedquadranglewith order2 
 2.

Weconcludethatthegeometryhasthediagram

2

�
2

�
2

���
This exampleshows that, even in a geometrywith sucha simple diagram,

a variety is not necessarilydeterminedby its point-shadow (all planeshave the
samepoint-shadow!); the intersectionof point-shadows of varietiesneednot be
the point-shadow of a variety, and the pointsand lines neednot form a partial

linearspace.Sothespecialpropertiesof lineardiagramswith all strokes � L �
donotextend.However, classicalpolarspacesdohave theseniceproperties.

A C3-geometryin whicheverypointandeveryplaneareincidentis calledflat.
Neumaier’sgeometryis theonly known finite exampleof suchageometry. Some
infinite exampleswereconstructedby SarahRees;we now describethese.First,
a re-interpretationof Neumaier’sgeometry.

Considertherank6 vectorspaceV of all binarywordsof length7 having even
weight.OnV, wecandefinea quadraticform by therule

f � v �$� 1
2 wt � v �%� mod2� �

Thebilinearform obtainedby polarising f is just theusualdotproduct,since

wt � v � w �$� wt � v �&� wt � w �'� 2v � w �
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It followsthat f is non-singular:theonly vectororthogonaltoV is theall-1 word,
which is not in V. Now thepointsof X, which index thecoordinates,arein one-
one correspondencewith the seven words of weight 6, which are non-singular
vectors.The linescorrespondto thevectorsof weight4, which compriseall the
singularvectors.

We saw in Section6.4 that the planeson the quadricfall into two families,
suchthat two planesof thesamefamily meetin a subspaceof evencodimension
(necessarilya point),while planesof differentfamiliesmeetin asubspaceof odd
codimension(theemptysetor a line). Now aplaneon thequadriccontainsseven
non-zerosingularvectors(of weight4), any two of which areorthogonal,andso
meetin anevennumberof points,necessarily2. Thecomplementsof these4-sets
form seven 3-sets,any two meetingin onepoint, so forming a projective plane
PG� 2 
 2� . It is readily checked that the two classesof planescorrespondexactly
to the two orbits of A7 we describedearlier. So the points, lines andplanesof
Neumaier’s geometrycanbe identifiedwith a specialsetof seven non-singular
points, the singularpoints,andonefamily of planeson the quadric. Incidence
betweenthenon-singularandthesingularpointsis definedby orthogonality.

Now we reversethe procedure. We start with a hyperbolic quadric Q in
PG� 5 
 F � , that is, a quadricof rank 3 with germzero. A setS of non-singular
points is called an exterior set if it has the property that, given any line L of
Q, a uniquepoint of S is orthogonalto L. Now considerthegeometryG whose
POINTS,LINES andPLANESarethepointsof S, thepointsof Q, andonefamily
of planesonQ; incidencebetweenPOINTSandLINES is definedby orthogonal-
ity, thatbetweenLINES andPLANESis incidencein thepolarspace,andevery
POINT is incidentwith everyPLANE.

Suchageometrybelongsto thediagramC3. For theresidueof aPLANE Π is
a projective plane,naturallythedualof Π. (Thecorrespondencebetweenpoints
of Sandlinesof Π is bijective;for, givenx � S, x� cannotcontainΠ, sinceapolar
spacein PG� 4 
 q� cannothave rank3, andsoit meetsΠ in a line.) Theresidueof
aPOINTx is thepolarspacex� , whichaswe’veseenis rank2, andsoaGQ.And
of coursethePOINTSandPLANESincidentwith aLINE form adigon.

Thasshowedthatno furtherfinite examplescanbeconstructedin this way:

Theorem 7.5 There is no exterior setfor thehyperbolicquadric in PG� 5 
 q� for
q 
 2.

However, Rees(who first describedthis construction)observedthat thereare
infinite examples.ConsiderthecasewhereF �)( ; let theform bex1x2 � x3x4 �
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x5x6. Now the spaceof rank 3 spannedby � 1 
 1 
 0 
 0 
 0 
 0� , � 0 
 0 
 1 
 1 
 0 
 0� and� 0 
 0 
 0 
 0 
 1 
 1� is positive definite,andso is disjoint from thequadric;thepoints
spannedby vectorsin this spaceform anexteriorset.

Now we turn to hyperbolicquadricsin general.As we saw in Section6.4,the
maximalt.s.subspaceson sucha quadricQ of rankn canbepartitionedinto two
families,sothataflat of dimensionn � 2 lies in a uniquememberof eachfamily.
We constructa new geometryby letting theseflatsbevarietiesof differenttypes.
Now thereis noneedto retaintheflatsof dimensionn � 2, sincesuchaflat is the
intersectionof thetwo maximalflatscontainingit.

Theorem 7.6 LetQ bea hyperbolicquadricof rankn " 3. LetG bethegeometry
whoseflats are the t.s. subspacesof dimensiondifferent from n � 2, where the
two familiesof flats of dimensionn � 1 are assigneddifferent types. Incidence
betweenflats, at leastoneof which hasdimensionlessthan n � 1, is as usual;
while � n � 1� -flatsof differenttypesare incidentif they intersectin an � n � 2� -flat.
Thenthegeometryhasdiagram� � �������!�

�
� �

(n nodes).

Proof We needonly checkthe residueof a flat of dimensionn � 3: the rest
follows by induction,asin Proposition7.4. Sucha flat cannotbetheintersection
of two � n � 1� -flats of different types; so any two suchflats of different types
containingit areincident.

This diagramis denotedby Dn. Theresultholdsalsofor n � 2, providedthat
weinterpretD2 astwounconnectednodes— thequadrichastwo familiesof lines,
eachline of onefamily meetingeachline of theother.

Exercises

1. Prove that theline joining two pointsof anexterior setto thequadricQ is
disjoint from Q.

2. Prove that an exterior set to a quadricin PG� 5 
 q� must have q2 � q � 1
points.

3. Show thattheplaneconstructedin Rees’exampleis anexterior set.
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7.3 Tits and Buekenhout–Shult

Wenow begin workingtowardstheaxiomatisationof polarspaces.Thismajor
resultof Tits (building onearlierworkof Veldkamp)will notbeprovedcompletely
here,but the next four sectionsshouldgive someimpressionof how the proof
works.

Tits’ theoremcharacterisesa classof spaceswhich almostcoincideswith the
classicalpolar spacesof rank at least3. Thereare a few additionalexamples
of rank 3, someof which will be describedlater. I will usethe term abstract
polar spacefor a geometrysatisfyingtheaxioms. In fact,Tits’ axiomsdescribe
all subspacesof arbitrarydimension;an alternative axiom system,proposedby
BuekenhoutandShult,involvesonly pointsandlines(in thespirit of theVeblen–
Youngaxiomsfor projective spaces).In this section,I show the equivalenceof
theseaxiomsystems.

Temporarily, then,anabstract polar spaceof typeT is a geometrysatisfying
theconditions(P1)–(P4)of Section6.4,repeatedherefor convenience.

(P1)Any flat, togetherwith theflats it contains,is a projective spaceof dimen-
sionat mostr � 1.

(P2)Theintersectionof any family of flatsis a flat.

(P3)If U is aflat of dimensionr � 1 andp apointnot in U , thentheunionof the
linesjoining p to pointsof U is aflat W of dimensionr � 1; andU * W is a
hyperplanein bothU andW.

(P4)Thereexist two disjoint flatsof dimensionr � 1.

An abstract polar spaceof typeBS is a geometryof pointsandlines satisfying
thefollowing conditions.In theseaxioms,asubspaceis a setSof pointswith the
propertythatif a line L containstwo pointsof S, thenL + S; a singularsubspace
is a subspace,any two of whosepointsarecollinear.

(BS1)Any line containsat leastthreepoints.

(BS2)No point is collinearwith all others.

(BS3)Any chainof singularsubspacesis of finite length.

(BS4)If thepoint p is noton theline L, thenp is collinearwith oneor all points
of L.
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(Notethat(BS4)is our earlier(BS),andis thekey conditionhere.)

Theorem 7.7 (a) Thepointsandlinesof an abstractpolar spaceof typeT form
anabstractpolar spaceof typeBS.

(b)Thesingularsubspacesof anabstractpolar spaceof typeBSformanabstract
polar spaceof typeT.

Proof (a) It is aneasydeductionfrom (P1)–(P4)thatany subspaceis contained
in a subspaceof dimensionn � 1. For let U be a subspace,andW a subspace
of dimensionn � 1 for which U * W hasdimensionaslarge aspossible;if p �
U # W, then(P3) givesa subspaceof dimensionn � 1 containingp andU * W,
contradictingmaximality.

Now, if L is a line andp a point not on L, let W bea subspaceof dimension
n � 1 containingL. If p � W, thenp is collinearwith everypoint of L; otherwise,
theneighboursof p in W form ahyperplane,meetingL in oneor all of its points.

Thus,(BS4)holds.Theotherconditionsareclear.

(b) Now let G beanabstractpolarspaceof typeBS.Call two pointsadjacent
if they arecollinear; this givesthe point seta graphstructure. Every maximal
cliquein thegraphis a subspace.For let Sbea maximalclique,andp 
 q � S; let
L bea line containingp andq. Any pointof S # L is collinearwith p andq, andso
with everypoint of L; thusS , L is a clique,andby maximality, L + S.

If p -� S(whereSis amaximalclique),thenthesetof neighboursof p in S is a
hyperplane.Everypointq � S liesoutsidesuchahyperplane;for, by (BS2),there
is a point p not adjacentto q. As we saw in Section3.1, if every line hassize3,
thenthis impliesthatS is aprojectivespace;but thisdeductioncannotbemadein
general.However, in thepresentsituation,BuekenhoutandShultareableto show
thatSis indeedaprojectivespace.(In particular, this impliesthattwo pointslie on
atmostoneline. For theunionof two linesthroughtwo commonpointsis aclique
by (BS4),andsowould becontainedin a maximalclique.However, Buekenhout
andShulthave to show that two pointslie on at mostoneline beforethey know
thatthesubspacesareprojectivespaces;theproof is surprisinglytricky.)

Any singularsubspaceliesin somemaximalclique,andsois itself aprojective
space.Thus(P1)holds;andtheremainingaxiomscannow beverified.

Wewill now simplify theterminologyby usingtheterm“abstractpolarspace”
equallyfor eithertype.

Theinductionprincipleswe usedin classicalpolarspaceswork in almostthe
sameway in abstractpolarspaces.
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Proposition 7.8 Let U be a � d � 1� -dimensionalsubspaceof an abstract polar
spaceof rankn. ThenthesubspacescontainingU form an abstract polar space
of rankn � d.

Exercise

1. Show directly that,in anabstractpolarspaceof typeBShaving threepoints
on any line, any two points lie on at mostone line, andsingularsubspacesare
projective.

7.4 Recognisinghyperbolic quadrics

Thereare two specialcaseswherethe proof of the characterisationof po-
lar spacesis substantiallyeasier, namely, hyperbolicquadricsandquadricsover
GF� 2� ; they will betreatedin this sectionandthenext.

In the caseof a hyperbolicquadric,we bypassthe needto reconstructthe
quadricby simply showing that thereis a uniqueexampleof eachrankover any
field. First,weobserve thatthepartitionof themaximalsubspacesinto two types
followsdirectly from theaxioms;propertiesof theactualmodelarenot required.
Webegin with ageneralresultonabstractpolarspaces.

An abstractpolarspaceG canberegardedasa point-linegeometry, aswe’ve
seen.Sometimesit is usefulto considera“dual” situation,definingageometryG.
whosePOINTsarethemaximalsubspacesof G andwhoseLINEs arethenext-
to-maximalsubspaces,incidencebeingreversedinclusion.Wecall this geometry
a dual polar space. In a dual polar space,we definethe distancebetweentwo
POINTsto bethenumberof LINEs onashortestpathjoining them.

Proposition 7.9 LetG. bea dualpolar space.

(a) Thedistancebetweentwo POINTsis thecodimensionof their intersection.

(b) Givena POINT p anda LINE L, there is a uniquePOINTof L nearestto p.

Proof Let U1, U2 be maximalsubspaces.By the inductive principle (Proposi-
tion 7.8), we mayassumethatU1 * U2 � /0. (It is clearthatany pathfrom U1 to
U2, in which not all termscontainU1 * U2, musthave lengthstrictly greaterthan
thecodimensionof U1 * U2; so,oncetheresultis provedin thequotient,no such
pathcanbeminimal.)
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Now eachpoint of U1 is collinear (in G) with a hyperplanein U2, andvice
versa; so,givenany hyperplaneH in U2, thereis a uniquepoint of U1 adjacentto
H, andhence(by (P3))auniquemaximalsubspacecontainingH andmeetingU1.
Theresultfollows.

(b) Let U be a maximal subspaceandW a subspaceof rank one lessthan
maximal.As before,wemayassumethatU * W � /0. Now thereis auniquepoint
p � U collinearwith all pointsof W. Then / W
 p0 is theuniuePOINTontheLINE
W nearestto thePOINTU .

Proposition7.10 Let G bean abstract polar spaceof rankn, in which any � n �
2� -dimensionalsubspaceis containedin exactly two maximalsubspaces.Then
the maximalsubspacesfall into two families, the intersectionof two subspaces
havingevencodimensionin each if andonly if thesubspacesbelongto thesame
family.

Proof The associateddual polar spaceis a graph. By Proposition7.9(b), the
graphis bipartite,sinceif anoddcircuit exists,thenthereis oneof minimal length,
andbothverticeson any edgearethenequidistantfrom theoppositevertex in the
cycle.

Now, in any abstractpolarspaceof rankn " 4, in which linescontainat least
threepoints,any maximalsubspaceis isomorphicto PG� n � 1 
 F � for someskew
field F. Now aneasyconnectednessargumentshows that thesamefield F coor-
dinatiseseverymaximalsubspace.

Theorem 7.11 LetGbeanabstractpolar spaceof rankn " 4, in whicheachnext-
to-maximalsubspaceis containedin exactlytwomaximalsubspaces.Assumethat
somemaximalsubspaceis isomorphicto PG� n � 1 
 F � . ThenF is commutative,
andG is isomorphicto thehyperbolicquadricof rankn overF.

Proof It is enoughto show thatF is commutativeandthatnandF uniquelydeter-
minethegeometry, sincethehyperbolicquadricclearlyhastherequiredproperty.

Ratherthanprove F commutative, I will show merely that it is isomorphic
to its opposite. It suffices to show this when n � 4. Take two maximal sub-
spacesmeetingin a planeΠ, anda point p � Π. By the FTPG,both maximal
subspacesareisomorphicto PG� 3 
 F � . Now considertheresidueof p. This is a
projective space,in which thereis a planeisomorphicto PG� 2 
 F 12� , anda point
residueisomorphicto PG� 2 
 F � . HenceF �� F 1 . ThestrongerstatementthatF is
commutative is shown by Tits. He observesthat thequotientof p hasa polarity
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interchanginga point anda planeincidentwith it, andfixing every line incident
with both; andthis canonly happenin a projective 3-spaceover a commutative
field.

Let U1 andU2 be disjoint maximalsubspaces.Note that they have thesame
typeif n is even,oppositetypesif n is odd.Let p beany point in neithersubspace.
Thenfor i � 1 
 2, thereis auniquemaximalsubspaceWi containingp andmeeting
Ui in a hyperplane.ThenWi hastheoppositetype to Ui, soW1 andW2 have the
sametype if n is even, oppositetypesif n is odd. Thus, their intersectionhas
codimensioncongruentto n mod2. Sincep � W1 * W2, theintersectionis at least
a line. But their distancein thedualpolarspaceis at leastn � 2, sinceU1 andU2

havedistancen; soW1 * W2 is a line L. ClearlyL meetsbothU1 andU2.
Eachpoint of U1 is adjacentto a hyperplaneof U2, and vice versa; so U1

andU2 arenaturallyduals.Now the lines joining pointsof U1 andU2 areeasily
described,andit is nothardto show thatthewholegeometryis determined.

7.5 Recognisingquadrics over GF3 24
In this section,we determinethe abstractpolar spaceswith threepointson

every line. Sincewe aregiven informationonly aboutpointsandlines, the BS
approachis the naturalone. The resultherewasfirst found by Shult (assuming
a constantnumberof lines per point) andSeidel(in general),andwasa crucial
precursorof the Buekenhout–ShultTheorem(Theorem7.7). Shult and Seidel
provedthetheoremby inductionontherank:a rank2 polarspaceis ageneralised
quadrangle,andtheclassificationin this caseis Theorem7.3. Theelegantdirect
argumentgivenhereis dueto JonathanHall.

Let G beanabstractpolar spacewith threepointsper line. We have already
seenthatthefactsthattwopointslie onatmostoneline,andthatmaximalsingular
subspacesareprojectivespaces,areprovedmoreeasilyunderthishypothesisthan
in general.But hereis adirectproofof thefirst assertion.Supposethatthepoints
a andb lie ontwo lines

�
a 
 b 
 x � and

�
a 
 b 
 y � . Theny is collinearwith a andb, and

soalsowith x; so thereis a line
�
x 
 y
 z� for somez, andbotha andb arejoined

to z. Any furtherpoint is joined to bothor neitherx andy, andso is joined to z,
contradicting(BS2).

Definea graphΓ whoseverticesarethepoints,two verticesbeingadjacentif
they arecollinear. Thegraphhasthefollowing property:

(T) every edge
�
x 
 y � lies in a triangle

�
x 
 y
 z� with thepropertythatany further

point is joinedto oneor all of
�
x 
 y
 z� .
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This is calledthe triangle property. Shult andSeidelphrasedtheir resultasthe
determinationof finite graphswith thetriangleproperty. (Theargumentjustgiven
shows that,in a graphwith thetrianglepropertyin which no vertex is adjacentto
all others,thereis a uniquetrianglewith thepropertyspecifiedby (T) containing
any edge.Thus,thegraphandthepolarspacedetermineeachother.) Theproof
givenbelow is not theoriginal argumentof ShultandSeidel,which usedinduc-
tion, but is a directargumentdueto JonathanHall (having theaddedfeaturethat
it worksequallywell for infinite-dimensionalspaces).

Theorem 7.12 An abstract polar spacein which each line containsthreepoints
is a quadricoverGF� 2� .
Proof As notedabove,we mayassumeinsteadthatwe have a graphΓ with the
triangleproperty(T), having at leastoneedge,andhaving no vertex adjacentto
all others.Let X be thevertex setof thegraphΓ, andlet F � GF� 2� . We begin
with thevectorspaceV̂ of all functionsfrom X to F which arezeroeverywhere
excepton a finite set,with pointwiseoperations.(If X is finite, thenV is just the
spaceFX of all functionsfrom X to F.) Let x̂ � V̂ bethecharacteristicfunctionof
thesingletonset

�
x � . Thefunctionsx̂, for x � X, form a basisfor V̂. We definea

bilinearform b̂ onV̂ by setting

b̂ � x̂ 
 ŷ�$�65 0 if x � y or x is joinedto y,
1 otherwise,

andextendinglinearly, anda quadraticform f̂ by setting f̂ � x̂�7� 0 for all x � X
andextendingto V̂ by therule

f̂ � v � w �!� f̂ � v �&� f̂ � w ��� b̂ � v 
 w � �
Notethatbothb̂ and f̂ arewell-defined.

Let R betheradicalof f̂ ; thatis, R is thesubspace�
v � V̂ : f̂ � v �8� 0 
 b̂ � v 
 w �8� 0 for all w � V̂ �9


andsetV � V̂ � R. Thenb̂ and f̂ inducebilinearandquadraticformsb 
 f onV: for
example,we have f � v � R�$� f̂ � v � (andthis is well-defined,that is, independent
of thechoiceof cosetrepresentative). Now let x̄ � x̂ � R � V.

Weclaimthattheembeddingx :� x̄ hastherequiredproperties;in otherwords,
it is one-to-one;its imageis thequadricdefinedby f ; andtwoverticesareadjacent
if andonly if thecorrespondingpointsof thequadricareorthogonal.Weproceed
in aseriesof steps.
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Step1 Let
�
x 
 y
 z� bea specialtriangle, asin thestatementof thetriangleprop-

erty (T). Thenx̄ � ȳ � z̄ � 0.
It is requiredto show thatr � x̂ � ŷ � ẑ � R. Wehave

b̂ � r 
 v̂�$� b̂ � x̂ 
 v̂��� b̂ � ŷ 
 v̂��� b̂ � ẑ
 v̂�$� 0

for all v � X, by thetriangleproperty;and

f̂ � r �$� f̂ � x̂�&� f̂ � ŷ�&� f̂ � ẑ��� b̂ � x̂ 
 ŷ��� b̂ � ŷ 
 ẑ��� b̂ � ẑ
 x̂�8� 0

by definition.

Step2 Themapx :� x̄ is one-to-oneon X.
Supposethat x̄ � ȳ. Thenr � x̂ � ŷ � R. Henceb̂ � x̂ 
 ŷ�!� 0, andsox is joined

to y. Let z be the third vertex of the specialtrianglecontainingx andy. Then
ẑ � x̂ � ŷ � R by Step1, andso z is joined to all otherpointsof X, contraryto
assumption.

Step3 Anyquadrangleis containedin a 3 � 3 grid.
Let

�
x 
 y
 z
 w � be a quadrangle.Letting x � y � x̄ � ȳ, etc.,we seethatx � y

is not joined to z or w, andhenceis joined to z � w. Similarly, y � z is joined
to w � x; andthethird point in thespecialtrianglethrougheachof thesepairsis
x � y � z � w, completingthegrid. (SeeFig. 7.1.)

Step4 For anyv � V, write v � ∑i ; I x̄i , where xi � X, andthenumberm �<� I �
of summandsis minimal(for thegivenv). Then

(a) m � 3;

(b) thepointsxi arepairwisenon-adjacent.

This is thecrucialstep,andneedsfour sub-stages.

Substep4.1 Assertion(b) is true.
If xi � x j , wecouldreplacexi � x j by thethird pointxk of thespecialtriangle,

andobtainashorterexpression.
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x x	 y y

y	 z

zz	 ww

w	 x x	 y	 z	 w

Figure7.1: A grid

Substep4.2 If L is a line on x1, andy a point of L which is adjacentto x2,
theny � xi for all i � I .

If not, let L � �
x1 
 y
 z� , andsupposethatxi � z. Thenxi is joinedto thethird

point w of theline x2y. Let u bethethird point on xiw. Thenz̄ � p̄1 � ū � x̄i � x̄2,
andwecanreplacex̄1 � x̄2 � x̄i by theshorterexpression̄z � ū.

Substep4.3 There are twopointsy
 z joinedto all xi .
Eachline throughx1 containsa point with this property, by Substep4.2. It is

easilyseenthat if x1 lies on a uniqueline, thenoneof the pointson this line is
adjacentto all others,contraryto assumption.

Substep4.4 m � 3.
Supposenot. Consideringthe quadrangles

�
x1 
 y
 x2 
 z� and

�
x3 
 y
 x4 
 z� , we

find (by Step3) pointsa andb with

x̄1 � ȳ � x̄2 � z̄ � ā 
 x̄3 � ȳ � x̄4 � z̄ � b̄ �
But thenx̄1 � x̄2 � x̄3 � x̄4 � ā � b̄, a shorterexpression.

Step5 If v � V, v -� 0, and f � v�$� 0, thenv � x̄ for somex � X.
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If not then,by Step4, eitherv � x̄ � ȳ, or v � x̄ � ȳ � z̄, wherepointsx 
 y (and
z) are(pairwise)non-adjacent.In thesecondcase,

f � v�8� f � x̄�&� f � ȳ�=� f � z̄�=� b � x̄ 
 ȳ�=� b � ȳ 
 z̄�&� b � z̄
 x̄�8� 0 � 0 � 0 � 1 � 1 � 1 � 1 �
Theothercaseis similar but easier.

Step6 x � y if andonly if b � x̄ 
 ȳ�$� 0.
This is trueby definition.

7.6 The generalcase

A weakform of the generalclassificationof polar spaces,by Veldkampand
Tits, canbestatedasfollows.

Theorem 7.13 A polar spaceof typeT havingfiniterankn " 4 is eitherclassical,
or definedby a pseudoquadratic form on a vectorspaceover a division ring of
characteristic2.

I will not attemptto outlinetheproof of this theorem,but merelymake some
remarks,includinga “definition” of apseudoquadraticform.

Let V be a vector spaceover a skew field F of characteristic2, and σ an
anti-automorphismof F satisfying σ2 � 1. Let K0 be the additive subgroup�
x � xσ � of F, and K .>� K � K0. A function f : V � K . is called a pseudo-

quadratic form relative to σ if thereis a σ-sesquilinearform g suchthat f � v �?�
g � v 
 v � modK0. Equivalently, f polarisesto a σ-Hermitian form f satisfying�A@ v � V ���CB c � F ��� f � v 
 v �?� c � cσ � , that is, a trace-valuedform. The function
f definesa polar space,consistingof the subspacesof V on which f vanishes
(modK0). If K0 is equalto thefixedfield of σ, thenthesamepolarspaceis de-
finedby theHermitianform g; sowe mayassumethat this is not thecasein the
secondconclusionof Theorem7.13.For furtherdiscussion,seeTits [S].

Tits’ resultis actuallybetterthanindicated:all polarspacesof rankn " 3 are
classified.Therearetwo typesof polar spacesof rank 3 which arenot covered
by Theorem7.13. The first exists over any non-commutative field, andwill be
describedin thefirst sectionof Chapter8. Theotheris remarkablein consistingof
theonly polarspaceswhoseplanesarenon-Desarguesian.Thistypeis constructed
by Tits from the algebraicgroupsof type E6, and againI refer to Tits for the
construction,which requiresdetailedknowledgeof thesealgebraicgroups.The
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planesactuallysatisfyaweakeningof Desargues’theoremknown astheMoufang
condition, andcanbe“coordinatised”by certainalternativedivisionrings which
generalisetheCayley numbersor octonions.

Of course,thedeterminationof polarspacesof rank2 (GQs)is ahopelesstask!
Nevertheless,it is possibleto formulatethe Moufangcondition for generalised
quadrangles;andall GQssatisfyingtheMoufangconditionhavebeendetermined
(by FongandSeitzin thefinite case,Tits andWeissin general.)This effectively
completestheanalogywith coordinatisationtheoremsfor projectivespaces.

Theothergeometricachievementof Tits in the1974lecturenotesis theana-
logueof theFundamentalTheoremof ProjectiveGeometry:

Theorem 7.14 Anyisomorphismbetweenclassicalpolar spacesof rankat least
2, which are not of symplecticor orthogonal typein characteristic2, is induced
bya semilineartransformationof theunderlyingvectorspaces.

The reasonfor the exceptionwill be seenin Section8.4. As in Section1.3,
thisresultshowsthattheautomorphismgroupsof classicalpolarspacesconsistof
semilineartransformationsmoduloscalars.Thesegroups,with someexceptions
of small rank,have “large” simplesubgroups,just ashappenedfor theautomor-
phismgroupsof projective spacesin Section4.6. Thesegroupsaretheclassical
groups, andarenamedafter their polar spaces:symplectic, orthogonalanduni-
tary groups. For details,seethe classicaccounts:Dickson[K], Dieudonńe [L ],
andArtin [B], or for morerecentaccountsTaylor [R], Cameron[10]. In thesym-
plecticor unitarycase,theclassicalgroupconsistsof all thelineartransformations
of determinant1 preservingthe form definingthe geometry, moduloscalars.In
theorthogonalcase,it is sometimesnecessaryto passto a subgroupof index 2.
(For example,if the polar spaceis a hyperbolicquadricin characteristic2, take
thesubgroupfixing thetwo familiesof maximalt.s.subspaces.)
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The Klein quadric and triality

Low-dimensionalhyperbolicquadricspossessa remarkablyrich structure;the
Klein quadricin 5-spaceencodesa projective 3-space,andthetriality quadricin
7-spacepossessesanunexpectedthreefoldsymmetry. Thecontentsof thischapter
canbepredictedfrom thediagramsof thesegeometries,sinceD3 is isomorphicto
A3, andD4 hasanautomorphismof order3.

8.1 The Pfaffian

Thedeterminantof a skew-symmetricmatrix is a square.This canbeseenin
smallcasesby directcalculation:

det

�
0 a12� a12 0 � � a2

12 �
det ���� 0 a12 a13 a14� a12 0 a23 a24� a13

� a23 0 a34� a14
� a24

� a34 0

�
		� � � a12a34
� a13a24 
 a14a23� 2 �

Theorem 8.1 (a) Thedeterminantof a skew-symmetricmatrix of odd sizeis
zero.

(b) Thereis a uniquepolynomialPf � A� in theindeterminatesai j for 1 � i � j �
2n, havingtheproperties

(i) if A is a skew-symmetric2n � 2n matrixwith � i � j � entryai j for 1 � i �
j � 2n, then

det� A� � Pf � A� 2;

115
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(ii) Pf � A� containstheterma12a34 ����� a2n � 1 2n with coefficient 
 1.

Proof We begin by observingthat, if A is a skew-symmetricmatrix, then the
form B definedby

B � x � y� � xAy�
is analternatingbilinear form. Moreover, B is non-degenerateif andonly if A is
non-singular:for xAy� � 0 for all y if andonly if xA � 0. We know that thereis
no non-degeneratealternatingbilinear form on a spaceof odddimension;so (a)
is proved.

We know also that, if A is singular, then det� A� � 0, whereasif A is non-
singular, thenthereexistsaninvertiblematrixP suchthat

PAP� � diag

���
0 1� 1 0 � � ����� � �

0 1� 1 0 ��� �
sothatdet� A� � det� P� � 2. Thus,det� A� is asquarein eithercase.

Now regardai j asbeingindeterminatesoverthefield F ; thatis, let K � F � ai j :
1 � i � j � 2n� bethefield of fractionsof thepolynomialring in n � 2n � 1� vari-
ablesover F. If A is the skew-symmetricmatrix with entriesai j for 1 � i �
j � 2n, thenaswe have seen,det� A� is a squarein K. It is actually the square
of a polynomial. (For the polynomial ring is a uniquefactorisationdomain; if
det� A� ��� f � g� 2, where f andg arepolynomialswith no commonfactor, then
det� A� g2 � f 2, andso f 2 dividesdet� A� ; this impliesthatg is aunit.) Now det� A�
containsa term

a2
12a

2
34 ����� a2

2n � 1 2n

correspondingto thepermutation� 12� � 34������� � 2n � 12n� �
and so by choiceof sign in the squareroot we may assumethat (ii)(b) holds.
ClearlythepolynomialPf � A� is uniquelydetermined.

Theresultfor arbitraryskew-symmetricmatricesis now obtainedby speciali-
sation(thatis, substitutingvaluesfrom F for theindeterminatesai j ).

Exercises

1. A one-factorontheset � 1 � 2 � ����� � 2n � is apartitionF of thissetintonsubsets
of size2. We representeach2-set� i � j � by theorderedpair � i � j � with i � j. The
crossingnumberχ � F � of theone-factorF is thenumberof pairs � � i � j � � � k � l � � of
setsin F for which i � k � j � l .
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(a) Let � n bethesetof one-factorson theset � 1 � 2 � ����� � 2n � . Whatis � � n � ?
(b) Let A �!� ai j � beaskew-symmetricmatrixof order2n. Prove that

Pf � A� � ∑
F "$# n

� � 1� χ % F & ∏% i ' j &(" F

ai j
�

2. Show that, if A is a skew-symmetricmatrix andP any invertible matrix,
then

Pf � PAP� � � det� P�)� Pf � A� �
Hint: Wehavedet� PAP� � � det� P� 2det� A� , andtakingthesquarerootshowsthat
Pf � PAP� � �+* det� P� Pf � A� ; it is enoughto justify thepositivesign. Show that it
sufficesto considerthe‘standard’skew-symmetricmatrix

A � diag

�,�
0 1� 1 0 � � ����� � �

0 1� 1 0 ��� �
In thiscase,show thatthe � 2n � 1 � 2n� entryin PAP� containsthetermp2n � 1 2n � 1p2n 2n,
sothatPf � PAP� � containsthediagonalentryof det� P� with sign 
 1.

3. Show thatany linear transformationof a vectorspacefixing a symplectic
form (anon-degeneratealternatingbilinearform) hasdeterminant1.

8.2 The Klein correspondence

We begin by describingan abstractpolar spacewhich appearsnot to be of
classicaltype. Let F bea skew field, andconsiderthegeometry - definedfrom
PG� 3 � F � asfollows:. thePOINTsof - arethelinesof PG� 3 � F � ;. theLINEs of - aretheplanepencils(incidentpoint-planepairs);. thePLANEsof - areof two types:thepoints,andtheplanes.

A POINT andLINE are incident if the line belongsto the planepencil (i.e., is
incidentwith both the point and the plane). A LINE andPLANE are incident
if the point or planeis oneof the elementsof the incidentpair; and incidence
betweenaPOINTandaPLANE is theusualincidencein PG� 3 � F � .

If a PLANE is a planeΠ, thenthePOINTsandLINEs of this PLANE corre-
spondto thelinesandpointsof Π; sotheresidueof theplaneis isomorphicto the
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dualof Π, namely, PG� 2 � F / � . On theotherhand,if a PLANE is a point p, then
thePOINTsandLINEs of this PLANE arethe linesandplanesthroughp, so its
residueis theresidueof p in PG� 3 � F � , namelyPG� 2 � F � . Thus(PS1)holds.(Note
that,if F is not isomorphicto its opposite,thenthespacecontainsnon-isomorphic
planes,somethingwhich cannothappenin aclassicalpolarspace.)

Axiom (PS2)is clear. Consider(PS3).Supposethat thePLANE in question
is a planeΠ, andthePOINTnot incidentwith it is a line L. ThenL 0 Π is a point
p; thesetof POINTsof Π collinearwith L is theplanepencildefinedby p andΠ
(which is a LINE), andtheunion of the LINEs joining themto L consistsof all
linesthroughp (which is aPLANE), asrequired.Theothercaseis dual.

Finally, if the point p andplaneΠ arenon-incident,thenthe PLANEs they
definearedisjoint,proving (PS4).

Notethatany LINE is incidentwith just two PLANEs,oneof eachtype;so,if
thepolarspaceis classical,it mustbea hyperbolicquadricin PG� 5 � F � . We now
show that, if F is commutative, it is indeedthis quadricin disguise! (For non-
commutative fields, this is oneof theexceptionalrank3 polarspacesmentioned
in Section7.6.)

Theskew-symmetricmatricesof order4 over F form a vectorspaceof rank
6, with x12 � ����� � x34 ascoordinates.ThePfaffian is a quadraticform on this vector
space,which vanishespreciselyon the singularmatrices. So, projectively, the
singularmatricesformaquadric 1 in PG� 5 � F � , theso-calledKleinquadric. From
theform of thePfaffian, we seethat this quadricis hyperbolic— but in fact this
will becomecleargeometrically.

Any skew-symmetricmatrix hasevenrank. In our case,a non-zerosingular
skew-symmetricmatrixA hasrank2, andsocanbewritten in theform

A � X � v � w � : � v � w � w � v

for somevectorsv � w. Replacingthesetwo vectorsby linearcombinationsαv 

βw andγv 
 δw multipliesA by a factorαδ � βγ (which is just thedeterminantof
thetransformation).Sowehaveamapfrom theline of PG� 3 � F � spannedby v and
w to thepoint of theKlein quadricspannedby X � v � w � . This mapis a bijection:
wehaveseenthatit is onto,andthematrixdeterminestheline asits row space.

This bijection hasthe propertiespredictedby our abstracttreatment. Most
important,

two pointsof the Klein quadricareperpendicularif andonly if the
correspondinglinesintersect.
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To prove this, note that two pointsareperpendicularif andonly if the line
joining themlies in 1 . Now, if two lines intersect,we cantake themto be 2 u � v 3
and 2 u � w 3 ; andwehave

α � u � v � v � u �4
 β � u � w � w � u � � u � � αv 
 βw � � � αv 
 βw � � u �
sotheline joining thecorrespondingpointslies in thequadric.Conversely, if two
lines areskew, thenthey are 2 v1 � v2 3 and 2 v3 � v4 3 , where � v1 � ���5� � v4 � is a basis;
thenthematrix

v �1 v2
� v �2 v1 
 v �3 v4

� v �4 v3

hasrank4, andis apointon theline noton 1 .
Hencetheplaneson thequadriccorrespondto maximalfamiliesof pairwise

intersectinglines, of which therearetwo types: all lines througha fixed point;
andall linesin a fixedplane.Moreover, theargumentin theprecedingparagraph
shows thatlineson 1 do indeedcorrespondto planepencilsof linesin PG� 3 � F � .
Thiscompletestheidentification.

Exercise

1. This exercisegivesthepromisedidentificationof PSL� 4 � 2� with thealter-
natinggroupA8.

LetV bethevectorspaceof rank6 overGF� 2� consistingof thebinarywords
of length8 having evenweightmodulothesubspaceZ consistingof theall-zero
andall-1 words.Show thatthefunction

f � v 
 Z � � 1
2wt � v � � mod2�

is well-definedand is a quadraticform of rank 3 on V, whosezerosform the
Klein quadric 1 . Show thatthesymmetricgroupS8 interchangesthetwo families
of planeson 1 , thesubgroupfixing thetwo familiesbeingthealternatinggroup
A8.

Use the Klein correspondenceto show that A8 is embeddedas a subgroup
of PGL� 4 � 2� � PSL� 4 � 2� . By calculatingthe ordersof thesegroups,show that
equalityholds.

Remark TheisomorphismbetweenPSL� 4 � 2� andA8 canbeusedto giveasolu-
tion to Kirkman’sschoolgirl problem. Thisproblemasksfor aschedulefor fifteen
schoolgirlsto walk in fivegroupsof threeeverydayfor sevendays,subjectto the



120 8. TheKlein quadricandtriality

requirementthat any two girls walk togetherin a groupexactly onceduring the
week.

The7 � 5 groupsof girls arethustheblocksof a 2- � 15� 3 � 1� design.We will
takethisdesignto consistof thepointsandlinesof PG� 3 � 2� . Theproblemis then
to find a ‘parallelism’ or ‘resolution’, a partitionof the lines into seven ‘parallel
classes’eachconsistingof fivepairwisedisjoint lines.

One way to find a parallel classis to considerthe underlyingvector space
V � 4 � 2� as a vector spaceof rank 2 over GF� 4� . The five ‘points’ or rank 1
subspacesover GF� 4� becomefive pairwisedisjoint lines whenwe restrict the
scalarsto GF� 2� . Scalarmultiplication by a primitive elementof GF� 4� is an
automorphismof order3, fixing all five lines, andcommutingwith a subgroup
SL � 2 � 4�76� A5. Moreover, if two suchautomorphismsoof order3 have a com-
monfixedline, thenthey generatea � 2 � 3 � -group,sincethestabiliserof a line in
GL � 4 � 2� is a � 2 � 3 � -group.

Now, in A8, anelementof order3 commutingwith a subgroupisomorphicto
A5 is necessarilya 3-cycle. Two 3-cyclesgeneratea � 2 � 3 � -groupif andonly if
their supportsintersectin 0 or 2 points.Sowe requirea setof seven3-subsetsof� 1 � ���5� � 8 � , any two of which meetin onepoint. The lines of PG� 2 � 2� (omitting
onepoint)have this property.

8.3 Somedualities

We have interpretedpointsof theKlein quadricin PG� 3 � F � . Whataboutthe
pointsoff thequadric?

Theorem 8.2 Thereis abijectionfromthesetofpointspoutsidetheKleinquadric1 to symplecticstructureson PG� 3 � F � , with thepropertythat a point of 1 per-
pendicularto p translatesunderthe Klein correspondenceto a totally isotropic
line for thesymplecticgeometry.

Proof A point p 89 1 is representedby a skew-symmetricmatrix A which has
non-zeroPfaffian (andhenceis invertible), up to a scalarmultiple. The matrix
definesasymplecticform b, by therule

b � v � w � � vAw � �
We mustshow thata line is t.i. with respectto this form if andonly if thecorre-
spondingpoint of 1 is perpendicularto p.
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Let A beanon-singularskew-symmetric4 � 4 matrixoverafield F . By direct
calculation,we show thatthefollowing assertionsareequivalent,for any vectors
v � w 9 F4:

(a) X � v � w � � v � w � w � v is orthogonalto A, with respectto thebilinearform
obtainedby polarisingthequadraticform Q � X � � Pf � X � ;

(b) v andw areorthogonalwith respectto thesymplecticform with matrix A†,
thatis, vA†w � � 0.

HerethematricesA andA† aregivenby

A � ���� 0 a12 a13 a14� a12 0 a23 a24� a13
� a23 0 a34� a14
� a24

� a34 0

�
		� � A† � ���� 0 a34
� a24 a23� a34 0 a14

� a13

a24
� a14 0 a12� a23 a13

� a12 0

�
		� �
Notethat,if A is thematrix of thestandardsymplecticform, thensois A†. In

general,the maptaking the point outsidethe quadricspannedby A to the sym-
plecticform with matrixA† is theoneassertedin thetheorem.

Let - 1 be the symplecticGQ over F , and - 2 the orthogonalGQ associated
with thequadricv :;0<1 , where 1 is theKlein quadricand 2 v 3�89 1 . (Note that
any non-singularquadraticform of rank 2 in 5 variablesis equivalentto αx2

0 

x1x2 
 x3x4 for someα 8� 0; so any two suchforms areequivalentup to scalar
multiple, anddefinethesameGQ.) We have defineda mapfrom pointsof - 2 to
lines of - 1. Givenany point p of - 1, the lines of - 1 containingp form a plane
pencil in PG� 3 � F � , andsotranslateinto a line of - 2. Thuswehaveshown:

Theorem 8.3 For anyfieldF, thesymplecticGQin PG� 3 � F � andtheorthogonal
GQ in PG� 4 � F � aredual.

Now let F be a field which hasa GaloisextensionK of degree2 andσ the
Galoisautomorphismof K overF. With theextensionK � F wecanassociatetwo
GQs:->=1: theunitaryGQin PG� 3 � K � , definedby theHermitianform

x1yσ
2 
 x2yσ

1 
 x3yσ
4 
 x4yσ

3;->=2: theorthogonalGQ in PG� 5 � F � definedby thequadraticform

x1x2 
 x3x4 
 αx2
5 
 βx5x6 
 γx2

6 �
whereαx2 
 βx 
 γ is anirreduciblequadraticoverF whichsplitsin K.
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Theorem 8.4 Thetwo GQs ->=1 and ->=2 definedabovearedual.

Proof Thisis provedby “twisting theKlein correspondence”.In outline,wetake
theKlein correspondenceover K, andchangecoordinateson thequadricso that
restrictionof scalarsto F givesthe geometry - =2, ratherthan the Klein quadric
overF; thenshow thatthecorrespondingsetof linesin PG� 3 � K � arethosewhich
aretotally isotropicwith respectto aHermitianform.

Exercises

1. Prove theassertionaboutA andA† in theproof of Theorem8.2.

Let 1 beahyperbolicquadricof rankn. If v is anon-singularvector, thenthe
quadricv: 0?1 �A@ hastheproperty. @ meetseverymaximalsubspaceE of 1 in ahyperplaneof E.

We call a set @ satisfyingthis conditionspecial. Thepoint of thenext threeex-
ercisesis to investigatewhetherspecialsetsarenecessarilyquadricsof the form
v: 0?1 .

2. Considerthe casen � 2. Let the rank 4 vectorspacebe the spaceof all
2 � 2 matricesoverF, andlet thequadraticform bethedeterminant.

(a)Show thatthemap 2 X 3CBD � Ker� X � � Im � X ���
inducesabijectionbetweenthepointsetof thequadric 1 andP � P, where
P is theprojective line overF.

(b) If A is anon-singularmatrix,show that

A: � �42 X 3 9 1 : Ker� X �)� A � Im � X � � �
whichcorrespondsunderthis bijectionto theset � � p � p � A� : p 9 P � .

(c) Show that,if π is any permutationof P, then � � p � π � p�5� : p 9 P � is a special
set;andall specialsetshave this form.

(d) Deducethateveryspecialsetis aquadricif andonly if � F �$� 3.
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3. Considerthe casen � 3. Take 1 to be the Klein quadric. Show that the
Klein correspondencemapsthespecialset @ to a setSof linesof PG� 3 � F � with
the propertythat the setof lines of S throughany point of p, or the setof lines
of S in any planeΠ, is a planepencil. Show that thecorrespondencep BD Π of
PG� 3 � F � , wherethesetof linesof Scontainingp andthesetcontainedin Π are
equal,is a symlecticpolarity with Sasits setof absolutelines. DeducethatS is
thesetof linesof asymplecticGQ in PG� 3 � F � , andhencethat @ is a quadric.

4. Prove by inductionon n that, for n E 3, any specialsetis a quadric. (See
CameronandKantor[12] for acrib.)

8.4 Dualities of symplecticquadrangles

A field of characteristic2 is said to be perfectif every elementis a square.
A finite field of characteristic2 is perfect,sincethemultiplicativegrouphasodd
order.

If F hascharacteristic2, thenthemapx BD x2 is ahomomorphism,since� x 
 y� 2 � x2 
 y2 �� xy� 2 � x2y2 �
andis one-to-one.HenceF is perfectif andonly if this mapis anautomorphism.

Theorem 8.5 LetF bea perfectfieldof characteristic2. Thenthereis anisomor-
phismbetweenthe symplecticpolar spaceof rankn over F, and theorthogonal
polar spaceof rankn definedbya quadratic form in 2n 
 1 variables.

Proof Let V bea vectorspaceof rank2n 
 1 carryinga non-singularquadratic
form f of rank n. By polarising f , we get analternatingbilinear form b, which
cannotbenon-degenerate;its radicalR � V : is of rank1, andtherestrictionof f
to it is thegermof f .

Let W0 be a totally singularsubspaceof V. ThenW � W0 
 R is a totally
isotropicsubspaceof thenon-degeneratesymplecticspaceV � R. So we have an
incidence-preservinginjection θ : W0 BD � W0 
 R� � R from the orthogonalpolar
spaceto thesymplectic.Wehave to show thatθ is onto.

SoletW � Rbet.i. ThismeansthatW itself is t.i. for theform b; but R F W, so
W is not t.s.for f . However, onW, wehave

f � w1 
 w2 � � f � w1 �4
 f � w2 � �
f � αw � � α2 f � w � �
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so f is semilinearonW. Thus,thekernelof f is ahyperplaneW0 of W. Thespace
W0 is t.s.,andW0 
 R � W; soW0 mapsontoW � Runderθ.

Now considerthecasen � 2. Wehaveanisomorphismbetweenthesymplectic
andorthogonalquadrangles,by Theorem8.5,anda duality, by Theorem8.3.So:

Theorem 8.6 Thesymplecticgeneralisedquadrangleovera perfectfieldof char-
acteristic2 is self-dual.

Whenis thereapolarity?

Theorem 8.7 LetF bea perfectfieldof characteristic2. ThenthesymplecticGQ
overF hasa polarity if andonly if F hasan automorphismσ satisfying

σ2 � 2 �
where2 denotestheautomorphismx BD x2.

Proof For this,we cannotavoid usingcoordinates!We take thevectorspaceF4

with thestandardsymplecticform

b ��� x1 � x2 � x3 � x4 � � � y1 � y2 � y3 � y4 ��� � x1y2 
 x2y1 
 x3y4 
 x4y3
�

(Rememberthat thecharacteristicis 2.) TheKlein correspondencetakestheline
spannedby � x1 � x2 � x3 � x4 � and � y1 � y2 � y3 � y4 � to thepoint with coordinateszi j , 1 �
i � j � 4, wherezi j � xiy j 
 x jyi ; thispoint lieson thequadricwith equation

z12z34 
 z13z24 
 z14z23 � 0 �
and (if the line is t.i.) also on the hyperplanez12 
 z34 � 0. If we factor out
thesubspacespannedby thepoint with z12 � z34 � 1, zi j � 0 otherwise,anduse
coordinates� z13 � z24 � z14 � z23� , we obtaina point of thesymplecticspace;themap
δ from linesto pointsis theduality previouslydefined.

To computetheimageof apoint p �G� a1 � a2 � a3 � a4 � undertheduality, taketwo
t.i. linesthroughthis point andcalculatetheir images.If a1 anda4 arenon-zero,
we canusethelinesjoining p to thepoints � a1 � a2 � 0 � 0� and � 0 � a4 � a1 � 0� ; theim-
agesare � a1a3 � a2a4 � a1a4 � a2a3 � and � a2

1 � a2
4 � 0 � a1a2 
 a3a4 � . Now theimageof the

line joining thesepointsis foundto bethepoint � a2
1 � a2

2 � a2
3 � a2

4 � . Thesameformula
is foundin all cases.Soδ2 is thecollineationinducedby thefield automorphism
x BD x2, or 2 aswehavecalledit.



8.4. Dualitiesof symplecticquadrangles 125

Supposethat thereis a field automorphismσ with σ2 � 2, andlet θ � σ � 1;
then � δθ � 2 is theidentity, soδθ is apolarity.

Conversely, supposethatthereis apolarity. By Theorem7.14,any collineation
g is inducedby theproductof a lineartransformationandauniquelydefinedfield
automorphismθ � g� . Now any duality hasthe form δg for somecollineationg;
and

θ ��� δg� 2 � � 2θ � g� 2 �
So,if δg is apolarity, then2θ � g� 2 � 1, whenceσ � θ � g� � 1 satisfiesσ2 � 2.

In thecasewhereF is a finite field GF� 2m� , theautomorphismgroupof F is
cyclic of orderm, generatedby 2; andsothereis asolutionof σ2 � 2 if andonly if
m is odd.WeconcludethatthesymplecticquadrangleoverGF� 2m� hasapolarity
if andonly if m is odd.

We now examinethesetof absolutepointsandlines(i.e., thoseincidentwith
their image).A spreadis asetSof linessuchthateverypoint liesonauniqueline
of S. Dually, anovoid in a GQ is a setO of pointswith thepropertythatany line
containsa uniquepoint of O. Note that this is quitedifferentfrom thedefinition
of anovoid in PG� 3 � F � givenin Section4.4;but thereis a connection,aswewill
see.

Proposition 8.8 Thesetof absolutepointsof a polarity of a GQ is an ovoid,and
thesetof absolutelinesis a spread.

Proof Let δ bea polarity. No two absolutepointsarecollinear. For, if x andy
areabsolutepointslying on theline L, thenx � y andLδ would form a triangle.

Supposethattheline L containsno absolutepoint. ThenL is not absolute,so
Lδ 89 L. Thus,thereis auniqueline M containingLδ andmeetingL. ThenMδ 9 L,
soMδ is not absolute.But L meetsM, soLδ andMδ arecollinear;henceLδ � Mδ
andL 0 M form a triangle.

Thesecondstatementis dual.

Theorem 8.9 The set of absolutepoints of a polarity of a symplecticGQ in
PG� 3 � F � is anovoid in PG� 3 � F � .
Proof Let σ be the polarity of the GQ - , and H the polarity of the projective
spacedefining the GQ. By the last result, the set I of absolutepoints of σ is
an ovoid in - . This meansthat the t.i. lines aretangentsto I , andthe t.i. lines
througha point of I form a planepencil. Sowe have to prove thatany otherline
of theprojectivespacemeetsI in 0 or 2 points.
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Let X bea hyperbolicline, p a point of X 0?I , andpσ � L. ThenL meetsthe
hyperbolicline L : in a point q. Let qσ � M. Sinceq 9 L, we have p 9 M; soM
alsomeetsX : , in apoint r. Let N � rσ. Thenq 9 N, soN meetsX. Also,N meetsI in a point s. The line sσ containss andNσ � r. So s is on two lines meeting
X : , whences 9 X. So,if � X 0?I,�$E 1, then � X 0?I,�$E 2.

Now let p= be anotherpoint of X 0JI , anddefineL = andq= asbefore. Let K
be the line pq= . Then p 9 K, so pσ � L containsx � Kσ. Also, K meetsL = , so
x is collinearwith p= . But the only point of L collinearwith p= is q. So x � q,
independentof p= . This meansthat thereis only onepoint p=K8� p in X 0<I , and
this sethascardinality2.

Remark Over finite fields, any ovoid in a symplecticGQ is an ovoid in the
ambientprojective 3-space.This is falsefor infinite fields. (SeeExercises2 and
3.)

Hence,if F is a perfectfield of characteristic2 in which σ2 � 2 for some
automorphismσ, thenPG� 3 � F � possessessymplecticovoidsandspreads.These
giveriseto inversiveplanesandto translationplanes,asdescribedin Sections4.1
and4.4. For finite fields F, thesearethe only known ovoids otherthanelliptic
quadrics.

Exercises

1. Supposethatthepointsandlinesof aGQareall thepointsandsomeof the
linesof PG� 3 � F � . Prove thatthelinesthroughany point form a planepencil,and
deducethattheGQ is symplectic.

2. Prove that an ovoid I in a symplecticGQ over the finite field GF� q� is
an ovoid in PG� 3 � q� . [Hint: as in Theorem8.3.5, it suffices to prove that any
hyperbolicline meets I in 0 or 2 points. Now, if X is a hyperbolicline with
X 0LIG8� /0, thenX : 0LI � /0, so at mosthalf of the q2 � q2 
 1� hyperboliclines
meet I . Takeany N � 1

2q2 � q2 
 1� hyperboliclinesincludingall thosemeetingI ,
andlet ni of thechosenlinesmeet I in i points.Prove that∑ni � N, ∑ ini � 2N,
∑ i � i � 1� ni � 2N.]

3. Prove that, for any infinite field F, there is an ovoid of the symplectic
quadrangleoverF which is notanovoid of theembeddingprojectivespace.
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8.5 Reguli and spreads

Wemetin Section4.1theconceptsof aregulusin PG� 3 � F � (thesetof common
transversalsto threepairwiseskew lines),a spread(a setof pairwiseskew lines
coveringall thepoints),abispread(aspreadcontaininga line of eachplane),and
a regular spread(a spreadcontainingthe regulusthroughany threeof its lines).
Wenow translatetheseconceptsto theKlein quadric.

Theorem 8.10 UndertheKlein correspondence,

(a) a reguluscorrespondsto a conic, the intersectionif 1 with a non-singular
planeΠ, andtheoppositeregulusto theintersectionof 1 with Π : ;

(b) a bispread correspondsto an ovoid, a set of pairwise non-perpendicular
pointsmeetingeveryplaneon 1 ;

(c) a regular spreadcorrespondsto theovoid 1L0 W : , whereW is a line disjoint
from 1 .

Proof (a)Takethreepairwiseskew lines.They translateinto threepairwisenon-
perpendicularpointsof 1 , which spana non-singularplaneΠ (so that 1M0 Π is
a conicC). Now Π : is alsoa non-singularplane,and 1N0 Π : is a conicC= , con-
sistingof all pointsperpendicularto the threegivenpoints. Translatingback,C=
correspondsto thesetof commontransversalsto thethreegivenlines.Thissetis
aregulus,andis oppositeto theregulusspannedby thegivenlines(corresponding
to C).

(b) This is straightforward translation.Note, incidentally, thata spread(or a
cospread)correspondsto whatmightbecalleda“semi-ovoid”, wereit notthatthis
term is usedfor a differentconcept:that is, a setof pairwisenon-perpendicular
pointsmeetingeveryplanein onefamily on 1 .

(c) A regularspreadis “generated”by any four linesnotcontainedin aregulus,
in the sensethat it is obtainedby repeatedlyadjoiningall the lines in a regulus
throughthreeof its lines.On 1 , thefour givenlinestranslateinto four points,and
theoperationof generationleavesuswithin the3-spacethey span.This 3-space
hasthe form W : for someline W; andno point of 1 canbe perpendicularto
everypoint of sucha 3-space.

Note thata line disjoint from 1 is anisotropic;suchlinesexist if andonly if
thereis anirreduciblequadraticoverF, thatis, F is notquadraticallyclosed.(We
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saw earliertheconstructionof regularspreads:if K is aquadraticextensionof F ,
take therank1 subspacesof a rank2 vectorspaceover K, andrestrictscalarsto
F.)

Thusa bispreadis regular if andonly if thecorrespondingovoid is contained
in a 3-spacesectionof 1 . A bispreadwhoseovoid lies in a 4-spacesectionof1 is calledsymplectic, sinceits lines are totally isotropicwith respectto some
symplecticform (by the resultsof Section8.3). An openproblemis to find a
simplestructuraltestfor symplecticbispreads(resemblingthecharacterisationof
regularspreadsin termsof reguli).

We alsosaw in Section4.1 that spreadsof lines in projective spacegive rise
to translationplanes;andregularspreadsgive Desarguesian(or Pappian)planes.
Anotheropenproblemis to characterisethetranslationplanesarisingfrom sym-
plecticspreadsor bispreads.

8.6 Triality

Now weincreasetherankby 1, andlet 1 beahyperbolicquadricin PG� 7 � F � ,
definedby aquadraticform of rank4. Themaximalt.s.subspaceshavedimension
3, andarecalledsolids; asusual,they fall into two families O 1 and O 2, so that
two solids in the samefamily meetin a line or aredisjoint, while two solids in
differentfamiliesmeetin a planeor a point. Any t.s.planelies in a uniquesolid
of eachtype.Let P andQ bethesetsof pointsandlines.

Considerthegeometrydefinedasfollows.. ThePOINTsaretheelementsof O 1.. TheLINEs aretheelementsof Q .. ThePLANEsareincidentpairs � p � M � , p 9 P , M 9 O 2.. TheSOLIDsaretheelementsof PSRTO 2.

Incidenceis definedasfollows. BetweenPOINTs,LINEs andSOLIDs, it is as
in the quadric,with the additionalrule that the POINT M1 andSOLID M2 are
incidentif they intersectin a plane.ThePLANE � p � M � is incidentwith all those
varietiesincidentwith both p andM.

Proposition8.11 Thegeometryjustdescribedis anabstractpolar spacein which
anyPLANEis incidentwith just twoSOLIDs.
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Proof Weconsidertheaxiomsin turn.
(P1): Consider, for example,theSOLID M 9 O 2. ThePOINTsincidentwith

M arebijectivewith theplanesof M; theLINEs arethelinesof M; thePLANEs
arepairs � p � M � with p 9 M, andsoarebijectivewith thepointsof M. Incidenceis
definedsoasto makethesubspacescontainedin M aprojectivespaceisomorphic
to thedualof M.

For the SOLID p 9 P , the argumentis a little moredelicate. The geometry
p:U� p is ahyperbolicquadricin PG� 5 � F � , thatis, theKlein quadric;thePOINTs,
LINEs andPLANEs incidentwith p arebijective with onefamily of planes,the
lines, and the other family of planeson the quadric; and hence(by the Klein
correspondence)with thepoints,linesandplanesof PG� 3 � F � .

Theothercasesareeasier.
(P2) is trivial, (P3)routine,and(P4)is provedby observingthat if p 9 P and

M 9 O 2 arenot incident,thenno POINTcanbeincidentwith both.
Finally, theSOLIDscontainingthePLANE � p � M � arep andM only.

Sothenew geometryweconstructedis itself ahyperbolicquadricin PG� 7 � F � ,
andhenceisomorphicto theoriginal one. This implies theexistenceof a mapτ
whichcarriesQ to itself and PVDWO 1 DWO 2 DXP . Thismapis calleda triality of
thequadric,by analogywith dualitiesof projectivespaces.

It is moredifficult to describetrialities in coordinates.An algebraicapproach
mustwait until Chapter10.

Exercise

1. Prove theBuekenhout-Shultpropertyfor thegeometryconstructedin this
section.That is, let M 9 O 1, L 9 Q , andsupposethatL is not incidentwith M;
prove thateitherall membersof O 1 containingL meetM in a plane,or just one
does,dependingonwhetherL is disjoint from M or not.

8.7 An example

In thissectionweapplytriality to thesolutionof acombinatorialproblemfirst
posedandsettledby BreachandStreet[2]. Our approachfollows Cameronand
Praeger[13].

Considerthesetof planesof AG � 3 � 2� . They form a 3- � 8 � 4 � 1� design,that is,
acollectionof fourteen4-subsetsof an8-set,any threepointscontainedin exactly
oneof them.Thereare Y 8

4Z � 704-subsetsaltogether;canthey bepartitionedinto
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fivecopiesof AG � 3 � 2� ? Theansweris “no”, ashasbeenknown sincethetimeof
Cayley. (In fact,therecannotbemorethantwo disjoint copiesof AG � 3 � 2� on an
8-set;a constructionwill begivenin thenext chapter.) BreachandStreetasked:
what if we take a 9-set? This has Y 94Z � 126 4-subsets,andcanconceivably be
partitionedinto ninecopiesof AG � 3 � 2� , eachomittingonepoint. They proved:

Theorem 8.12 There are exactly two non-isomorphicways to partition the 4-
subsetsof a 9-set into nine copiesof AG � 3 � 2� . Both admit 2-transitivegroups.

Proof Firstweconstructthetwo examples.
1. Regardthe9-setastheprojectiveline overGF� 8� . If any point is designated

asthepoint at infinity, the remainingpointsform anaffine line over GF� 8� , and
hence(by restrictingscalars)anaffine 3-spaceover GF� 2� . We take thefourteen
planesof this affine 3-spaceasoneof our designs,andperformthe samecon-
structionfor eachpoint to obtainthedesiredpartition. This partition is invariant
underthegroupPΓL � 2 � 8� , of order9 � 8 � 7 � 3 � 1512. Theautomorphismgroup
is thestabiliserof theobjectin thesymmetricgroup;sothenumberof partitions
isomorphicto this oneis theindex of this groupin S9, which is 9! � 1512 � 240.

2. Alternatively, theninepointscarrythestructureof affineplaneoverGF� 3� .
Identifying one point as the origin, the structureis a rank 2 vector spaceover
GF� 3� . Put a symplecticform b on the vectorspace.Now therearesix 4-sets
which aresymmetricdifferencesof two linesthroughtheorigin, andeight4-sets
of the form � v �[R?� w : b � v � w � � 1 � for non-zerov. It is readily checked that
thesefourteensetsform a 3-design. Performthis constructionwith eachpoint
designatedas the origin to obtain a partition. This one is invariant under the
groupASL � 2 � 3� generatedby the translationsandSp� 2 � 3� � SL � 2 � 3� , of order
9 � 8 � 3 � 216,andthereare9! � 216 � 1680partitionsisomorphicto this one.

Now we show thattherearenoothers.We usetheterminologyof codingthe-
ory. Note that the fourteenwordsof weight4 supportingplanesof AG � 3 � 2� , to-
getherwith theall-0 andall-1 words,form theextendedHammingcodeof length
8 (thecodewe met in Section3.2,extendedby anoverall parity check);it is the
only doubly-evenself-dualcodeof length8 (that is, theonly codeC � C : with
all weightsdivisibleby 4).

Let V be the vector spaceof all words of length 9 and even weight. The
function f � v � � 1

2 wt � v � � mod2� is a quadraticform on V, which polarisesto
the usualdot product. Thusmaximal t.s. subspacesfor f are just doubly even
self-dualcodes,and their existenceshows that f hasrank 4 andso is the split
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form definingthetriality quadric.(Thequadric 1 consistsof thewordsof weight
4 and8.)

Supposewe have a partition of the 4-setsinto nine affine spaces.An easy
countingargumentshows thatevery point is excludedby just oneof thedesigns.
So if we associatewith eachdesignthe word of weight 8 whosesupportis its
point set,weobtaina solid on thequadric,andindeeda spreador partitionof the
quadricinto solids.

All thesesolidsbelongto thesamefamily, sincethey arepairwisedisjoint. So
we canapply the triality mapandobtaina setof ninepointswhich arepairwise
non-collinear, that is, anovoid. Conversely, any ovoid givesa spread.In fact,an
ovoid givesa spreadof solidsof eachfamily, by applyingtriality andits inverse.
Sothetotal numberof spreadsis twice thenumberof ovoids.

The nine wordsof weight 8 form an ovoid. Any ovoid is equivalentto this
one.(ConsidertheGrammatrix of innerproductsof thevectorsof anovoid; this
musthave zeroson thediagonalandoneselsewhere.)Thestabiliserof this ovoid
is the symmetricgroup S9. So the numberof ovoids is the index of S9 in the
orthogonalgroup,which turnsout to be960.Thus,thetotal numberof spreadsis
1920 � 240 
 1680,andwe have themall!

8.8 Generalisedpolygons

Projectiveandpolarspacesareimportantmembersof a largerclassof geome-
triescalledbuildings. Much of theimportanceof thesederivesfrom thefact that
they arethe“natural” geometriesfor arbitrarygroupsof Lie type,justasprojective
spacesarefor lineargroupsandpolarspacesfor classicalgroups.Thegroupsof
Lie typeinclude,in particular, all thenon-abelianfinite simplegroupsexceptfor
thealternatinggroupsandthetwenty-sixsporadicgroups.I do not intendto dis-
cussbuildingshere— for this,seethelecturenotesof Tits [S] or therecentbooks
by Brown [C] andRonan[P] — but will considertherank2 buildings,or gener-
alisedpolygonsasthey arecommonlyknown. Theseincludethe2-dimensional
projective andpolar spaces(that is, projective planesandgeneralisedquadran-
gles).

Recall that a rank 2 geometryhastwo typesof varieties,with a symmetric
incidencerelation;it canbethoughtof asabipartitegraph.Weusegraph-theoretic
terminologyin thefollowing definition.A rank2 geometryis ageneralisedn-gon
(wheren E 2) if

(GP1)it is connectedwith diametern andgirth 2n;
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(GP2)for any varietyx, thereis avarietyy at distancen from x.

It is left to the readerto checkthat, for n � 2 � 3 � 4, this definition coincides
with that of a digon, generalisedprojective planeor generalisedquadranglere-
spectively.

Let - be a generalisedn-gon. The flag geometryof - hasasPOINTs the
varietiesof - (of both types),and as LINEs the flags of - , with the obvious
incidencebetweenPOINTsandLINEs. It is easilychecked to be a generalised
2n-gonin which every line hastwo points;andany generalised2n-gonwith two
pointsper line is theflag geometryof a generalisedn-gon. In future,we usually
assumethat our polygonsare thick, that is, have at leastthreevarietiesof one
type incidentwith eachvariety of the other type. It is alsoeasyto show that a
thick generalisedpolygonhasorders, that is, the numberof pointsper line and
the numberof lines per point areboth constant;and,if n is odd, thenthesetwo
constantsareequal. [Hint: in general,if varietiesx andy have distancen, then
eachvarietyincidentwith x hasdistancen � 2 from auniquevarietyincidentwith
y, andviceversa.]

We let s 
 1 andt 
 1 denotethenumbersof pointsperline or linesperpoint,
respectively, with theprovisothateitheror bothmaybeinfinite. (If botharefinite,
thenthegeometryis finite.) Thegeometryis thick if andonly if s� t \ 1. Themajor
theoremaboutfinite generalisedpolygonsis theFeit–Higmantheorem(Feit and
Higman[17]:

Theorem 8.13 A thick generalisedn-goncanexist only for n � 2 � 3 � 4 � 6 or 8.

In thecourseof theproof,Feit andHigmanderiveadditionalinformation:. if n � 6, thenst is asquare;. if n � 8, then2st is asquare.

Subsequently, furthernumericalrestrictionshave beendiscovered;for exam-
ple:. if n � 4 or n � 8, thent � s2 ands � t2;. if n � 6, thent � s3 ands � t3.

In contrastto the situationfor n � 3 andn � 4, the only known finite thick
generalised6-gonsand8-gonsarisefrom groupsof Lie type. Thereare6-gons
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with s � t � q andwith s � q, t � q3 for any prime power q; and8-gonswith
s � q, t � q2, whereq is anoddpowerof 2. In thenext section,wediscussaclass
of 6-gonsincludingthefirst-mentionedfinite examples.

Thereis no hopeof classifyinginfinite generalisedn-gons,which exist for all
n (Exercise2). However, assumingasymmetrycondition,theMoufangcondition,
which generalisestheexistenceof centralcollineationsin projective planes,and
is also equivalent to a generalisationof Desargues’ theorem,Tits [35, 36] and
Weiss[39] derivedthesameconclusionasFeit andHigman,namely, thatn � 2,
3, 4, 6 or 8.

As for quadrangles,thequestionof theexistenceof thick generalisedn-gons
(for n E 3) with s finite andt infinite is completelyopen. Of course,n mustbe
evenin suchageometry!

Exercises

1. Prove theassertionsclaimedto be“easy” in thetext.
2. Constructinfinite “free” generalisedn-gonsfor any n E 3.

8.9 Somegeneralisedhexagons

In thissection,weusetriality to constructageneralisedhexagoncalledG2 � F �
over any field F. Theconstructionis dueto Tits. Thenamearisesfrom the fact
thattheautomorphismgroupsof thesehexagonsaretheChevalley groupsof type
G2, asconstructedby Chevalley from thesimpleLie algebraG2 overthecomplex
numbers.

We begin with the triality quadric 1 . Let v be a non-singularvector. Then
v : 0?1 is a rank3 quadric.Its maximalt.s.subspacesareplanes,andeachlies in
auniquesolidof eachfamily on 1 . Conversely, asolidon 1 meetsv : in aplane.
Thus,fixing v, thereis arebijectionsbetweenthe two familiesof solidsandthe
setof planeson 1 = � 1A0 v : . On thisset,wehave thestructureof thedualpolar
spaceinducedby the quadric 1 = ; in otherwords,thePOINTsaretheplaneson
this quadric,the LINES arethe lines, andincidenceis reversedinclusion. Call
this geometry- .

Applying triality, we obtain a representationof - using all the points and
someof thelinesof 1 .

Now we take a non-singularvector, which may aswell be the sameas the
vectorv alreadyused. (Sincewe have appliedtriality, thereis no connection.)
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Thegeometry] consistsof thosepointsandlinesof - which lie in v : . Thus,it
consistsof all thepoints,andsomeof thelines,of thequadric 1^= .
Theorem 8.14 ] is a generalisedhexagon.

Proof First we observe somepropertiesof the geometry - , whosepointsand
linescorrespondto planesandlineson thequadric 1_= . Thedistancebetweentwo
pointsis equalto thecodimensionof their intersection.If two planesof 1 = meet
non-trivially, thenthe correspondingsolidsof 1 (in the samefamily) meetin a
line, andso(applyingtriality) thepointsareperpendicular. Hence:

(a)Pointsof - lie at distance1 or 2 if andonly if they areperpendicular.

Let x � y� z� w befour pointsof - forming a 4-cycle. Thesepointsarepairwise
perpendicular(by (a)),andsothey spana t.s.solidS. Weprove:

(b) ThegeometryinducedonSby - is asymplecticGQ.

Keepin mind thefollowing transformations:

solid SD point p (by triality)D quadric ¯1 in p: � p (residueof p)D PG� 3 � F � (Klein correspondence).

Now pointsof Sbecomesolidsof onefamily containingp, thenplanesof one
family in ¯1 , thenpointsin PG� 3 � F � ; sowecanidentify thetwo endsof thischain.

Linesof - in Sbecomelines throughp perpendicularto v, thenpointsof ¯1
perpendicularto 2 v̄ 3 � 2 v � p3�� p, thent.i. linesof a symplecticGQ, by thecorre-
spondencedescribedin Section8.3.Thus(b) is proved.

A propertyof - establishedin Proposition7.9 is:

(c) If x is apoint andL a line, thenthereis auniquepoint of L nearestto x.

Wenow turn ourattentionto ] , andobservefirst:

(d) Distancesin ] arethesameasin - .

For clearlydistancesin ] areat leastasgreatasthosein - , andtwo pointsof ]
at distance1 (i.e.,collinear)in - arecollinearin ] .

Supposethat x � y 9 ] lie at distance2 in - . They arejoined by morethan
onepathof length2 there,hencelie in a solid S carryinga symplecticGQ, as
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in (b). The pointsof ] in S arethoseof S 0 v : , a planeon which the induced
substructureis a planepencilof linesof ] . Hencex andy lie at distance2 in ] .

Finally, let x � y 9 ] lie atdistance3 in - . Takea line L of ] throughy; there
is a point z of - (andhenceof ] ) on L at distance2 from x (by (c)). Sox andy
lie at distance3 in ] .

In particular, property(c) holdsalsoin ] .

(e)For any point x of ] , thelinesof ] throughx form aplanepencil.

For, by (a), theunionof theselineslies in at.s.subspace,hencethey arecoplanar;
thereareno triangles(by (c)), sothisplanecontainstwo pointsatdistance2; now
theargumentfor (d) applies.

Finally:

(f) ] is ageneralisedhexagon.

Weknow it hasdiameter3, and(GP2)is clearlytrue.A circuit of lengthlessthan
6 would be containedin a t.s. subspace,leadingto a contradictionasin (d) and
(e). (In fact,by (c), it is enoughto excludequadrangles.)

CameronandKantor[12] giveamoreelementaryconstructionof thishexagon.
Their construction,while producingtheembeddingin 1^= , dependsonly on prop-
ertiesof thegroupPSL� 3 � F � . However, theproof thatit worksusesbothcounting
argumentsandargumentsaboutfinite groups;it is not obvious that it works in
general,althoughtheresultremainstrue.

If F is aperfectfield of characteristic2 then,byTheorem8.5, 1`= is isomorphic
to thesymplecticpolar spaceof rank 3; so ] is embeddedasall thepointsand
someof thelinesof PG� 5 � F � .

Two furtherresultswill bementionedwithoutproof. First,if thefield F hasan
automorphismof order3, thentheconstructionof ] canbe“twisted”, muchas
canbedoneto theKlein correspondenceto obtainthedualitybetweenorthogonal
and unitary quadrangles(mentionedin Section8.3), to produceanothergener-
alisedhexagon,called3D4 � F � . In thefinite case,3D4 � q3 � hasparameterss � q3,
t � q.

Second,thereis a constructionsimilar to thatof Section8.4. Thegeneralised
hexagonG2 � F � is self-dualif F is a perfectfield of characteristic3, andis self-
polarif F hasanautomorphismσ satisfyingσ2 � 3. In thiscase,thesetof absolute
pointsof thepolarity is an ovoid, a setof pairwisenon-collinearpointsmeeting
every line of ] , andthegroupof collineationscommutingwith thepolarity has
asa normalsubgrouptheReegroup2G2 � F � , acting2-transitively on thepointsof
theovoid.
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Exercise

1. Show that thehexagon] hastwo disjoint planesE andF, eachof which
consistsof pairwisenon-collinear(butperpendicular)points.Show thateachpoint
of E is collinear(in ] ) to thepointsof a line of F , anddually, so thatE andF
are naturally dual. Show that the points of E R F, and the lines of ] joining
their points,form a non-thickgeneralisedhexagonwhich is theflag geometryof
PG� 2 � F � . (This is the startingpoint in the constructionof CameronandKantor
referredto in thetext.)
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The geometry of the Mathieu groups

Thetopic of this chapteris somethingof a diversion,but is includedfor two rea-
sons:first, its intrinsicinterest;andsecond,becausethegeometriesdescribedhere
satisfyaxiomsnot toodifferentfrom thosewehaveseenfor projective,affineand
polarspaces,andsothey indicatethenaturalboundariesof thetheory.

9.1 The Golay code

The basicconceptsof coding theorywere introducedin Section3.2, where
wealsosaw thatanon-trivial perfect3-error-correctingcodemusthave length23
(seeExercise3.2.2).SuchacodeC maybeassumedto containthezeroword (by
translation),andsoany otherword hasweightat least7; and�

C
��� 223� 23

0 ��� � 23
1 ��� � 23

2 ��� � 23
3 � � 212 �

We extendC to a codeC of length24 by addinganoverall parity check; that
is, weputa0 in the24th coordinateof awordwhoseweight(in C) is even,anda1
in a word whoseweight is odd. Theresultingcodehasall wordsof evenweight,
andhenceall distancesbetweenwords even; sinceaddinga coordinatecannot
decreasethedistancebetweenwords,theresultingcodehasminimumdistance8.

In this section,weoutlineaproof of thefollowing result.

Theorem 9.1 There is a uniquecodewith length24, minimumdistance8, and
containing212 codewordsoneof which iszero (upto coordinatepermutations).

This codeis known asthe (extendedbinary) Golay code. It is a linear code
(thelinearitydoesnot have to beassumed).

137
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Remark Therearemany constructionsof this code;for anaccountof someof
these,seeCameronandVanLint [F]. As a generalprinciple,a goodconstruction
of an object leadsto a proof of its uniqueness(by showing that it mustbe con-
structedthis way), thenceto a calculationof its automorphismgroup(sincethe
objectis uniquelybuilt arounda startingconfiguration,andsoany isomorphism
betweensuchstartingconfigurationsextendsuniquelyto anautomorphism),and
giveson theway a subgroupof theautomorphismgroup(consistingof theauto-
morphismgroupof the startingconfiguration). This point will not be laboured
below, but the interestedreadermaylike to examinethis andotherconstructions
from this point of view. The particularconstructiongivenherehasbeenchosen
for two reasons:first, asanapplicationof theKlein correspondence;andsecond,
sinceit makescertainpropertiesof theautomorphismgroupmoreaccessible.

Proof First, we review the isomorphismbetweenPSL� 4 	 2
 andA8 outlinedin
Exercise8.1.1. Let U be the binary vector spaceconsistingof words of even
weightandlength8, Z thesubspaceconsistingof theall-zeroandall-onewords,
andV

�
U � Z. The function mappinga word of U to 0 or 1 accordingas its

weightis congruentto 0 or 2 mod4 inducesaquadraticform f onV, whosezeros
form the Klein quadric � ; let W be the vectorspaceof rank 4 whoselines are
bijectivewith thepointsof � . Notethatthepointsof � correspondto partitions
of N

��

1 	 ����� 	 8 � into two subsetsof size4.

Let Ω
�

N � W. Thissetwill index thecoordinatesof thecodeC weconstruct.
A wordsof C will bespecifiedby its support,a subsetof N andasubsetof W. In
particular, /0 	 N 	 W andN � W will bewords;sowe cancomplementthesubsetof
N or thesubsetof W definingaword andobtainanotherword.

Thefirst non-trivial classof wordsis obtainedby combiningtheemptysubset
of N (or thewholeof N) with any hyperplanein W (or its coset).

A complementarypair of 4-subsetsof N correspondsto a point of � , and
henceto a line L in W. Each4-subsetof N, togetherwith any cosetof thecorre-
spondingL, is a codeword. Furtherwordsareobtainedby replacingthecosetof
L by its symmetricdifferencewith acosetof a hyperplanenotcontainingL (such
acosetmeetsL in two vectors).

A 2-subsetof N, or the complementary6-subset,representsa non-singular
point, which translatesinto a symplecticform b on W. The quadricassociated
with any quadraticform which polarisesto b, togetherwith the 2-subsetof N,
definesacodeword.
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This givesusa total of

4 � 4 � 15 � �
8
4� ��� 4 � 4 � 7
 � �

8
2� � 16 � 4 � 212

codewords.Moreover, a fairly smallamountof casecheckingshowsthatthecode
is linear. Its minimumweightis visibly 8.

Wenow outlinetheproofthatthereis auniquecodeC of length24,cardinality
212, andminimumweight8, containing0. Countingargumentsshow thatsucha
codecontains759wordsof weight8, 2576of weight12, 759of weight16, and
the all-1 word 1 of weight 24. Now, if the codeis translatedby any codeword,
the hypothesesstill hold, andso the conclusionaboutweightsdoestoo. Thus,
thedistancesbetweenpairsof codewordsare0, 8, 12,16,and24. It follows that
all inner productsarezero,soC � C � ; it thenfollows from the cardinality that
C
�

C � , andin particularC is a linearcode.
Let N be an octad,andW its complement. Restrictionof codewords to N

givesa homomorphismθ from C to a codeof length8 in which all wordshave
evenweight. It is readilycheckedthateverywordof evenweightactuallyoccurs.
So the kernelof θ hasrank 5. This kernel is a codeof length16 andminimum
weight8. Thereis a uniquecodewith theseproperties:it consistsof theall-zero
andall-onewords,togetherwith thecharacteristicfunctionsof hyperplanesof a
rank4 vectorspace.(This is thefirst-orderReed–Mullercodeof length16.) Thus
we have identifiedW with a vectorspace,andfoundthefirst non-trivial classof
wordsin theearlierconstruction.

Now, to bebrief: if B is anoctadmeetingN in four points,thenB � W is a line;
if
�
B � N

���
2, thenB � W is a quadric;andall theotherdetailscanbechecked,

givensufficientperseverence.

Theautomorphismgroupof theextendedGolaycodeis the54-transitiveMath-
ieu groupM24. This is oneof only two finite 5-transitivegroupsotherthansym-
metric andalternatinggroups;it is oneof the first of the 26 “sporadic” simple
groupsto be found; andits geometryis thestartingpoint for theconstructionof
many othersporadicgroups(theConwayandFischergroupsandthe“Monster”).
ThegroupM24 will beconsideredfurtherin Section9.4.

9.2 The Witt system

Let X bethesetof coordinatepositionsof theGolaycodeG. Now any word
canbeidentifieduniquelywith thesubsetof X consistingof thepositionswhere
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it hasentriesequalto 1 (its support). Let � be the setof supportsof the 759
codewordsof weight8. An elementof � is calledanoctad; thesupportof aword
of weight12 in G is calledadodecad.

Fromthelinearityof G, weseethatthesymmetricdifferenceof two octadsis
thesupportof awordof G, necessarilyanoctad,adodecad,or thecomplementof
anoctad;theintersectionof thetwo octadshascardinality4, 2 or 0 respectively.
Threepairwisedisjoint octadsform a trio. (In our constructionof the extended
Golaycodein thelastsection,thethree“blocks” of eightcoordinatesform atrio.)

Proposition 9.2 � X 	���
 is a 5- � 24	 8 	 1
 designor Steinersystem.

Proof As we have just seen,it is impossiblefor two octadsto have morethan
four pointsin common,sofivepointslie in atmostoneoctad.Sincethereare759
octads,the averagenumbercontainingfive points is 759 � � 85� � � 24

5 � � 1; so five
points lie in exactly oneoctad. However, the propositionfollows moredirectly
from thepropertiesof thecodeG.

Takeany fivecoordinates,anddeleteoneof them.Theremainingcoordinates
supporta word v of weight 4. But the Golay codeobtainedby deletinga coor-
dinatefrom G is perfect3-error-correcting,andso containsa uniqueword c at
distance3 or lessfrom v. It musthold thatc hasweight7 andits supportcontains
thatof v (andc is theuniquesuchword). Re-introducingthedeletedcoordinate
(which actsasa parity checkfor theGolaycode),we obtaina uniqueoctadcon-
tainingthegiven5-set.

Thisdesignis known astheWitt system; Witt constructedit from its automor-
phismgroup,theMathieugroupM24, thoughnowdaystheprocedureis normally
reversed.

Now chooseany three coordinates,and call them ∞1, ∞2, ∞3. Let X � �
X � 
 ∞1 	 ∞2 	 ∞3 � , and let � � be the set of octadscontainingthe chosenpoints,
with thesepointsremoved. Then � X � 	�� � 
 is a 2-(21,5, 1) design,that is, a pro-
jective planeof order4. Sincethereis a uniqueprojective planeof order4 (see
Exercise4.3.6),it is isomorphicto PG� 2 	 4
 .
Proposition 9.3 Thegeometrywhosevarietiesareall subsetsof X of cardinalities
1, 2, 3 and4, andall octads,with incidencedefinedby inclusion,belongsto the
diagram �

c
�

c
�

c
� � �
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Theremainingoctadscanbeidentifiedwith geometricconfigurationsin PG� 2 	 4
 .
We outline this, omitting detailedverification. In fact, the procedurecanbe re-
versed,andtheWitt systemconstructedfromobjectsin PG� 2 	 4
 . SeeLüneburg [N]
for thedetailsof this construction.

1. An octadcontainingtwo of the threepoints∞i correspondsto a setof six
pointsof PG� 2 	 4
 meetingany line in 0 or 2 points,in otherwords,a hyperoval.
All 168 hyperovalsoccur in this way. If we call two hyperovals “equivalent” if
their intersectionhasevencardinality, we obtaina partition into threeclassesof
size56,correspondingto thethreepossiblepairsof points∞i; sothispartitioncan
bedefinedinternally.

2. An octadcontainingone point ∞i correspondsto a set of seven points
of PG� 2 	 4
 meetingevery line in 1 or 3 points, that is, a Baersubplane(when
equippedwith thelinesmeetingit in threepoints).Again,all 360Baersubplanes
occur, andthepartitioncanbeintrinsicallydefined.

3. An octadcontainingnoneof thepoints∞i is asetof eightpointsof PG� 2 	 4

whichis thesymmetricdifferenceof two lines.Everysymmetricdifferenceof two
linesoccurs(thereare210suchsets).

Sinceoctadsanddodecadsalsointersectevenly, we canextendthis analysis
to dodecads.Considera dodecadcontaining∞1, ∞2 and ∞3. It containsnine
pointsof PG� 2 	 4
 , meetingevery line in 1 or 3 points. Thesenine pointsform
a unital, the setof absolutepointsof a unitary polarity (or the setof zerosof a
non-degenerateHermitianform). Their intersectionsof size3 with lines form a
2- � 9 	 3 	 1
 design,a Steinertriple systemwhich is isomorphicto AG � 2 	 3
 , and
is alsofamousastheHessianconfiguration of inflectionpointsof a non-singular
cubic. (Sincethe field automorphismof GF� 4
 is α  ! α2, the Hermitian form
x0xα

1 � x1xα
0 � x2xα

2 is acubicform, andits zerosform acubiccurve; in thisspecial
case,everypoint is aninflection.)

Exercises

1. Verify theconnectionsbetweenoctadsanddodecadsandconfigurationsin
PG� 2 	 4
 claimedin thetext.

2. Let B beanoctad,andY
�

X � B. Considerthegeometry " whosepoints
arethoseof Y; whoselinesareall pairsof points;whoseplanesareall setsB� � B,
whereB� is an octadmeetingB in four points; andwhosesolidsarethe octads
disjoint from B. prove that " is theaffinegeometryAG � 4 	 2
 .
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9.3 Sextets

A tetrad is a setof four pointsof the Witt system. Any tetradis contained
in five octads,which partitiontheremainingtwentypointsinto five tetrads.Now
thesymmetricdifferenceof two octadsintersectingin a tetradis anoctad;sothe
unionof any two of oursix tetradsis anoctad.A setof six pairwisedisjointtetrads
with this propertyis calleda idxsextet.

Proposition 9.4 Let " bethegeometrywhosePOINTS,LINESandPLANESare
the octads,trios and sextetsrespectively, with incidencedefinedas follows: a
LINE is incidentwith anyPOINTit contains;a PLANEis incidentwith a POINT
which is theunionof twoof its tetrads;anda PLANEis incidentwith a LINE if it
is incidentwith each POINTof theLINE. Then " belongsto thediagram� �

L
� 	

where

�
L

�
is thelinear spaceconsistingof pointsandlinesof PG� 3 	 2
 .

Proof Calculateresidues.Take first a PLANE or sextet. It containssix tetrads;
theunionof any two of themis a POINT, andany partitioninto threesetsof two
is aLINE. This is arepresentationof theuniqueGQwith s

�
t
�

2 thatwesaw in
Section7.1.

Now considerthe residueof a POINT or octad. We saw in Exercise9.2.2
thatthecomplementof anoctadcarriesanaffine spaceAG � 4 	 2
 ; LINEs incident
with the POINT correspondto parallelclassesof planesin the affine space,and
PLANEsincidentwith it to parallelclassesof LINEs. Projectivising anddualis-
ing, weseethepointsandlinesof PG� 3 	 2
 .

Finally, any POINT andPLANE incidentwith a commonLINE areincident
with oneanother.

Thegeometrydoesnot containobjectswhich would correspondto theplanes
of PG� 3 	 2
 in the residueof a point. The diagramis sometimesdrawn with a
“ghostnode”correspondingto thesenon-existentvarieties.

Exercise

1. In the geometry " of Proposition9.4, definethe distancebetweentwo
pointsto bethenumberof linesonashortestpathjoining them.Prove that,if x is
apointandL a line, thenthereis auniquepointof L atminimumdistancefrom x.
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9.4 The large Mathieu groups

Justaseverygoodconstructionof theGolaycodeor theWitt systemcontains
the seedsof a uniquenessproof (aswe observed in Section9.1), so every good
uniquenessproofcontainstheseedsof anargumentestablishingvariousproperties
of its automorphismgroup(in particular, its order, andsomelargesubgroup,the
particularsubgroupdependingontheconstructionused).I will outlinethisfor the
constructionof Section9.1.

Theorem 9.5 Theautomorphismgroupof theGolaycode, or of theWitt system,
is a 5-transitivesimplegroupof order24 � 23 � 22 � 21 � 20 � 48�
Remark This groupis of coursetheMathieugroupM24. Part of thereasonfor
theconstructionwegave(not thesimplestavailable!) is thatit makesour job now
easier.

Proof Firstnotethatthedesignandthecodehavethesameautomorphismgroup;
for thecodeis spannedby thedesign,andthedesignis thesetof wordsof weight
8 in thecode.

Theuniquenessproof shows thattheautomorphismgroupis transitiveon oc-
tads. For, given two copiesof theGolaycode,andan octadin each,thereis an
isomorphismbetweenthetwo codesmappingthechosenoctadin thefirst to that
in thesecond.Also, thestabiliserof anoctadpreservestheaffine spacestructure
on its complement,and(from the construction)inducesAGL � 4 	 2
 on it. (It in-
ducesA8 on theoctad,thekernelof this actionbeingthetranslationgroupof the
affinespace.)Thisgivestheorderof thegroup.

Giventwo 5-tuplesof distinctpoints,eachlies in a uniqueoctad.Thereis an
automorphismcarryingthefirst octadto thesecond;then,sinceA8 is 5-transitive,
we can fix the secondoctadand map the 5-tuple to the correctplace. The 5-
transitivity follows.

We alsohave a subgroupH
�

AGL � 4 	 2
 of our unknown groupG, andit is
easilyseenthatH is maximal.SupposethatN is anon-trivial normalsubgroupof
G. ThenHN

�
G, andH � N is anormalsubgroupof H, necessarilytheidentityor

thetranslationgroup.(If H � N
�

H thenN
�

G.) Thisgivestwo possibilitiesfor
theorderof N, namely759and759� 16.ButN, anormalsubgroupof a5-transitive
group,is atleast4-transitive,byanold theoremof Jordan;so24 � 23 � 22 � 21divides�
N
�
, acontradiction.WeconcludethatG is simple.



144 9. Thegeometryof theMathieugroups

The stabiliserof threepoints is a groupof collineationsof PG� 2 	 4
 , neces-
sarily PSL� 3 	 4
 (by consideringorder). The ovalsandBaersubplaneseachfall
into threeorbits for PSL� 3 	 4
 , theseorbitsbeingtheclassesusedin Lüneburg’s
construction.The set-wisestabiliserof threepointsis PΓL � 3 	 4
 . Lookedat an-
otherway, Lüneburg’s constructionanduniquenessproof givesus the subgroup
PΓL � 3 	 4
 of M24.

9.5 The small Mathieu groups

To concludethis chapter, I describebriefly the geometryassociatedwith the
MathieugroupM12.

Therearetwo quitedifferentapproaches.Onelocatesthegeometrywithin the
Golaycode.ThegroupM12 canbedefinedasthestabiliserof a dodecadin M24;
it actssharply5-transitively on thisdodecad,andon thecomplementarydodecad,
but thetwo permutationrepresentationsarenotequivalent.ThedodecadD carries
adesign,whichcanbeseenasfollows. It intersectsany octadin anevennumber,
at most6, of points; andany five pointsof D lie in a uniqueoctad,meetingD
in 6 points. So the intersectionsof size6 of octadswith D are the blocksof a
5- � 12	 6 	 1
 designor Steinersystem.

Alternatively, thereare“characteristic3” objectswith propertiesresembling
thebinaryGolaycode. Thereis a ternary Golaycode, a setof ternarywordsof
length12 (thatis, entriesin GF� 3
 ) formingasubspaceof GF� 3
 12 of rank6, and
having minimumweight6; thesupportsof weight6 of codewordsform theblocks
of thedesign.Alternatively, thereis asetof 12pointsin PG� 5 	 3
 onwhichM12 is
induced,asfollows. Thereis aHadamard matrixH of size12 # 12(amatrixwith
entries $ 1 satisfyingHH % �

12I ), uniqueup to row andcolumnpermutations
andsignchanges;overGF� 3
 , it hasrank6, andits rowsspantherequiredpoints.
Now thedesignis obtainedasfollows. Thepoint setis identifiedwith thesetof
rows. Any two columnsagreein six rows anddisagreein theothersix, defining
two setsof size6 whichareblocksof thedesign;andall 2 � � 12

2 � � 132blocksare
obtainedin this way.

Someconnectionbetweencharacteristics2 and3 canbeseenfrom theobser-
vationwemadein Section9.2,thataunital in PG� 2 	 4
 is isomorphicto theaffine
planeAG � 2 	 3
 . It turnsout that the threetimesextensionsof thesetwo planes
areassociatedwith codesin characteristics2 and3 respectively, andthatoneex-
tensioncontainstheother. However, the largeWitt systemis not embeddablein
PG� 5 	 4
 , sotheanalogyis notperfect.
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Exercise

1. Let G
�

AG � 2 	 3
 , andX thesetof linesof G (sothat
�
X
�&�

12). Consider
thesubsetsof X of thefollowing types:' all unionsof two parallelclasses;' thelinesof two classescontaininga point p, andthoseof theothertwo not

containingp;' a parallelclass,with the linesof theotherscontaininga fixedpoint p; and
thecomplementsof these.

Show that these6 � 54 � 2 � 36
�

132 setsof size6 form a 5- � 12	 6 	 1
 design.
Assumingtheuniquenessof this design,prove thatAGL � 2 	 3
)( M12.
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Exterior powers and Clifford
algebras

In this chapter, variousalgebraicconstructions(exterior productsandClif ford al-
gebras)areusedto embedsomegeometriesrelatedto projectiveandpolarspaces
(subspaceandspinorgeometries)into projectivespaces.In theprocess,we learn
moreaboutthegeometriesthemselves.

10.1 Tensor and exterior products

Throughoutthischapter, F is acommutativefield (exceptfor abrief discussion
of why this assumptionis necessary).

The tensorproductV
�

W of two F-vector spacesV andW is the free-est
bilinear productof V andW: that is, if (ascustomary),we write the productof
vectorsv � V andw � W asv

�
w, thenwehave�

v1 � v2 � � w � v1
�

w � v2
�

w � �
αv � � w � α

�
v
�

w � �
v
� �

w1 � w2 � � v
�

w1 � v
�

w2 � v
� �

αw � � α
�
v
�

w ���
Formally, we let X betheF-vectorspacewith basisconsistingof all theordered
pairs

�
v � w � (v � V � w � W), andY thesubspacespannedby all expressionsof the

form
�
v1 � v2 � w �
	 �

v1 � w �
	 �
v2 � w � andthreesimilarexpressions;thenV

�
W �

X � Y, with v
�

w theimageof
�
v � w � underthecanonicalprojection.Sometimes,

to emphasizethefield, wewriteV
�

F W.
This constructionwill only work asintendedovera commutativefield. For

αβ
�
v
�

w � � α
�
βv

�
w � � βv

� αw � β
�
v
� αw � � βα

�
v
�

w � �
147
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soif v
�

w �� 0 thenαβ � βα.
Thereare two representationsconvenient for calculation. If V hasa basis


v1 � ����� � vn � andW abasis


w1 � ����� � wm � , thenV

�
W hasabasis


vi
�

w j : 1 � i � n � 1 � j � m���
If V andW are identifiedwith Fn andFm respectively, thenV

�
W canbe

identifiedwith thespaceof n � m matricesoverF, wherev
�

w is mappedto the
matrix v � w.

In particular, rk
�
V

�
W � � rk

�
V ��� rk �

W � .
SupposethatV andW areF-algebras(that is, have an associative multipli-

cationwhich is compatiblewith the vectorspacestructure). ThenV
�

W is an
algebra,with therule�

v1
�

w1 ��� � v2
�

w2 � � �
v1 � v2 � � �

w1 � w2 ���
Of course,we canform thetensorproductof a spacewith itself; andwe can

form iteratedtensorproductsof morethantwo spaces.Let � kV denotethek-fold
tensorpowerof V. Now thetensoralgebra of V is definedto be

T
�
V � � ∞�

k � 0

� � kV � �
with multiplicationgivenby therule�

v1
� ����� � vn ��� � vn� 1

� ����� � vm� n � � v1
� ����� � vm� n

on homogeneouselements,and extendedlinearly. It is the free-estassociative
algebrageneratedby V.

Theexterior square of a vectorspaceV is thefree-estbilinearsquareof V in
which thesquareof any elementof V is zero.In otherwords,it is thequotientof� 2V by thesubspacegeneratedby all vectorsv

�
v for v � V. Wewrite it as � 2V,

orV � V, anddenotetheproductof v andw by v � w. Notethatw � v � 	 v � w. If

v1 � ����� � vn � is a basisfor V, thena basisfor V � V consistsof all vectorsv1 � v j ,

for 1 � i � j � n; so

rk
�
V � V � ��� n

2� � 1
2n

�
n 	 1���

More generally, we candefinethekth exterior power � kV asa k-fold multi-
linearproduct,in which any productof vectorsvanishesif two factorsareequal.
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Its basisconsistsof all expressionsvi1 � � ��� � vik, with 1 � i1 � ����� � ik � n; and
its dimensionis ! nk " . Notethat � kV � 0 if k # n � rk

�
V � .

Theexterior algebra of V is$ �
V � � n�

k� 0

� � kV � �
with multiplicationdefinedasfor thetensoralgebra.Its rankis ∑n

k� 0 ! nk " � 2n.
If θ is a linear transformationon V, thenθ inducesin a naturalway linear

transformations� k θ on � kV, and � k θ on � kV, for all k. If rk
�
V � � n, thenwe

haverk
� � nV � � 1, andso � n θ is ascalar. In fact, � n θ � det

�
θ � . (This factis the

basisof anabstract,matrix-free,definitionof thedeterminant.)

Exercises

1. Let F bea skew field, V a right F-vectorspace,andW a left vectorspace.
Show thatit is possibleto defineV

�
F W asanabeliangroupsothat�

v1 � v2 � � w � v1
�

w � v2
�

w � v
� �

w1 � w2 � � v
�

w1 � v
�

w2

and �
vα � � w � v

� �
αw ���

2. In the identificationof Fn �
Fm with the spaceof n � m matrices,show

that the rankof a matrix is equalto theminimum r for which thecorresponding
tensorcanbe expressedin the form ∑r

i � 1 vi
�

wi . Show that, in sucha minimal
expression,v1 � ����� � vr arelinearly independent,asarew1 � ��� � � wr .

3. (a) If K is anextensionfield of F, andn apositive integer, prove that

Mn
�
F � � F K %� Mn

�
K � �

whereMn
�
F � is thering of n � n matricesoverF.

(b) Prove that & �(' & %� &*)+& .
4. Definethesymmetricsquare S2V of a vectorspaceV, the free-estbilinear

squareof V in which v � w � w � v. Findabasisfor it, andcalculateits dimension.
More generally, definethekth symmetricpowerSkV, andcalculateits dimension;
anddefinethesymmetricalgebra S

�
V � . If dim

�
V � � n, show that thesymmetric

algebraon V is isomorphicto the polynomial ring in n variablesover the base
field.

5. Prove that,if θ is a linearmaponV, whererk
�
V � � n, then � n θ � det

�
θ � .
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10.2 The geometry of exterior powers

LetV beanF-vectorspaceof rankn, andk apositiveintegerlessthann. There
area coupleof waysof defininga geometryon thesetΣk � Σk

�
V � of subspaces

of V of rankk (equivalently, the
�
k 	 1� -dimensionalsubspacesof PG

� ! nk " 	 1 � F � ,
which I now describe.

The first approachproducesa point-line geometry. For eachpair U1 � U2 of
subspacesof V with U1 , U2, rk

�
U1 � � k 	 1, rk

�
U2 � � k � 1, a line

L
�
U1 � U2 � � 


W � Σk : U1 , W , U2 ���
Now two points lie in at mostoneline. For, if W1 � W2 aredistinct subspacesof
rankk andW1 � W2 � L

�
U1 � U2 � , thenU1 - W1 . W2 and / W1 � W2 01- U2; soequality

must hold in both places. Note that two subspacesarecollinear if andonly if
their intersectionhascodimension1 in each. We call this geometrya subspace
geometry.

In thecasek � 2, thepointsof thesubspacegeometryarethelinesof PG
�
n 	

1 � F � , andits linesaretheplanepencils. In particular, for k � 2, n � 4, it is the
Klein quadric.

Thesubspacegeometryhasthefollowing importantproperty:

Proposition 10.1 If threepointsare pairwisecollinear, thenthey are contained
in a projectiveplane. In particular, a point not on a line L is collinear with none,
oneor all pointsof L.

Proof Clearly thesecondassertionfollows from thefirst. In orderto prove the
first assertion,notethat therearetwo kindsof projective planesin thegeometry,
consistingof all pointsW (i.e., subspacesof rank k) satisfyingU1 , W , U2,
whereeitherrk

�
U1 � � k 	 1, rk

�
U2 � � k � 2, or rk

�
U1 � � k 	 2, rk

�
U2 � � k � 1.

So let W1 � W2 � W3 be pairwisecollinearpoints. If rk
�
W1 . W2 . W3 � � k 	 1,

then the threepointsarecontainedin a planeof the first type; so supposenot.
Thenwe have rk

�
W1 . W2 . W3 � � k 	 2; and,by factoringout this intersection,

we may assumethat k � 2. In the projective space,W1 � W2 � W3 are now three
pairwiseintersectinglines,andsoarecoplanar. Thusrk / W1 � W2 � W3 0 � k � 1, and
our threepointslie in aplaneof thesecondtype.

A point-linegeometrysatisfyingthesecondconclusionof Proposition10.1is
calledagammaspace. Gammaspacesareanaturalgeneralisationof polarspaces
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(in theBuekenhout–Shultsense),andthispropertyhasbeenusedin severalrecent
characterisations(someof whicharesurveyedby Shult[29]).

Thesubspacegeometrieshave naturalembeddingsin projective spacesgiven
by exterior powers,generalisingthe Klein quadric. Let X �2� kV; we consider
the projective spacePG

�
N 	 1 � F � basedon X, whereN � ! nk " . This projective

spacecontainssomedistinguishedpoints, thosespannedby the vectorsof the
form v1 � ����� � vk, for v1 � ��� � � vk � V. We call thesepureproducts.

Theorem 10.2 (a) v1 � � ��� � vk � 0 if andonly if v1 � ����� � vk are linearly depen-
dent.

(b)Thesetofpointsof PG
�
N 	 1 � F � spannedbynon-zeropureproducts,together

with thelinesmeetingthis setin more thantwo points,is isomorphicto the
subspacegeometryΣk

�
V � .

Proof (a) If v1 � ��� � � vk are linearly independent,thenthey form part of a basis,
andtheir productis oneof the basisvectorsof X, hencenon-zero.Conversely,
if thesevectorsaredependent,thenoneof themcanbeexpressedin termsof the
others,andtheproductis zero(usinglinearityandthefactthataproductwith two
equaltermsis zero).

(b) It follows from our remarksaboutdeterminantsthat, if v1 � ��� � � vk arere-
placedby anotherk-tuplewith thesamespan,thenv1 � ����� � vk is multiplied by a
scalarfactor, andthepointof PG

�
N 	 1 � F � it spansis unaltered.If W1 �� W2, then

we can(asusualin linearalgebra)choosea basisfor V containingbasesfor both
W1 andW2; thecorrespondingpureproductsaredistinct basisvectorsof X, and
sospandistinctpoints.Thecorrespondenceis one-to-one.

SupposethatW1 andW2 arecollinearin thesubspacegeometry. thenthey have
bases



v1 � � ��� � vk 3 1 � w1 � and



v1 � ��� � � vk 3 1 � w2 � . Thenthepointsspannedby the

vectors
v1 � ����� � vk 3 1 � �

αw1 � βw2 �
form a line in PG

�
N 	 1 � F � andrepresentall thepointsof theline in thesubspace

geometryjoining W1 andW2.
Conversely, supposethatv1 � ��� � � vk andw1 � ����� � wk aretwo pureproducts.

By factoringout theintersectionof thecorrespondingsubspaces,wemayassume
thatv1 � ����� � wk arelinearly independent.If k # 1, thenno othervectorin thespan
of thesetwo pureproductsis a pureproduct. If k � 1, thenthe threepointsare
coplanar.



152 10. Exteriorpowers andClifford algebras

Theothernaturalgeometryon thesetΣk
�
V � is just thetruncationof thepro-

jective geometryto ranksk 	 1 � k andk � 1; in otherwords,its varietiesarethe
subspacesof V of thesethreeranks,andincidenceis inclusion.Thisgeometryhas
no immediateconnectionwith exterior algebra;but it (or themoregeneralform
basedonany generalisedprojectivegeometry)hasabeautifulcharacterisationdue
to Sprague(1981).

Theorem 10.3 (a) Thegeometryjust describedhasdiagram4 L 5 4 L 4 �
whereL 5 denotestheclassof dual linear spaces.

(b)Conversely, anygeometrywith thisdiagram,in whichchainsof subspacesare
finite, consistsof the varietiesof ranksk 	 1 � k and k � 1 of a generalised
projectivespaceof finite dimension,two varietiesincident if onecontains
theother.

Proof Theresidueof avarietyof rankk 	 1 is thequotientprojectivespace;and
theresidueof a varietyof rankk � 1 is thedualof PG

�
k � F � . This establishesthe

diagram.
I will notgivetheproofof Sprague’stheorem.theproof is by induction(hence

the needto assumefinite rank). Spragueshows that it is possibleto recognise
in the geometryobjectscorrespondingto varietiesof rank k 	 2, theseobjects

togetherwith theleft andcentrenodesformingthediagram4 L 564 L 4 again,

but with thedimensionof theresidueof avarietybelongingto therightmostnode
reducedby 1. After finitely many steps,we reachthepoints,linesandplanesof
theprojectivespace,which is recognisedby theVeblen–Youngaxioms.

Exercise

1. Show that thedualof thegeneralisedhexagonG2
�
F � constructedin Sec-

tion 8.8 is embeddedin the subspacegeometryof lines of PG
�
6 � F � . [Hint: the

linesof thehexagonthroughapoint x areall thosecontainingx in aplaneW
�
x� .]

10.3 Near polygons

In this sectionwe considercertainspecialpoint-line geometries.Thesege-
ometrieswill always be connected,and the distancebetweentwo points is the
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smallestnumberof lines in a pathjoining them. A near polygonis a geometry
with thefollowing property:

(NP)Givenany point p andline L, thereis auniquepoint of L nearestto p.

If a nearpolygonhasdiametern, it is calledanear2n-gon.
We begin with someelementarypropertiesof nearpolygons.

Proposition 10.4 In a nearpolygon,

(a) two pointslie onat mostoneline;

(b) theshortestcircuit hasevenlength.

Proof (a)SupposethatlinesL1 � L2 containpointsp1 � p2. Let q � L1. Thenq is at
distance1 from thetwo pointsp1 � p2 of L2, andsois at distance0 from a unique
point of L2; that is, q � L2. So L1 - L2; and,interchangingthesetwo lines,we
find thatL1 � L2.

If a circuit hasodd length2m � 1, thena point lies at distancem from two
pointsof theoppositeline; soit liesatdistancem 	 1 from somepointof this line,
andacircuit of length2m is formed.

Any generalisedpolygonis a nearpolygon; andany “non-degenerate”near
4-gonis ageneralisedquadrangle(seeExercise1).

Somedeeperstructuralpropertiesaregiven in thenext two theorems,which
werefoundby ShultandYanushka[30].

Theorem 10.5 Supposethat x1x2x3x4 is a circuit of length4 in a nearpolygon,
at leastoneof whosesidescontainsmore thantwo points.Thenthere is a unique
subspacecontainingthesefour pointswhich is a generalisedquadrangle.

A subspaceof thetypegivenby this theoremis calledaquad.

Corollary 10.6 Supposethata nearpolygonhastheproperties

(a) anyline containsmore thantwopoints;

(b) anytwo pointsat distance2 arecontainedin a circuit of length4.
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Thenthepoints,linesandquadsforma geometrybelongingto thediagram4 4 L 4 �
We now assumethat thehypothesesof this Corollaryapply. Let p bea point

andQ aquad.Wesaythatthepair
�
p � Q� is classicalif

(a) thereis a uniquepointx of Q nearestp;

(b) for y � Q, d
�
y� p� � d

�
x � p�7� 1 if andonly if y is collinearwith x.

(Thepoint x is the“gateway” to Q from p.) An ovoid in ageneralisedquadrangle
is a set O of (pairwisenon-collinear)points with the propertythat any further
pointof thequadrangleis collinearwith auniquepointof O. Thepoint-quadpair�
p � Q� is ovoidal if thesetof pointsof Q nearestto p is anovoid of Q.

Theorem 10.7 In a nearpolygonwith at leastthreepointson a line, anypoint-
quadpair is eitherclassicalor ovoidal.

A proof in thefinite caseis outlinedin Exercise2.
We now give an example,the sextet geometryof Section9.3 (which, aswe

alreadyknow, hasthe correctdiagram). Recall that the POINTs, LINEs, and
“QUADs” (aswe will now re-namethem)of the geometryarethe octads,trios
andsextetsof theWitt system.Wecheckthatthis is anearpolygon,andexamine
thepoint-quadpairs.

Two octadsintersectin 0, 2 or 4 points.If they aredisjoint, they arecontained
in a trio (i.e., collinear). If they intersectin four points,they definea sextet, and
sosomeoctadis disjoint from both;sotheir distanceis 2. If they intersectin two
points,theirdistanceis 3. Supposethat



B1 � B2 � B3 � is a trio andB anoctadnot in

this trio. EitherB is disjoint from (i.e., collinearwith) a uniqueoctadin thetrio,
or its intersectionswith themhavecardinalities4, 2, 2. In thelattercase,it lies at
distance2 from onePOINTof theLINE, anddistance3 from theothertwo.

Now let B beaPOINT(anoctad),andSaQUAD (asextet). Theintersections
of B with the tetradsof S have the propertythatany two of themsumto 0, 2, 4
or 8; so they areall congruentmod2. If the intersectionshave evenparity, they
are4 � 4 � 0 � 0 � 0 � 0 (thePOINTlies in theQUAD) or 2 � 2 � 2 � 2 � 0 � 0 (B is disjoint from
a uniqueoctadincidentwith S, andthepair is classical).If they have oddparity,
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they are3 � 1 � 1 � 1 � 1 � 1; thenB hasdistance2 from the five octadscontainingthe
first tetrad,anddistance3 from the others. Note that in the GQ of order

�
2 � 2� ,

representedasthepairsfrom a 6-set,thefive pairscontainingan elementof the
6-setform anovoid. So

�
B � S� is ovoidal in this case.

10.3.1 Exercises

1. (a) A nearpolygonwith linesof size2 is abipartitegraph.
(b) A near4-gon,in which no point is joinedto all others,is a generalised

quadrangle.
2. Let Q beafinite GQ with orders� t, wheres # 1.

(a) Supposethat thepoint setof Q is partitionedinto threesubsetsA � B � C
suchthatfor any line L, thevaluesof 8L . A 8 , 8 L . B 8 and 8L . C 8 areeither1 � s� 0,
or 0 � 1 � s. Prove thatA is asingleton,andB thesetof pointscollinearwith A.

(b) Supposethat thepoint setof Q is partitionedinto two subsetsA andB
suchthatany line containsauniquepoint of A. Prove thatA is anovoid.

(c) Henceprove(10.3.4)in thefinite case.

10.4 Dual polar spaces

Wenow look atpolarspaces“the otherwayup”. Thatis, givenanabstractpo-
lar spaceof polarrankn, weconsiderthegeometrywhosePOINTsandLINEs are
thesubspacesof dimensionn 	 1 andn 	 2 respectively, incidencebeingreversed
inclusion.(Thisgeometrywasintroducedin Section7.4.)

Proposition 10.8 A dualpolar spaceof rankn is a near2n-gon.

Proof This is implicit in whatweprovedin Proposition7.9.

Any dual polar spacehasgirth 4, and any circuit of length 4 is contained
in a uniquequad. Moreover, the point-quadpairsare all classical. Both these
assertionsareeasilychecked in the polarspaceby factoringout the intersection
of thesubspacesin question.

Theconverseof this resultwasprovedby Cameron[9]. It is statedhereusing
the notationandideas(andsimplifications)of Shult andYanushkadescribedin
thelastsection.

Theorem 10.9 Let 9 bea near2n-gon.Supposethat
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(a) any4-circuit is containedin a quad;

(b) anypoint-quadpair is classical;

(c) chainsof subspacesarefinite.

Then 9 is a dualpolar spaceof rankn.

Proof Theideasbehindtheproofwill besketched.
Given a point p, the residueof p (that is, the geometryof lines andquads

containingp) is a linearspace,by hypothesis(a). Using(b), it is possibleto show
that this linear spacesatisfiesthe Veblen–Youngaxioms,andso is a projective
space: �

p� (possiblyinfinite-dimensional).We may assumethat this geometry
hasdimensiongreaterthan2 (otherwisethenext few stepsarevacuous).

Now, givenpointsp andq, let ; �
p � q� bethesetof linesthroughp (i.e.,points

of : �
p� ) which belongto geodesicsfrom p to q (that is, which containpointsr

with d
�
q � r � � d

�
p � q�<	 1). Thissetis asubspaceof : �

p� . Let X beany subspace
of : �

p� , andlet = �
p � X � � 


q : ; �
p � q�>- X ���

It canbeshownthat
= �

p � X � isasubspaceof thegeometry, containingall geodesics
betweenany two of its points,andthat,if p? is any point of

= �
p � X � , thenthereis

asubspaceX ? of : �
p? � suchthat

= �
p?@� X ? � � = �

p � X � .
For thefinal step,it is shown that thesubspaces

= �
p � X � , orderedby reverse

inclusion,satisfytheaxioms(P1)–(P4)of Tits.

Remark In thecasewhenany line hasmorethantwo points,condition(a) is a
consequenceof (10.3.2),and(10.3.4)shows that(b) is equivalentto theassertion
thatno point-quadpairsareovoidal.

10.5 Clifford algebras and spinors

Spinorsprovide projective embeddingsof somegeometriesrelatedto dual
polarspaces,muchasexterior powersdo for subspacegeometries.But they are
somewhatelusive,andwehave to constructthemvia Clif ford algebras.

LetV beavectorspaceoveracommutativefield F, and f aquadraticform on
V; let b bethebilinearform obtainedby polarising f . TheClifford algebra C

�
f �

of f (or of the pair
�
V � f � ) is the free-estalgebrageneratedby V subjectto the
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conditionthatv2 � f
�
v �A� 1 for all v � V. In otherwords,it is thequotientof the

tensoralgebraT
�
V � by theidealgeneratedby all elementsv2 	 f

�
v �
� 1 for v � V.

Notethatvw � wv � b
�
v � w �B� 1 for v � w � V.

The Clif ford algebrais a generalisationof the exterior algebra,to which it
reducesif f is identicallyzero.And it hasthesamedimension:

Proposition 10.10 Let


v1 � � ��� � vn � bea basisfor V. ThenC

�
f � hasa basiscon-

sistingof all vectors vi1 � ��� vik, for 0 � i1 � ��� � � ik � n; and so rk
�
C

�
f ��� � 2n.

Proof Any productof basisvectorscanberearrangedinto non-decreasingorder,
moduloproductsof smallernumbersof basisvectors,using

wv � vw 	 b
�
v � w �B� 1 �

A productwith two termsequalcanhave its lengthreduced.Now theresultfol-
lowsby multilinearity.

In animportantspecialcase,we candescribethestructureof C
�
f � .

Theorem 10.11 Let f bea split quadratic formof rankn overF (equivalentto

x1x2 � x3x4 �C�����D� x2n 3 1x2n �
ThenC

�
f � %� M2n

�
F � , thealgebra of 2n � 2n matricesoverF.

Proof It sufficesto find a linearmapθ : V E M2n
�
F � satisfying

(a) θ
�
V � generatesM2n

�
F � (asalgebrawith 1);

(b) θ
�
v � 2 � f

�
v � I for all v � V.

For if so,thenM2n
�
F � is a homomorphicimageof C

�
f � ; comparingdimensions,

they areequal.
We useinduction on n. For n � 0, the result is trivial. Supposethat it is

true for n, with a mapθ. Let Ṽ � V FG/ x � y 0 , where f
�
λx � µy � � λµ. Define

θ̃ : Ṽ E M2nH 1
�
F � by

θ̃
�
v � � � θ

�
v � O

O 	 θ
�
v � � � v � V �
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θ̃
�
x � ��� O I

O O � � θ̃
�
y � ��� O O

I O � �
extendedlinearly.

To show generation,let ! A B
C D " � M2nH 1

�
F � be given. We may assumeinduc-

tively thatA � B � C � D arelinearcombinationsof productsof θ
�
v � , with v � V. The

samecombinationsof productsof θ̃
�
v � have theformsÃ � ! A O

O AIJ" , etc.Now� A B
C D � � Ãθ̃

�
x � θ̃ �

y �7� B̃θ̃
�
x �7� θ̃

�
y � C̃ � θ̃

�
y � D̃θ̃

�
x �K�

To establishtherelations,wenotethat

θ̃
�
v � λx � µy � ��� θ

�
v � λI

µI 	 θ
�
v � � �

andthesquareof theright-handsideis
�
f
�
v �7� λµ� ! I O

O I " , asrequired.

More generally, theargumentshowsthefollowing.

Theorem 10.12 If thequadratic form f hasrankn andgerm f0, then

C
�
f � %� C

�
f0 � � F M2n

�
F �K�

In particular, C
�
x2

0 � x1x2 �L������� x2n 3 1x2n � is thedirectsumof two copiesof
M2n

�
F � ; and,if α is anon-squarein F, then

C
�
αx2

0 � x1x2 �C�����D� x2n 3 1x2n � %� M2n
�
K � �

whereK � F
�NM

α � .
Looked at moreabstractly, Theorem10.12saysthat the Clif ford algebraof

thesplit form of rankn is isomorphicto thealgebraof endomorphismsof avector
spaceS of rank 2n. This spaceis the spinor space, and its elementsarecalled
spinors. Notethattheconnectionbetweenthespinorspaceandtheoriginalvector
spaceis somewhatabstractandtenuous!It is thespinorspacewhich carriesthe
geometricalstructureswenow investigate.

Exercise

1. ProvethattheClif fordalgebrasof therealquadraticforms 	 x2 and 	 x2 	 y2

respectively areisomorphicto thecomplex numbersandthequaternions.Whatis
theClif ford algebraof 	 x2 	 y2 	 z2?
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10.6 The geometry of spinors

In orderto connectspinorsto thegeometryof thequadraticform, wefirst need
to recognisethepointsof avectorspacewithin its algebraof endomorphisms.

let V bea vectorspace,A thealgebraof linear transformationsof V. ThenA
is a simplealgebra.If U is any subspaceof V, then

I
�
U � � 


a � A : va � U for all v � V �
is a left idealin A. Every left idealis of this form (seeExercise1). Sotheprojec-
tivespacebasedonV is isomorphicto thelatticeof left idealsof A. In particular,
theminimal left idealscorrespondto thepointsof theprojectivespace.Moreover,
if U hasrank 1, then I

�
U � hasrank n, andA (actingby left multiplication) in-

ducesthealgebraof linear transformationsof U . In this way, thevectorspaceis
“internalised”in thealgebra.

Now let V carry a split quadraticform of rank n. If U is a totally singular
subspaceof rankn, thentheelementsof U generatea subalgebraisomorphicto
theexterioralgebraof U . Let Û denotetheproductof thevectorsin abasisof U .
Note thatÛ is unchanged,apartfrom a scalarfactor, if a differentbasisis used.
ThenvuÛ � 0 whenever v � V, u � U , andu �� 0; so theleft idealgeneratedby
Û hasdimension2n (with a basisof theform



vi1 ����� vikÛ � , where



v1 � ����� � vn � is

a basisof a complementfor U , and1 � i1 � ����� � ik � n. Thus,Û generatesa
minimal left idealof C

�
f � . By theprecedingparagraph,this idealcorrespondsto

apoint of theprojectivespacePG
�
2n 	 1 � F � basedon thespinorspaceS.

Summarising,we have a mapfrom themaximaltotally singularsubspacesof
the hyperbolicquadricto a subsetof the pointsof projective spinorspace.The
elementsin theimageof thismaparecalledpurespinors.

We now statesomepropertiesof purespinorswithout proof.

Proposition 10.13 (a) There is a decompositionof thespinorspaceS into two
subspacesS� , S3 , each of rank2n 3 1. Anypure spinor is containedin one
of thesesubspaces.

(b) Any line of spinorspacewhich containsmore thantwo pure spinors hasthe
form 
 / Û 0 : U is t.s. with rankn � U hastypeε � U O W � �
whereW is a t.s. subspaceof rankn 	 2, andε �QP 1.
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In (a), thesubspacesS� andS3 arecalledhalf-spinorspaces.
In (b), thetypeof amaximalt.s.subspaceis thatdescribedin Section7.4.The

maximalt.s.subspacescontainingW form a dualpolarspaceof rank2, which in
this caseis simply a completebipartitegraph,the partsof the bipartition being
the two typesof maximalsubspace.Any two subspacesof the sametype have
intersectionwith evencodimensionatmost2, andhenceintersectpreciselyin W.

The dualpolar spaceassociatedwith the split quadraticform hastwo points
per line, andso in generalis a bipartitegraph. The two partsof the bipartition
canbe identifiedwith the purespinorsin the two half-spinorspaces.The lines
describedin (b) within eachhalf-spinorspaceform a geometry, a so-calledhalf-
spinorgeometry: twopurespinorsarecollinearin thisgeometryif andonly if they
lie at distance2 in the dual polar space.In general,distancesin the half-spinor
geometryarethosein thedualpolarspace,halved!

Proposition 10.14 If p is a point and L a line in a half-spinor geometry, then
eitherthereis a uniquepointof L nearestp, or all pointsof L areequidistantfrom
p.

Proof Recallthat the line L of thehalf-spinorgeometryis “half ” of a complete
bipartitegraphQ, which is a quadin thedualpolarspace.If thegateway to Q is
on L, it is thepoint of L nearestto p; if it is on theotherside,thenall pointsof L
areequidistantfrom p.

Thecasesn � 3 � 4 giveusyetanotherwayof lookingat theKlein quadricand
triality.

Example n � 3. The half-spinorspacehasrank 4. The diameterof the half-
spinorgeometryis 1, andso it is a linear space;necessarilyPG

�
3 � F � : that is,

every spinor in the half-spinorspaceis pure. Pointsof this spacecorrespondto
onefamily of maximalsubspaceson theKlein quadric.

Example n � 4. Now thehalf-spinorspaceshave rank 8, the sameasV. The
half-spinorspacehasdiameter2,and(byProposition10.14)satisfiestheBuekenhout–
Shultaxiom.But wedonotneedto usethefull classificationof polarspaceshere,
sincethegeometryis alreadyembeddedin PG

�
7 � F � ! Weconcludethateachhalf-

spinorspaceis isomorphicto theoriginalhyperbolicquadric.
We concludeby embeddinga couplemore dual polar spacesin projective

spaces.
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Proposition 10.15 Let f bea quadratic form of rankn 	 1 on a vectorspaceof
rank 2n 	 1. Thenthe dual polar spaceof F is embeddedas all the pointsand
someof the linesof thehalf-spinorspaceassociatedwith a split quadratic form
of rankn.

Proof Wecanregardthegivenspaceasof theform v R , wherev is anon-singular
vectorin aspacecarryingasplit quadraticform of rankn. Now eacht.s.subspace
of rankn 	 1 for thegivenform is containedin auniquet.s.spaceof rankn of each
typefor thesplit form; sowehaveaninjectionfrom thegivendualpolarspaceto
a half-spinorspace.The mapis onto: for if U is t.s. of rank n, thenU . c R has
rankn 	 1. A line of thedualpolarspaceconsistsof all thesubspacescontaining
a fixedt.s.subspaceof rankn 	 2, andsotranslatesinto a line of thehalf-spinor
space,asrequired.

Proposition 10.16 Let K be a quadratic extensionof F, with Galois automor-
phismσ. LetV bea vectorspaceof rank2n over K, carrying a non-degenerate
σ-Hermitian form b of rank n. Thenthe dual polar spaceassociatedwith b is
embeddablein a half-spinorgeometryoverF.

Proof Let H
�
v � � b

�
v � v � . ThenH

�
v� � F for all v � V; andH is a quadratic

form on thespaceVF obtainedby restrictingscalarsto F. (NotethatVF hasrank
4n over F.) Now any maximalt.i. subspacefor b is a maximalt.s. subspacefor
H of rank 2n; so H is a split form, andwe have an injection from pointsof the
dualunitaryspaceto purespinors.Moreover, theintersectionof any two of these
maximalt.s.subspaceshasevenF-codimensionin each;sothey all havethesame
type,andour mapgoesto pointsof ahalf-spinorgeometry.

A line of thedualpolarspaceis definedby a t.i. subspaceof rankn 	 1 (over
K), which is t.s. of rank 2n 	 2 over F; so it mapsto a line of the half-spinor
geometry, asrequired.

In the casen � 3, we have the duality betweenthe unitary andnon-splitor-
thogonalspacesdiscussedin Section8.3.

Exercise

1. (a) Prove that the setof endomorphismsof V with rangecontainedin a
subspaceU is a left ideal.

(b) Prove that, if T hasrangeU , thenany endomorphismwhoserangeis
containedin U is a left multipleof T.
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(c) Deducethat every left ideal of the endomorphismring of V is of the
form describedin (a).
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totally singularsubspace,88
trace,81
trace-valued,113
trace-valuedHermitianform, 81
transitivity of parallelism,41
translationplane,45
transvection,61
transversalitycondition,66
triality, 129,133
triality quadric,133
triangleproperty, 110
trio, 140
typemap,65
types,65

unital,141
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unitarygroups,114
unitaryspace,88

varieties,65
variety, 16
Veblen’sAxiom, 4, 37,42
Veblen’saxiom,32,40

Wedderburn’sTheorem,1, 25
weight,35
Witt index, 85
Witt system,140
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