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H3C 3J7 Montreal, Quebec, Canada

Editor

Antonio M. Greco
Università di Palermo
Dipartimento di Matematica
Via Archirafi 34, 90123 Palermo, Italy

C.I.M.E. activity is supported by:
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Preface

This book contains the lectures given at the Centro Internazionale Matematico
Estivo (CIME), during the session Direct and Inverse Method in Non
Linear Evolution Equations, held at Cetraro in September 1999.

The lecturers were R. Conte of the Service de physique de l’état condensé,
CEA Saclay, F. Magri of the University of Milan, M. Musette of Dienst
Theoretical Naturalness, Verite Universities Brussels, J. Satsuma of the Gra-
duate School of Mathematical Sciences, University of Tokyo and P. Winter-
nitz of the Centre de recherches mathématiques, Université de Montréal.

The courses face from different point of view the theory of the exact solu-
tions and of the complete integrability of non linear evolution equations.

The Magri’s lectures develop the geometrical approach and cover a large
amount of topics concerning both the finite and infinite dimensional manifolds,
Conte and Musette explain as Painlevé analysis and its various extensions can
be extensively applied to a wide range of non linear equations. In particular
Conte deals with the ODEs case, while Musette deals with the PDEs case.
The Lie’s method is the main subject of Winternitz’s course where is shown
as any kind of possible symmetry can be used for reducing the considered
problem, and eventually for constructing exact solutions.
Finally Satsuma explains the bilinear method, introduced by Hirota, and,
after considering in depth the algebraic structure of the completely integrable
systems, presents modification of the method which permits to treat, among
others, the ultra-discrete systems.

All lectures are enriched by several examples and applications to concrete
problems arising from different contexts. In this way, from one hand the effec-
tiveness of the used methods is pointed out, from the other hand the interested
reader can experience directly the different geometrical, algebraical and ana-
lytical machineries involved.

I wish to express my appreciation to the authors for these notes, updated
to the summer 2002, and to thank all the participants of this CIME session.

Padua, March 2003 Antonio M. Greco
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3 Bäcklund transformation: definition and example . . . . . . . . . . . . . . . . . 139
4 Singularity analysis of nonlinear differential equations . . . . . . . . . . . . . 139

4.1 Nonlinear ordinary differential equations . . . . . . . . . . . . . . . . . . . 139
4.2 Nonlinear partial differential equations . . . . . . . . . . . . . . . . . . . . . 142

5 Lax Pair and Darboux transformation . . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.1 Second order scalar scattering problem . . . . . . . . . . . . . . . . . . . . . 144
5.2 Third order scalar scattering problem . . . . . . . . . . . . . . . . . . . . . . 145
5.3 A third order matrix scattering problem . . . . . . . . . . . . . . . . . . . . 146
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Exact solutions of nonlinear partial differential
equations by singularity analysis

Robert Conte

Service de physique de l’état condensé, CEA Saclay, F–91191 Gif-sur-Yvette
Cedex, France; conte@drecam.saclay.cea.fr

Summary. Whether integrable, partially integrable or nonintegrable, nonlinear
partial differential equations (PDEs) can be handled from scratch with essentially
the same toolbox, when one looks for analytic solutions in closed form. The basic
tool is the appropriate use of the singularities of the solutions, and this can be done
without knowing these solutions in advance. Since the elaboration of the singular
manifold method by Weiss et al., many improvements have been made. After some
basic recalls, we give an interpretation of the method allowing us to understand why
and how it works. Next, we present the state of the art of this powerful technique,
trying as much as possible to make it a (computerizable) algorithm. Finally, we
apply it to various PDEs in 1 + 1 dimensions, mostly taken from physics, some of
them chaotic: sine-Gordon, Boussinesq, Sawada-Kotera, Kaup-Kupershmidt, com-
plex Ginzburg-Landau, Kuramoto-Sivashinsky, etc.

1 Introduction

Our interest is to find explicitly the “macroscopic” quantities which mate-
rialize the integrability of a given nonlinear differential equation, such as
particular solutions or first integrals. We mainly handle partial differential
equations (PDEs), although some examples are taken from ordinary differen-
tial equations (ODEs). Indeed, the methods described in these lectures apply
equally to both cases.

These methods are based on the a priori study of the singularities of the
solutions. The reader is assumed to possess a basic knowledge of the singu-
larities of nonlinear ordinary differential equations, the Painlevé property for
ODEs and the Painlevé test. All this prerequisite material is well presented in
a book by Hille [63] while Cargèse lecture notes [26] contain a detailed exposi-
tion of the methods, including the Painlevé test for ODEs. Many applications
are given in a review [110].

As a general bibliography on the subject of these lectures, we recommend
Cargèse lecture notes [37] and a shorter subset of these with emphasis on the
various so-called truncations [24].

Throughout the text, we exclude linear equations, unless explicitly stated.

R. Conte, Exact solutions of nonlinear partial differential equations by singularity analysis,
Lect. Notes Phys. 632, 1–83 (2003)
http://www.springerlink.com/ c© Springer-Verlag Berlin Heidelberg 2003



2 R. Conte

2 Various levels of integrability for PDEs, definitions

In this section, we review the required definitions (exact solution, Bäcklund
transformation, Lax pair, singular part transformation, etc).

The most important point is the global nature of the information which
is looked for. The existence theorem of Cauchy (for ODEs) or Cauchy-
Kowalevski (for PDEs) is of no help for this purpose. Indeed, it only states a
local property and says nothing on what happens outside the disk of definition
of the Taylor series. Therefore it cannot distinguish between chaotic equations
and integrable ones.

Still from this point of view, Laurent series are not better than Taylor
series. For instance, the Bianchi IX cosmological model is a six-dimensional
dynamical system

σ2(LogA)′′ = A2 − (B − C)2, and cyclically, σ4 = 1, (1)

which is undoubtedly chaotic [115]. Despite the existence of the Laurent series
[43]

A/σ = χ−1 + a2χ+O(χ3), χ = τ − τ1,
B/σ = b0χ+ b1χ2 +O(χ3), (2)
C/σ = c0χ+ c1χ2 +O(χ3),

which depends on six independent arbitrary coefficients, (τ1, b0, c0, b1, c1, a2),
a wrong statement would be to conclude to the absence of chaos.

This leads us to the definition of the first one of several needed global
mathematical objects.

Definition 2.1. One calls exact solution of a nonlinear PDE any solution
defined in the whole domain of definition of the PDE and which is given in
closed form, i.e. as a finite expression.

The opposite of an exact solution is of course not a wrong solution, but
what Painlevé calls “une solution illusoire”, such as the above mentioned
series.

Note that a multivalued expression is not excluded. From this definition, an
exact solution is global, as opposed to local. This generically excludes series or
infinite products, unless their domain of validity can be made the full domain
of definition, like for linear ODEs.

Example 2.1. The Kuramoto-Sivashinsky (KS) equation

ut + uux + µuxx + νuxxxx = 0, ν �= 0, (3)

describes, for instance, the fluctuation of the position of a flame front, or the
motion of a fluid going down a vertical wall, or a spatially uniform oscillating
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chemical reaction in a homogeneous medium (see Ref. [84] for a review), and
it is well known for its chaotic behaviour. An exact solution is the solitary
wave of Kuramoto and Tsuzuki [75] in which the wavevector k is fixed

u = 120ν
(
k

2
tanh

k

2
ξ

)3

+
(

60
19
µ− 30νk2

)
k

2
tanh

k

2
ξ + c,

ξ = x− ct− x0, k
2 =

11µ
19ν

or − µ

19ν
, (4)

which depends on two arbitrary constants (c, x0). On the contrary, the Laurent
series

u = 120νξ−3 +
60
19
µξ−1 + c− 120× 11

192 µ2ξ + u6ξ
3 +O(ξ4), (5)

which depends on three arbitrary constants (c, x0, u6), is not an exact solution,
since no closed form expression is yet known for the sum of this series.

There exists a powerful tool to build exact solutions, this is the Bäcklund
transformation. For simplicity, but this is not a restriction, we give the basic
definitions for a PDE defined as a single scalar equation for one dependent
variable u and two independent variables (x, t).

Definition 2.2. (Refs. [7] vol. III chap. XII, [34]) A Bäcklund transfor-
mation (BT) between two given PDEs

E1(u, x, t) = 0, E2(U,X, T ) = 0 (6)

is a pair of relations

Fj(u, x, t, U,X, T ) = 0, j = 1, 2 (7)

with some transformation between (x, t) and (X,T ), in which Fj depends on
the derivatives of u(x, t) and U(X,T ), such that the elimination of u (resp. U)
between (F1, F2) implies E2(U,X, T ) = 0 (resp. E1(u, x, t) = 0). The BT is
called the auto-BT or the hetero-BT according as the two PDEs are the
same or not.

Example 2.2. The sine-Gordon equation (we identify sine-Gordon and sinh-
Gordon since an affine transformation on u does not change the integrability
nor the singularity structure)

sine-Gordon : E(u) ≡ uxt + 2a sinhu = 0 (8)

admits the auto-BT

(u+ U)x + 4λ sinh
u− U

2
= 0, (9)

(u− U)t − 2a
λ

sinh
u+ U

2
= 0, (10)

in which λ is an arbitrary complex constant, called the Bäcklund parameter.
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Given the obvious solution U = 0 (called vacuum), the two equations
(7)–(8) are Riccati ODEs with constant coefficients for the unknown eu/2,

(eu/2)x = λ(1− (eu/2)2), (11)
(eu/2)t = −a(1− (eu/2)2)/(2λ), (12)

therefore their general solution is known in closed form

eu/2 = tanh θ, θ =
(
λx− a

2λ
t− z0

)
, (13)

with (λ, z0) arbitrary. This solution is called the one-soliton solution, it is also
written as

tanh(u/4) = −e−2θ, ux = 4λ sech 2θ, ut = −2aλ−1 sech 2θ. (14)

By iteration, this procedure gives rise to the N -soliton solution [76, 1], an
exact solution depending on 2N arbitrary complex constants (N values of the
Bäcklund parameter λ, N values of the shift z0), with N an arbitrary positive
integer. A remarkable feature of the SG-equation, due to the fact that at
least one of the two ODEs (7)–(8) is of order one, is that this N -soliton can
be obtained from N different copies of the one-soliton by a simple algebraic
operation, i.e. without integration (see Musette’s lecture [91]).

Example 2.3. The Liouville equation

Liouville: E(u) ≡ uxt + αeu = 0 (15)

admits two BTs. The first one

(u− v)x = αλe(u+v)/2, (16)
(u+ v)t = −2λ−1e(u−v)/2, (17)

is a BT to a linearizable equation called the d’Alembert equation

d’Alembert: E(v) ≡ vxt = 0. (18)

The second one is an auto-BT

(u+ U)x = −4λ sinh
u− U

2
, (19)

(u− U)t = λ−1αe(u+U)/2. (20)

The first of these two BTs allows one to obtain the general solution of the
nonlinear Liouville equation, see Sect. 7.

This ideal situation (generation of the general solution) is exceptional and
the generic case is the generation of particular solutions only, as in the sine-
Gordon example.

The importance of the BT is such that it is often taken as a definition of
integrability.
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Definition 2.3. A PDE in N independent variables is integrable if at least
one of the following properties holds.

1. Its general solution is an explicit closed form expression, possibly presen-
ting movable critical singularities.

2. It is linearizable.
3. For N > 1, it possesses an auto-BT which, if N = 2, depends on an

arbitrary complex constant, the Bäcklund parameter.
4. It possesses a hetero-BT to another integrable PDE.

Although partially integrable and nonintegrable equations, i.e. the majo-
rity of physical equations, admit no BT, they retain part of the properties
of (fully) integrable PDEs, and this is why the methods presented in these
lectures apply to both cases as well. For instance, the KS equation admits
the vacuum solution u = 0 and, in Sect. 2, an iteration will be built leading
from u = 0 to the solitary wave (4); the nonintegrability manifests itself in
the finite number of times this iteration provides a new result (N = 1 for the
KS equation, and one cannot go beyond (4) [30]).

For various applications of the BT, see Ref. [51].
When a PDE has some good reasons to possess such features, such as the

reasons developed in Sect. 4, we want to find the BT if it exists, since this is
a generator of exact solutions, or a degenerate form of the BT if the BT does
not exist, and we want to do it by singularity analysis only.

Before proceeding, we need to define some other elements of integrability.

Definition 2.4. Given a PDE, a Lax pair is a system of two linear differen-
tial operators

Lax pair : L1(U, λ), L2(U, λ), (21)

depending on a solution U of the PDE and, in the 1 + 1-dimensional case,
on an arbitrary constant λ, called the spectral parameter, with the property
that the vanishing of the commutator [L1, L2] is equivalent to the vanishing of
the PDE E(U) = 0.

A Lax pair can be represented in several, equivalent ways.
The Lax representation [30] is a pair of linear operators (L,P ) (scalar or

matrix) defined by

L1 = L− λ, L2 = ∂t − P, L1ψ = 0, L2ψ = 0, λt = 0, (22)

in which the elimination of the scalar λ yields

Lt = [P,L], (23)

i.e. , thanks to the isospectral condition λt = 0, a time evolution analogous to
the one in Hamiltonian dynamics.
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The zero-curvature representation is a pair (L,M) of linear operators in-
dependent of (∂x, ∂t)

L1 = ∂x − L, L2 = ∂t −M, L1ψ = 0, L2ψ = 0,
[∂x − L, ∂t −M ] = Lt −Mx + LM −ML = 0. (24)

The common order N of the matrices is called the order of the Lax pair.
The projective Riccati representation is a first order system of 2N − 2

Riccati equations in the unknowns ψj/ψ1, j = 2, . . . , N , equivalent to the
zero-curvature representation (24).

The scalar representation is a pair of scalar linear PDEs, one of them of
order higher than one,

L1ψ = 0, L2ψ = 0,
X ≡ [L1, L2] = 0. (25)

In 1+1-dimensions, one of the PDEs can be made an ODE (i.e. involving only
x- or t-derivatives), in which case the order of this ODE is called the order of
the Lax pair.

The string representation or Sato representation [70]

[P,Q] = 1. (26)

This very elegant representation, reminiscent of Hamiltonian dynamics, uses
the Sato definition of a microdifferential operator (a differential operator with
positive and negative powers of the differential operator ∂) and of its diffe-
rential part denoted ()+ (the subset of its nonnegative powers), e.g.

Q = ∂2
x − u, (27)

L = Q1/2, (28)(
L3)

+ = ∂3
x − (3/4){u, ∂x}, (29)(

L5)
+ = ∂5

x − (5/4){u, ∂3
x}+ (5/16){3u2 + uxx, ∂x}, (30)

in which {a, b} denotes the anticommutator ab+ba. See Ref. [46] for a tutorial
presentation.

Example 2.4. The sine-Gordon equation (8) admits the zero-curvature repre-
sentation

(∂x − L)
(
ψ1
ψ2

)
= 0 L =

(
Ux/2 λ
λ −Ux/2

)
, (31)

(∂t −M)
(
ψ1
ψ2

)
= 0, M = −(a/2)λ−1

(
0 eU

e−U 0

)
, (32)

equivalent to the Riccati representation, with y = ψ1/ψ2,

yx = λ+ Uxy − λy2, (33)

yt = −a
2
λ−1eU +

a

2
λ−1e−Uy2. (34)
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Example 2.5. The matrix nonlinear Schrödinger equation

iQt − (b/a)Qxx − 2abQRQ = 0, −iRt − (b/a)Rxx − 2abRQR = 0, (35)

in which (Q,R) are rectangular matrices of respective orders (m,n) and
(n,m), and (i, a, b) constants, admits the zero-curvature representation ([83]
Eq. (5))

(∂x − L)ψ = 0, (∂t −M)ψ = 0, (36)
L = aP + λG, M = (−aGP 2 +GPx + 2λP + (2/a)λ2G)b/i, (37)

in which λ is the spectral parameter, P and G matrices of order m+n defined
as

P =
(

0 Q
−R 0

)
, G =

(
1m 0
0 −1n

)
. (38)

The matrix G characterizes the internal symmetry group GL(m, C)⊗GL(n, C).
The lowest values

m = 1, n = 1, Q =
(
u
)
, R =

(
U
)
, (39)

define the AKNS system (Sect. 9.1), whose reduction U = ū is the usual scalar
nonlinear Schrödinger equation.

Example 2.6. The 2 + 1-dimensional Ito equation [68]

E(u) ≡ (
uxxxt + 6α−1uxtuxx + a1utt + a2uxt + a3uxx + a4uty

)
x

= 0 (40)

has a Lax pair whose scalar representation is

L1 ≡ ∂3
x + a1∂t + (a2 + 6α−1Uxx)∂x + a4∂y − λ (41)

L2 ≡ ∂x∂t − µ∂x + (
a3

3
+ 2α−1Uxt) (42)

α[L1, L2] = 2E(U) + 6UxxxL2. (43)

In the 2 + 1-dimensional case a4 �= 0, the parameter λ can be set to 0 by
the change ψ �→ ψeλy. This is the reason of the precision at the end of item
2 in definition 2.4. This pair has the order four in the generic case a1 �= 0,
although neither L1 nor L2 has such an order.

Example 2.7. The string representation of the Lax pair of the derivative of the
first Painlevé equation is

[P,Q] = [
(
(∂2

x − u)3
)
+ , ∂

2
x − u] = −(1/4)uxxx + (3/4)uux = 1. (44)

Example 2.8. The Sato representation of the Lax pair for the whole Korteweg-
de Vries hierarchy is

∂tmL = [
(
L2m−1)

+ , L], L = Q1/2, Q = ∂2
x − u, m = 1, 3, 5, . . . (45)
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From the singularity point of view, the Riccati representation is the most
suitable, as will be seen.

The last main definition we need is the singular part transformation, which
we used to call (improperly) Darboux transformation (for the definition of a
Darboux transformation [13], see Musette’s lecture [91] in this volume).

Definition 2.5. Given a PDE, a singular part transformation is a trans-
formation between two solutions (u, U) of the PDE

singular part transformation : u =
∑

f

Df Log τf + U (46)

linking their difference to a finite number of linear differential operators Df

(f like family) acting on the logarithm of functions τf .

In the definition (46), it is important to note that, despite the notation,
each function τf is in fact the ratio of the “tau-function” of u by that of U .

Lax pairs, Bäcklund and singular part transformations are not indepen-
dent. In order to exhibit their interrelation, one needs an additional informa-
tion, namely the link

∀f : Df Log τf = Ff (ψ), (47)

which most often is the identity τ = ψ, between the functions τf and the
function ψ in the definition of a scalar Lax pair.

Example 2.9. The (integrable) sine-Gordon equation (8) admits the singular
part transformation

u = U − 2(Log τ1 − Log τ2), (48)

in which (τ1, τ2) is a solution (ψ1, ψ2) of the system (31)–(32).

Then its BT (7)–(8) is the result of the elimination [5] of τ1/τ2 between the
singular part transformation (48) and the Riccati form of the Lax pair (33)–
(34), with the correspondence τf = ψf , f = 1, 2. This elimination reduces to
the substitution y = e−(u−U)/2 in the Riccati system (33)–(34), and this is
one of the advantages of the Riccati representation. Therefore the Bäcklund
parameter and the spectral parameter are identical notions.

Example 2.10. The (nonintegrable) Kuramoto-Sivashinsky equation admits
the degenerate singular part transformation

u = U + (60ν∂3
x + (60/19)µ∂x) Log τ, (49)

in which U = c (vacuum) and τ is the general solution ψ of the linear system
(a degenerate second order scalar Lax pair)

L1ψ ≡ (∂2
x − k2/4)ψ = 0, (50)

L2ψ ≡ (∂t + c∂x)ψ = 0, (51)
[L1, L2] ≡ 0. (52)
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The solution u defined by (49) is then the solitary wave (4), and this is a
much simpler way to write it, because the logarithmic derivatives in (49) take
account of the whole nonlinearity.

Since, roughly speaking, the BT is equivalent to the couple (singular part
transformation, Lax pair), one can rephrase as follows the iteration to generate
new solutions. Let us symbolically denote

E(u) = 0 the PDE,
Lax(ψ, λ, U) = 0 a scalar Lax pair,
F the link (47) D Log τ = F (ψ) from ψ to τ ,
u = singular part transformation(U, τ) the singular part transformation.

The iteration is the following, see e.g. [60].

1. (initialization) Choose u0 = a particular solution of E(u) = 0; set n = 1;
perform the following loop until some maximal value of n;

2. (start of loop) Choose λn = a particular complex constant;
3. Compute, by integration, a particular solution ψn of the linear system

Lax(ψ, λn, un−1) = 0;
4. Compute, without integration, D Log τn = F (ψn);
5. Compute, without integration,
un = singular part transformation(un−1, τn);

6. (end of loop) Set n = n+ 1.

Depending on the choice of λn at step 2, and of ψn at step 3, one can
generate either the N -soliton solution, or solutions rational in (x, t), or a
mixture of such solutions.

3 Importance of the singularities: a brief survey
of the theory of Painlevé

A classical theorem states that a function of one complex variable without
any singularity in the analytic plane (i.e. the complex plane compactified by
addition of the unique point at infinity) is a constant. Therefore a function
with singularities is characterized, as shown by Mittag-Leffler, by the know-
ledge of its singularities in the analytic plane. Similarly, if u satisfies an ODE
or a PDE, the structure of singularities of the general solution characterizes
the level of integrability of the equation. This is the basis of the theory of
the (explicit) integration of nonlinear ODEs built by Painlevé, which we only
briefly introduce here [for a detailed introduction, see Cargèse lecture notes:
Ref. [26] for ODEs, Ref. [37] for PDEs].

To integrate an ODE is to acquire a global knowledge of its general solu-
tion, not only the local knowledge ensured by the existence theorem of Cauchy.
So, the most demanding possible definition for the “integrability” of an ODE
is the single valuedness of its general solution, so as to adapt this solution to
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any kind of initial conditions. Since even linear equations may fail to have this
property, e.g. 2xu′ + u = 0, u = cx−1/2, a more reasonable definition is the
following one.

Definition 3.1. The Painlevé property (PP) of an ODE is the uniformizabi-
lity of its general solution.

In the above example, the uniformization is achieved by the change of
independent variable x = X2. This definition is equivalent to the more familiar
one.

Definition 3.2. The Painlevé property (PP) of an ODE is the absence of
movable critical singularities in its general solution.

Definition 3.3. The Painlevé property (PP) of a PDE is its integrability (De-
finition 2.3) and the absence of movable critical singularities in its general
solution.

Let us recall that a singularity is said movable (as opposed to fixed) if
its location depends on the initial conditions, and critical if multivaluedness
takes place around it. Indeed, out of the four configurations of singularities
(critical or noncritical) and (fixed or movable), only the configuration (critical
and movable) prevents uniformizability: one does not know where to put the
cut since the point is movable.

Wrong definitions of the PP, alas repeatedly published, consist in repla-
cing in the definition “movable critical singularities” by “movable singularities
other than poles”, or “its general solution” by “all its solutions”. Even worse
definitions only refer to Laurent series. See Ref. [26], Sect. 2.6, for the argu-
ments of Painlevé himself.

The mathematicians like Painlevé want to integrate whole classes of ODEs
(e.g. second order algebraic ODEs). We will only use their methods for a given
ODE or PDE, with the aim of deriving the elements of integrability described
in Sect. 2 (exact solutions, . . . ). This Painlevé analysis is twofold (“double
méthode”, says Painlevé).

1. Build necessary conditions for an ODE or a PDE to have the PP (this is
called the Painlevé test).

2. When all these conditions are satisfied, or at least some of them, find
the global elements of integrability. In the integrable case this is achieved
either (ODE case) by explicitly integrating or (PDE case) by finding an
auto-BT (like equations (7)–(8) for sine–Gordon) or a BT towards another
PDE with the PP (like (16)–(17) between the d’Alembert and Liouville
equations). In the partially integrable case, only degenerate forms of the
above can be expected, as described in Sect. 2.
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4 The Painlevé test for PDEs in its invariant version

When the PDE reduces to an ODE, the Painlevé test (for shortness we will
simply say the test) reduces by construction to the test for ODEs, presented
in detail elsewhere [26] and assumed known here.

We will skip those steps of the test which are the same for ODEs and
for PDEs (e.g., diophantine conditions that all the leading powers and all
the Fuchs indices be integer), and we will concentrate on the features which
are specific to PDEs, namely the description of the movable singularities, the
optimal choice of the expansion variable for the Laurent series, the advantage
of the homographic invariance.

4.1 Singular manifold variable ϕ and expansion variable χ

Consider a nonlinear PDE

E(u, x, t, . . . ) = 0. (53)

To test movable singularities for multivaluedness without integrating,
which is the essence of the test, one must first describe them, then, among
other steps, check the existence near each movable singularity of a Laurent
series which represents the general solution.

For PDEs, the singularities are not isolated in the space of the independent
variables (x, t, . . . ), but they lay on a codimension one manifold

ϕ(x, t, . . . )− ϕ0 = 0, (54)

in which the singular manifold variable ϕ is an arbitrary function of the in-
dependent variables and ϕ0 an arbitrary movable constant. Even in the ODE
case, the movable singularity can be defined as ϕ(x) − ϕ0 = 0, since the im-
plicit functions theorem allows this to be locally inverted to x − x0 = 0; the
arbitrary function ϕ thus introduced may then be used to construct exact
solutions which would be impossible to find with the restriction ϕ(x) = x
[122, 98].

One must then define from ϕ−ϕ0 an expansion variable χ for the Laurent
series, for there is no reason to confuse the roles of the singular manifold
variable and the expansion variable. Two requirements must be respected:
firstly, χ must vanish as ϕ − ϕ0 when ϕ → ϕ0; secondly, the structure of
singularities in the ϕ complex plane must be in a one-to-one correspondence
with that in the χ complex plane, so χ must be a homographic transform of
ϕ− ϕ0 (with coefficients depending on the derivatives of ϕ).

The Laurent series for u and E involved in the Kowalevski-Gambier part
of the test are defined as

u =
+∞∑
j=0

ujχ
j+p, −p ∈ N , E =

+∞∑
j=0

Ejχ
j+q, −q ∈ N ∗ (55)
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with coefficients uj , Ej independent of χ and only depending on the derivatives
of ϕ.

To illustrate our point, let us take as an example the Korteweg-de Vries
equation

E ≡ but + uxxx − (6/a)uux = 0 (56)

(this is one of the very rare locations where this equation can be taken as an
example; indeed, usually, things work so nicely for KdV that it is hazardous
to draw general conclusions from its single study).

The choice χ = ϕ − ϕ0 originally made by Weiss et al. [65] makes the
coefficients uj , Ej invariant under the two-parameter group of translations
ϕ �→ ϕ + b′, with b′ an arbitrary complex constant and therefore they only
depend on the differential invariant gradϕ of this group and its derivatives:

u = 2aϕ2
xχ

−2 − 2aϕxxχ
−1+ab

ϕt

6ϕx
+

2a
3
ϕxxx

ϕx
− a

2

[
ϕxx

ϕx

]2

+O(χ),χ=ϕ− ϕ0.

(57)

There exists a choice of χ for which the coefficients exhibit the highest
invariance and therefore are the shortest possible (all details are in Sect. 6.4
of Ref. [26]), this best choice is [6]

χ =
ϕ− ϕ0

ϕx − ϕxx

2ϕx
(ϕ− ϕ0)

=
[

ϕx

ϕ− ϕ0
− ϕxx

2ϕx

]−1

, ϕx �= 0, (58)

in which x denotes one of the independent variables whose component of
gradϕ does not vanish. The expansion coefficients uj , Ej are then invariant
under the six-parameter group of homographic transformations

ϕ �→ a′ϕ+ b′

c′ϕ+ d′ , a
′d′ − b′c′ �= 0, (59)

in which a′, b′, c′, d′ are arbitrary complex constants. Accordingly, these co-
efficients only depend on the following elementary differential invariants and
their derivatives: the Schwarzian

S = {ϕ;x} =
ϕxxx

ϕx
− 3

2

(
ϕxx

ϕx

)2

, (60)

and one other invariant per independent variable t, y, . . .

C = −ϕt/ϕx, K = −ϕy/ϕx, . . . (61)

The reason for the minus sign in the definition of C is that, under the travelling
wave reduction ξ = x− ct, the variable C becomes the constant c. These two
invariants are linked by the cross-derivative condition
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X ≡ ((ϕxxx)t − (ϕt)xxx)/ϕx = St + Cxxx + 2CxS + CSx = 0, (62)

identically satisfied in terms of ϕ.
For our KdV example, the final Laurent series, as compared with the initial

one (57), is remarkably simple:

u = 2aχ−2 − abC
6

+
2aS
3
− 2a(bC − S)xχ+O(χ2), χ = (58). (63)

For the practical computation of (uj , Ej) as functions of (S,C) only,
i.e. what is called the invariant Painlevé analysis, the above explicit expres-
sions of (S,C, χ) in terms of ϕ are not required, the variable ϕ completely
disappears, and the only necessary information is the gradient of the expan-
sion variable χ defined by Eq. (58). This gradient is a polynomial of degree two
in χ (this is a property of homographic transformations), whose coefficients
only depend on S,C:

χx = 1 +
S

2
χ2, (64)

χt = −C + Cxχ− 1
2
(CS + Cxx)χ2. (65)

The above choice (58) of χ which generates homographically invariant
coefficients is the simplest one, but it is only particular. The general solution
to the above two requirements which also generates homographically invariant
coefficients is defined by an affine transformation on the inverse of χ [38]

Y −1 = B(χ−1 +A), B �= 0. (66)

Since a homography conserves the Riccati nature of an ODE, the variable Y
satisfies a Riccati system, easily deduced from the canonical one (64)–(65)
satisfied by χ, see (115)–(116).

A frequent worry is: is there any restriction (or advantage, or inconvenient)
to perform the test with χ or Y rather than with ϕ−ϕ0? The precise answer
is: the three Laurent series are equivalent (their set of coefficients are in a
one-to-one correspondence, only their radii of convergence are different). As a
consequence, the Painlevé test, which involves the infinite series, is insensitive
to the choice, and the costless choice (the one which minimizes the computa-
tions) is undoubtedly χ defined by its gradient (64)–(65) (to perform the test,
one can even set, following Kruskal [69], S = 0, Cx = 0). If the same question
were asked not about the test but about the second stage of Painlevé analysis
as formulated at the end of Sect. 3, the answer would be quite different, and
it is given in Sect. 6.1.

Finally, let us mention a useful technical simplification. From its definition
(58), the variable χ−1 is a logarithmic derivative, so the system (64)–(65) can
be integrated once
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Ψ = (ϕ− ϕ0)ϕ−1/2
x , (67)

(LogΨ)x = χ−1, (68)

(LogΨ)t = −Cχ−1 +
1
2
Cx. (69)

This feature helps to process PDEs which can be defined in either conservative
or potential form when the conservative field u has a simple pole, such as the
Burgers equation

E(u) ≡ but + (u2/a+ ux)x = 0, (70)
F (v) ≡ bvt + v2x/a+ vxx +G(t) = 0, u = vx, E = Fx. (71)

Despite its (unique) logarithmic term, the ψ-series for v

v = aLogΨ + v0 + (2v0,x − abC)χ
+(F (v0)− aS/2 + abCx/2)χ2 +O(χ3), (72)

in which v0 is arbitrary, is “shorter” than the Laurent series for u

u = aχ−1 + (ab/2)C + u2χ

+
[
(a/4)(b2(Ct + CCx) + 2bCxx − Sx − u2,x)

]
χ2 +O(χ3), (73)

in which u2 is arbitrary, and the resulting series for F (v), which is not a ψ-
series but a Laurent series, is much shorter than the Laurent series for E(u).
See Sect. 7.3 for an application.

4.2 The WTC part of the Painlevé test for PDEs

As mentioned at the beginning of Sect. 4, we do not give here all the detailed
steps of the test nor all the necessary conditions which it generates (this is
done in Sect. 6.6 of Ref. [26]). We mainly state the notation to be extensively
used throughout next sections.

The WTC part [65] of the full test, when rephrased in the equivalent
invariant formalism [23], consists in checking the existence of all Laurent series
(55) able to represent the general solution, maybe after suitable perturbations
[29, 95] not describe here.

The gradient of the expansion variable χ is given by (64)–(65), with the
cross-derivative condition (78). This condition may be used to eliminate, de-
pending on the PDE, either derivatives Smx,nt, with n ≥ 1, or derivatives
Cmx,nt, with m ≥ 3, and all equations later written are already simplified in
either way.

The first step is to find all the admissible values (p, u0) which define the
leading term of the series for u. Such an admissible couple is called a family
of movable singularities (the term branch should be avoided for the confusion
which it induces with branching, i.e. multivaluedness).
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The recurrence relation for the next coefficients uj , after replacement of
(p, u0),

∀j ≥ 1 : Ej ≡ P (j)uj +Qj({ul | l < j}) = 0 (74)

depends linearly on uj and nonlinearly on the previously computed coefficients
ul.

The second step is to compute the indicial equation

P (i) = 0 (75)

(a determinant in the multidimensional case of a system of PDEs). Its roots
are called the Fuchs indices of the family because they are indeed the cha-
racteristic indices of a linear differential equation near a Fuchsian singularity
(the name resonances sometimes given to these indices refers to no resonance
phenomenon and should also be avoided). One then requires that all indices
be integer and obey a rank condition which, for a single PDE, reduces to the
condition that all indices be distinct. The value i = −1 is always a Fuchs
index.

The third and last step is to require that, for any admissible family and
any Fuchs index i (a signed integer), the no-logarithm condition

∀i ∈ Z, P (i) = 0 : Qi = 0 (76)

holds true, so that the coefficient ui is an arbitrary function of the independent
variables. In the multidimensional case, this is the condition of orthogonality
between the vector Qi and the adjoint of the linear operator P(i). Whenever
there exist negative integers in addition to the ever present value −1 counted
with multiplicity one, the condition (76) can only be tested by a perturbation
[29].

This ends this subset of the test which, let us insist on the terminology, is
only aimed at building necessary conditions for the PP.

The Laurent series for u built in this way depends on at most N arbitrary
functions (if N denotes the differential order), namely the coefficients ui in-
troduced at the N Fuchs indices, including ϕ for the index −1.

Any item uj , Ej , Qj depends, through the elementary invariants (S,C), on
the derivatives of ϕ up to the order j + 1, so the dependences are as follows:
u0 = f(C), u1 = f(C,Cx, Ct), u2 = f(C,Cx, Ct, Cxx, Cxt, Ctt, S), . . .

Let us take an example.

Example 4.1. The Kolmogorov-Petrovskii-Piskunov (KPP) equation [73, 99]

E(u) ≡ but − uxx + 2d−2(u− e1)(u− e2)(u− e3) = 0, ej distinct, (77)

encountered in reaction-diffusion systems (an additional convection term uux

is quite important in physical applications to prey-predator models [113])
possesses the two families (d denotes any square root of d2)
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p = −1, u0 = d, (78)

each family has the same two indices (−1, 4), and the Laurent series for each
family reads

u = dχ−1 + (s1/3− (bd/6)C) (79)
− (d/6)

(
(b2/6)C2 − 6a2 − S − bCx

)
χ+O(χ2), (80)

with the notation

s1 = e1 + e2 + e3, a2 =
(
(e2 − e3)2 + (e3 − e1)2 + (e1 − e2)2

)
/(18d2). (81)

At index i = 4, the two no-log conditions, one for each sign of d [18],

Q4 ≡ C[(bdC + s1 − 3e1)(bdC + s1 − 3e2)(bdC + s1 − 3e3)
− 3b2d3(Ct + CCx)] = 0 (82)

are not identically satisfied, so the PDE fails the test.

It is time to define a quantity which, although useless for the test itself,
is of first importance at the second stage of Painlevé analysis, which will be
developed in Sects. 5 to 9. This quantity is defined from the finite subset of
nonpositive powers of the Laurent series for u.

Definition 4.1. Given a family (p, u0), the singular part operator D is defined
as

Logϕ �→ D Logϕ = uT (0)− uT (∞), (83)

in which the notation uT (ϕ0), which emphasizes the dependence on the mova-
ble constant ϕ0, stands for the principal part (T like truncation) of the Laurent
series (55), i.e. the finite subset of its nonpositive powers

uT (ϕ0) =
−p∑
j=0

ujχ
j+p. (84)

For most PDEs, this operator is linear.
For the Laurent series already considered (63), (72), (73), (80), the operator is,
respectively, D = −2a∂2

x, a, a∂x, d∂x. For the Kuramoto-Sivashinsky equation
(3), there exists a unique Laurent series (55) with p = −3 (given by (5) for a
particular value of χ, and by the derivative of (347) for any χ), with a singular
part operator equal to

D = 60ν∂3
x + (60/19)µ∂x. (85)

This is precisely the third order linear operator on the rhs of (49).



Exact Solutions by singularity analysis 17

4.3 The various ways to pass or fail the Painlevé test for PDEs

If one processes a multidimensional PDE the coefficients of which depend on
some parameters µ,

E(u,x;µ) = 0, (86)

(boldface means multicomponent), the Painlevé test generates the following
output:

1. leading order (p, u0), Fuchs indices i and singular part operator D for each
admissible family,

2. diophantine conditions that all singularity orders p and all Fuchs indices
i be integer, conditions whose solution creates constraints of the type

F (µ,C) = 0, (87)

3. no-log conditions

∀i ∀n ∀uj : Qn
i (µ, S,C, uj) = 0, (88)

arising from any integer Fuchs index i, in which n is the Fuchsian per-
turbation order [29] if necessary, uj are the arbitrary coefficients uarb
introduced at earlier Fuchs indices j.

In particular, the Laurent series (55) are of no use and should not be
computed beyond the highest Fuchs integer. All this output (items 1 and 3) is
easily produced with a computer algebra program and, in all further examples,
we will simply list these results without any more detail.

Strictly speaking, the answer provided by the test to the question “Has
the PDE the PP?” is either no (at least one of the necessary conditions fails)
or maybe (all necessary conditions are satisfied, and the PDE may possess the
PP but this still has to be proven). It is never yes, as shown by the famous
counterexample of Picard (the second order ODE with the general solution
℘(λLog(c1x + c2), g2, g3), which therefore has the PP iff 2πiλ is a period of
the Weierstrass elliptic function ℘, a transcendental condition impossible to
generate by a finite algebraic procedure).

Now that the necessary part (i.e. the Painlevé test) of Painlevé analysis
is finished, let us turn to the question of sufficiency.

To reach our goal which is to obtain as many analytic results as possible,
we do not adopt such a drastic point of view, but the opposite one. Instead
of the logical and performed by the mathematician on all the necessary con-
ditions generated by the test, we perform a logical or operation on these
conditions. Therefore the above Painlevé test must be performed to its end,
i.e. without stopping even in case of failure of some condition, so as to collect
all the necessary conditions. Turning to sufficiency, these conditions have to
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be examined independently in the hope of finding some global element of in-
tegrability. An application of this point of view to the Lorenz model, a third
order ODE, can be found in Sect. 6.7 of Ref. [26].

If the PDE under study possesses a singlevalued exact solution, there must
exist a Laurent series (55) which represents it locally. Therefore the practical
criterium to be implemented deals with the existence of particular Laurent
series, and the result of the test belongs to one of the following mutually
exclusive situations.

1. (The best situation) Success of the test, at least for some values of µ
selected by the test. The PDE may have the PP, and one must look for
its BT;

2. There exists at least one value of (µ, ϕ, uarb) which ensures the existence
of a particular Laurent series. For these values, an exact solution may
exist;

3. There exists at least one value of (µ, ϕ, uarb) enforcing some of, but not
all, the no-log conditions of at least one particular Laurent series. Quite
probably no exact solution exists, but there may exist a conservation law
(a first integral for an ODE);

4. (The worst situation) There is no value of (µ, ϕ, uarb) enforcing at least
one of the no-log conditions of the various series. Quite probably the PDE
is chaotic and possesses no exact solution at all.

Examples of these various situations are, respectively:

1. All the PDEs which have the PP (sine-Gordon, Korteweg-de Vries, . . . ),
but also the counterexample of Picard quoted above;

2. The equation of Kuramoto and Sivashinsky (3), with the particular Lau-
rent series (5);

3. The Lorenz model for b = 2σ, for which the no-log condition at i = 4 is
violated and there exists a first integral;

4. The Rössler dynamical system for which the unique family has the never
satisfied condition Q2 ≡ 16 = 0.

5 Ingredients of the “singular manifold method”

The methods to handle the integrable and nonintegrable situations are the
same, simply a more or less important result is obtained.

The goal is to find a (possibly degenerate) couple (singular part transfor-
mation, Lax pair) in order to deduce the Bäcklund transformation or, if a
BT does not exist, to generate some exact solutions.

The full Laurent series is of no help, for this is not an exact solution
according to the definition in Sect. 2. Since this is the only available piece of
information and since a finite (closed form) expression is required to represent
an exact solution, let us represent, following the idea of Weiss, Tabor, and
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Carnevale [65], an unknown exact solution u as the sum of a singular part,
built from the finite principal part of the Laurent series (i.e. the finite number
of terms with negative powers), and of a regular part made of one term denoted
U . This assumption is identical to that of a singular part transformation (46),
in which nothing would be specified on U .

This method is widely known as the singular manifold method or trunca-
tion method because it selects the beginning of the Laurent series and discards
(“truncates”) the remaining infinite part.

Since its introduction by WTC [65], it has been improved in many direc-
tions [38, 47, 58, 40, 35, 49, 41], and we present below the current status of
the method.

5.1 The ODE situation

For the six ordinary differential equations (ODE) (P1)–(P6) which bear his
name, Painlevé proved the PP by showing [105, 106] the existence of one (case
of P1) or two (P2–P6) function(s) τ = τ1, τ2, called tau-functions, linked to
the general solution u by logarithmic derivatives

P1 : u = D1 Log τ (89)
Pn, n = 2, . . . , 6 : u = Dn(Log τ1 − Log τ2) (90)

where the operators Dn are linear:

D1 = −∂2
x, D2 = D4 = ±∂x, D3 = ±e−x∂x, (91)

D5 = ±xe−x(2α)−1/2∂x, D6 = ±x(x− 1)e−x(2α)−1/2∂x. (92)

These functions τ1, τ2 satisfy third order nonlinear ODEs and they have the
same kind of singularities than solutions of linear ODEs, namely they have
no movable singularities at all; they are entire functions for P1–P5, and their
only singularities for P6 are the three fixed critical points (∞, 0, 1).

ODEs cannot possess an auto-BT, since the number of independent ar-
bitrary coefficients in a solution cannot exceed the order of the ODE. They
can however possess a Schlesinger transformation (see definition Sect. 11).

5.2 Transposition of the ODE situation to PDEs

For PDEs, similar ideas prevail. The analogue of (89)–(90), with an additional
rhs U , is now the singular part transformation (46), and the scalar(s) ψ to
which the scalar(s) τ are linked by (47) are assumed to satisfy a linear system,
the Lax pair.

Another interesting observation must be made. There seems to exist two
and only two classes of integrable 1 + 1-dimensional PDEs, at least at the
level of the base member of a hierarchy: those which have only one family of
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movable singularities, and those which have only pairs of families with oppo-
site principal parts, similarly to the distinction between P1 on one side and
P2–P6 on the other side. Among the 1 + 1-dimensional integrable equations,
those with one family include KdV, the AKNS, Hirota-Satsuma and Boussi-
nesq equations; they also include the Sawada-Kotera, Kaup-Kupershmidt and
Tzitzéica equations because only one of their two families is relevant [41, 9].
Equations with pairs of opposite families include sine-Gordon, mKdV and
Broer-Kaup (two families each), NLS (four families).

5.3 The singular manifold method
as a singular part transformation

As qualitatively described in Sect. 5, the singular manifold method looks very
much like a resummation of the Laurent series, just like the geometric series

+∞∑
j=0

xj , x→ 0, (93)

becomes a finite sum in the resummation variable X = x/(1− x)
1∑

J=0

XJ , X → 0. (94)

The principle of the method is the following [65]. One first notices that
the (infinite) Laurent series (55) in the variable ϕ − ϕ0 can be rewritten as
the sum of two terms

u = D Log τ + regular part. (95)

The first term D Log τ , built from the singular part operator defined in
Sect. 4.2, is a finite Laurent series and, if τ is any variable fulfilling the two
requirements for an expansion variable enunciated in Sect. 4.1, it captures
all the singularities of u when ϕ → ϕ0. The second term, temporarily called
“regular part” for this reason, is yet unspecified. The sum of these two terms
is therefore a finite Laurent series (hence the name truncated series), and the
variable τ is a resummation variable which has made the former infinite se-
ries in ϕ − ϕ0 a finite one. One then tries to identify this resummation (95)
with the definition of a singular part transformation (46). This involves two
features. The first feature is to uncover a link (47) between τ and a scalar
component ψ of a Lax pair. The second feature is to prove that the left over
“regular part” is indeed a second solution to the PDE under study.
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5.4 The degenerate case of linearizable equations

The Burgers equation (71), under the transformation of Forsyth (Ref. [52]
p. 106),

v = aLog τ, τ = ψ, (96)

is linearized into the heat equation

bψt + ψxx +G(t)ψ = 0. (97)

This can be considered as a degenerate singular part transformation (46), in
which U is identically zero and ψ satisfies a single linear equation, not a pair
of linear equations, so this fits the general scheme.

Another classical example is the second order particular Monge-Ampère
equation s+ pq = 0, linearized into the d’Alembert equation s = 0:

s+ pq ≡ uxt + uxut = 0, (98)
u = Log τ, τ = ψ, ψxt = 0. (99)

5.5 Choices of Lax pairs and equivalent Riccati pseudopotentials

To fix the ideas, we list here a few usual second order and third order Lax
pairs depending on undetermined coefficients, together with the constraints
imposed on these coefficients by the commutativity condition.

It is sometimes appropriate to represent an n-th order Lax pair by the
2(n−1) equations satisfied by an equivalent (n−1)-component pseudopotential
Y of Riccati type, the first component of which is chosen as

Y1 = ψx/ψ, (100)

in which ψ is a scalar component of the Lax pair.

Second-order Lax pairs and their privilege

The general second-order scalar Lax pair reads, in the case of two independent
variables (x, t),

L1ψ ≡ ψxx − dψx − aψ = 0, (101)
L2ψ ≡ ψt − bψx − cψ = 0, (102)

[L1, L2] ≡ X0 +X1∂x, (103)
(104)

X0 ≡ −at + axb+ 2abx + cxx − cxd = 0, (105)
X1 ≡ −dt + (bx + 2c− bd)x = 0. (106)
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For the inverse scattering method to apply, the coefficients (d, a) of the x-part
(101) are required to depend linearly on the field U of the PDE.

The Lax pair (101)–(102) is identical to a linearized version of the Riccati
system satisfied by the most general expansion variable Y defined by (66),
under the correspondence

Y = B−1 ψ

ψx
, B �= 0, (107)

d = 2A, a = Ax −A2 − S/2, b = −C, c = Cx/2 +AC +
∫
Atdx, (108)

and the commutator of the Lax pair is (78).
In particular, when the coefficient d is zero or when, by a linear change

ψ �→ e

∫
ddx/2

ψ, it can be set to zero without altering the linearity of a on
U , the correspondence is [38]

χ =
ψ

ψx
, B = 1, A = 0, (109)

d = 0, a = −S/2, b = −C, c = Cx/2, (110)

L1ψ ≡ ψxx +
S

2
ψ = 0, (111)

L2ψ ≡ ψt + Cψx − Cx

2
ψ = 0, (112)

2[L1, L2] ≡ X = St + Cxxx + CSx + 2CxS = 0. (113)

Therefore second order Lax pairs are privileged in the singularity approach,
in the sense that their coefficients can be identified with the elementary homo-
graphic invariants S,C of the invariant Painlevé analysis and, if appropriate,
A,B. Conversely, and this has historically been the reason of some errors de-
scribed in Sect. 8.2, at the stage of searching for the BT, these homographic
invariants S,C are useless when the Lax order is higher than two and they
should not be considered.

As explained in Sect. 5.3, given a Lax pair, one should define from it
either one or two scalars ψf . Consider the second order Lax pair defined by
the gradient of Y . Then, for one-family PDEs, this unique scalar ψ is defined
by (107). For two-family PDEs, the two scalars ψf are defined by

Y =
ψ1

ψ2
, (114)

which leads to the zero-curvature representation of the Lax pair
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(∂x − L)
(
ψ1
ψ2

)
= 0, L =

( −A−B−1Bx/2 B−1

B(Ax −A2 − S/2) A+B−1Bx/2

)
, (115)

(∂t −M)
(
ψ1
ψ2

)
= 0, (116)

M =
(

AC + Cx/2−B−1Bt/2 −CB−1

B((CS + Cxx)/2 +At + CA2 + CxA) −AC − Cx/2 +B−1Bt/2

)
.

The reason why the Riccati form is the most suitable characterization of the
Lax pair is that it allows two linearizations [40, 49], namely (107) and (114),
depending on whether the PDE has one family or two opposite families.

Third-order Lax pairs

The general third-order scalar Lax pair is defined as

L1ψ ≡ ψxxx − fψxx − aψx − bψ = 0, (117)
L2ψ ≡ ψt − cψxx − dψx − eψ = 0, (118)

[L1, L2] ≡ X0 +X1∂x +X2∂
2
x, (119)

X0 ≡ −bt − aex + exxx + bxxc+ 2bcfx + bcxf − exxf

+3bcxx + 3bxcx + 3bdx + bxd = 0, (120)
X1 ≡ −at + 3exx + 2bxc+ axxc+ dxxx + 3acxx + 2adx

+3axcx + 3bcx + axd+ 2acfx + acxf − 2exf − dxxf = 0, (121)
X2 ≡ −ft+(cf2+cfx+2cxf+df+2ac+cxx+3dx+3e)x = 0. (122)

An equivalent two-component pseudopotential is the projective Riccati one
Y = (Y1, Y2) [38, 39] (written below, for simplicity, in the case f = 0)

Y1 =
ψx

ψ
, Y2 =

ψxx

ψ
, (123)

Y1,x = −Y 2
1 + Y2, (124)

Y2,x = −Y1Y2 + aY1 + b, (125)
Y1,t = −(dY1+cY2)Y1+(ac+ dx)Y1+(cx + d)Y2+ex+bc (126)

= (cY2 + dY1 + e)x, (127)
Y2,t = −(dY1+cY2)Y2+(2acx+axc+bc+dxx+ad+2ex)Y1

+(cxx+2dx+ac)Y2+2bcx+bxc+bd+exx, (128)
Y1,tx−Y1,xt = X1+X2Y1, (129)
Y2,tx − Y2,xt = −X0 +X2Y2. (130)

When there is no reason to distinguish between x and t, for instance be-
cause the PDE is invariant under the permutation (Lorentz transformation)

P : (∂x, ∂t) → (∂t, ∂x), (131)
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it is natural to consider the following third-order matrix Lax pair, invariant
under (131), defined in the basis (ψx, ψt, ψ) [9],

(∂x − L)


ψx

ψt

ψ


 = 0, L =


f1 f2 f3g1 g2 g3

1 0 0


 , (132)

(∂t −M)


ψx

ψt

ψ


 = 0, M =


g1 g2 g3h1 h2 h3

0 1 0


 . (133)

In the equivalent projective Riccati components (Y1, Y2)

Y1 =
ψx

ψ
, Y2 =

ψt

ψ
, (134)

with the property Y1,t = Y2,x, it is defined as

Y1,x = −Y 2
1 + f1Y1 + f2Y2 + f3, (135)

Y2,x = −Y1Y2 + g1Y1 + g2Y2 + g3, (136)
Y1,t = −Y1Y2 + g1Y1 + g2Y2 + g3, (137)
Y2,t = −Y 2

2 + h1Y1 + h2Y2 + h3. (138)

The nine functions fj , gj , hj , j = 1, 2, 3, must satisfy six cross-derivative con-
ditions Xj = 0

(Y1,x)t − (Y1,t)x = X0 +X1Y1 +X2Y2 = 0, (139)
(Y2,x)t − (Y2,t)x = X3 +X4Y1 +X5Y2 = 0, (140)

easy to write explicitly. It is worth noticing that there exists no such invariant
second-order matrix Lax pair.

5.6 The admissible relations between τ and ψ

By elimination of ∂t, one of the two PDEs defining the BT to be found can
be made an ODE, e.g. (64) or (152). This nonlinear ODE, with coefficients
depending on U and, in the 1+1-dimensional case, on an arbitrary constant λ,
has the property [41] of being linearizable. This very strong property restricts
the admissible choices (47) to a finite number of possibilities, and full details
can be found in Musette lecture [91].

6 The algorithm of the singular manifold method

We now have all the ingredients to give a general exposition of the method in
the form of an algorithm. The present exposition largely follows the lines of
Ref. [41]. The various situations thus implemented are:
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one-family and two-opposite-family PDEs, second or higher order Lax pair,
various allowed links between the two sets of functions (τ, ψ).

Consider a PDE (53) with only one family of movable singularities or
exactly two families of movable singularities with opposite values of u0, and
denote D the singular part operator of either the unique family or anyone of
the two opposite families.

First step. Assume a singular part transformation defined as

u = U +D(Log τ1 − Log τ2), E(u) = 0, (141)

with u a solution of the PDE under consideration, U an unspecified field which
most of the time will be found to be a second solution of the PDE, τf the
“entire” function (or more precisely ratio of entire functions) attached to each
family f . For one-family PDEs, one denotes τ1 = τ, τ2 = 1, so the singular
part transformation assumption (3) becomes

u = U +D Log τ, E(u) = 0. (142)

A consequence of the assumption (3) is the existence of the involution

∀f : (u, U, τf ) �→ (U, u, τ−1
f ), (143)

since the operator D is linear, and, for two-family PDEs, of the involution

∀(u, U) : (D, τ1, τ2) �→ (−D, τ2, τ1). (144)

Second step. Choose the order two, then three, then . . . , for the unknown
Lax pair, and define one or two (as many as the number of families) scalars
ψf from the component(s) of its wave vector (e.g. the scalar wave vector if
the PDE has one family and the pair is defined in scalar form). Such sample
Lax pairs and scalars can be found in Sect. 5.5.

Third step. Choose an explicit link F

∀f : D Log τf = F (ψf ), (145)

the same for each family f , between the functions τf and the scalars ψf defined
from the Lax pair. According to Sect. 5.6, at each scattering order, there exists
only a finite number of choices (94), among them the most frequent one

∀f : τf = ψf . (146)

Fourth step. Define the “truncation” and solve it, that is to say: with the
assumptions (3) for a singular part transformation, (94) for a link between
τf and ψf , (101)–(102) or (117)–(118) or other for the Lax pair in ψ, express
E(u) as a polynomial in the derivatives of ψf which is irreducible modulo
the Lax pair. For the above pairs and a one-family PDE, this amounts to
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eliminate any derivative of ψ of order in (x, t) higher than or equal to (2, 0) or
(0, 1) (second order case) or to (3, 0) or (0, 1) (third order), thus resulting in a
polynomial of one variable ψx/ψ (second order) or two variables ψx/ψ, ψxx/ψ
(third order)

E(u) =
−q∑
j=0

Ej(S,C,U)(ψ/ψx)j+q (one-family PDE, second order), (147)

E(u) =
∑
k≥0

∑
l≥0

Ek,l(a, b, c, d, e, U)(ψx/ψ)k(ψxx/ψ)l

(one-family PDE, third order). (148)

Since one has no more information on this polynomial E(u) except the fact
that it must vanish, one requests that it identically vanishes, by solving the
set of determining equations

∀j Ej(S,C,U) = 0 (one-family PDE, second order) (149)
∀k ∀l Ek,l(a, b, c, d, e, U) = 0 (one-family PDE, third order) (150)

for the unknown coefficients (S,C) or (a, b, c, d, e) as functions of U , and one
establishes the constraint(s) on U by eliminating (S,C) or (a, b, c, d, e). The
strategy of resolution is developed in Sect. 7.3.

The constraints on U reflect the integrability level of the PDE. If the only
constraint on U is to satisfy some PDE, one is on the way to an auto-BT if the
PDE for U is the same as the PDE for u, or to a remarkable correspondence
(hetero-BT) between the two PDEs.

The second, third and fourth steps must be repeated until a success occurs.
The process is successful if and only if all the following conditions are met

1. U comes out with one constraint exactly, namely: to be a solution of some
PDE,

2. (if an auto-BT is desired) the PDE satisfied by U is identical to (53),
3. the vanishing of the commutator [L1, L2] is equivalent to the vanishing of

the PDE satisfied by U ,
4. in the 1+1-dimensional case only and if the PDE satisfied by U is identical

to (53), the coefficients depend on an arbitrary constant λ, the spectral
or Bäcklund parameter.

At this stage, one has obtained the singular part transformation and the
Lax pair.

Fifth step. Obtain the two equations for the BT by eliminating ψf [5]
between the singular part transformation and the Lax pair. This sometimes
uneasy operation when the order n of the Lax pair is too high may become
elementary by considering the equivalent Riccati representation of the Lax
pair and eliminating the appropriate components of Y rather than ψ. Assume
for instance that τ = ψ, D = ∂x, and the PDE has only one family. Then
Eq. (3) reads
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Y1 = u− U (151)

with Y1 defined in (100), and the BT is computed as follows: eliminate all the
components of Y but Y1 between the equations for the gradient of Y, then in
the resulting equations substitute Y1 as defined in (151).

If the computation of the BT requires the elimination of Y2 between (124)–
(128), this BT is

Y1,xx + 3Y1Y1,x + Y 3
1 − aY1 − b = 0, (152)

Y1,t − (cY1,x + cY 2
1 + dY1 + e)x = 0, (153)

(Y1,xx)t − (Y1,t)xx = X0 +X1Y1 +X2Y
2
1 = 0, (154)

in which Y1 is replaced by an expression of u− U , e.g. (151).
Although, let us repeat it, the method equally applies to integrable as well

as nonintegrable PDEs, examples are split according to that distinction, to
help the reader to choose his/her field of interest.

6.1 Where to truncate, and with which variable?

This section is self-contained, and mainly destinated to persons accustomed to
perform the WTC truncation. Although some paragraphs might be redundant
with Sect. 6, it may help the reader by presenting a complementary point of
view.

Let us assume in this section that the unknown Lax pair is second order.
Then the truncation defined in the fourth step of Sect. 6 is performed in the
style of Weiss et al. [65], i.e. with a single variable. This WTC truncation
consists in forcing the series (55) to terminate; let us denote p and q the
singularity orders of u and E(u), −p′ the rank at which the series for u stops,
and −q′ the corresponding rank of the series for E

u =
−p′∑
j=0

ujZ
j+p, u0u−p′ �= 0, E =

−q′∑
j=0

EjZ
j+q, (155)

in which the truncation variable Z chosen by WTC is Z = ϕ− ϕ0. Since one
has no more information on Z, the method of WTC is to require the separate
satisfaction of each of the truncation equations

∀j = 0, . . . ,−q′ : Ej = 0. (156)

In earlier presentations of the method, one had to prove by recurrence
that, assuming that enough consecutive coefficients uj vanish beyond j = −p′,
then all further coefficients uj would vanish. This painful task is useless if one
defines the process as done above.

The first question to be solved is: what are the admissible values of p′,
i.e. those which respect the condition u−p′ �= 0?
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The answer depends on the choice of the truncation variable Z. In Sect. 4.1,
three choices were presented, Z = either ϕ−ϕ0, χ or Y , respectively defined
by equations (54), (58), (66), with the property that any two of their inverse
are linearly dependent.

The advantage of χ or Y over ϕ − ϕ0 is the following. The gradient of χ
(resp. Y ) is a polynomial of degree two in χ (resp. Y ), so each derivation of a
monomial aZk increases the degree by one, while the gradient of ϕ− ϕ0 is a
polynomial of degree zero in ϕ − ϕ0, so each derivation decreases the degree
by one. Consequently, one finds two solutions and only two to the condition
u−p′ �= 0 [108]

1. p′ = p, q′ = q, in which case the three truncations are identical, since the
three sets of equations Ej = 0 are equivalent (the finite sum

∑
EjZ

j+q

is just the same polynomial of Z−1 written with three choices for its base
variable),

2. for χ and Y only, p′ = 2p, q′ = 2q, in which case the two truncations are
different since the two sets of equations Ej = 0 are inequivalent (they are
equivalent only if A = 0).

To perform the first truncation p′ = p, q′ = q, one must then choose Z = χ
since Y brings no more information and ϕ−ϕ0 creates equivalent but lengthier
expressions.

To perform the second truncation p′ = 2p, q′ = 2q, one must choose Z = Y ,
since χ would create the a priori constraint A = 0.

The second question to be solved is: given some PDE with such and such
structure of singularities, and assuming that one of the above two truncations
is relevant (which is a separate topic), which one should be selected?

The answer lies in the two elementary identities [32]

tanh z − 1
tanh z

= −2i sech
[
2z + i

π

2

]
, tanh z +

1
tanh z

= 2 tanh
[
2z + i

π

2

]
.

(157)

Let us explain why on two examples, the ODEs whose general solution is
tanh(x− x0) and sech(x− x0), namely

E ≡ u′ + u2 − 1 = 0, u = tanh(x− x0), (158)

E ≡ v′2 + a−2v4 − v2 = 0, v = a sech(x− x0), (159)

(this is just for convenience that we do not set a = 1). Equation (158) has the
single family

p = −1, q = −2, u0 = 1,Fuchs indices = (−1), (160)

and equation (159) has the two opposite families

p = −1, q = −4, v0 = ia,Fuchs indices = (−1), (161)

in which ia denotes any square root of −a2. The first truncation
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u =
−p∑
j=0

ujχ
j+p, E =

−q∑
j=0

Ejχ
j+q, ∀j : Ej = 0, (162)

generates the respective results

u = χ−1, S = −2, (163)
v = iaχ−1, E2 ≡ a2(1− S) = 0, E3 ≡ 0, E4 ≡ −a2S2/4, (164)

thus providing (after integration of the Riccati ODE (64)) the general solution
of equation (158), and no solution at all for equation (159).

The second truncation

u =
−2p∑
j=0

ujY
j+p, E =

−2q∑
j=0

EjY
j+q, ∀j : Ej = 0, (165)

generates the respective results

u = B−1Y −1 + (1/4)BY, A = 0, S = −1/2, B arbitrary, (166)
v = iaB−1Y −1 − (1/4)iaBY, A = 0, S = −1/2, B arbitrary, (167)

thus providing, thanks to the identities (157), the general solution for both
equations.

The conclusions from this exercise which can be generalized are:

1. for PDEs with only one family, the second truncation brings no additional
information as compared to the first one and is always useless;

2. for PDEs with two opposite families (two opposite values of u0 for a same
value of p), the first truncation can never provide the general solution and
can only provide particular solutions, while the second one may provide
the general solution.

This defines the guideline to be followed in the respective Sects. 7 and 9.
The question of the relevance of the parameter B, which seems useless in the
above two examples, is addressed in Sect. 9.

7 The singular manifold method
applied to one-family PDEs

7.1 Integrable equations with a second order Lax pair

There is only one truncation variable, which must be chosen as χ.
Weiss introduced a nice notion, initially for one-family integrable equations

with a second order Lax pair, later extended to two-family such equations by
Pickering [49]. This is the following.
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Definition 7.1. ([20]) Consider the set of −q+p determining equations (149)
Ej = 0, which depend on (S,C,U). One calls singular manifold equation
(SME) the result of the elimination of U between them.

In the two-family situation, these determining equations also depend on
(A,B), see (165), and the extension of this definition [49] is to also require
the elimination of (A,B).

Despite its name, originally restricted to integrable equations, the SME
can be made of several equations in the nonintegrable case.

The SME has the following properties.

1. unicity, whatever be the integrability of the PDE,
2. invariance under homography by construction [6], i.e. dependence only

on one Schwarzian S and as many C quantities as independent variables
other than the one in the Schwarzian,

3. the SME set is made of one and only one equation if and only if the PDE
is integrable.

Although one can define a SME whatever be the order of the Lax pair, it
is inconsistent, as will be explained in Sect. 8.2, to do so whenever this order
is higher than two.

The Liouville equation

It is convenient to consider, following Zhiber and Shabat [133], the equation

E(u) ≡ uxt + αeu + a1e
−u + a2e

−2u = 0, α �= 0, (168)

which has the advantage to include the Liouville equation a1 = a2 = 0,
the sine-Gordon equation (a1 �= 0, a2 = 0) and the Tzitzéica equation
(a1 = 0, a2 �= 0). As to the case a1a2 �= 0, it fails the test. Let us consi-
der here the Liouville case. The results to be found are its auto-BT [87] and
its hetero-BT to the d’Alembert equation. This will be achieved with two
different truncations.

Although not algebraic in u, the PDE is algebraic in either eu or e−u.
Equation (168) always possesses the family

eu ∼ −(2/α)ϕxϕt(ϕ− ϕ0)−2, indices (−1, 2), D = (2/α)∂x∂t. (169)

For Liouville, this is the only family.
The special form of Liouville equation allows the assumption

eu = D Log τ + eU , E(u) = 0, D = (2/α)∂x∂t, (170)

to be integrated twice to yield

u = −2 Log τ + V, E(u) =
2∑

j=0

Ejτ
j−2 = 0, (171)
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in which nothing is assumed on V .
The Liouville equation is nongeneric for the singular manifold method in

the sense that it is linearizable into another equation (thus, it should even not
be part of the Sect. 7.1).

Therefore we define the first truncation in an exceptional way, namely we
do not assume any linear relations on τ ≡ ψ and just treat τ as the truncation
variable. The three determining equations are then quite simple [9]

E0 ≡ 2τxτt + αeV = 0, (172)
E1 ≡ τxt = 0, (173)
E2 ≡ Vxt = 0, (174)

and their general solution depends on two arbitrary functions of one variable

τ = f(x) + g(t), (175)

eV = − 2
α
τxτt = − 2

α
f ′(x)g′(t), (176)

eu = − 2
α

τxτt
τ2 = − 2

α

f ′(x)g′(t)
(f(x) + g(t))2

, (177)

eU = τ−2eV +
2
α

τxτt
τ2 = 0. (178)

Thus, the two fields u and V are the general solution of, respectively, the Liou-
ville and d’Alembert equations. The hetero-BT between these two equations
is provided by the elimination of f and g between (176), (177) and the x−
and t−derivatives of (171)

(u− v)x = αλe(u+v)/2, (179)
(u+ v)t = −2λ−1e(u−v)/2, (180)

in which v is another solution of d’Alembert equation defined by

ev = (λτt)−2eV = − 2
α
λ−2 f

′(x)
g′(t)

. (181)

Remark. When performing the truncation (170), Tamizhmani and Laksh-
manan [117] already found eU = 0, τxt = 0 as a particular solution, while the
above truncation (171) proves it to be the general solution. Another difference
between the two truncations is the presence of a field V in (171), which allows
us to find in addition the hetero-BT between the Liouville and d’Alembert
equations.

Let us now define the second truncation, by the assumption

u = −2 Log τ + W̃ , (182)
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and the link (146), with ψ solution of the Lax pair (101)–(102). Introducing
the Riccati variable Y defined by (107), this second truncation is equivalent
to [9]

u = −2 Log Y +W, Y −1 = B(χ−1 +A),

E(u) =
4∑

j=0

Ej(S,C,A,B,W )Y j−2, ∀j : Ej = 0, (183)

and its result is recovered from the truncation of sine-Gordon in Sect. 9.1 by
simply setting a1 = 0.

The AKNS equation

The AKNS equation [1]

E(u) ≡ uxxxt + 4α−1(2(ux − β)uxt + (ut − γ)uxx) = 0 (184)

admits the single family

p = −1, q = −5, u0 = α, indices (−1, 1, 4, 6), D = α∂x, (185)

so the assumption for the singular part transformation is (142). Let us choose
at second step the scalar Lax pair (88)–(89) for ψ, at third step the link (146)
between τ and ψ. Then there are only three non identically zero determining
equations (149) [89]

E2 ≡ 4αSC + 8(Ut − γ)− 16C(Ux − β) = 0, (186)
E3 ≡ −α(CSx + 4SCx) + 16Cx(Ux − β)− 8Uxt + 4CUxx = 0, (187)
E5 ≡ E(U) + (α/2)(2SSt − CSSx − Sxxt − SxCxx)− 2Sx(Ut − γ)

−4St(Ux − β)− 4SUxt + 2(SC + Cxx)Uxx = 0, (188)

plus the ever present condition X = 0, Eqn. (113). Their detailed resolution
for (Ux, Ut) is as follows. One eliminates Ut between E2 and E3

E3 + E2,x ≡ 3C(−4Uxx + αSx) = 0, (189)

discards the nongeneric solution C = 0, Ut = γ, St = 0, introduces an arbitrary
function of t after one integration, and solves for Ux

Ux − β = (α/4)(S + 2λ(t)). (190)

Then E2 is solved for Ut

Ut − γ = αλ(t)C. (191)

The cross-derivative condition Uxt = Utx is solved for St
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St = 4λ(t)Cx − 2λ′(t). (192)

Substituting Ux, Ut, St and Cxxx taken from (78) in E5, one obtains the con-
dition

E5 = 2αλ(t)λ′(t) = 0, (193)

which introduces the spectral parameter as the arbitrary constant λ.
The solution for (Ux, Ut) is

Ux − β = (α/4)(S + 2λ), Ut − γ = αλC, (194)

and the elimination of U defines the SME

St

Cx
− 4λ = 0. (195)

The solution for (S,C) is

S = (4/α)(Ux − β)− 2λ, C = (Ut − γ)/(αλ), (196)

and its cross-derivative condition

X ≡ E(U)/(αλ) = 0 (197)

creates on the field U the only constraint that U satisfy the AKNS PDE.
The BT is the result of the substitution χ−1 = (u− U)/α in (64)–(65).

The KdV equation

The Korteweg-de Vries equation for u (30) is defined in conservative form, so
it is cheaper to process the potential form

E(v) ≡ bvt + vxxx − (3/a)v2x + F (t) = 0, u = vx. (198)

Its unique family is

p = −1, q = −4, v0 = −2a, indices (−1, 1, 6), D = −2a∂x. (199)

With the assumption

v = V +D Log τ, E(v) = 0, (200)

for the singular part transformation, the choice of the second-order scalar Lax
pair (88)–(89) for ψ, the link (146) between τ and ψ, one generates the three
determining equations

E2 ≡ −2a(bC + 2S)− 12Vx = 0, (201)
E3 ≡ 2a(bC − S)x = 0, (202)

E4 ≡ E(V ) +
S

2
E2 − 1

2
E3,x = 0. (203)
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After one integration of E3, the system (E2, E3) is solved for (S,C)

S = −2λ(t)− (2/a)Vx, bC = 4λ(t)− (2/a)Vx, (204)

in which λ(t) is an arbitrary integration function. Then E4, as seen from its
above written compacted expression, expresses that V satisfies the PDE. Last,
the cross-derivative condition (78)

X ≡ −2λ′(t)− 2(E(V ))x/(ab) = 0 (205)

introduces the spectral parameter as an arbitrary complex constant and proves
that a Lax pair has been obtained for the conservative (not the potential)
equation. This Lax pair can be written, at the reader’s taste, either in the
scalar representation (88)–(89), with U = Vx,

L1 ≡ ∂2
x − U/a− λ, (206)

L2 ≡ b∂t + (4λ− 2U/a)∂x + Ux/a, (207)
a[L1, L2] = bUt + Uxxx − (6/a)UUx, (208)

or in the zero-curvature representation (115)–(116)

L =
(

0 1
U/a+ λ 0

)
, (209)

M = b−1
( −Ux/a 2U/a− 4λ
−Uxx/a+ 2(U/a+ λ)(U/a− 2λ) Ux/a

)
, (210)

or in the Riccati representation for ω = χ−1 (see (64)–(65) and (69))

ωx = −S
2
− ω2 =

(
U

a
+ λ

)
− ω2, (211)

ωt = (−Cω + Cx/2)x = b−1((2U/a− 4λ)ω − Ux/a)x. (212)

This last representation is by far the best one, for it allows one to deduce
immediately two quite important informations, namely the auto-Bäcklund
transformation of KdV and the hetero-Bäcklund transformation between KdV
and mKdV. Firstly, the substitution of the inverse relation of (200)

ω = (v − V )/(−2a) (213)

in (211)–(212) provides the auto-BT for the conservative form of KdV

a(v + V )x = −2a2λ+ (v − V )2/2, (214)
a(b(v + V )t − 2F ′(t)) = −(v − V )(v − V )xx + 2(V 2

x + vxVx + v2x), (215)

after suitable differential consequences of the x-part have been added to the
t-part in order to suppress λ and cubic terms in (215).
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Secondly, the elimination of U between (211)–(212) leads to the mKdV
equation (405) for w, with the identification w = αω, ν = λ; since conversely
the elimination of ω leads to the KdV equation for U , the system (211)–(212)
also represents the hetero-BT between KdV and mKdV ([29] Eq. (5.16), [120]).

As to the SME, it results from the elimination of V between (E2, E3, E4)

bC − S − 6λ = 0. (216)

Most of these results for KdV were found in the original paper of WTC [65].
Remark. The Bäcklund transformation (211)–(212) between w = αω and

U is also called a Miura transformation from mKdV to KdV because the
kdV field is an explicit algebraic transform of the mKdV field. The inverse
of a Miura transformation is not a Miura transformation but a Bäcklund
transformation.

7.2 Integrable equations with a third order Lax pair

Let us process a few PDEs which possess a third order Lax pair, and let us
first perform their one-family truncation with the (wrong) assumption of a
second order Lax pair, because this often provides interesting results.

The Boussinesq equation

The Boussinesq equation (Bq) is often defined in a two-component evolution
form [132]

sBq(u, r) ≡
{

ut − rx = 0, (α, β, ε) constant,
rt + ε2((u+ α)2 + (β2/3)uxx)x) = 0. (217)

Let us consider its one-component “potential” form

pBq(v) ≡ vtt + ε2
(
(vx + α)2 + (β2/3)vxxx

)
x

= 0, u = vx, r = vt. (218)

Equation (218) has only one family of movable singularities

p = −1, q = −5, indices (−1, 1, 4, 6), D = 2β2∂x, (219)

and it passes the Painlevé test [125]. Since (218) is a conservation law, the
computations can be reduced by considering the “second potential Bq” equa-
tion

ppBq(w) ≡ wtt + ε2
(
(wxx + α)2 + (β2/3)wxxxx

)
= 0, u = vx = wxx, (220)

whose single family is of the logarithmic type w ∼ 2β2 Logχ
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p = 0−, q = −4, indices(−1, 0, 1, 6), D = 2β2. (221)

Let us assume for the would-be singular part transformation the relation

w = 2β2 Log τ +W, ppBq(w) = 0, (222)

and for the link between τ and ψ the identity (146).
Let us first assume that ψ satisfies the second-order scalar Lax pair (88)–

(89). This is equivalent to the usual WTC truncation in the invariant forma-
lism [6]

ppBq(w) ≡
4∑

j=0

Ejχ
j−4 = 0, (223)

and this generates the three determining equations

E2 ≡ (4/3)β2ε2S − 2C2 − 4ε2(Wxx + α) = 0, (224)
E3 ≡ −2(Ct − CCx − (β2ε2/3)Sx) = 0, (225)
E4 ≡ (SE2 − E3,x)/2 + C2

x + β2ppBq(W ) = 0. (226)

From the last equation E4 = 0, the desired solution ppBq(W ) = 0 cannot
be generic, so this second-order assumption fails to provide the auto-BT. Ho-
wever, it does provide another information, namely a hetero-BT between the
Boussinesq PDE and another PDE. Indeed, under the natural parametric re-
presentation of E3 (which, by the way, would be the SME if the second order
were the correct one),

S = 3zt − 3(βε)2z2x/2, C = (βε)2zx, (227)

the field z, by the cross-derivative condition (78), satisfies the modified Bous-
sinesq equation [67]

MBq(z) ≡ ztt + ((βε)2/3)zxxxx + 2(βε)2ztzxx − 2(βε)4z2xzxx = 0. (228)

Just like for the KdV equation (Sect. 7.1), this leads, after a short com-
putation left to the reader, to the hetero-BT between the Boussinesq and the
modified Boussinesq equations.

Going to third order, the assumption (222) and (146), with ψ solution of
the scalar Lax pair (117)–(118), generates

ppBq(w) ≡
2∑

k=0

2∑
l=0

Ek,lY
k
1 Y

l
2 , k + l ≤ 2. (229)

These six determining equations Ek,l = 0, plus the three cross-derivative
conditions Xj = 0, j = 0, 1, 2, are solved as follows in the Gel’fand-Dikii case
f = 0: [39, 41]
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E02 ≡ (βε)2 − c2 = 0 ⇒ c = βε,
E11 ≡ d = 0 ⇒ d = 0,
E20 ≡ 3(Vx + α) + 2β2a = 0 ⇒ a = −3(Vx + α)/(2β2),
E10 ≡ εVxx − βex = 0 ⇒ ex = β−1εVxx,
X1 ≡ 3Vxt + 3βεVxxx + 4β3εbx = 0 ⇒ b = g(t)− 3(β−2Vxx + β−3ε−1Vt)/4,
X0 ≡ (3/(4εβ2))pBq(V ) = 0 ⇒ V satisfies the PDE (218),
E00 ≡ 2β2g′(t) = 0 ⇒ g(t) = λ,

(230)

in which λ is an arbitrary constant. The coefficients a, b, c, d, e are

a = −(3/2)β−2(Vx + α), b = λ− (3/4)β−2Vxx − (3/4)β−3ε−1Vt,

c = βε, d = 0, e = β−1ε(Vx + α), (231)
X0 = (3/(4εβ2))pBq(V ), X1 = 0, X2 = 0, (232)

and they define a third-order Lax pair of the potential Boussinesq equation
(218) [131, 132, 88].

The BT is just (152)–(153) or equivalently, after substitution of Y1 =
(v − V )/(2β2),

(v − V )xx + 3β−1ε−1(v + V )t + 3β−2(v − V )((v + V )x + 2α)
+β−4(v − V )3 − 8β2λ = 0, (233)
(v + V )xx − β−1ε−1(v − V )t + β−2(v − V )(v − V )x = 0. (234)

The Hirota-Satsuma equation

Defined as [24]

HS(w) ≡ [wxxt + (6/a)wxwt]x = 0, a �= 0, (235)

it is better processed on its potential form

pHS(w) ≡ wxxt + (6/a)wxwt + F (t) = 0, a �= 0. (236)

The second order assumption (88)–(89) generates the three determining
equations

E2 ≡ −2aSC − 6Wt + 6CWx = 0,
E3 ≡ aSt + 2aSCx − 6CxWx = 0, (237)
E4 ≡ pHS(W )− a(S2C + Sxt/2 + SCxx)− 3SWt + 3(SC + Cxx)Wx = 0.

In the generic case Cx �= 0, their general solution is unknown, in particular
we have not succeeded to perform the elimination of (S,C) to find the con-
straint(s) satisfied by W . It is easy to eliminate W but this gives rise to two
equations for (S,C)
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6Wx = 2aS + a
St

Cx
, 6Wt = a

CSt

Cx
, (238)

M23 ≡
(
CSt

Cx

)
x

−
(

2S +
St

Cx

)
t

= 0, (239)

M4 ≡ 1− 6a−1F (t)− C−1
x (4CSSt + CSxxt + 2CxxSt)

− C−2
x (2CS2

t + C2StSx − 2CCxxSxt)− 2C−3
x CC2

xxSt = 0, (240)

and their possible functional dependence is unsettled. Anyhow, the field W
cannot be a second solution of (235) [38].

The third order assumption (117)–(118), with the link (146) and the trun-
cated expansion

w = W + a∂x Log τ, (241)

generates seven determining equations (98). They are easily solved [38] and
their unique solution defines the Lax pair (268)–(269), with W a second so-
lution of (236).

The Tzitzéica equation

The equation is defined by (168), in the case (a1 = 0, a2 �= 0). It posseses two
families, the first one defined by (169), the second one by

e−u ∼
√

(1/a2)ϕxϕt(ϕ− ϕ0)−1, indices (−1, 2). (242)

These two families are not opposite, but the second family is irrelevant because
the Tzitzéica equation has a one-to-one correspondence [23] with a one-family
equation, namely the potential form (236) of the Hirota-Satsuma PDE in the
particular case F (t) = 0. This correspondence is obtained by the elimination
of a2 in equation (168)

(
F (t) = 0, eu =

2
aα
wt

)
=⇒

(
e−2u(e2uTzi(u))x =

(
pHS(w)
wt

)
t

)
. (243)

The irrelevance of the second family is confirmed by the negative result of
Weiss [126, 6] obtained when performing a truncation on e−u.

All the truncations will accordingly take the same form (170) as for the
Liouville equation, which implies that τ is an object invariant under the per-
mutation (131). Depending on the Lax pair assumption, the link between τ
and ψ will be either the identity (case of a scalar ψ invariant under the per-
mutation (131)) or not (if the scalar ψ is not invariant, e.g. because the Lax
pair itself is not invariant), as detailed below.

Let us first assume a second order Lax pair. To the author’s knowledge,
one cannot define a scalar ψ, linked to such a Lax pair, which, like τ , would be
invariant under (131). This is probably the reason why the assumption τ = ψ
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with ψ solution of the noninvariant Lax pair (88)–(89) generates so intricate
determining equations that their general solution has not yet been obtained
[40]; these equations are however consistent in the sense that one easily finds
the particular exact solution

αeu = 2c℘(x− ct− x1, g2, A+
a2α

2

8c3
)− 2c℘(x+ ct− x2, g2, A− a2α

2

8c3
), (244)

depending on five arbitrary constants (x1, x2, c, g2, A) and representing the
superposition of two traveling waves of opposite velocities.

From this second-order WTC truncation, and with appropriate assumpti-
ons, one can also find a particular solution which represents a binary Darboux
transformation [116].

Let us now turn to the third order assumption. One can postulate either
a Lax pair invariant under (131), such as the matrix pair (132)–(133), or a
noninvariant Lax pair such as the scalar pair (117)–(118). In the first case, one
must assume the identity link τ = ψ, while in the second case the assumed
link must be noninvariant. Both assumptions lead to a success [9]. Let us
detail here the invariant assumption, i.e. a priori the simpler one.

The truncation is defined by (170), the link (146), and the matrix Lax pair
(132)–(133)

E(u) ≡
3∑

k=0

3−k∑
l=0

Ekl(fj , gj , hj , U)Y k
1 Y

l
2 , ∀k, l : Ekl = 0, (245)

in which (Y1, Y2) are the two components of the projective Riccati pseudo-
potential (135)–(138) equivalent to the Lax pair. To these ten determining
equations in U and the nine unknown coefficients, one must add the six cross-
derivative conditions Xj = 0 (139)–(140).

During their resolution, one first proves that the product f2h1 cannot
vanish (otherwise a2 would be zero). This makes the sixteen equations alge-
braically independent and equivalent to the fifteen differential relations

fj,t, gj,x, gj,t, hj,x, gj,xt = P ({fk, gk, hk}, k = 1, 2, 3), j = 1, 2, 3, (246)

with P polynomials whose coefficients depend on U,Ux, Ut, Uxt, plus the single
algebraic relation

E00 ≡ a2 − 4
α2

(
g3 + g1g2 + (α/2)eU

)2
= 0. (247)

They are solved successively as [equations are referenced as in (246)–(247)]
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g3,xt − (g3,x)t : E(U) = 0,
g1,x − g2,t : ∃ g0(x, t) : g1 = g0,t, g2 = g0,x,
g2,t : g3 = −αeU − g0,xg0,t − g0,xt,
E00 : ∃ f0(x, t) �= 0 : f2 =

√
a2W

−1f0, h1 =
√
a2W

−1f−1
0 ,

notation W = eU + (2/α)g0,xt,
g2,x : f3 = −√a2W

−1f0g0,t − f1g0,x − g20,x + g0,xx,
g3,x : f1 = Wx/W + 2g0,x,
f2,t : h2 = Wt/W + 2g0,t − f0,t/f0,
h1,x : f0,x = 0,
g1,t : h3 = g0,t(f0,t/f0 −Wt/W − g0,t) + g0,tt −√a2W

−1g0,x/f0,
g3,t : f0,t = 0,
h2,x : g0,xt = 0.

(248)

The irrelevant arbitrary function g0 reflects the freedom in the definition
(170) of τ and can be absorbed by redefining τ as τe−g0 . Thus the solution
is unique: the field U must satisfy the Tzitzéica PDE, and f0 is an arbitrary
nonzero complex constant λ. Accordingly, one has obtained a Lax pair and a
singular part transformation. The equivalent projective Riccati representation
of the matrix Lax pair is

Y1,x = −Y 2
1 + UxY1 +

√
a2λe

−UY2, (249)
Y2,x = −Y1Y2 − αeU , (250)
Y1,t = −Y1Y2 − αeU , (251)
Y2,t = −Y 2

2 + UtY2 +
√
a2λ

−1e−UY1, (252)

with cross-derivative conditions proportional to the Tzitzéica equation

(Y1,x)t − (Y1,t)x = Y1E(U), (Y2,x)t − (Y2,t)x = Y2E(U). (253)

This Lax pair is the rewriting in matrix form of the scalar triplet given by
Tzitzéica [57]

−τxx + Uxτx +
√
a2λe

−Uτt = 0, (254)
−τtt + Utτt +

√
a2λ

−1e−Uτx = 0, (255)
−τxt − αeUτ = 0. (256)

The Lax pair admits by construction the involution [58, 55]

(τ, eU , λ) →
(

1
τ
,−eU − 2

α

τxτt
τ2 ,−λ

)
, (257)

equivalent to

(τ, eU , λ) → (1/τ, eU +D Log τ,−λ), (258)

which defines another, equivalent, writing of the singular part transformation
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eu = −eU − 2
α

τxτt
τ2 . (259)

Remark. Knowing these results, one can also write this singular part trans-
formation [130, 3] as a difference of the two fields u − U in terms of the two
components of a projective Riccati pseudopotential

u = U + Log(−2λ2y1y2 − 1), yj = α−1/2λ−1e−U/2Yj , (260)

in a quite similar manner to the singular part transformation of Liouville and
sine-Gordon (393). However, the field u is multivalued.

In order to find the BT, one must now eliminate one of the two equivalent
projective components, and this defines two possible, different, eliminations.

In the first elimination, one takes Y2 from (249) and substitutes it into the
three remaining equations, which results in

Y2 = (Y1,x + Y 2
1 − UxY1)eU/(

√
a2λ), (261)

ODE ≡ Y1,xx + 3Y1Y1,x + Y 3
1 − e−U (eU )xxY1 + α

√
a2λ = 0, (262)

PDE ≡ Y1,t + eU
(
(Y1Y1,x + Y 3

1 )− Y 2
1 Ux

)
/(
√
a2λ) + αeU = 0, (263)

(252) ≡ −Y1E(U)− eUY1√
a2λ

ODE + (2Y1 − Ux + ∂x)PDE = 0, (264)

[ODE,PDE] = (Y1,xx)t − (Y1,t)xx = Y1(e2UE(U))x. (265)

Only two of them are functionally independent, as shown by relation (264), but
the commutator (265) of equations (262)–(263) shows that this elimination
fails to generate the auto-BT of Tzitzéica equation.

However, it does provide another result, which we now derive. The ODE
(262) belongs to the classification of Gambier – this is the number 5, see
Sect. 5.6 –, it is linearizable by the transformation Y1 = ∂x Logψ into a third-
order linear ODE, with the relation τ = ψ between the two functions. This
transformation also linearizes the PDE (263), and the resulting linear system

τxxx − (Uxx + U2
x)τx +

√
a2αλτ = 0, (266)

−√a2λτt + eUτxx − Uxe
Uτx = 0, (267)

which cannot be a scalar Lax pair of the Tzitzéica equation, is, in fact, the
scalar Lax pair of the Hirota-Satsuma equation (235), see Sect. 7.2,

τxxx − (6/a)wxτx + Λτ = 0, (268)
Λτt − (2/a)wtτxx + (2/a)wxtτx = 0, (269)

under the change of variables (243).
In the second elimination, one takes Y1 from (250) and substitutes it into

the three remaining equations
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Y1 = −(Y2,x + αeU )/Y2, (270)
ODE ≡ Y2Y2,xx − 2Y 2

2,x − (UxY2 + 3αeU )Y2,x

+
√
a2λe

−UY 3
2 − α2e2U = 0, (271)

PDE ≡ Y2Y2,t + Y 3
2 − UtY

2
2 +

√
a2λ

−1(α+ e−UY2,x) = 0, (272)
(251) ≡ E(U) + (∂x − αeUY −1

2 )PDE
−√a2λ

−1e−UY −2
2 ODE = 0, (273)

[ODE,PDE] = (Y2,xx)t − (Y2,t)xx

= (3αeU + UxY2 + 3Y2,x − Y2∂x)E(U). (274)

Only two of them are functionally independent, as shown by the relation
(273), and the vanishing of the commutator (274) of equations (271)–(272) is
equivalent to the vanishing of the Tzitzéica equation for U . This elimination
therefore generates the auto-BT of Tzitzéica equation, by the substitution

Y2 = (α/2)
∫ (

eu − eU) dx (275)

into (271)–(272).
The ODE part (271) of the BT is equivalently written as [97]

wxx

wx
− Wxx

Wx
− 2

wx +Wx

w −W + α
√
a2λ

(w −W )2

2wxWx
= 0, (276)

with the notation Y2 = (α/2)(w −W ), eu = wx, e
U = Wx.

The nonlinear ODE (271) again belongs to the equivalence class of the
fifth Gambier equation (G5), see Sect. 5.6, and its linearization

Y −1
2 = −α−1e−U∂x Log(eUψ) (277)

transforms the two equations (271)–(272) into the third-order scalar Lax pair
of the Gel’fand and Dikii type (i.e. f = 0 in (117)–(118))

Lψ ≡ ψxxx + (2Uxx − U2
x)ψx + ((2Uxx − U2

x)x/2 +
√
a2αλ)ψ = 0, (278)

Mψ ≡ ψt +
√
a2(αλ)−1e−2U (ψxx + Uxψx + Uxxψ)

+(Ut +
∫ (

αeU + a2e
−2U

)
dx)ψ = 0, (279)

[L,M] = 3E∂2
x + (2(eU )xE + Ex)∂x

+(eU )xEx + (3Uxx − U2
x)E, E = E(U). (280)

Thus, the noninvariant (under (131)) link between τ and ψ that one would
have had to postulate if one had chosen the scalar Lax pair (117)–(118) is a
posteriori provided by the linearizing formula (277) and the Riccati equation
(251), this is the invertible transformation

eUτ = (eUψ)x, e
Uψ = −α−1τt, (281)

and it clearly breaks the invariance under (131).
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The Sawada-Kotera and Kaup-Kupershmidt equations

Because of their duality [27, 64], it is convenient to introduce simultaneously
the Sawada-Kotera equation (SK) and the Kaup-Kupershmidt equation (KK).
These are defined as

SK(u) ≡ βut +
(
uxxxx +

30
α
uuxx +

60
α2u

3
)

x

= 0, (282)

pSK(v) ≡ βvt + vxxxxx +
30
α
vxvxxx +

60
α2 v

3
x = 0, (283)

KK(u) ≡ βut +
(
uxxxx +

30
α
uuxx +

45
2α
u2

x +
60
α2u

3
)

x

= 0, (284)

pKK(v) ≡ βvt + vxxxxx +
30
α
vxvxxx +

45
2α
v2xx +

60
α2 v

3
x = 0, (285)

in which u denotes the conservative field and v the potential one, with u = vx.
Both equations have the Painlevé property [64]. Each of them has two

families [64]

pSK,F1 : p = −1, v0 = α, indices − 1, 1, 2, 3, 10, (286)
pSK,F2 : p = −1, v0 = 2α, indices − 2,−1, 1, 5, 12, (287)
pKK,F1 : p = −1, v0 = α/2, indices − 1, 1, 3, 5, 7, (288)
pKK,F2 : p = −1, v0 = 4α, indices − 7,−1, 1, 10, 12. (289)

The singular part operator D attached to a given family is D = v0∂x. The two
families have residues which are not opposite, but fortunately each potential
equation possesses in its hierarchy a “minus-one” equation [66]

pSK−1 : vxxt +
6
α
vxvt = 0, (290)

pKK−1 : vtvxxt − 3
4
v2xt +

6
α
vxv

2
t = 0, (291)

which has only one family (the first one is nothing else than the Hirota-
Satsuma PDE, already processed in Sect. 7.2). The equations SK and KK are
therefore to be considered as possessing the single family F1, Eqs. (147) and
(149).

Let us assume the one-family singular part transformation (200) and, suc-
cesively, the second-order scalar Lax pair (88)–(89), then the third-order scalar
one (117)–(118) with the Gel’fand-Dikii simplification f = 0. As to the link
between τ and ψ, at second order this is the identity, while at third order it
can be, as outlined in Sect. 5.6 and detailed in Musette lecture [91], either
the linearizing transformation of the fifth Gambier equation or that of the
twenty-fifth Gambier equation.

Therefore, at the fourth step of the singular manifold method, for each
PDE, one has only three possibilities to examine: order two and Riccati, order
three and (G5), order three and (G25). This is done in the next two sections.
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The Sawada-Kotera equation

First truncation (order two and Riccati). The one-family truncation (95) with
τ = ψ generates the three equations [20]

E4 ≡ βC − 4S2 + 9Sxx + 60SVx/α− 180(Vx/α)2 − 30Vxxx/α = 0, (292)
E5 ≡ −βCx − 2SSx + Sxxx + 30SxVx/α = 0, (293)
E6 ≡ pSK(V ) + (SE4 − E5,x)/2 + 5Sx(3Vxx/α− Sx/2) = 0. (294)

These equations possess two solutions [20], a nongeneric one Sx = 0

S = −k2/2, C = c+ c0, c = k4/β + 2c0/3,
V/α = ζ(x− (c− c0)t, k4/12 + βc0/9, g3)− k2x/12

+ ((5(k4 + βc0)k2/36− 12g3)t)/β, (295)

in which ζ is the Weierstrass function and (k, c0, g3) are arbitrary constants,
and a generic one Sx �= 0 defined by the four equations

Vx = α(βCx + 2SSx − Sxxx)/(30Sx), (296)
Vt = . . . (297)
M1 ≡ (Gx/Sx)xx −G− S2

xG
2
x/5 + 2SGx/Sx = 0, (298)

M2 ≡ 29 terms = 0, also vanishing if G = 0, (299)

in which G is defined by

G ≡ Sxx + 4S2 − βC. (300)

The general solution (S,C) of the system M1 = 0,M2 = 0 has not yet been
obtained, for the elimination of S or C is difficult. This difficulty reflects the
fact that second order is not the correct order. Nevertheless, these compli-
cated equations admit the very simple particular solution [64] (it would be
interesting to prove that this is the general solution),

G = 0, Vx = αS/3, pKK(V ) = 0, (301)

so the field V in the singular part transformation assumption (200) satisfies a
different PDE, namely the potential KK equation. This defines a hetero-BT
between the conservative forms of SK and KK [50, 23, 22]

α(v + V/2)x + (v − V )2 = 0, β(v + V/2)t + · · · = 0,
pSK(v) = 0, pKK(V ) = 0 (302)

(see Ref. [22] for the exact expression of the t-part).
With G = 0, the linear system (88)–(89) is a degenerate Lax pair for KK,

since it lacks a spectral parameter.
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Still when (301) holds, the field χ−1 satisfies a fifth order PDE, the Fordy-
Gibbons equation, and the explicit writing of its hetero-BT with the SK equa-
tion is left to the reader.

Second truncation (order three and (G5)). This assumption creates no
a priori constraint on the coefficients (a, b) of the spectral problem (117),
and the linearizing transformation of (G5) is just the identity τ = ψ. This
generates six determining equations (98). The process is successful [64, 126, 7]
and V is found to be a second solution of pSK (notation U = Vx as usual)

b = λ, (303)
a = −6U/α, (304)

L1 = ∂3
x + 6

U

α
∂x − λ, (305)

L2 = β∂t +
(

18
Ux

α
− 9λ

)
∂2

x +
(

36
U2

α2 − 6
Uxx

α

)
∂x − 36λ

U

α
, (306)

[L1, L2] = 6β−1α−1SK(U). (307)

This is the Lax pair given by Satsuma and Kaup [53].
The BT results from the elimination of Y2, which provides Eqs. (152)–(153)

for Y1 = Y ,

Yxx + 3Y Yx + Y 3 + 6(U/α)Y − λ = 0, (308)
βYt − 9[(λ− 2Ux/α)(Yx + Y 2) (309)

+ 4(λU/α− (U/α)2Y ) + (2/3)(Uxx/α)Y ]x = 0,
β((Yxx)t − (Yt)xx)/Y = −(6/α)SK(U), (310)

followed by the substitution Y = (v − V )/α,

(v − V )xx/α+ 3(v − V )(v + V )x/α
2 + (v − V )3/α3 − λ = 0, (311)

β(v − V )t/α− (3/2)[(v − V )xxxx/α

+(5(v − V )(v + V )xxx + 15(v + V )x(v − V )xx)/α2

+(15(v − V )2(v − V )xx + 30(v − V )(v + V )2x)/α3

+30(v − V )3(v + V )x/α
4 + 6(v + V )5/α5]x = 0, (312)

a result due to Satsuma and Kaup [53].

The Kaup-Kupershmidt equation

First truncation (order two and Riccati). The one-family truncation (95) with
τ = ψ generates the three equations [41]

E2 ≡ 15(S/4− 3Vx/α) = 0, (313)
E4 ≡ βC/2 + 7S2/4 + 3Sxx/4− 15(SVx + Vxxx)/α− 90(Vx/α)2 = 0, (314)
E6 ≡ (S/2)E4/α+ (4β(CS + Cxx)− S3 + (21/2)S2

x + 14SSxx − 4Sxxxx)/16
+(15/4)(3S2 − 2Sxx)Vx/α− 45S(Vx/α)2 + pKK(V ) = 0. (315)
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As opposed to the (difficult) SK case, these equations are easy to solve and
possess the unique solution [64]

Vx = αS/12, pSK(V ) = 0, Sxx + S2/4− βC = 0. (316)

This is a strong indication that the particular solution (301) of (296)–(299)
should be the general one. One again recovers, by a nice duality, the hetero-BT
between KK and SK.

Second truncation (order three and (G5)). This generates thirteen deter-
mining equations (98). This truncation fails and provides no solution at all
(one determining equation is E2,2 ≡ 45/8 = 0), not even the one-soliton
solution. Indeed, the one-soliton solution of Kaup corresponds to constant co-
efficients for the scalar Lax pair (117)–(118) with f = 0, and, with the above
procedure, the only way to obtain it [32, 49] is to enforce the two first integrals
K1 and K2 which result from the zero value of b,

K1 = ψxx − aψ,K2 = ψ2
x − aψ2 − 2(ψxx − aψ)ψ. (317)

Third truncation (order three and (G25)). This assumption implies,
noindent among the coefficients (a, b) of the spectral problem (117), the a
priori constraint [91]

b− ax/2 = λ(t), (318)

and the linearizing transformation of (G25) defines the link between τ and ψ

τx
τ

=
λ(t)

Y1,x + (1/2)Y 2
1 − a/2

, Y1 =
ψx

ψ
. (319)

This generates fourteen determining equations (98) (i.e. the same order of ma-
gnitude as for the (G5) assumption) in the basis (ψx/ψ, ψxx/ψ − ((ψx/ψ)2 +
bxψx/(bψ) − a)/2); they are solved as follows (gk denotes an arbitrary inte-
gration function, λ an arbitrary integration constant) [41]

E4,4 : c = 9λ(t)/β,
E3,5 : a = −6Vx/α,
E1,5 : d = (3Vxxx/α− (6Vx/α)2)/β,
E0,5 : λ(t) = λ independent of t,
E0,6 : pKK(V ) = 0,
E1,4 : e = g2(t) + (36λVx/α+ 72VxVxx/α

2 + 3Vxxxx/α)/β,
X1 : b = g4(t)− 3Vxx/α+ Vxxx/(3α)),
X0 : g4 = λ,

(320)

and the result is, with U = Vx,
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b = λ− 3Ux/α, (321)
a = −6U/α, (322)

∂x Log τ =
λ

ψxx/ψ − (1/2)(ψx/ψ)2 + 3(U/α)
. (323)

L1 = ∂3
x + 6

U

α
∂x + 3

Ux

α
− λ, (324)

L2 = β∂t − 9λ∂2
x +

(
3
Uxx

α
+ 36

U2

α2

)
∂x − 3

Uxxx

α

−72
UUx

α2 − 36λ
U

α
, (325)

β[L1, L2] = (6/α)KK(U)∂x + (3/α)KK(U)x. (326)

This is the Lax pair given by Kaup [27]. The integration of the first-order
ODE (159) modulo the Lax pair yields the singular part transformation given
by Levi and Ragnisco [32]:

τ = ψψxx − (1/2)ψ2
x + 3(U/α)ψ2, τx = λψ2. (327)

Although the relation τx/ψ2 = constant is the same as in the case of KdV
(see Eq. (4.14) in Ref. [65]), it cannot be taken as an a priori assumption, it
is the result of the method.

Starting from the vacuum solution U = 0, the general solution ψ of L1ψ =
0, L2ψ = 0,

ψ = c1e
Kx+9K5t/β + c2ejKx+9j2K5t/β + c3ej

2Kx+9jK5t/β ,

j2 + j + 1 = 0, K3 = λ, (328)

in which c1, c2, c3,K are arbitrary complex constants, leads by (3) to the
one-soliton solution of Kaup [27]

u = (α/2)∂2
x Log(2 + cosh(k/2)(x− (k/2)4t/β)), k ∈ R (329)

for the choice (c1, c2, c3) = (0, j2,−j),K2 = −k2/12, which corresponds to
the entire function

τ = −(k2/12)(2 + cosh(k/2)(x− (k/2)4t/β))e(k/2)(x+(k/2)4t/β). (330)

Let us now obtain the auto-BT of KK, by an elimination. In order to
perform this elimination easily, it is convenient to choose one of the two com-
ponents of the pseudopotential Y so as to characterize the singular part trans-
formation,

KK :
2(v − V )

α
=
τx
τ

= Z. (331)

The chosen equivalent system is the system satisfied by (Y1, Z)
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Y1 =
ψx

ψ
, Z =

τx
τ
, (332)

Y1,x = −Y 2
1 /2 + λZ−1 − 3U/α, (333)

Zx = 2Y1Z − Z2, (334)
βY1,t = [9λY 2

1 /2− (3Uxx/α+ 36(U/α)2)Y1 + 9λ2Z−1

+3Uxxx/α+ 72UUx/α
2 + 9λU/α]x, (335)

βZt =
[
18λU/α+ 9λ2Z−1 + 9λY 2

1

+(45(U/α)2 + 6(Uxx/α)− 18(Ux/α)Y1

+27(U/α)Y 2
1 + (9/4)Y 4

1 )Z
]
x
. (336)

The BT then arises from the elimination of Y1 between (166), (167) and
(336) (Eq. (335) must be discarded), which results in the two equations for
Z = Y ,

Yxx − (3/4)Y 2
x /Y + 3Y Yx/2 + Y 3/4 + 6(U/α)Y − 2λ = 0, (337)

βYt − (3/16)[3Y 5 + 15Y Y 2
x + 30Y 2Yxx + 8Yxxxx

+30(Y 3 + 2Yxx)(Yx + 4Vx/α) + 60Y (Yx + 4Vx/α)2

+30Yx(Yxx + 4Vxx/α) + 20Y (Yxxx + 4Vxxx/α)]x = 0, (338)
β((Yxx)t − (Yt)xx)/Y = −(6/α)KK(U), (339)

followed by the substitution Y = 2(v − V )/α, [41]

(v − V )xx/α− (3/4)(v − V )2x/(α(v − V ))
+ 3(v − V )(v + V )x/α

2 + (v − V )3/α3 − λ = 0, (340)
β(v − V )t/α− (3/2)[2(v − V )xxxx/α+ 60(v − V )3(v + V )x/α

4

+ 12(v − V )5/α5 + (10(v − V )(v + V )xxx + 30(v + V )x(v − V )xx

+ 15(v − V )x(v + V )xx)/α2 + (30(v − V )2(v − V )xx

+ 60(v − V )(v + V )2x + 15(v − V )(v − V )2x)/α3]x = 0. (341)

The simple form of the conservative equations (312) and (341) results from the
addition of suitable differential consequences of (169) and (171). The x-part
of the BT has already be given by Rogers and Carillo [50] for λ = 0.

If we write (166)–(167) in the variables (Y1, Z2 = Z−1),

Y1,x = −Y 2
1 /2 + λZ2 − 3U/α, (342)

Z2,x = −2Y1Z2 + 1, (343)

both systems (124)–(125) and (342)–(343) are coupled Riccati systems, with
the difference that the transformation from Y1 to ψx/ψ is a point transforma-
tion while the one from Z2 to ψx/ψ is a contact one. Thus, the Riccati system
(124)–(125) is in the classification of linearizable coupled Riccati systems gi-
ven by Lie (this is the projective one), while the Riccati system (342)–(343)
is outside it.

A minor open problem is to find a bilinear BT for SK equation (the one
given in Ref. [41] contains a nonbilinear term).
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7.3 Nonintegrable equations, second scattering order

Strictly speaking, nonintegrable equations have no associated scattering order.
What is meant in the title of this section is that one assumes a given scattering
order to process some nonintegrable PDEs.

For algebraic PDEs in two variables, particular solutions in which (S,C)
are constant are quite easy to find. They correspond to solutions u polynomial
in tanh k

2 (x − ct − x0). The privilege of tanh is to be the general solution of
the unique first order first degree nonlinear ODE with the PP, namely the
Riccati equation tanh′ + tanh2 +S/2, in the particular case S = constant.

A characteristic feature of nonintegrable equations is the absence of a BT.
Therefore, the iteration of Sect. 2 can only generate a finite number of new
solutions [30, 9], this will be seen on examples.

The Kuramoto-Sivashinsky equation

It is worth to handle this example in detail because it exhibits all the features
of what should be done and more importantly of what should not be done
when solving truncation equations.

The equation of Kuramoto and Sivashinsky (3) (notation µ = 19µ′) pos-
sesses a single family [100, 53]

p=−3, q=−7, u0 =120ν, indices − 1, 6,
13± i√71

2
,D=60ν∂3

x+60µ′∂x.

(344)

and the orthogonality condition at index 6 is satisfied. Since equation (3) is a
conservation law, we therefore study it on its potential form

E ≡ vt +
v2x
2

+ µvxx + νvxxxx +G(t) = 0, u = vx, (345)

which has the unique family

p = −2, q = −6, v0 = −60ν, indices − 1, 2,
13± i√71

2
, D = 60ν∂2

x + 60µ′.

(346)

Although the no-log condition at index i = 2 is not satisfied, the ψ-series

v = −60νχ−2 + 60µ′ Logψ + v2 + 0(χ), v2 arbitrary function, (347)

in which the gradients of ψ and χ are given by (68)–(69) and (64)–(65),
contains one logarithm only, which cancels by derivation.

The one-family truncation assumption is
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vT = v0χ
−2 + v1χ−1 + v02 Logψ + v2, v02 constant (348)

equivalent to a truncated series (−3 : 0) for u. Substituting (348) in (345) and
eliminating any derivative of χ and ψ, one obtains

E =
6∑

j=0

Ejχ
j−6. (349)

Together with the identity (78), this defines a system of eight equations in the
six unknowns (v0, v1, v02, v2, S, C).

Equations j = 0, 1, 2 are solved for v0, v1, v02, v2 exactly as in the Painlevé
test and yield the values in (347). The next five equations (j = 3, 4, 5, 6 and
(78)) now read [30]

E3 ≡ 120ν (−C + 15νSx + v2,x) = 0, (350)

E4 ≡ 60
(
−6ν2Sxx − 4ν2S2 − 20µ′νS + 2νCx + 11µ′2

)
= 0, (351)

E5 ≡ S

2
E3 + 60

(−µ′C + 20µ′νSx − 2ν2SSx + ν2Sxxx

−νCxx + µ′v2,x) = 0, (352)

E6 ≡ E(v2) + 30
(
µ′Cx − 19µ′2S − µ′ν(20S2 + Sxx)

−ν2(4S3 + 3S2
x + 4SSxx)

)
= 0,

X ≡ St + Cxxx + 2CxS + CSx = 0. (353)

The principles to be obeyed during the resolution are the following.

1. Never increase the differential order of a given variable. On the contrary,
solve for the higher derivatives in terms of the lower ones, and substi-
tute the result, as well as its differential consequences, in the remaining
equations.

2. Never integrate a differential equation, unless it is just a total derivative.
On the contrary, perform an algebraic resolution.

3. Never solve for a function of, say, one variable as an expression in several
variables.

4. Close the solution by exhausting all Schwarz cross-derivative conditions.

This computation is systematic, and its algorithmic version is known as
the construction of a differential Groebner basis [85, 6].

The full system is split into (E3, E4, E5), independent of ∂t, and (E6, X),
explicitly depending on ∂t. The subsystem (E3, E4) is first solved, according to
rule 1, as a Cramer system for (v2,x, Sxx). After substitution of (v2,x, Sxx) and
their derivatives in all the other equations, equation E5 is solved, according
to rule 1, for Cxx and the result is recognized as being an x−derivative. This
allows us to solve for Cx after the introduction of an arbitrary integration
function λ of t only. As to (E6, X), they are solved, according to rule 1, as
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a Cramer system in variables involving only t-derivatives, namely (v2,t, St),
for expressions independent of ∂t. To summarize this first stage, the original
system is now equivalent to

Sxx = −3
2
S2 − 5µ′

2ν
S +

µ′2

8ν2 (λ+ 22), (354)

Cx = −5ν
2
S2 +

5µ′

2
S +

µ′2

8ν
(3λ+ 22), (355)

v2,x = C − 15νSx, (356)

v2,t

ν
= −1

ν
G(t) +

1243µ′3

2ν2 + 16
µ′3

ν2 λ+ 10
µ′2

ν
( (357)

lambda− 2)S

+110µ′S2 − 1
2ν
C2 + 15CSx − 125ν

2
S2

x, (358)

St = − 5µ′3

16ν2 (λ+ 22)− µ
′2

8ν
(λ− 116)S − 55µ′

4
S2 − 5ν

2
S3

−CSx + 5νS2
x. (359)

One equation, and only one, namely (354), is an ODE. Integrating it as an
elliptic ODE for S [30] would create useless subcases and complications and
should, according to rule 2, not be done. This ODE should also not be replaced
by its first integral, because the integrating factor Sx could be, and will indeed
be, zero. According to rule 3, it is also forbidden to eliminate λ(t) by solving
e.g. (355) for it. The only thing to do is (rule 4) to close this solution by
cross-differentiation. There are two such conditions:

(Sxx)t − (St)xx ≡ − µ′4

64ν3 (3λ2 + 308λ+ 5324) +
5µ′3

8ν2 (15λ+ 374)S

+
25µ′2

8ν
(λ− 16)S2 − 165µ′

2
S3 − 75ν

4
S4

+
µ′2

8ν2λ
′ +

85µ′

2
S2

x + 25νSS2
x = 0, (360)

(v2,t)x − (v2,x)t ≡ −Ct − µ
′2

8ν
(3λ+ 22)C − 5µ′

2
SC +

5ν
2
S2C

+
15µ′2

4
(3λ+ 71)Sx − 255µ′νSSx

−150ν2S2Sx = 0. (361)

The latter is solved for Ct and provides a third cross-derivative condition
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(Cx)t − (Ct)x

ν
≡ − µ′4

64ν3 (81λ2 + 4028λ+ 47476)

+
5µ′3

8ν2 (101λ+ 2322)S +
5µ′2

8ν
(55λ+ 96)S2

−1415µ′

2
S3 − 825ν

4
S4

+
3µ′2

8ν2 λ
′ +

535µ′

2
S2

x + 275νSS2
x = 0. (362)

This ends the linear part of the resolution, and now comes the nonlinear
part (algebraic Groebner). The two remaining equations (360) and (362), con-
sidered as nonlinear in the two unknowns (Sx, S), imply without computation
Sx = 0, which then allows one to solve (354) for the monomial S2 as a poly-
nomial in S of a smaller degree. Equations (360) and (362) thus become linear
in S and λ′, and their resultant in λ′ factorizes as a product of linear factors

(λ+ 33)(λ− 11 +
40ν
µ′ S) = 0. (363)

The first factor yields no solution. The second one provides the unique solution
(
S − µ

38ν

)(
S +

11µ
38ν

)
= 0, C = arbitrary constant c (364)

and it leads to the two-parameter (c, x0) solution (4). The two equations (364)
represent the SME.

If one performs the iteration of Sect. 2, starting from u = c, one generates
the solitary wave (4) and no more [30].

The reduction u(x, t) = c + U(ξ), ξ = x − ct of the PDE (3) yields the
ODE

νU ′′′ + µU ′ + U2/2 +K = 0, K arbitrary, (365)

with the indices −1, (13± i√71)/2. Due to the two irrational indices, the ge-
neral analytic solution (see definition in Sect. 9.3) can only depend on one
arbitrary constant. This one-parameter solution, whose local expansion con-
tains no logarithm, is known globally only for K = −450νk2/(192µ), this is
(4), but its closed form expression for any K is still an open problem.

Being autonomous, the ODE (365) is equivalent to the nonautonomous
second order ODE for V (U)

V =
dU
dξ

: ν
d2(V 2)
dU2 + 2µ+

U2 + 2K
V

= 0, (366)

an equation which has been studied from the Hamiltonian point of view [7].

7.4 Nonintegrable equations, third scattering order

An example is given in the Sect. 9.3.
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8 Two common errors in the one-family truncation

Two errors are frequently made in the method of Sect. 7.

8.1 The constant level term does not define a BT

Consider the one-family truncation as done by WTC (the subscript T means
“truncated”)

uWTC
T =

−p∑
j=0

uWTC
j ϕj+p (367)

in which ϕ is the function defining the singularity manifold.
In the WTC truncation, one considers three solutions of the PDE

1. the lhs uWTC
T of the truncation (367),

2. the “constant level” coefficient uWTC
−p ,

3. the field U which appears in the Lax pair after the successful completion
of the method.

The frequently encountered argument “The constant level coefficient uWTC
−p

also satisfies the PDE, therefore one has obtained a BT” is wrong. This is
obvious, since nonintegrable PDEs, which have no BT, nevertheless have this
property. One can check it by taking the explicit example of a nonintegrable
PDE [30].

A hint that the above argument might be wrong is the fact, observed on all
successful truncations, that the U in the Lax pair is never uWTC

−p . Let us prove
this fact, with the homographically invariant analysis [6]. The truncation of
the same variable in the invariant formalism is

uT =
−p∑
j=0

ujχ
j+p, (368)

in which χ is given by (58). This uT depends on the movable constant ϕ0 and
one has

{
uWTC

T = uT (ϕ0 = 0)
uWTC

−p = uT (ϕ0 = ∞).
(369)

Since the results of the truncation do not depend on the movable constant ϕ0,
this proves that the lhs uWTC

T of the truncation and the constant level coef-
ficient uWTC

−p are not considered as distinct by the singular manifold method.
Since the U in the Lax pair cannot be the truncated u (otherwise one would
not have a singular part transformation), this ends the proof.
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8.2 The WTC truncation is suitable iff the Lax order is two

We mean the truncation as originally introduced, not its updated version of
Sect. 7.

When the Lax pair has second order, everything is consistent. When the
Lax pair has a higher order, e.g. three, the original method, as well as its
original invariant version [38], presents the following inconsistency. In a first
stage, it generates the −q + p equations Ej(S,C,U) = 0 of formula (95),
which intrinsically correspond to a second -order scattering problem (and this
is precisely the inconsistency), and in a second stage it injects in each of these
−q+p equations a link between (S,C) and the scalar field ψ of the Lax pair of
higher order, thus generating determining equations which are hybrid between
the second order and the higher one. The first nearly correct treatment has
been made in Ref. [39].

For the same reason, in order to obtain the Lax pair when its order is higher
than two, it is also inconsistent to consider the so-called singular manifold
equation (SME) [65, 6, 49], defined in Sect. 7.1. When the Lax order is three,
the correct extension of this SME notion would be the set of three relations
on (a, b, c, d) resulting from the elimination of U between the four coefficients
of the Lax pair (e is derivable from (122) so we discard it), but this seems of
little interest.

Although these inconsistencies may still provide the full result for some
“robust” equations (Boussinesq [125], Sawada-Kotera [64], Hirota-Satsuma
[38]), there do exist equations for which it leads to a failure, and the Kaup-
Kupershmidt equation [41] is one of them.

9 The singular manifold method
applied to two-family PDEs

By two-family, we mean two opposite families. This includes also the one-
family truncation as a particular case.

When the base member of the hierarchy of integrable equations has more
than a single family, these families usually come by pairs of opposite singu-
lar part operators, just like P2–P6. Examples are enumerated at the end of
Sect. 5.2. Then the sum of the two opposite singular parts

D Log τ1 −D Log τ2 (370)

only depends on the variable

Y =
τ1
τ2
. (371)

The current status of the method [40, 49], which used to be called the two-
singular manifold method [40], is as follows. Most of the method for one-family



Exact Solutions by singularity analysis 55

equations still applies, with the difference that it is much more convenient to
represent the Lax pairs in a Riccati form than in a scalar linear form. Let
us restrict here to second-order scattering problems (for the third order case,
see Sect. 9.2) and to identity links (146) between the two τ and the two ψ
functions. Then Y satisfies a Riccati system and, as explained in Sect. 6.1, its
most general expression is given by (66).

In the first step, τ is simply replaced by Y in the assumption (3) for a
singular part transformation.

In the second step, the scattering problem is represented by the Riccati
system satisfied by Y , whose coefficients depend on (S,C,A,B).

The fourth step contains the main difference. Rather than truncating u at
the level j = −p, one truncates it at the level j = −2p [40, 49], in order to
implement the two movable singularities τ1 = 0 and τ2 = 0. So the truncation
is [49] (for second order Lax pairs only)

u = D Log Y + U, (372)
Y −1 = B(χ−1 +A), (373)

E(u) =
−2q∑
j=0

Ej(S,C,A,B,U)Y j+q, (374)

∀j Ej(S,C,A,B,U) = 0, (375)

in which nothing is imposed on U .
Let us remark that the relation A �= 0 does not characterize two-family

PDEs, see the Liouville case in Sect. 9.1.

9.1 Integrable equations with a second order Lax pair

The sine-Gordon equation

The sine-Gordon equation is defined for convenience as the case a1 �= 0, a2 = 0
of the equation (168). Although not algebraic in u, it becomes algebraic in
eu and it possesses two opposite families (opposite in the field u), both with
p = −2, q = −2

eu ∼ −(2/α)ϕxϕt(ϕ− ϕ0)−2, indices (−1, 2), D = (2/α)∂x∂t. (376)
e−u ∼ (2/a1)ϕxϕt(ϕ− ϕ0)−2, indices (−1, 2), D = −(2/a1)∂x∂t. (377)

The resulting singular part transformation assumption

eu + (a1/α)e−u = (2/α)∂x∂t Log Y + W̃ , E(u) = 0 (378)

with Y defined by (371), can be integrated twice due to the special form of
the PDE, resulting in

u = −2 Log Y +W, E(u) = 0, (379)
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in which nothing is imposed on W (we use W to reserve the symbol U for
future use). For a1 = 0, this truncation is what was called in Sect. 7.1 the
second truncation of Liouville equation.

The five determining equations in the unknowns (S,C,A,B,W ) are [49, 9]

E0 ≡ αB2eW − 2C = 0, (380)
E1 ≡ 2(Cx + 2AC) = 0, (381)
E2 ≡ 0, (Fuchs index) (382)
E3 ≡ −σt − σ(Cx + 2AC) = 0, (383)
E4 ≡ σ (Cσ + (Cx + 2AC)x) /2 + a1B

−2e−W = 0, (384)

with the abbreviation

σ = S + 2A2 − 2Ax, (385)

and, together with the cross-derivative condition (78), they are solved as usual
by ascending values of j

E0 : B2eW =
2
α
C, (386)

E1 : A = −1
2
(LogC)x, (387)

E3 : S = −F (x) +
C2

x

2C2 −
Cxx

C
, (388)

E4 : CCxt − CxCt + F (x)C3 + a1αF (x)−1C = 0, (389)
X : a1F

′(x) = 0. (390)

in which F is a function of integration. For sine-Gordon, F (x) must be a
constant

F (x) = 2λ2. (391)

In the Liouville case, for which the truncation imposes no restriction on F (x),
let us also require that F (x) be a constant. Then, for both equations, LogC
is proportional to a second solution U of the PDE

C =
α

2
λ−2eU , E(U) = 0, (392)

and one has obtained the singular part transformation

u = −2 Log y + U, y = λBY, (393)

in which y satisfies the Riccati system

yx = λ+ Uxy − λy2, (394)

yt = −α
2
λ−1(eU + (a1/α)e−Uy2), (395)

(Log y)xt − (Log y)tx = E(U). (396)



Exact Solutions by singularity analysis 57

The linearization

y = ψ1/ψ2 (397)

yields the second-order matrix Lax pair

(∂x − L)
(
ψ1
ψ2

)
= 0, L =

(
Ux/2 λ
λ −Ux/2

)
, (398)

(∂t −M)
(
ψ1
ψ2

)
= 0, M = −(α/2)λ−1

(
0 eU

−(a1/α)e−U 0

)
. (399)

The auto-BT (classical for sine-Gordon, Ref. [87] for Liouville) results from
the substitution y = e−(u−U)/2 into (136)–(137)

(u+ Ũ)x = −4λ sinh
u− Ũ

2
, (400)

(u− Ũ)t = λ−1
(
αe(u+Ũ)/2 + a1e

−(u+Ũ)/2
)
. (401)

It coincides in the sine-Gordon case with the one given earlier, equations (7)–
(8). The ODE part (136) of the BT is a Riccati equation.

The SME is [49]

S + C−1Cxx − 1
2
C−2C2

x + 2λ2 = 0, (402)

and it coincides, but this is not generic, with the one [124, 6] obtained from
the (incorrect) truncation in χ.

Remarks.

1. The reason for the presence of the apparently useless parameter B in the
definition (66) is to allow the precise correspondence (146)

τ1 = ψ1, τ2 = ψ2 (403)

for some choice of B, namely

B = λ−1, y = Y, W = U. (404)

2. In the Liouville case a1 = 0, this is an example of a PDE with only one
family and a nonzero value of A.

The modified Korteweg-de Vries equation

This PDE has the same scattering problem as sine-Gordon, so the computa-
tion should be, and indeed is, quite similar to that for sine-Gordon.

Since this PDE has the conservative form
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mKdV(w) ≡ bwt +
(
wxx − 2(w − β)3/α2 + 6νw

)
x

= 0, w = rx, (405)

it is technically cheaper to process its potential form

p-mKdV(r) ≡ brt + rxxx − 2(rx − β)3/α2 + 6ν(rx − β) + F (t) = 0. (406)

Its invariance under the involution w − β �→ −(w − β) provides an elegant
way [14] to derive the BT of the KdV equation and its hierarchy. Although
the constants β and ν could be set to zero by a transformation on (r, x, t)
preserving the PP, it is convenient to keep them nonzero, for reasons explained
at the end of this Section. This last PDE admits the two opposite families (α
is any square root of α2)

p = 0−, q = −3, r ∼ αLogψ, indices (−1, 0, 4), D = α. (407)

The truncation is defined by

r = αLog Y +R, (408)

with (372)–(375), and this generates five equations Ej = 0 [49], with the
notation (385) for σ

E1 ≡ 6αA− 6((R− αLogB)x − β) = 0, (409)
E2 ≡ α(2Ax + 4A2 − bC − 2σ + 6ν)− α−1(E1 + 6αA)2/6 = 0, (410)
E3 ≡ p-mKdV(R− αLogB)− (3/2)α−1σx

+(σ − 4A2 − (1/3)α−1E1,x − 2Ax)E1 − 2AE1,x − 2AE2 − E2,x (411)
E4 ≡ expression vanishing with E1, E2, E3, E5, (412)
E5 ≡ (3/4)ασσx + (1/4)σ2E1 = 0, (413)
X ≡ St + Cxxx + 2CxS + CSx = 0. (414)

They depend on (R,B) only through the combination R−αLogB. Equation
j = 4 is a differential consequence of equations j = 1, 2, 3, 5, because 4 is a
Fuchs index, and the other equations have been written so as to display how
they are solved:

E1 : A = α−1((R− αLogB)x − β), (415)
E5 : σ = −2(λ(t)2 − ν), λ arbitrary function, (416)
E2 : bC = 2Ax − 2A2 + 4λ(t)2 + 2ν, (417)
E3 : p-mKdV(R− αLogB) = 0, (418)
X : λ′(t) = 0. (419)

Thus, their general solution can be expressed in terms of a second solution W
of the mKdV equation (405) and an arbitrary complex constant λ [49]

W = (R− αLogB)x, A = (W − β)/α,
bC = 2Wx/α− 2(W − β)2/α2 + 2ν + 4λ2,

S = 2Wx/α− 2(W − β)2/α2 + 2ν − 2λ2, (420)
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and the cross-derivative conditionX1 = 0 (Eq. (106)), equivalent to the mKdV
equation (405) for W , proves that one has obtained a singular part transfor-
mation and a Lax pair.

The SME, obtained by the elimination of W between S and C,

bC − S − 6λ2 = 0, (421)

is identical to that of the KdV equation (216).
The auto-BT of mKdV is obtained by the substitution

Log(BY ) = α−1
∫

(w −W )dx (422)

in the two equations for the gradient of y = BY

yx

y
= λ

(
1
y
− y

)
− 2

W − β
α

, (423)

b
yt

y
=

1
y

(
−4λ

W − β
α

+ (2
(W − β)2

α2 + 2
Wx

α
− 4λ2)y

)
x

. (424)

In the same manner as in the KdV truncation, these two Riccati equations
can also be interpreted as the hetero-BT between the mKdV equation and the
PDE satisfied by the pseudopotential y, called the Chen-Calogero-Degasperis-
Fokas PDE.

The nonlinear Schrödinger equation

For the AKNS system of two second order equations in (u, v) (whose reduction
ū = v is NLS, see (39)), no two-family truncation has yet been defined which
strictly follows the method and provides the desired result. It should be noted
that the fourth order equation for u resulting from the elimination of v, known
as the Broer-Kaup equation or classical Boussinesq system, admits a two-
family truncation without any problem [42].

The full result (singular part transformation, BT) can be found [35] for
the AKNS system by performing the one-family truncation [125] and then
applying four involutions to the result of Weiss.

A second open problem for this PDE is that its bilinear BT is not yet
known.

9.2 Integrable equations with a third order Lax pair

In principle, there is no additional difficulty to extend the method to a scatte-
ring order higher than two. A good equation to process would be the modified
Boussinesq equation

E ≡
{−ut + (v − (3/2)a2u2)x = 0,
−vt − 3a2(uxx − uv + a2u3)x = 0,

(425)
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which has two opposite families

u ∼ (2/a)χ−1, v ∼ 6χ−2 (426)

and a third order Lax pair like the Boussinesq equation.
The one-family assumption [51]

u = U + (2/a)∂x Log τ, v = V − 6∂2
x Log τ, E(u, v) = E(U, V ) = 0, (427)

with the identity link τ = ψ and the choice of the scalar Lax pair (117)–(118),
already leads to the solution

f = −(3/2)aU, a = (V − 3a2U2 − 3aUx)/4, b = λ,

c = −3a, d = −3a2U, e = 0. (428)

Despite this success, it would be more consistent with the two-family struc-
ture to process this PDE with a two-family assumption, removing in passing
the restriction E(U, V ) = 0 in (427). This could make the coefficients (f, a, b)
linear in (U, V ), which is not the case in (428).

Table 1 summarizes, for a sample of PDEs, the currently best method to
obtain its Lax pair, singular part transformation and Bäcklund transformation
from a truncation.

9.3 Nonintegrable equations, second and third scattering order

A nonintegrable equation has no determined scattering order, so this section
cannot be split according to the scattering order.

The KPP equation

The KPP equation (77) possesses the two opposite families (78)–(80) and it
fails the test at index 4, so there can only exist particular solutions. Let us
first review all the known solutions to this equation.

In addition to the notation (81), it is convenient to introduce the symmetric
constant

a1 = (2e1 − e2 − e3)(2e2 − e3 − e1)(2e3 − e1 − e1)/(3d)3 (429)

and the entire function

Ψ3 =
3∑

n=1

Cne
kn(x+ (3/b)knt), kn =

3en − s1
3d

, Cn arbitrary, (430)

i.e. the general solution of the third order linear system (117)–(118) with
constant coefficients [32]
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Table 1. The relevant truncation for some 1 + 1-dimensional PDEs. The successive
columns are: the usual name of the PDE (a p means the potential equation), its
number of families (a * indicates that only one family is relevant, see details in Ref),
the order of its Lax pair, the truncation variable(s), the link between τ and ψ, the
singularity orders of u and E(u), the Fuchs indices (without the ever present −1),
the number of determining equations, the reference to the place where the right
method was first applied (earlier references may be found in it). The “?” in the
AKNS system entry (the one whose NLS is a reduction) means that the method has
not yet been applied to it, see text.

Name f Lax Trunc. var. τ −p : −q indices nb.d̃et.ẽq. Ref
Liouville 1 τ 0 : 2 2 3 [9]
KdV 1 2 χ ψ 2 : 5 4, 6 2 [65]
AKNS eq. 1 2 χ ψ 1 : 5 4, 6 3 [89]
p-mKdV 2 2 Y ψ 0 : 3 0, 4 4 [49]
sine-Gordon 2 2 Y ψ 0 : 2 2 4 [49]
Broer-Kaup 2 2 Y ψ 0 : 4 0, 3, 4 4 [49]
pp-Boussinesq 1 3 (ψx/ψ, ψxx/ψ) ψ 0 : 4 0, 1, 6 6 [39]
p-SK 1∗ 3 (ψx/ψ, ψxx/ψ) ψ 1 : 6 1, 2, 3, 10 6 [41]
p-KK 1∗ 3 (ψx/ψ, ψxx/ψ) G25(ψ) 1 : 6 1, 3, 5, 7 14 [91]
Tzitzéica 1∗ 3 (ψx/ψ, ψt/ψ) ψ 2 : 6 2 10 [9]
AKNS system 4 2 ? 1 : 3, 1 : 3 0, 3, 4 [35]

(S) ≡
{
ψxxx − 3a2ψx − a1ψ = 0,
bψt − 3ψxx = 0. (431)

Let us also denote (j, l,m) any permutation of (1, 2, 3). Three distinct
solutions are presently known.

The first solution is trigonometric, this is a collision of two fronts [72]

u =
s1
3

+ d∂x LogΨ3, C1C2C3 �= 0 (432)

which depends on two arbitrary constants C1/C3, C2/C3. For Cj = 0, ClCm �=
0, it degenerates into three heteroclinic (i.e. with different limits at both infi-
nities) propagating fronts which depend on one arbitrary constant x0

u =
el + em

2
+ d

k

2
tanh

k

2
(x− ct− x0), (433)

k2 = (kl − km)2, c = −3(kl + km)/b.

The second solution is elliptic [10],

u = s1/3 + dψx

√
℘(ψ), ψ = Ψ3, g3 = 0, g2 arbitrary, a1 = 0, (434)

it only exists under the constraint (codimension is one) that one root ej be at
the middle of the two others and it depends on the four arbitrary constants
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C1, C2, C3, g2. Its degeneracy g2 = 0 (i.e. ℘(ψ) = ψ−2) is the degeneracy
a1 = 0 of the collision of two fronts solution (432).

The third and last solution is the stationary elliptic solution u(x)

u(x) : −u′′ + 2d−2(u− e1)(u− e2)(u− e3) = 0. (435)

A trigonometric degeneracy bounded at infinity is made of the three homoc-
linic stationary pulses

u = ej +
el − em√

2
sech i

el − em
d
√

2
(x− x0), a1 = 0, 2ej − el − em = 0, (436)

it has codimension one and it depends on the arbitrary constant x0.
Let us now apply the various methods we have seen, in order to retrieve

these solutions, namely

1. enforcement of one of the two no-log conditions (82),
2. enforcement of the two no-log conditions (82),
3. one-family truncation with a second order assumption,
4. one-family truncation with a third order assumption,
5. two-family truncation with a second order assumption,
6. two-family truncation with a third order assumption.

The single no-log condition (82) has two solutions. The first one C = 0
implies ut = 0 and thus defines the reduction u(x), i.e. the elliptic equation
(435). The second one is a first order nonlinear PDE for C(x, t), integrated
by the method of characteristics as [9]

F (I1, I2) = 0, cn = 3kn/b = (3en − s1)/(bd),
I1 = ex(C − c1)p1(C − c2)p2(C − c3)p3 , (437)
I2 = et(C − c1)q1(C − c2)q2(C − c3)q3 ,

in which pn, qn depend on ej . Unless some specific choice of the arbitrary
function F is made, or (x, t) are no more taken as the independent variables,
one cannot integrate further the system (64)–(65) for χ and S.

The two no-log conditions (82) together, apart the already encountered
solution C = 0, provide the two relations

a1 = 0, e1 = (e2 + e3)/2,
b2d2C3 − (9/4)(e2 − e3)2C − 3bd2(Ct + CCx) = 0, (438)

whose solution is similarly

a1 = 0, F (I1, I2) = 0,

I1 =
bC − (3(e2 − e3)/(2d))
bC + (3(e2 − e3)/(2d))e

(e2 − e3)x/d, (439)

I2 =
C2

(bC)2 − (3(e2 − e3)/(2d))2 e
(e2 − e3)2t/(bd2).
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The one-family truncation (142) with τ = ψ and the second order assump-
tion (88)–(89) generates three determining equations Ej(S,C,U) = 0, j =
1, 2, 3. After solving the first one for U

U = s1/3− bdC/6, (440)

the two remaining equations, with the ever present condition (78), are [21]

E2 ≡ −6a2 − S + (b2/6)C2 − bCx = 0 (441)
E3 ≡ a2bC − 2a1 + bSC/2− b3C3/108

+Sx/2− b2Ct/6 + 2bCxx/3 = 0. (442)

The elimination of S and Ct yields a factorized equation

−b2Ct + bCxx − 2b2CCx + (4/9)(bC)3 − 12a2bC − 12a1 = 0, (443)
[bCxx − b2CCx + b3C3/9− 3a2bC − 3a1]C = 0. (444)

The subcase C = 0, hence S = −6a2, a1 = 0, yields the degeneracy a1 = 0 of
the three fronts (433). In the other subcase, the system for C is linearizable
into the third order system (S) (431) in which both ∂x and ∂t change sign,
the generic solution (S,C) of (E2, E3) is therefore

bC = −3∂x LogΨ3(−x,−t), S = −6a2 + (bC)2/6− bCx, (445)

and there only remains to integrate (64)–(65) for χ or (60)–(61) for ϕ. Since
the one-form dx−Cdt possesses an integrating factor [9], the PDE (61) for ϕ
can be integrated by the method of characteristics,

ϕ = Φ(F ), F =
Ψx + k2Ψ
Ψx + k3Ψ

e−k2x−k2
2t/b

e−k3x−k2
3t/b

. (446)

Note that the cyclic permutation of the roots ej is broken when going from
(S,C) to ϕ. With the classical identity on Schwarzians

{ϕ;x} ≡ {Φ;F}F 2
x + {F ;x}, (447)

the third order ODE (60) for ϕ becomes

{Φ;F} = 0, (448)

which integrates as

ϕ = Φ(F ) =
A1F +A2

A3F +A4
, Aj arbitrary constants, A1A4 −A2A3 �= 0. (449)

The value of χ−1

χ−1 =
Fx

F − F0
− Fxx

2F
, F0 arbitrary constant, (450)
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is again invariant under a cyclic permutation of the roots ej , and the solution
u finally obtained is (432).

The one-family truncation (142) with τ = ψ and the third order assump-
tion (117)–(118) generates five determining equations (98), their straightfor-
ward resolution yields

u = d∂x Logψ + s1/3 + dU, (451)
ψxxx + 3Uψxx − 3(a2 − U2 − Ux)ψx

− (a1 + 3a2U − U3 − bUt/2− 6UUx + Uxx/2)ψ = 0, (452)
bψt − 3ψxx − 3Uψx − 6U2ψ = 0, (453)

in which U is constrained by two relations. But, since the coefficient f can be
set to zero without loss of generality, the choice U = 0 represents the general
solution (just like in [32] where constant values were assumed ab initio for the
coefficients in (117)–(118)), and it represents again the collision of two fronts
(432).

The contrast of difficulty between the second order assumption (laborious)
and the third order assumption (immediate) is the signature that the good
scattering order of KPP is three, despite the irrelevance of such a notion for
nonintegrable equations.

The two-family truncation with a second order assumption (372)–(375)
[31, 32, 108] generates five determining equations. Despite the factorized form
of E5, we have not yet found their general solution. The three particular
solutions for which (S,C,A) are constant provide immediately the three pulses
(436), for they belong to the class of polynomials in tanh and sech, generated
by negative and positive powers of χ according to the elementary identities
(157).

The elliptic solution (434) can also be written

u = s1/3 + ∂x Log(ns(ψ)− cs(ψ)), ψ = Ψ3, g3 = 0, g2 arb., a1 = 0, (454)

a relation in which the argument of the logarithm is the ratio of two entire
functions. Therefore it could be possible to find it by a suitable extension of
a two-family truncation with a third order assumption.

This solution was first found by the following two-step procedure [10],
which, unfortunately for this nice method, only works for a restricted class of
PDEs (those with p = −1, u0 = c0, u1 = c1C + c2, cj = constant, see (80)).
The first step is to define the truncation

u = d∂x Log(ϕ− ϕ0) + U, U = constant,

E(u) =
3∑

j=0

Ej(ϕxx/ϕx, ϕt/ϕx)
(
ϕ− ϕ0

ϕx

)j−3

, ∀j : Ej = 0, (455)

whose general solution is U = s1/3, ϕ − ϕ0 = Ψ3 (indeed, comparing with
(80), this assumption a priori implies bϕt−3ϕxx = 0). The second step is not
a truncation, but the change of function u �→ f
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u = s1/3 + (d∂x LogΨ3) f(Ψ3), (456)

which transforms (77) into

U ′′ − 2U3 + 2a1Ψ
−3
3,x = 0, U(ψ) = f(ψ)/ψ. (457)

This is an ODE iff a1 = 0, in which case its solution is (434). Therefore, the
assumption (456) has defined a reduction of the PDE to an ODE. This subject
will be further examined in Sect. 10.

The cubic complex Ginzburg-Landau equation

The cubic complex Ginzburg-Landau equation (CGL3)

E(u) ≡ iut + puxx + q|u|2u− iγu = 0, pq �= 0, (u, p, q) ∈ C, γ ∈ R, (458)

with p, q, γ constant, is a generic PDE describing the propagation of the sig-
nal in an optical fiber as well as superfluidity, spatiotemporal intermittency,
pattern formation, etc.

One easily checks that |u| generically behaves like a simple pole. The do-
minant behaviour

u ∼ a0χ
−1+iα, u ∼ a0χ

−1−iα, (459)

in which a0 is a complex constant, α a real constant, is solution of the nonlinear
algebraic system

p(−1 + iα)(−2 + iα) + qa2 = 0, (460)
p(−1− iα)(−2− iα) + qa2 = 0, (461)

with a2 = |a0|2. This defines two families for |u|2 (four for |u|) [9]

a2 =
9|p|2

2|q|2d2i
[dr +∆], α =

3
2di

(dr +∆), (462)

p

q
= dr − idi, ∆

2 = d2r + (8/9)d2i . (463)

To prevent these irrational expressions to mess up all subsequent computations
(Fuchs indices, no-log conditions, truncations), the system (460)–(461) can
equivalently be solved as a linear system on C [32, 36]

a2 = −p
q
(1− iα)(2− iα), (464)

p = Kp(1− iα)(2− iα), q = Kq(1 + iα)(2 + iα), (465)

in which K is an irrelevant arbitrary nonzero complex constant.
The indicial equation is the determinant [26] of the second order matrix
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P(j) =
(

(2a0a0)q a2
0q

qa0
2 (2a0a0)q

)

+ diag(p(j − 1 + iα)(j − 2 + iα), p(j − 1− iα)(j − 2− iα)), (466)

and with the resolution (464)–(465) it evaluates to

detP(j) = (j + 1)j(j2 − 7j + 6α2 + 12) = 0. (467)

For generic values of (p, q), two of the four indices are irrational.
Let us consider, for simplification, the solitary wave reduction

u(x, t) = U(ξ)ei(ωt+ ϕ(ξ)), ξ = x− ct, (468)

in which (U,ϕ) are functions of the reduced independent variable ξ, and let us
restrict to the pure CGL3 case Im(p/q) �= 0. The general solution of the fourth
order system of ODEs for (U,ϕ) a priori depends on six arbitrary constants,
the four constants of integration plus the two reduction parameters (c, ω).
From these six constants, one must subtract

1. the irrelevant origin ξ0 of ξ (Fuchs index −1), which represents the inva-
riance under a space translation,

2. the irrelevant origin ϕ0 of the phase (Fuchs index 0), which represents the
invariance under a phase shift,

3. and the number of irrational Fuchs indices, generically two. Indeed, these
irrational indices represent the chaotic nature of CGL3 (see the expansion
(48) in [32]) and they cannot contribute to any analytic solution.

Therefore only two relevant arbitrary constants are present in what can be
called the general analytic solution of the reduction (468).

Presently, one only knows four particular solutions of the reduction ξ =
x− ct with a zero codimension (no constraint on (p, q, γ)). These are

1. a pulse or solitary wave [107]

u = −ia0k sech kxei[αLog cosh kx+K1t], K2k
2 − γ = 0, (469)

2. a front or shock [101]

u = a0
k

2

[
tanh

k

2
ξ ± 1

]
e
i[αLog cosh

k

2
ξ +K3cξ −K4c

2t]
, (470)

3. a source or propagating hole [5]

u = a0

[
k

2
tanh

k

2
ξ + (K1 + iK2)c

]

×ei[αLog cosh
k

2
ξ +K3cξ − (K4k

2 +K5c
2)t]

, K6k
2 +K7c

2 = γ, (471)
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4. an unbounded solution [32]

|u|2 = a2(tan2 k

2
ξ +K2), c = 0. (472)

In the above expressions, all parameters (a2, α, k, c,Kl) are real and only
depend on (p, q, γ), except in (471) where the velocity c is arbitrary.

These four particular solutions are four different degeneracies [32] of the
yet unknown general analytic solution.

In experiments or computer simulations, one has observed [5, 79, 12, 62]
other regular patterns which should correspond to other degeneracies of the
general analytic solution. One of them [62] is a homoclinic hole solution, com-
plementing the heteroclinic hole (471). Another one, of the highest interest in
fiber optics, is a propagating pulse, extrapolating (469) to c �= 0 and reducing
in the NLS limit (p, q real, γ = 0) to a “bright soliton” of arbitrary velocity.

Let us now address the question of retrieving these four solutions (and
ideally of finding the unknown one ar at least other degeneracies) by some
truncation. For a truncation to be successful, the truncated variables should
be free of any multivaluedness in their dominant behaviour. This is not the
case of the natural physical variables (u, u) or (Reu, Imu), which are always
locally multivalued as seen from (459). A more detailed study [32] uncovers
the best representation for this purpose, namely a complex modulus Z and a
real argument Θ uniquely defined by

u = ZeiΘ, u = Ze−iΘ, (473)

and the above four exact solutions are written in this notation. For each
family, if one excludes the contribution of the irrational Fuchs indices, the
three fields (Z,Z, gradΘ) are locally singlevalued and they behave like simple
poles. The physical variables (|u|2, grad arg u) also have this nice property of
being locally singlevalued (they respectively behave like a double pole and a
simple pole), but they are not as elementary as (Z,Z, gradΘ).

The one-family truncation of the third order ODE satisfied by |u|2 (af-
ter elimination of ϕ), with a constant coefficient second order assumption,
evidently captures all four solutions, since |u|2 is a degree-two polynomial in
tanhκξ. Such a truncation generates cumbersome computations and provides
no additional solution.

The one-family truncation of (Z,Z, gradΘ) with the same constant coef-
ficient second order assumption is defined as [32, 34]




Z = a0(χ−1 +X + iY ),
Z = a0(χ−1 +X − iY ),
Θ = ωt+ αLogψ +Kξ,
(Logψ)′ = χ−1, χ′ = 1− (k2/4)χ2,

Ee−iΘ =
∑3

j=0Ejχ
j−3,

(474)
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in which χ and ψ are functions of ξ = x−ct, (ω,X, Y,K, k2) are real constants.
One has to solve the four complex (eight real) equations Ej = 0 in the eight
real unknowns (a2, α, ω,X, Y,K, c, k

2), the two complex parameters (p, q), and
the real parameter γ. If there exists a solution, the elementary building block
functions evaluate to

χ =
k

2
tanh

kξ

2
, ψ = cosh

kξ

2
. (475)

The good procedure [32, 36] is again to select, among the eleven complex
variables considered as equivalent, four variables which make the system a
linear one of Cramer type. The system (E0, E1, E2) is of Cramer type in
(a2,K, ω), and after its resolution the last equation E3 is independent of
(p, q, γ, c) and factorizes into a product of linear factors

E3 ≡ [k2 − 4(X + iY )2](αY − 2X) = 0. (476)

Finally, this one-family truncation recovers all four solutions except the pulse
(469).

The two-family truncation of (Z,Z, gradΘ) with the same constant coef-
ficient second order assumption retrieves the pulse solution (469), but finds
nothing new.

Similar truncations for two coupled CGL3 equations can be found in [36,
37].

The nonintegrable Kundu-Eckhaus equation

The PDE for the complex field U(x, t) [74, 8]

iUt + αUxx + (
β2

α
|U |4 + 2beiγ(|U |2)x)U = 0, (α, β, b, γ) ∈ R, (477)

with αβ cos γ �= 0, is linearizable when b2 = β2 into the Schrödinger equation

iVt + αVxx = 0, U =
√

α

2β cos γ
V√∫ |V |2dx. (478)

This suggests considering the PDE for u =
∫ |U |2dx

α

2
(uxxxxu

2
x + u3

xx − 2uxuxxuxxx) + 2
β2 − (b sin γ)2

α
u4

xuxx

+2(b cos γ)u3
xuxxx +

1
2α

(uttu
2
x + uxxu

2
t − 2utuxuxt) = 0. (479)

When b2 �= β2, this PDE fails the test [15] because, for each of the two families
for u, one index is generically irrational. However, its one-family truncation
with a second order assumption (i.e. the usual WTC truncation) is a very rich
exercise [33] which yields quite unusual solutions, among them an elliptic one
involving the ODE of class III of Chazy [13].
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10 Singular manifold method versus reduction methods

In order to find exact solutions of PDEs, there exist two main classes of
methods. The first class, which has been detailed in these lectures, is based
on the structure of the movable singularities and it can be called, in short,
the singular manifold method.

The second class, presented in another course of this school [129], basically
relies on group theory and consists in finding the reductions to a PDE in a
lesser number of independent variables, and at the end to an ODE. These
reductions are obtained either by looking for the infinitesimal symmetries of
the PDE (space translation, etc) and by integrating them, or by a direct search
not involving any group theory. The main methods in this second class are
known as (see references in [129]) the classical method (point symmetries), the
nonclassical method (conditional point symmetries), the direct method (direct
search).

The question of the comparison of these four methods by their results is an
active research subject [48, 49, 57], and its current state is given in [17, 129].

Let us take as an example a second order nonintegrable PDE, this is enough
to give an idea of the comparison. The KPP equation (77) has been studied
in detail with the singular manifold method, Sect. 9.3. It has also been in-
vestigated with the three other methods, and the results are the following.

In the classical and nonclassical methods, let us denote

τ(x, t, u)ut + ξ(x, t, u)ux − η(x, t, u) = 0 (480)

the PDE for u(x, t) which, after computation of the symmetries (τ, ξ, η), de-
fines the constraint on u susceptible to yield a reduction if the constraint can
be integrated.

Classical method. It yields only two reductions u(x, t) �→ U(z) [9, 10], one
noncharacteristic (i.e. conserving the differential order two)

z = x− ct, u = U, −U ′′ − bcU ′ + 2d−2(U − e1)(U − e2)(U − e3) = 0, (481)

one characteristic (i.e. lowering the differential order two)

z = t, u = U, bU ′ + 2d−2(U − e1)(U − e2)(U − e3) = 0. (482)

This is in fact a unique reduction z = λx+ µt, but the splitting according to
the characteristic nature is relevant for the Painlevé property. None of these
two ODEs has the Painlevé property, unless c = (3ej − s1)/(bd) in (481).

Nonclassical method. It yields three sets of values for (τ, ξ, η) [102], two
with τ �= 0 and one with τ = 0, ξ �= 0.

The first one [10] has codimension one

a1 = 0, e1 = (e2 + e3)/2, but − 3d−2 ((Logψ)x(u− e1))x = 0, ψ = Ψ3, (483)
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with Ψ3 defined by (430), its integration defines the noncharacteristic reduc-
tion to an elliptic equation

a1 = 0, z = Ψ3, u = e1 + dzxU(z), U ′′ − 2U3 = 0, (484)

and one finds the solution (434).
The second one [102] has codimension zero

but + d−1(u− s1/3)ux + 3d−2(u− e1)(u− e2)(u− e3) = 0, (485)

and, remarkably, this first order PDE, which fails the test, identifies to the
no-log condition (82) with 3u−s1 = bdC. Its integration (437) cannot define a
reduction unless some choice of the arbitrary function is made. Nevertheless,
the common solution to the PDEs (77) and (485) is (432).

The third one [102] is

ux − η = 0, (486)

in which η satisfies the second order PDE

ηxx + 2ηηxu + η2ηuu + 2d−2(u− e1)(u− e2)(u− e3)ηu

−2d−2(3u2 − 2s1u+ s21/3− 3d2a2)η + bηt = 0. (487)

Integrating (487) is equivalent to integrating the original PDE (77), since the
transformation (486) simply exchanges them, so one is stranded. The only
way out is to put some additional constraints on η. The consistent way to do
that ([17] page 634) is to eliminate ux and its derivatives (in this case uxx

only) between (486) and (77), which results in a nonlinear first order ODE
for the function t �→ u(x, t) (i.e. with x as a parameter)

but − (ηx + ηηu) + 2d−2(u− e1)(u− e2)(u− e3) = 0. (488)

Requiring the invariance of this ODE under the infinitesimal transformation
(τ = 0, ξ = 1, η) of the classical method creates constraints on η, an exercise
which is left to the reader.

Direct method. The search for a reduction u(x, t) �→ U(z) in the class

u(x, t) = λ(x, t)U(z(x, t)) + µ(x, t), (489)

apart from the characteristic reduction z = t, u = U , yields the noncharacte-
ristic reduction [102]

U ′′ − 2U3 + g1(z)U ′ + g2(z)U + g3(z) = 0, (490)
u = dzxU + s1/3, zx �= 0, (491)

provided z, g1, g2, g3 satisfy the system
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

bzxt − zxxx − 6a2zx + z3xg2 = 0,
bzt − 3zxx + z2xg1 = 0,
2a1 − z3xg3 = 0.

(492)

The constraint zx �= 0 splits the discussion into a1 = 0 and a1 �= 0. The case
a1 arbitrary defines the reduction [102]

z = x− ct, u = dU + s1/3, U ′′ + cU ′ − 2(U3 − 3a2U − a1) = 0, (493)

identical to (481). In the case a1 = 0, hence g3 = 0, the system is solved for
(zxxx, zt), and the condition (zxxx)t = (zt)xxx reads

(
18
(
zxx

z2x

)2

+ 18
zxx

z2x
+ 2g′

1(z)− g1(z)∂z + 3∂2
z

)
Q(z) = 0, (494)

Q(z) = 9g2 − 2g21 − 3g′
1. (495)

For Q(z) �= 0, the condition integrates as

z = G(xf1(t) + f2(t)), (496)

in which G is an arbitrary function, and (f1, f2) are further constrained by
f ′
1 = 0, f ′

2 = 0. The result is a1 = 0, z = G(x), and the ODE (490) transforms
to an elliptic equation under

U(z) =
f(G−1(z))
G′(z)

, f ′′ − 2f3 + 6a2f = 0, (497)

in which G−1 denotes the inverse function of G. This solution is not distinct
from the stationary elliptic reduction (435).

For Q(z) = 0, if one defines the function G by

g1(z) = −3(Log(G′(z)))′, (498)

the system (492) is equivalent to



g2 = (2/9)g21 + (1/3)g′
1,

(∂3
x − 3a2∂x)G(z(x, t)) = 0,

(b∂t − 3∂2
x)G(z(x, t)) = 0,

f ′′(Z)− 2f(Z)3 = 0, U(z) = G′(z)f(Z), Z = G(z),

(499)

and this proves that the particular solution g1 = g2 = 0 considered in [102] is
the general solution, equivalent to the reduction z = Ψ3 in (434).
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11 Truncation of the unknown, not of the equation

When applied for instance to the second Painlevé equation P2

P2 E(u) ≡ u′′ − 2u3 − xu− α = 0, (500)

the one-family singular manifold method in the case of a second order scat-
tering problem, i.e. the one originally performed by WTC, see Sects. 7.1
and 7.3, presents the following drawback. The P2 ODE has two families
u ∼ εχ−1, ε2 = 1. With the definition of gradχ

χ′ = 1 + (S/2)χ2, (501)

the one-family truncated expansion for u is found to be [59]

u = εχ−1, E(u) = ε(S − x)χ−1 + (−α− εS′/2)χ0, (502)
E2 ≡ ε(S − x) = 0, (503)
E3 ≡ −α− εS′/2 = 0, (504)

and its general solution is

S = x, 2α+ ε = 0, u = ε(Log Ai(x))′, Ai′′ +(x/2) Ai = 0. (505)

One therefore finds only a one-parameter particular solution in terms of the
Airy function, at the price of one constraint on the parameter α. This is
unsatisfactory because the method fails to find the highest information on
(P2) (highest in the context of these lectures), namely its Schlesinger trans-
formation. Such a transformation is by definition a birational transformation
between two different copies of P2, denoted u(x, α) and U(X,A), and it reads
[81]

x = X, u+ U =
−2A− 1

2(U ′ + U2) +X
=

2α− 1
2(u′ − u2)− x, α = A+ 1. (506)

A method to remedy this drawback is the following [16] 1 We rephrase it
in the homographically invariant formalism, which simplifies the exposition.
Firstly, rather than splitting E(u), defined in (502), into one equation per
power of χ, one retains the single information E(u) = 0, and one eliminates u
and χ between the three equations (501) and (502) to obtain the second order
ODE for S(x)

2(S − x)S′′ − S′2 + 2S′ + 2S3 − 4xS2 + 2x2S + 4α(α+ ε) = 0. (507)

This ODE for S(x), which is birationally equivalent to P2 under the transfor-
mation
1 After these lecture notes were first written, a more direct method has been pro-

posed [39], it is briefly described in Sect. 12.
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u = εχ−1, S = −2(χ−1)′ − 2χ−2, χ−1 =
S′ + 2εα
2(S − x) , (508)

bears the number 34 in the classification of Painlevé and Gambier [20].
Secondly, despite the fact that one already knows the general solution S(x)

in terms of the P2 function u(x, α), one takes advantage of the two-family
structure of P2 (the sign ε is ±1) to perform an involution by representing
S(x) with another P2 function U(X,A) as

S = −2V ′ − 2V 2, U = ε2V, ε
2
2 = 1, U ′′ − 2U3 −XU −A = 0, X = x. (509)

The elimination of S between (508) and (509) provides a relation between
(εα, ε2A) only

(A+ ε2/2)2 = (α+ ε/2)2. (510)

The solution A = −ε2(εα+ 1) is the Schlesinger transformation.
An equivalent presentation can be found in Ref. [61]. In the latter, one

first computes the two coefficients u0, u1 of the Laurent expansion

u = u0χ
−1 + u1, (511)

then the Schlesinger transformation is readily obtained by (more precisely, the
computation of [61] reduces to) the elimination of the three variables u, Z, U ′′

between the four equations (u0, u1, u, U, Z, s are functions of X = x)

u = u0Z
−1 + U, (512)

Z ′ = 1 + 2
U − u1

u0
Z +

s

2
Z2, (513)

Pn(u, x, α, β, γ, δ) = 0, (514)
Pn(U,X,A,B, Γ,∆) = 0. (515)

Equation (512) is an assumption for a singular part transformation, and (513)
defines a Riccati equation for the expansion variable Z which depends on a
free function s. The elimination is differential for u and Z, algebraic for U ′′,
and it results in

F (U ′, U ; s, s′, s′′, α, β, γ, δ, A,B,C,D) = 0. (516)

The algebraic independence of (U ′, U), consequence of the irreducibility of
Pn, requires the identical vanishing of F as a polynomial of the two variables
(U ′, U), and this provides two solutions: the identity (u = U,Z−1 = 0) and,
at least for P2 and P4, the Schlesinger transformation. The result for P2 is

P2 : εZ−1 = u− U =
ε(A− α)

2U ′ + ε(2U2 + x)
, α+A+ ε = 0, s = 0, (517)

and the inverse transformation
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P2 : u− U =
ε(A− α)

2u′ + ε(2u2 + x)
(518)

follows from the elimination of U ′ between (517) and

(U − u)′ + ε(U2 − u2) = 0, (519)

itself obtained by the elimination of Z between (512) and (513). This Schlesin-
ger transformation is identical, thanks to the parity invariance of P2, to (506).

The result for P4 is

P4 u′′ − u′2/(2u)− (3/2)u3 − 4xu2 − 2x2u+ 2αu− β/u = 0, (520)

εZ−1 = u− U =
4ε(α−A)U

3U ′ + ε(3U2 + 6xU − 2A− 4α) + 6
,

=
4ε(α−A)u

3u′ + ε(3u2 + 6xu− 2α− 4A) + 6
, (521)

(U − u)′ + ε(U2 − u2 + 2x(U − u) + 2(α−A)/3) = 0, (522)
9β + 2(α+ 2A− 3ε)2 = 0, 9B + 2(A+ 2α− 3ε)2 = 0, (523)
s = 4(A− α)/3. (524)

12 Birational transformations of the Painlevé equations

The difficulty for the truncation (512)–(515) to handle P6 has been explained
in [40], and the following general method has been given [39] to overcome it.

Consider an Nth order, first degree ODE with the Painlevé property. This
is necessarily [104, pp. 396–409] a Riccati equation for U (N−1), with coeffi-
cients depending on x and the lower derivatives of U , e.g. in the case of P6,

U ′′ = A2(U, x)U ′2 +A1(U, x)U ′ +A0(U, x), (525)

A2 =
1
2

[
1
U

+
1

U − 1
+

1
U − x

]
, A1 = −

[
1
x

+
1

x− 1
+

1
U − x

]
,

A0 =
U(U − 1)(U − x)
x2(x− 1)2

[
A+B

x

U2 + Γ
x− 1

(U − 1)2
+∆

x(x− 1)
(U − x)2

]
· (526)

Then, assume its Lax pair to have second order, which is indeed the case
for P6 [54]. This implies that the pseudopotential of the singular manifold
method has only one component [38], which can be chosen so as to satisfy
some Riccati ODE,

Z ′ = 1 + z1Z + z2Z2, z2 �= 0, (527)

in which (Z, z1, z2) are rational functions of (U (N−1), ..., U, x) to be determi-
ned.
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Since the group of invariance of a Riccati equation is the homographic
group, the variables U (N−1) and Z, which both satisfy a Riccati ODE, are
not independent, but they are linked by a homography, the three coefficients
gj of which are rational in (U (N−2), ..., U, x), e.g. in the case N = 2 relevant
for P6,

(U ′ + g2)(Z−1 − g1)− g0 = 0, g0 �= 0. (528)

This allows us to obtain the two coefficients zj of the Riccati pseudopotential
equation (527) as explicit expressions of (gj , ∂Ugj , ∂xgj , A2, A1, A0, U

(N−1)).
Indeed, eliminating U ′ between (525) and (528) defines a first order ODE for
Z, whose identification with (527) modulo (528) provides the three relations

g0 = g22A2 − g2A1 +A0 + ∂xg2 − g2∂Ug2, (529)
z1 = A1 − 2g1 + ∂Ug2 − ∂x Log g0 + (2A2 − ∂U Log g0)U ′, (530)
z2 = −g1z1 − g21 − g0A2 − ∂xg1 − (∂Ug1)U ′. (531)

Therefore, the natural unknowns in the present problem are the two coeffi-
cients g1, g2 of the homography, which are functions of the two variables (U, x),
and not the two functions (z1, z2) of the three variables (U ′, U, x).

The truncation assumption is, for an ODE with movable simple poles such
as P6,

u = u0Z
−1 + U, u0 �= 0, x = X, (532)

with u and U solutions of the same ODE but with different parameters, and
it now defines a consistent truncation. This is achieved by the elimination
of u, Z ′, U ′′, U ′ between (514), (515), (532), (527) and (528), followed by the
elimination of (g0, z1, z2) from (529)–(531) (q denotes the singularity order of
Pn written as a differential polynomial in u, it is −6 for P6),

E(u) =
−q+2∑
j=0

Ej(U, x, u0, g1, g2,α,A)Zj+q−2 = 0, (533)

∀j : Ej(U, x, u0, g1, g2,α,A) = 0. (534)

The nonlinear determining equations Ej = 0 are independent of U ′, and this is
the main difference with previous work [61]. Another difference is the greater
number (−q + 3 instead of −q + 1) of equations Ej = 0, which is due to the
additional elimination of U ′ with (528). Their resolution for P6 [39] provides
as the unique solution the unique first degree birational transformation of P6,
first found by Okamoto [103], which can be written as [28]
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N

u− U =
x(x− 1)U ′

U(U − 1)(U − x) +
Θ0

U
+

Θ1

U − 1
+
Θx − 1
U − x (535)

=
x(x− 1)u′

u(u− 1)(u− x) +
θ0
u

+
θ1
u− 1

+
θx − 1
u− x , (536)

∀j = ∞, 0, 1, x : (θ2j +Θ2
j − (N/2)2)2 − (2θjΘj)2 = 0, (537)

N =
∑

(θ2k −Θ2
k), (538)

in which the two sets of monodromy exponents are only defined by their
squares,

θ2∞ = 2α, θ20 = −2β, θ21 = 2γ, θ2x = 1− 2δ, (539)
Θ2

∞ = 2A, Θ2
0 = −2B, Θ2

1 = 2Γ, Θ2
x = 1− 2∆. (540)

The eight signs of the monodromy exponents are arbitrary and independent,
and the equivalent affine representation of (537)–(538) is

θj = Θj − 1
2

(∑
Θk

)
+

1
2
, Θj = θj − 1

2

(∑
θk

)
+

1
2
, (541)

N = 1−
∑

Θk = −1 +
∑

skθk = 2(θj −Θj), j = ∞, 0, 1, x, (542)

in which j, k = ∞, 0, 1, x.
The well known confluence from P6 down to P2 then allows us to recover

[38] all the first degree birational transformations of the five Painlevé equations
(P1 admits no such transformation because it depends on no parameter), thus
providing a unified picture of these transformations.

13 Conclusion, open problems

The singular manifold method, which is based on the singularity structure,
is quite powerful to provide exact solutions or other analytic results. There
still exist many challenging problems, in particular in nonlinear optics and
spatiotemporal intermittency [5, 62], in which the equations, although nonin-
tegrable, possess some regular “patterns” which could well be described by
exact particular solutions. The difficulty to find them [32] comes from the
good guess which must be made for the functions ψ, which do not necessarily
satisfy a linear system any more. Methods from group theory usually pro-
vide complementary results, although they also fail in the two just quoted
examples.
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levé analysis of nonlinear partial differential equations, Painlevé transcendents,
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Painlevé property, one century later, 517–572, ed. R. Conte, CRM series in
mathematical physics (Springer, New York, 1999) Solv-int/9804003.

91. M. Musette, Chapter 1, this volume.
92. M. Musette and R. Conte, Algorithmic method for deriving Lax pairs from
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Phys. Lett. A 206 (1995) 340–346.



82 R. Conte
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121. J. Weiss, The Painlevé property for partial differential equations. II: Bäcklund
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Summary. The aim of these lectures is to show that the methods of classical Ha-
miltonian mechanics can be profitably used to solve certain classes of nonlinear
partial differential equations. The prototype of these equations is the well-known
Korteweg–de Vries (KdV) equation.
In these lectures we touch the following subjects:

i) the birth and the role of the method of Poisson pairs inside the theory of the
KdV equation;

ii) the theoretical basis of the method of Poisson pairs;
iii) the Gel’fand–Zakharevich theory of integrable systems on bi-Hamiltonian ma-

nifolds;
iv) the Hamiltonian interpretation of the Sato picture of the KdV flows and of its

linearization on an infinite–dimensional Grassmannian manifold.
v) the reduction technique(s) and its use to construct classes of solutions;
vi) the role of the technique of separation of variables in the study of the reduced

systems;
vii) some relations intertwining the method of Poisson pairs with the method of Lax

pairs.

1 Introduction: The tensorial approach
and the birth of the method of Poisson pairs

This lecture is an introduction to the Hamiltonian analysis of PDEs from
an “experimental” point of view. This means that we are more concerned in
unveiling the spirit of the method than in working out the theoretical details.
Therefore the style of the exposition will be informal, and proofs will be
mainly omitted. We shall follow, step by step, the birth and the evolution of
the Hamiltonian analysis of the KdV equation

ut =
1
4
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from its “infancy” to the final representation of the KdV flow as a linear flow
on an infinite-dimensional Grassmannian due to Sato [27]. The route is long
and demanding. Therefore the exposition is divided in two parts, to be carried
out in this and in the fourth lecture (see Sect. 4). Here our primary aim is
to show the birth of the method of Poisson pairs. It is reached by means of a
suitable use of the well-known methods of tensor analysis. We proceed in three
steps. First, by using the transformation laws of vector fields, we construct
the Miura map and the so called modified KdV equation (mKdV). This result
leads quite simply to the theory of (elementary) Darboux transformations and
to the concept of Poisson pair. Indeed, a peculiarity of mKdV is to possess
an elementary Hamiltonian structure. By means of the transformation law of
Poisson bivectors, we are then able to transplant this structure to the KdV
equation, unraveling its “bi-Hamiltonian structure”. This structure can be
used in turn to define the concept of Lenard chain and to plunge the KdV
equation into the “KdV hierarchy”. This step is rather important from the
point of view of finding classes of solutions to the KdV equation. Indeed the
hierarchy is a powerful instrument to construct finite-dimensional invariant
submanifolds of the equation and, therefore, finite-dimensional reductions of
the KdV equation. The study of this process of restriction and of its use to
construct solutions will be one of the two leading themes of these lectures.
It is intimately related to the theory of separation of variables dealt with in
the last two lectures. The second theme is that of the linearization of the
full KdV flow on the infinite-dimensional Sato Grassmannian. The starting
point of this process is surprisingly simple, and once again based on a simple
procedure of tensor calculus. By means of the transformation laws of one–
forms, we pull back the KdV hierarchy from its phase space onto the phase
space of the mKdV equation. In this way we obtain the “mKdV hierarchy”.
In the fourth lecture we shall show that this hierarchy can be written as a
flow on an infinite–dimensional Grassmann manifold, and that this flow can
be linearized by means of a (generalized) Darboux transformation.

1.1 The Miura map and the KdV equation

As an effective way of probing the properties of equation (1) we follow the
tensorial approach. Accordingly, we regard equation (1) as the definition of a
vector field

ut = X(u, ux, uxx, uxxx) (2)

on a suitable function space, and we investigate how it transforms under a
point transformation in this space. Since our “coordinate” u is a function and
not simply a number, we are allowed to consider transformations of coordi-
nates depending also on the derivatives of the new coordinate function of the
type4

4 For further details on these kind of transformations, see [8].
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u = Φ(h, hx) . (3)

We ask whether there exists a transformed vector field

ht = Y (h, hx, hxx, hxxx) (4)

related to the KdV equation according to the transformation law for vector
fields,

X(Φ(h)) = Φ′
h · Y (h), (5)

where Φ′
h is the (Fréchet) derivative of the operator Φ defining the transfor-

mation. This condition gives rise to a (generally speaking) over-determined
system of partial differential equations on the unknown functions Φ(h, hx)
and Y (h, hx, hxx, hxxx). In the specific example the over-determined system
can be solved. Apart form the trivial solution u = hx, we find the Miura
transformation [23, 16],

u = hx + h2 − λ , (6)

depending on an arbitrary parameter λ. The transformed equation is the
modified KdV equation:

ht =
1
4
(hxxx − 6h2hx + 6λhx) . (7)

Exercise 1.1. Work out in detail the transformation law (5), checking that
X, Φ, and Y , defined respectively by equations (1), (6) and (7) do satisfy
equation (5). �

The above result is plenty of consequences. The first one is a simple method
for constructing solutions of the KdV equation. It is called the method of
(elementary) Darboux transformations [22]. It rests on the remark that the
mKdV equation (7) admits the discrete symmetry

h �→ h′ = −h . (8)

Let us exploit this property to construct the well-known one–soliton solution
of the KdV equation. We notice that the point u = 0 is a very simple (singular)
invariant submanifold of the KdV equation. Its inverse image under the Miura
transformation is the 1–dimensional submanifold S1 formed by the solutions
of the special Riccati equation

hx + h2 = λ . (9)

This submanifold, in its turn, is invariant with respect to equation (7). A
straightforward computation shows that, on this submanifold,

1
4
(hxxx − 6h2hx + 6λhx) = λhx . (10)
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Therefore, on S1 the mKdV equation takes the simple form ht = λhx. Solving
the first order system formed by this equation and the Riccati equation hx +
h2 = λ, and setting λ = z2, we find the general solution

h(x, t) = z tanh(zx+ z3t+ c) (11)

of the mKdV equation on the invariant submanifold S1. At this point we use
the symmetry property and the Miura map. By the symmetry property (8)
the function −h(x, t) is a new solution of the modified equation, and by the
Miura map the function

u′(x, t) = −hx + h2 − z2 = 2z2sech2(zx+ z3t+ c) (12)

is a new solution of the KdV equation. It is called the one soliton solution5.
It can also be interpreted in terms of invariant submanifolds. To this end, we
have to notice that the Miura map (6) transforms the invariant submanifold
S1 of the modified equation into the submanifold formed by the solutions of
the first order differential equation

1
2

(
−1

2
u2

x + u3
)

+ λu2 = 0 . (13)

As one can easily check, this set is preserved by the KdV equation, and the-
refore it is an invariant one–dimensional submanifold of the KdV equation,
built up from the singular manifold u = 0. On this submanifold, the KdV
equation takes the simple form ut = λux, and the flow can be integrated to
recover the solution (12).

This example clearly shows that the Darboux transformations are a me-
chanism to build invariant submanifolds of the KdV equation. Some of these
submanifolds will be examined in great detail in the present lectures. The
purpose is to show that the reduced equations on these submanifolds are clas-
sical Hamiltonian vector fields whose associated Hamilton–Jacobi equations
can be solved by separation of variables. In this way, we hope, the interest of
the Hamiltonian analysis of the KdV equations can better emerge.

1.2 Poisson pairs and the KdV hierarchy

We shall now examine a more deep and far reaching property of the Miura
map. It is connected with the concept of Hamiltonian vector field. From Ana-
lytical Mechanics, we know that the Hamiltonian vector fields are the images
of exact one–forms through a suitable linear map, associated with a so–called
Poisson bivector. We shall formally define these notions in the next lecture.
These definition can be easily extended to vector fields on infinite–dimensional
manifolds. Let us give an example, by showing that the mKdV equation is a
5 For a very nice account of the origin and of the properties of the KdV equation

and of other soliton equations and their solutions, see, e.g., [24].
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Hamiltonian vector field. This requires a series of three consecutive remarks.
First we notice that equation (7) can be factorized as

ht =
[
1
2
∂x

]
·
[
1
2
hxx − h3 + 3λh

]
. (14)

Then, we notice that the linear operator in the first bracket, 1
2∂x, is a constant

skewsymmetric operator which we can recognize as a Poisson bivector. Finally,
we notice that in the differential polynomial appearing in the second bracket
in the right hand side of equation (14), we can easily recognize an exact one–
form. Indeed,

∫ (
1
2
hxx − h3 + 3λh

)
ḣ dx =

d

dt

∫ (
−1

4
h2

x −
3
4
h4 +

3
2
λh2

)
dx (15)

for any tangent vector ḣ. These statements are true under suitable boundary
conditions, as explained in, e.g., [8]. Here and in the rest of these lectures we
will tacitly use periodic boundary conditions.

The Hamiltonian character of the mKdV equation is obviously indepen-
dent of the existence of the Miura map. However, this map finely combines
this property from the point of view of tensor analysis. Let us recall that a
Poisson bivector is a skewsymmetric linear map from the cotangent to the
tangent spaces satisfying a suitable differential condition (see Lecture 2). It
obeys the transformation law

QΦ(h) = Φ′
hPhΦ

′ ∗
h (16)

under a change of coordinates (or a map between two different manifolds).
In this formula the point transformation is denoted (in operator form) by
u = Φ(h). The operators Φ′

h and Φ′ ∗
h are the Fréchet derivative of Φ and

its adjoint operator. The symbols Ph and Qu denote the Poisson bivectors
in the space of the functions h and u, respectively. Since the Miura map
u = hx + h2 − λ is not invertible, it is rather nontrivial that there exists
a Poisson bivector Qu, on the phase space of the KdV equation, which is
Φ–related (in the sense of equation (16)) to the Poisson bivector Ph = 1

2∂x

associated with the modified equation. Surprisingly, this is the case. One can
check that the operator Qu is defined by

Qu = −1
2
∂xxx + 2(u+ λ)∂x + ux . (17)

Exercise 1.2. Verify the above claim by computing the product (in the ap-
propriate order) of the operators Φ′

h = ∂x+2h, Ph = 1
2∂x, and Φ′ ∗

h = −∂x+2h,
and by expressing the results in term of u = hx + h2 − λ. �

This exercise shows that the Miura map is a peculiar Poisson map. Since it
depends on the parameter λ, the final result is that the phase space of the
KdV equation is endowed with a one–parameter family of Poisson bivectors,
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Qλ = Q1 − λQ0 , (18)

which we call a Poisson pencil. The operators (Q1, Q0) defining the pencil are
said to form a Poisson pair, a concept to be systematically investigated in the
next lecture.

These operators enjoy a number of interesting properties, and define new
geometrical structures associated with the equation. One of the simplest but
far–reaching is the concept of Lenard chain. The idea is to use the pair of
bivectors to define a recursion relation on one–forms:

Q0αj+1 = Q1αj . (19)

In the applications a certain care must be taken in dealing with this recursion
relation, since it does not define uniquely the forms αj (the operator Q0 is
seldom invertible). Furthermore, it is still less apparent that it can be solved
in the class of exact one–forms. However, in the KdV case we bonafide proceed
and we find

α0 = 1

α1 = −1
2
u

α2 =
1
8
(−uxx + 3u2)

α3 =
1
32

(−10u3 + 10uuxx − uxxxx + 5u2
x)

(20)

as first terms of the recurrence. The next step is to consider the associated vec-
tor fields (the meaning of numbering them with odd integers will be explained
in Lecture 4):

∂u

∂t1
= Q1α0 = Q0α1 = ux

∂u

∂t3
= Q1α1 = Q0α2 =

1
4
(uxxx − 6uux)

∂u

∂t5
= Q1α2 = Q0α3 =

1
16

(uxxxxx − 10uuxxx − 20uxuxx + 30u2ux) .

(21)

They are the first members of the KdV hierarchy. In the fourth lecture, we
shall show that it is a special instance of a general concept, the Gel’fand–
Zakharevich hierarchy associated with any Poisson pencil of a suitable class.

1.3 Invariant submanifolds and reduced equations

The introduction of the KdV hierarchy has important consequences on the
problem of constructing solutions of the KdV equation. The hierarchy is in-
deed a basic supply of invariant submanifolds of the KdV equation. This is
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due to the property of the vector fields of the hierarchy to commute among
themselves. From this property it follows that the set of singular point of any
linear combination (with constant coefficients) of the vector fields of the hier-
archy is a finite–dimensional invariant submanifold of the KdV flow. These
submanifold can be usefully exploited to construct classes of solutions of this
equation.

As a first example of this technique we consider the submanifold defined
by the condition

∂u

∂t3
= λ

∂u

∂t1
, (22)

that is, the submanifold where the second vector field of the hierarchy is a
constant multiple of the first one. It is formed by the solutions of the third
order differential equation

1
4
(uxxx − 6uux)− λux = 0 . (23)

Therefore it is a three dimensional manifold, which we denote by M3. We can
use as coordinates on M3 the values of the function u and its derivatives ux

and uxx at any point x0. To avoid cumbersome notations, we will continue to
denote these three numbers with the same symbols, u, ux, uxx, but the reader
should be aware of this subtlety. To perform the reduction of the first equation
of the hierarchy (21) onM3, we consider the first two differential consequences

of the equation
∂u

∂t1
= ux and we use the constraint (22) to eliminate the third

order derivative. We obtain the system

∂u

∂t1
= ux,

∂ux

∂t1
= uxx,

∂uxx

∂t1
= 6uux + 4λux . (24)

We call X1 the vector field defined by these equations on M3. It shares many
of the properties of the KdV equation. For instance, it is related to a Poisson
pair. The simplest way to display this property is to remark that X1 possesses
two integrals of motion,

H0 = uxx − 3u2 − 4λu

H1 = −1
2
u2

x + u3 + 2λu2 + uH0 .
(25)

Then we notice that on M3 there exists a unique Poisson bracket {·, ·}0 with
the following two properties:

i) The function H0 is a Casimir function, that is, {F,H0}0 = 0 for every
smooth function F on M3.

ii) X1 is the Hamiltonian vector field associated with the function H1.
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Such a Poisson bracket {·, ·}0 is defined by the relations

{u, ux}0 = −1, {u, uxx}0 = 0, {ux, uxx}0 = 6u+ 4λ . (26)

Similarly, one can notice that on M3 there exists a unique Poisson bracket
{·, ·}1 with the following “dual” properties:

i’) The function H1 is a Casimir function, that is, {F,H1}1 = 0 for every
smooth function F on M3.

ii’) X1 is the Hamiltonian vector field associated with the function H0.

This second Poisson bracket {·, ·}1 is defined by the relations

{u, ux}1 = u, {u, uxx}1 = ux,

{ux, uxx}1 = uxx − u(6u+ 4λ) .
(27)

Exercise 1.3. Verify the stated properties of the Poisson pair (26) and (27).
�

We now exploit the previous remarks to understand the geometry of the flow
associated with X1. First we use the Hamiltonian representation

dF

dt
= X1(F ) = {F,H1}0 . (28)

It entails that the level surfaces of the Casimir function
H0 are two–dimensional (symplectic) manifolds to which X1 is tangent. Let
us pick up any of these symplectic leaves, for instance the one passing through
the origin u = 0, ux = 0, uxx = 0. Let us call S2 this leaf. The coordinates
(u, ux) are canonical coordinates on S2. The level curves of the Hamiltonian
H1 define a Lagrangian foliation of S2. Our problem is to find the flow of the
vector field X1 along these Lagrangian submanifold. We have already given
the solution of this problem in the particular case of the Lagrangian subma-
nifold passing through the origin. This submanifold is the one–dimensional
invariant submanifold (13) previously discussed in connection with Darboux
transformations. The relative flow is the one–soliton solution to KdV. To deal
with the generic Lagrangian submanifolds on an equal footing, it is useful to
change strategy and to use the Hamilton–Jacobi equation

H1(u,
dW

du
) = E . (29)

In this rather simple example, there is almost nothing to say about this equa-
tion (which is obviously solvable), and the second Poisson bracket (26) seems
not to play any role in the theory.

This (wrong!) impression is promptly corrected by the study of a more
elaborated example. Let us consider the five–dimensional submanifold M5 of
the singular points of the third vector field of the KdV hierarchy. It is defined
by the equation
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uxxxxx − 10uuxxx − 20uxuxx + 30u2ux = 0 . (30)

On this submanifold we can consider the restrictions of the first two vector
fields of the same hierarchy. To compute the reduced equation we proceed as
before. We regard the Cauchy data

(u, ux, uxx, uxxx, uxxxx)

as coordinates on M5. Then we compute the time derivatives

∂u

∂t1
,
∂ux

∂t1
,
∂uxx

∂t1
,
∂uxxx

∂t1
,
∂uxxxx

∂t1

by taking the differential consequences of
∂u

∂t1
= ux, and by using (30) and

its differential consequences as a constraint to eliminate all the derivatives of
degree higher than four. We obtain the equations

∂u

∂t1
= ux

∂ux

∂t1
= uxx

∂uxx

∂t1
= uxxx

∂uxxx

∂t1
= uxxxx

∂uxxxx

∂t1
= 10uuxxx + 20uxuxx − 30u2ux

(31)

In the same way, for the reduction of the KdV equation, we get

∂u

∂t3
=

1
4
(uxxx − 6uux)

∂ux

∂t3
=

1
4
(uxxxx − 6uuxx − 6u2

x)

∂uxx

∂t3
=

1
4
(4uuxxxx + 2uxuxx − 30u2ux)

∂uxxx

∂t3
=

1
4
(2u2

xx + 6uxuxxx + 4uuxxxx − 60uu2
x − 30u2uxx)

∂uxxxx

∂t3
=

1
4
(10uxxuxxx + 10uxuxxxx − 120u3ux − 100uuxuxx

+ 10u2uxxx − 60u3
x) .

(32)

Exercise 1.4. Verify the previous computations. �

To find the corresponding solutions of the KdV equation, regarded as a partial
differential equation in x and t, we have to:
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1. Construct a common solution to the ordinary differential equations (31)
and (32);

2. Consider the first component u(t1, t3) of such a solution;
3. Set t1 = x and t3 = t.

The function u(x, t) obtained in this way is the solution we were looking
for. What makes this procedure worth of interest is that the ODEs (31)–(32)
can be solved by means of a variety of methods. In particular, they can be
solved by means of the method of separation of variables6. It can be shown
that they are rather special equations: They are Hamiltonian with respect
to a Poisson pair; this Poisson pair allows to foliate the manifold M5 into
four–dimensional symplectic leaves with special properties; each symplectic
leaf S4 carries a Lagrangian foliation to which the vector fields (31) and (32)
are tangent; the Poisson pair defines a special set of coordinates on each
S4; in these coordinates the Hamilton–Jacobi equations associated with the
Hamiltonian equations (31) and (32) can be simultaneously solved by additive
separation of variables. Most of these properties will be proved in the next
lecture.

1.4 The modified KdV hierarchy

We leave for the moment the theme of the reduction, and come back to the
KdV hierarchy in its general form. We notice that the first equations (21) can
also be written in the form

∂u

∂t1
= (Q1 − λQ0)α0

∂u

∂t3
= (Q1 − λQ0)(λα0 + α1)

∂u

∂t5
= (Q1 − λQ0)(λ2α0 + λα1 + α2)

(33)

This representation shows that these equations are Hamiltonian with respect
to the whole Poisson pencil. This elementary property can be exploited to
simply construct the modified KdV hierarchy. Let us write in general

∂u

∂t2j+1
= (Q1 − λQ0)α(j)(λ) , (34)

where

α(j)(λ) = λjα0 + λj−1α1 + · · ·+ αj . (35)

6 The fact that the stationary reductions of KdV can be solved by separation of
variables is well-known (see, e.g., [9]). This classical method has recently found a
lot of interesting new applications, as shown in the survey [26].
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By means of the Miura map (6) we pull–back the one–forms α(j) to one–form
β(j) defined on the phase space of the modified equation according to the
transformation law of one-forms,

β(h) = Φ′
h

∗
α(Φ(h)) . (36)

We then define the equations

∂h

∂t2j+1
= Phβ

(j)(λ) . (37)

They are Φ–related to the corresponding equations of the KdV hierarchy,
exactly as the mKdV equation is Φ–related to the KdV equation. Indeed,

∂u

∂t2j+1
= Φ′

h

∂h

∂t2j+1
= Φ′

hPhΦ
′
h

∗
α(j)(Φ(h);λ) = Quα

(j)(u;λ) . (38)

It is therefore natural to call equations (37) the modified KdV hierarchy. By
using the explicit form of the operators Ph and Φ′

h
∗, it is easy to check that

the modified hierarchy is defined by the conservation laws

∂h

∂t2j+1
= ∂xH

(2j+1), (39)

where

H(2j+1) = −1
2
α(j)

x + α(j)h . (40)

Exercise 1.5. Write down explicitly the first three equations of the modified
hierarchy. �

The above formulas are basic in the Sato approach. In the fourth lecture, after
a more accurate analysis of the Hamiltonian structure of the KdV equations,
we shall be led to consider the currents H(2j+1) as defining a point of an
infinite–dimensional Grassmannian. This point evolves in time as the point
u moves according to the KdV equation. We shall determine the equation
of motion of the currents H(2j+1). They define a “bigger” hierarchy called
the Central System. This system contains the KdV hierarchy as a particular
reduction. It enjoys the property of being linearizable. In this way, by a con-
tinuous process of extension motivated by the Hamiltonian structure of the
equations (from the single KdV equation to the KdV hierarchy and to the
Central System), we arrive at the result that the KdV flow can be linearized.
At this point the following picture of the possible strategies for solving the
KdV equations emerges: either we pass to the Sato infinite–dimensional Gras-
smannian and we use a linearization technique, or we restrict the equation
to a finite–dimensional invariant submanifold and we use a technique of se-
paration of variables. The two strategies complement themselves rather well.
Our attitude is to see the Grassmannian picture as a compact way of defining
the equations, and the “reductionist” picture as an effective way for finding
interesting classes of solutions.
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The plan of the lectures

This is the web of ideas which we would like to make more precise in the
following lectures. As cornerstone of our presentation we choose the concept
of Poisson pairs. In the second lecture, we develop the theory of these pairs
up to the point of giving a sound basis to the concept of Lenard chain. In the
third lecture we exhibit a first class of examples, and we explain a reduction
technique allowing to construct the Poisson pairs of the reduced flows. In the
fourth lecture we give a second look at the KdV theory, and we explain the
reasons which, according to the Hamiltonian standpoint, suggest to pass on
the infinite–dimensional Sato Grassmannian. In the fifth lecture we better
explore the relation between the two strategies, and we touch the concept
of Lax representation. Finally, the last lecture is devoted to the method of
separation of variables. The purpose is to show how the geometry of the
reduced Poisson pairs can be used to define the separation coordinates.

2 The method of Poisson pairs

In the previous lecture we have outlined the birth of the method of Poisson
pairs and its main purpose: To define integrable hierarchies of vector fields. In
this lecture we dwell on the theoretical basis of this construction presenting
the concept of Gel’fand–Zakharevich system.

The starting point is the notion of Poisson manifold. A manifold is said
to be a Poisson manifold7 if a composition law on scalar functions has been
defined obeying the usual properties of a Poisson bracket: bilinearity, skew-
symmetry, Jacobi identity and Leibnitz rule. The last condition means that
the Poisson bracket is a derivation in each entry:

{fg, h} = {f, h}g + f{g, h} . (41)

Therefore, by fixing the argument of one of the two entries and keeping free
the remaining one, we obtain a vector field,

Xh = {·, h} . (42)

It is called the Hamiltonian vector field associated with the function h with
respect to the given Poisson bracket. Due to the remaining conditions on the
Poisson bracket, these vector fields are closed with respect to the commutator.
They form a Lie algebra homeomorphic to the algebra of functions defined by
the Poisson bracket:

[Xf , Xg] = X{f,g} . (43)

7 The books [17] and [31] are very good references for this topic.
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Therefore a Poisson bracket on a manifold has a twofold role: it defines a Lie
algebra structure on the ring of C∞–functions, and provides a representation
of this algebra on the manifold by means of the Hamiltonian vector fields.

Instead of working with the Poisson bracket, it is often suitable to work
(especially in the infinite–dimensional case) with the associated Poisson ten-
sor. It is the bivector field P on M defined by

{f, g} = 〈df, P dg〉 . (44)

In local coordinates, its components P jk(x1, . . . , xn) are the Poisson brackets
of the coordinate functions,

P jk(x1, . . . , xn) = {xj , xk} . (45)

By looking at this bivector field as a linear skewsymmetric map P : T ∗M →
TM , we can define the Hamiltonian vector fields Xf as the images through
P of the exact one-forms,

Xf = P df . (46)

In local coordinates this means

Xj
f = P jk ∂f

∂xk
. (47)

Exercise 2.1. Show that the components of the Poisson tensor satisfy the
cyclic condition

∑
l

(
P jl ∂P

km

∂xl
+ P kl ∂P

mj

∂xl
+ Pml ∂P

jk

∂xl

)
= 0 . (48)

�

Exercise 2.2. Suppose that M is an affine space A. Call V the vector space
associated with A. Define a bivector field on A as a mapping P : A×V ∗ → V
which satisfies the skewsymmetry condition

〈α, Puβ〉 = −〈β, Puα〉 (49)

for every pair of covector (α, β) in V ∗ and at each point u ∈ A. Denote the
directional derivative at the point u of the mapping u �→ Puα along the vector
v by

P ′
u(α; v) =

d

dt
Pu+tvα|t=0 . (50)

Show that the bivector P is a Poisson bivector if and only if it satisfies the
cyclic condition

〈α, P ′
u(β;Puγ)〉+ 〈β, P ′

u(γ;Puα)〉+ 〈γ, P ′
u(α;Puβ)〉 = 0 . (51)

�
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Exercise 2.3. Check that the bivector Qλ of equation (17), associated with
the KdV equation, fulfills the conditions (49) and (51). �

No condition is usually imposed on the rank of the Poisson bracket, that is,
on the dimension of the vector space spanned by the Hamiltonian vector fields
at each point of the manifold. If these vector fields span the whole tangent
space the bracket is said to be regular, and the manifold M turns out to be
a symplectic manifold. Indeed there exists, in this case, a unique symplectic
2-form ω such that

{f, g} = ω(Xf , Xg) . (52)

More interesting is the case where the bracket is singular. In this case, the
Hamiltonian vector fields span a proper distribution D on M . It is involu-
tive but, generically, not of constant rank. Nonetheless, this distribution is
completely integrable: at each point there exists an integral submanifold of
maximal dimension which is tangent to the distribution. These submanifolds
are symplectic manifolds, and are called the symplectic leaves of the Poisson
structure. The symplectic form is still defined by equation (52). Indeed, even
if there is not a 1–1 correspondence between (differentials of) functions and
Hamiltonian vector fields, this formula keeps its meaning, since the value of
the Poisson bracket does not depend on the particular choice of the Hamilto-
nian function associated with a given Hamiltonian vector field. We arrive thus
at the following conclusion: a Poisson manifold is either a symplectic manifold
or a stratification of symplectic manifolds possibly of different dimensions. It
can be proven that, in a sufficiently small open set where the rank of the
Poisson tensor is constant, these symplectic manifolds are the level sets of
some smooth functions F1, . . . , Fk, whose differentials span the kernel of the
Poisson tensor. They are called Casimir functions of P (see below).

Exercise 2.4. Let {x1, x2, x3} be Cartesian coordinates in M = R
3. Prove

that the assignment

{x1, x2} = x3, {x1, x3} = −x2, {x2, x3} = x1 (53)

defines a Poisson tensor on M . Find its Casimir function, and describe the
symplectic foliation associated with it. �

After these brief preliminaries on Poisson manifolds as natural settings for the
theory of Hamiltonian vector fields, we pass to the theory of bi-Hamiltonian
manifolds. Our purpose is to provide evidence that they are a suitable setting
for the theory of integrable Hamiltonian vector fields. The simplest connec-
tion between the theory of integrable Hamiltonian vector fields and the theory
of bi-Hamiltonian manifold is given by the Gel’fand–Zakharevich (GZ) theo-
rem [13, 14] we shall discuss in this lecture.

A bi-Hamiltonian manifold is a Poisson manifold endowed with a pair of
compatible Poisson brackets. We shall denote these brackets with {f, g}0 and
{f, g}1. They are compatible if the Poisson pencil



Poisson pairs and PDEs 99

{f, g}λ := {f, g}1 − λ{f, g}0 (54)

verifies the Jacobi identity for any value of the continuous (say, real) parameter
λ. By means of this concept we catch the main features of the situation first
met in the KdV example of Lecture 1. The new feature deserving attention is
the dependence of the Poisson bracket (54) on the parameter λ. It influences
all the objects so far introduced on a Poisson manifold: Hamiltonian fields and
symplectic foliation. In particular, this foliation changes with λ. The useful
idea is to extract from this moving foliation the invariant part. It is defined
as the intersection of the symplectic leaves of the pencil when λ ranges over
R ∪ {∞}. The GZ theorem describes the structure of these intersections in
particular cases.

Let us suppose that the dimension of M is odd, dimM = 2n+1, and that
the rank of the Poisson pencil is maximal. This means that the dimension of
the characteristic distribution spanned by the Hamiltonian vector field is 2n
for almost all the values of the parameter λ, and almost everywhere on the
manifold M . In this situation the generic symplectic leaf of the pencil has
accordingly dimension 2n and the intersection of all the symplectic leaves are
submanifolds of dimension n. For brevity, we shall call this intersection the
support of the pencil. The GZ theorem displays an important property of the
leaves of the support of the pencil.

Theorem 2.1. On a (2n + 1)–dimensional bi-Hamiltonian manifold, whose
Poisson pencil has maximal rank, the leaves of the support are generically
Lagrangian submanifolds of dimension n contained on each symplectic leaf of
dimension 2n.

This theorem contains two different statements. First of all it states that the
dimension of the support is exactly half of the dimension of the generic sym-
plectic leaf. It is the “hard” part of the theorem. Then it claims that the leaves
of the support are Lagrangian submanifolds. Contrary to the appearances, this
is the easiest part of the theorem, as we shall see. To better understand the
content of the GZ theorem, we deem suitable to look at it from a different
and, so to say, more constructive, point of view. It requires the use of the
concept of Casimir function, defined as a function which commutes with all
the other functions with respect to the Poisson bracket. Equivalently, it can
be defined as a function whose differential belongs to the kernel of the Pois-
son tensor, i.e., a function generating the null vector field. In the case of a
Poisson pencil, the Casimir functions depend on the parameter λ. If the rank
of the Poisson pencil is maximal, the Casimir function is essentially unique
(two Casimir functions are functionally dependent). The main content of the
GZ theorem is that there exists a Casimir function which is a power series in
the parameter λ. We suppose that it is a polynomial whose degree is exactly
n if dimM = 2n+ 1. Thus we can write the Casimir function in the form

C(λ) = C0λ
n + C1λ

n−1 + · · ·+ Cn . (55)
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This result means that the Poisson pencil selects n+1 distinguished functions
(C0, C1, . . . Cn). Generically these functions are independent. Their common
level surfaces are the leaves of the support of the pencil. Indeed, on the support
the function C(λ) must be constant independently of the particular value
of λ. Thus all the coefficients (C0, C1, . . . Cn) must be separately constant.
Furthermore, as a consequence of the fact that C(λ) is a Casimir function, it
is easily seen that the coefficients Ck verify the Lenard recursion relations,

{·, Ck}1 = {·, Ck+1}0 , (56)

together with the vanishing conditions

{·, C0}0 = {·, Cn}1 = 0 . (57)

In the language of the previous lecture, the functions

(C0, C1, . . . , Cn)

form a Lenard chain. A typical property of these functions is to be mutually
in involution:

{Cj , Ck}0 = {Cj , Ck}1 = 0 . (58)

This is proved by repeatedly using the recursion relation (56) to go back and
forth along the chain. It follows that the leaves of the support are isotropic
submanifolds, but since they are of maximal dimension n they are actually La-
grangian submanifolds. These short remarks should give a sufficiently detailed
idea of the meaning of the GZ theorem.

Exercise 2.5. Check that that the integrals of motion H0 and H1 of the
reduced flow X1 on the invariant submanifold M3 considered in Sect. 1.3 are
the coefficients of the Casimir function C(λ) = λH0+H1 of the Poisson pencil
defined on M3. �

Exercise 2.6. Prove the claim (58) about the involutivity of the coefficients
of a Casimir polynomial. �

From our standpoint, the above results are worthwhile of interest for two
different reasons: First of all they show how the Lenard recursion relations,
characteristic of the theory of “soliton equations”, arise in a theoretically
sound way in the framework of bi-Hamiltonian manifold. Secondly, they hig-
hlight the existence of a distinguished set of Hamiltonian (C0, C1, . . . Cn) on
the manifold M . Let us now choose one of the brackets of the pencil, say the
bracket {·, ·}0. The function C0 is a Casimir function for this bracket, and
therefore its level surfaces are the symplectic leaves of the bracket {·, ·}0. Let
us call ω0 the symplectic 2–form defined on these submanifolds. As a con-
sequence of the involution relation (58), the restrictions of the n functions
(C1, . . . Cn) to the symplectic leaf are in involution with respect to ω0. Accor-
ding to the Arnol’d–Liouville theorem, they define a family (or “hierarchy”)
of n completely integrable Hamiltonian vector fields on the symplectic leaf.
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Definition 2.1. The family of completely integrable Hamiltonian systems de-
fined by the functions (C1, . . . Cn) on each symplectic leaf of the Poisson
bracket {·, ·}0 will be called the GZ hierarchy associated with the Poisson pencil
{·, ·}λ defined on the bi-Hamiltonian manifold M .

We shall be particularly interested in the study of this hierarchy for two
reasons. First we want to show that the previous simple concepts allow to
reconstruct a great deal of the KdV hierarchy, up to the linearization process
on the infinite–dimensional Sato Grassmannian. In other words, we want to
show that the theory of Poisson pairs is a natural gate to the theory of infinite-
dimensional Hamiltonian systems described by partial differential equations of
evolutionary type. Secondly, in a finite-dimensional setting, we want to show
that the GZ vector fields are often more than integrable in the Liouville sense.
Indeed, under some mild additional assumptions on the Poisson pencil, they
are separable, and the separation coordinates are dictated by the geometry of
the bi-Hamiltonian manifold. This result strenghtens the connection between
Poisson pairs and integrability.

3 A first class of examples and the reduction technique

The aim of this lecture is to present a first class of nontrivial examples of
GZ hierarchies. The examples are constructed to reproduce the reduced KdV
flows discussed in the first lecture. The relation, however, will not be imme-
diately manifest, and the reader has to wait until the fifth lecture for a full
understanding of the motivations for some particular choice herewith made.

This lecture is split into three parts. In the first one we introduce a sim-
ple class of bi-Hamiltonian manifolds called Lie–Poisson manifolds. They are
duals of Lie algebras endowed with a special Poisson pencil of Lie-theoretical
origin. The Hamiltonian vector fields defined on these manifolds admit a Lax
representation with a Lax matrix depending linearly on the parameter λ. In
the second part we show how to combine several copies of these manifolds, in
such a way to obtain Hamiltonian vector fields admitting a Lax representation
depending polynomially on the parameter λ. Finally, in the third part, we in-
troduce the geometrical technique of reduction of Marsden and Ratiu. It will
allow us to specialize the form of the Lax matrix. The contact with the KdV
theory, to be done in the fifth lecture, will then consist in showing that the
reduced KdV flows admit exactly the Lax representation of the Hamiltonian
vector fields considered in this lecture. This will ascertain the bi-Hamiltonian
character of the reduced KdV flows. The lecture ends with an example worked
out in detail.

3.1 Lie–Poisson manifolds

In this section M = g∗ is the dual of a Lie algebra g. We denote by S a point

in M , and by
∂F

∂S
the differential of a function F : M → R. This differential
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is the unique element of the algebra g such that

dF

dt
=
〈∂F
∂S
, Ṡ
〉

(59)

along any curve passing through the point S. The Poisson pencil on M is
defined by

{F,G}λ =
〈
S + λA,

[
∂F

∂S
,
∂G

∂S

]〉
, (60)

where A is any fixed element in g∗. In all the examples related to the KdV

theory, g = sl(2), S and
∂F

∂S
are traceless 2× 2 matrices, and

A =


0 0

1 0


 . (61)

The Hamiltonian vector field XF has the form

Ṡ =
[
S + λA,

∂F

∂S

]
. (62)

It is already in Lax form, with a Lax matrix given by

L(λ) = λA+ S . (63)

Exercise 3.1. Compute the Poisson tensor and the Hamiltonian vector fields
associated with the pencil (60). �

3.2 Polynomial extensions

We consider two copies of the algebra g. Accordingly, we denote by (S0, S1) a

point in M and by
(
∂F

∂S0
,
∂F

∂S1

)
the differential of the function F : M → R.

By definition, along any curve t �→ (S0(t), S1(t)) we have

d

dt
F =

〈 ∂F
∂S0

, Ṡ0

〉
+
〈 ∂F
∂S1

, Ṡ1

〉
. (64)

The two copies of the algebra are intertwined by the Poisson brackets. As a
Poisson pair on M we choose the following brackets

{F,G}0 =
〈
A,

[
∂F

∂S0
,
∂G

∂S1

]
+
[
∂F

∂S1
,
∂G

∂S0

]〉
+
〈
S1,

[
∂F

∂S0
,
∂G

∂S0

]〉

{F,G}1 =
〈
A,

[
∂F

∂S1
,
∂G

∂S1

]〉
−
〈
S0,

[
∂F

∂S0
,
∂G

∂S0

]〉 (65)

The motivations can be found for instance in [20] (see also [25]). Later on we
shall see how to extend this definition to the case of an arbitrary number of
copies.
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Exercise 3.2. Check that equations (65) indeed define a Poisson pair. �

Let us now study the Hamiltonian vector fields. Those defined by the brackets
{·, ·}0 have the form

Ṡ0 =
[
A,
∂F

∂S1

]
+
[
S1,

∂F

∂S0

]

Ṡ1 =
[
A,
∂F

∂S0

]
.

(66)

Those defined by the second bracket {·, ·}1 are

Ṡ0 = −
[
S0,

∂F

∂S0

]

Ṡ1 =
[
A,
∂F

∂S1

]
.

(67)

It turns out that the Hamiltonian vector fields associated with the Poisson
pencil are given by

Ṡ0 = −
[
S0 + λS1,

∂F

∂S0

]
−
[
λA,

∂F

∂S1

]

Ṡ1 = −
[
λA,

∂F

∂S0

]
+
[
A,
∂F

∂S1

]
.

(68)

This computation allows to display an interesting property of these vector
fields. If we multiply the second equation by λ and add the result to the first
equation we find

(λ2A+ λS1 + S0)• =
[
∂F

∂S0
, λ2A+ λS1 + S0

]
. (69)

This is a Lax representation with Lax matrix L(λ) = λ2A + λS1 + S0. It
depends polynomially on the parameter of the pencil. We have thus ascertai-
ned that all the Hamiltonian vector fields relative to the Poisson pencil (68)
admit a Lax representation. The converse, however, is not necessarily true.
Indeed, it must be noticed that the single Lax equation (69) is not sufficient
to completely reconstruct the Poisson pencil (68). Additional constraints on
the matrix L(λ) are required to make the problem well-posed. The kind of
constraints to be set are suggested by the geometric theory of reduction which
we shall now outline.

3.3 Geometric reduction

We herewith outline a specific variant [5] of the reduction technique of Mars-
den and Ratiu [21] for Poisson manifolds. This variant is particularly suitable
for bi-Hamiltonian manifolds.

Among the geometric objects defined by a Poisson pair (P0, P1) on a ma-
nifold M we consider:
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i) a symplectic leaf S of one of the two Poisson bivectors, say P0.
ii) the annihilator (TS)0 of the tangent bundle of S, spanned by the 1–forms

vanishing on the tangent spaces to S.
iii) the image D = P1(TS)0 of this annihilator according to the second Pois-

son bivector P1. It is spanned by the Hamiltonian vector fields associated
with the Casimir functions of P0 by P1.

iv) the intersection E = D∩TS of the distribution D with the tangent bundle
of the selected symplectic leaf S.

It can be shown that E is an integrable distribution as a consequence of the
compatibility of the Poisson brackets. Therefore we can consider the space of
leaves of this distribution, N = S/E. We assume N to be a smooth manifold.
By the Marsden–Ratiu theorem, N is a reduced bi-Hamiltonian manifold.

The reduced brackets on N can be computed by using the process of
“prolongation of functions” from N to M . Given any function f : N → R, we
consider it as a function on S, invariant along the leaves of E. Then we choose
any function F : M → R which annihilates D and coincides with f on S. This
function is said to be a prolongation of f . It is not unique, but this fact is
not disturbing. It can be shown that, if F and G are prolongations of f and
g, their bracket {F,G}λ is an invariant function along E. Therefore it defines
a function on N which is by definition the reduced bracket {f, g}λ. The final
result, of course, is independent of the particular choices of the prolongations
F and G.

3.4 An explicit example

According to the spirit of these lectures, rather than discussing the proof of the
reduction theorem stated in Sect. 3.3, we prefer to illustrate it on a concrete
example. Let us thus perform the reduction of the Poisson pencil defined on
two copies of g = sl(2). The matrices S0 and S1 are traceless matrices whose
entries we denote as follows:

S0 =


p0 r0

q0 −p0


 , S1 =


p1 r1

q1 −p1


 . (70)

The space M has dimension six, and the entries of S0 and S1 are global
coordinates on it. In these coordinates the differential of a function F : M → R

is represented by the pair of matrices

∂F

∂S0
=




1
2
∂F

∂p0
2

∂F

∂r0
−1

2
∂F

∂p0


 ,

∂F

∂S1
=




1
2
∂F

∂p1
2

∂F

∂r1
−1

2
∂F

∂p1


 . (71)
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Exercise 3.3. Define the pairing
〈∂F
∂S
, Ṡ
〉

on g as the trace of the product

of the matrices
∂F

∂S
and Ṡ. Show that the matrices (71) verify the defining

equation (64). �

The Hamiltonian vector fields (66) and (67) are consequently given by

ṗ0 = r1
∂F

∂r0
− q1 ∂F

∂q0
− ∂F

∂q1

q̇0 = q1
∂F

∂p0
− 2p1

∂F

∂r0
+
∂F

∂p1

ṙ0 = 2p1
∂F

∂q0
− r1 ∂F

∂p0

ṗ1 = − ∂F
∂q0

q̇1 =
∂F

∂p0

ṙ1 = 0

(72)

and by

ṗ0 = −r0 ∂F
∂r0

+ q0
∂F

∂q0

q̇0 = 2p0
∂F

∂r0
− q0 ∂F

∂p0

ṙ0 = −2p0
∂F

∂q0
+ r0

∂F

∂p0

ṗ1 = − ∂F
∂q1

q̇1 =
∂F

∂p1

ṙ1 = 0

(73)

respectively.

Step 1: The reduced space N

First we notice that the Hamiltonian vector fields (72) verify the constraints

ṙ1 = 0 , (r0 + p21 + r1q1)• = 0 . (74)

It follows that the submanifold S ⊂M defined by the equations

r1 = 1 , r0 + p21 + r1q1 = 0 (75)

is a symplectic leaf of the first Poisson bivector P0. Furthermore, it follows that
the annihilator (TS)0 is spanned by the exact 1–forms dr1 and d(r0+p21+r1q1).
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By computing the images of these forms according to the second Poisson
bivector (73), we find the distribution D. It is spanned by the single vector
field

ṗ0 = −r0
q̇0 = 2p0
ṙ0 = 0
ṗ1 = −1
q̇1 = 2p1
ṙ1 = 0

(76)

which verifies the five constraints

(p0 − r0p1)• = 0, (q0 + 2p0p1 − r0p21)• = 0,

(q1 + p21)
• = 0, ṙ0 = 0, ṙ1 = 0.

(77)

They show that D ⊂ TS, and therefore E = D. Moreover they yield that the
leaves of E on S are the level curves of the functions

u1 = q1 + p21
u2 = p0 + p1q1 + p31
u3 = q0 + 2p0p1 + q1p21 + p41

(78)

We conclude that:

• N = R
3;

• (u1, u2, u3) are global coordinates on N ;
• the canonical projection π : S → S/E is defined by equations (78).

Step 2: The reduced brackets

Consider any function f : N → R. The function

F := f(q1 + p21, p0 + p1q1 + p31, q0 + 2p0p1 + q1p21 + p41) (79)

is clearly a prolongation of f to M , since it coincides with f on S, and is
invariant along D. We can thus use F to compute the first component of the
reduced Hamiltonian vector field on N according to the following algorithm:

u̇1
(78)
= q̇1 + 2p1ṗ1

(72)
=
∂F

∂p0
− 2p1

∂F

∂q0
(79)
=

(
∂f

∂u2
+ 2p1

∂f

∂u3

)
− 2p1

∂f

∂u3
=
∂f

∂u2
.

(80)

The other components are evaluated in the same way. The final result is that
the Hamiltonian vector fields associated with the reduced Poisson pencil on
N are defined by
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u̇1 = (u1 + λ)
∂f

∂u2
+ 2u2

∂f

∂u3

u̇2 = −(u1 + λ)
∂f

∂u1
+ (u3 − 2λu1)

∂f

∂u3

u̇3 = −2u2
∂f

∂u1
+ (2λu1 − u3)

∂f

∂u2

(81)

With this reduction process we passed from a six–dimensional manifold M
to a three dimensional manifold N . Later on, we shall see that this manifold
coincides with the invariant submanifoldM3 of KdV, defined by the constraint

uxxx − 6uux = 0 . (82)

Step 3: the GZ hierarchy

To compute the Casimir function of the pencil (81) we notice that these vector
fields obey the constraint

(2λu1 − u3)u̇1 + 2u2u̇2 − (u1 + λ)u̇3 = 0 . (83)

Therefore, integrating this equation, we obtain that

C(λ) = λ(u2
1 − u3) + (u2

2 − u1u3) = λC0 + C1 (84)

is the Casimir sought for. It fulfills the scheme of the GZ theorem, and it
defines a “short” Lenard chain

P0dC0 = 0 P1dC0 = P0dC1 = X1 P1dC1 = 0 . (85)

Therefore the GZ “hierarchy” consists of the single vector field

X1 :

u̇1 = 2u2

u̇2 = u3 + 2u2
1

u̇3 = 4u1u2

(86)

As a last remark, we notice that this vector field coincides with the restric-

tion of the first equation
∂u

∂t1
= ux of the KdV hierarchy on the invariant

submanifold (82). Indeed, by the procedure explained in Sect. 1, the reduced
equation written in the “Cauchy data coordinates” (u, ux, uxx) is given by

∂u

∂t1
= ux

∂ux

∂t1
= uxx

∂uxx

∂t1
= 6uux

(87)
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We can now pass from (87) to (86) by the change of variables

u1 =
1
2
u, u2 =

1
4
ux, u3 =

1
4
uxx − 1

2
u2 . (88)

This remark shows that the simplest reduced KdV flow is bi-Hamiltonian. In
the fifth lecture we shall see that this property is general, and we shall explain
the origin of the seemingly “ad hoc” change of variables (88).

3.5 A more general example

To deal with higher–order reduced KdV flows, we have to extend the class
of bi-Hamiltonian manifolds to be considered. We outline the case of three
copies of the algebra g. The formulas are similar to the ones of equation (65),
albeit a little more involved. The brackets {F,G}0 and {F,G}1 are now given
by

{F,G}0 =
〈
A,

[
∂F

∂S0
,
∂G

∂S2

]
+
[
∂F

∂S1
,
∂G

∂S1

]
+
[
∂F

∂S2
,
∂G

∂S0

]〉

+
〈
S2,

[
∂F

∂S0
,
∂G

∂S1

]
+
[
∂F

∂S1
,
∂G

∂S0

]〉

+
〈
S1,

[
∂F

∂S0
,
∂G

∂S0

]〉
(89)

and

{F,G}1 =
〈
A,

[
∂F

∂S1
,
∂G

∂S2

]
+
[
∂F

∂S2
,
∂G

∂S1

]〉

+
〈
S2,

[
∂F

∂S1
,
∂G

∂S1

]〉

−
〈
S0,

[
∂F

∂S0
,
∂G

∂S0

]〉
.

(90)

The comparison of the two examples allows to infer by induction the general
rule for the Poisson pair, holding in the case of an arbitrary (finite) number of
copies of g. The pencil (89)–(90) can be reduced according to the procedure
shown before. If g = sl(2) and A is still given by (61), the final result of
the process is the following: We start from a nine–dimensional manifold M
and, after reduction, we arrive at a five–dimensional manifold N . It fulfills
the assumption of the GZ theorem. The GZ hierarchy consists of two vector
fields, which are the reduced KdV flows given by (31) and (32).

Exercise 3.4. Perform the reduction of the pencil (89)–(90)) for g = sl(2).
�
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4 The KdV theory revisited

In this lecture we consider again the KdV theory, but from a new point of
view. Our purpose is twofold. The first aim is to show that the KdV hier-
archy is another example of GZ hierarchy. The second aim is to explain in
which sense the KdV hierarchy can be linearized. The algebraic lineariza-
tion procedure dealt with in this lecture was suggested for the first time by
Sato [27] (see also the developments contained in [17, 28, 29]), who exploi-
ted the so–called Lax representation of the KdV hierarchy in the algebra of
pseudo–differential operators. Here we shall give a different description, stric-
tly related to the Hamiltonian representation of the KdV hierarchy as a kind
of infinite-dimensional GZ hierarchy. However, the presentation does not go
beyond the limits of a simple sketch of the theory. We refer to [10] for full
details.

4.1 Poisson pairs on a loop algebra

In this section we consider the infinite-dimensional Lie algebra M of C∞–
maps from the circle S1 into g = sl(2). A generic point of this manifold is
presently a 2× 2 traceless matrix

S =


p(x) r(x)

q(x) −p(x)


 , (91)

whose entries are periodic functions of the coordinate x running over the circle.
The three functions (p, q, r) play the role of “coordinates” on our manifold.
The scalar-valued functions F : M → R to be considered are local functionals

F =
∫

S1
f(p, q, r; px, qx, rx; . . . ) dx . (92)

As before, their differentials are given by the matrices

δF

δS
=




1
2
δf

δp
2

δf

δr
−1

2
δf

δp


 , (93)

whose entries are the variational derivatives of the Lagrangian density f with
respect to the functions (p, q, r). The Poisson pencil is similar to the first one
considered in the previous lecture (see equation (60)). It is defined by

{F,G}λ =
〈
S + λA,

[
δF

δS
,
δG

δS

]〉
+ ω

(
δF

δS
,
δG

δS

)
. (94)

It differs from the previous example by the addition of the nontrivial cocycle
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ω (a, b) =
∫

S1
Tr
(
da

dx
b

)
dx . (95)

This term is essential to generate partial differential equations. It is responsible
for the appearance of the partial derivative in the expansion of the Hamilto-
nian vector fields

Ṡ =
(
δF

δS

)
x

+
[
S + λA,

δF

δS

]
. (96)

Exercise 4.1. Recall that a two–cocycle on g is a bilinear skewsymmetric
map ω : g× g→ R which verifies the cyclic condition

ω(a, [b, c]) + ω(b, [c, a]) + ω(c, [a, b]) = 0 .

Using this identity and the periodic boundary conditions check that equation
(96) defines a Poisson bivector. �

4.2 Poisson reduction

We apply the same reduction technique used in the previous lecture, avoiding
to give all the details of the computations. They can be either worked out by
exercise or found in [5, 19]

The first Poisson bivector P0 is defined by

Ṡ =
[
A,
δF

δS

]
, (97)

where A is still defined by equation (61). These Hamiltonian vector fields
obey the only constraint ṙ = 0. Therefore the submanifold S formed by the
matrices

S =


p 1

q −p


 (98)

is a symplectic leaf of P0. The annihilator (TS)0 is spanned by the differentials
of the functionals F : M → R depending only on the coordinate function r.
Consequently, the distribution D is spanned by the vector fields

ṗ =
δf

δr

q̇ =
(
δf

δr

)
x

− 2p
δf

δr

ṙ = 0

(99)

The distribution D is thus tangent to S and E coincides with D. The vector
field (99) verifies the constraint
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q̇ + 2pṗ− ṗx = (q + p2 − px)• = 0 . (100)

It follows that the leaves of the distribution E are the level sets of the function

u = q + p2 − px . (101)

Therefore the quotient space N is the space of scalar functions u : S1 → R,
and (101) is the canonical projection π : S → S/E. We see that the manifold
N is (isomorphic to) the phase space of the KdV equation.

We use the projection (101) to compute the reduced Poisson bivectors.
The scheme of the computation is always the same. First we prolong any
functional F =

∫
S1 f(u, ux, · · · )dx on N into the functional

F (p, q, r) =
∫

S1
f(q + p2 − px, qx + 2ppx − pxx; . . . ) dx (102)

on S. Then we compute its differential at the points of S,

δF

δS
=




1
2

(
δf

δu

)
x

+ p
δf

δu
2

0 −1
2

(
δf

δu

)
x

− pδf
δu


 . (103)

Finally, we evaluate the reduced Hamiltonian vector fields on N according to
the usual scheme:

u̇
(101)
= q̇ − ṗx + 2pṗ

(96)
=

[(
δf

δr

)
x

+ (q + λ)
δf

δp
− 2p

δf

δr

]

−
[
1
2

(
δf

δp

)
x

+
δf

δr
− (q + λ)

δf

δq

]
x

+ 2p
[
1
2

(
δf

δp

)
x

+
δf

δr
− (q + λ)

δf

δq

]

(103)
= (q + λ)

[(
δf

δu

)
x

+ 2p
δf

δu

]

−
[
1
2

(
δf

δu

)
xx

+
(
p
δf

δu

)
x

− (q + λ)
δf

δu

]
x

+ 2p
[
1
2

(
δf

δu

)
xx

+
(
p
δf

δu

)
x

− (q + λ)
δf

δu

]

= −1
2

(
δf

δu

)
xxx

+ 2(q − px + p2 + λ)
(
δf

δu

)
x

+ (qx − pxx + 2ppx)
δf

δu
(101)
= − 1

2

(
δf

δu

)
xxx

+ 2(u+ λ)
(
δf

δu

)
x

+ ux
δf

δu
.

(104)
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We obtain the Poisson pencil of the KdV equation. This pencil is therefore
the reduction of the “canonical” pencil (94) over a loop algebra.

4.3 The GZ hierarchy

The simplest way for computing the Casimir function of the above pencil is
to use the Miura map. Since this map relates the pencil to the simple bivector
of the mKdV equation, it is sufficient to compute the Casimir of the latter
bivector, and to transform it back to the phase space of the KdV equation.

We notice that the Casimir function of the mKdV hierarchy (39) is given
by

H(h) = 2 z
∫

S1
h dx , (105)

where the constant z has been inserted for future convenience.
To obtain the Casimir function of the KdV equation, we must “invert”

the Miura map by expressing h as a function of u. To do that we exploit the
dependence of the Miura map on the parameter λ = z2 of the pencil. We
know that in the finite-dimensional case the Casimir function can be found
as a polynomial in λ. In the infinite-dimensional case, we expect the Casimir
function to be represented by a series. It is then natural to look at h in the
form of a Laurent series in z,

h(z) = z +
∑
l≥1

hlz
−l , (106)

whose coefficients hl are scalar-valued periodic functions of x. In this way we
change our point of view on the Miura map. Henceforth it must be looked
at as a relation between a scalar function u and a Laurent series h(z). This
change of perspective deeply influences all the mKdV theory. It is a possible
starting point for the Sato picture of the KdV theory, as we shall show later.

By inserting the expansion (106) into the Miura map hx +h2 = u+z2 and
equating the coefficients of different powers of z, we easily compute recursively
the coefficients hl as differential polynomial of the function u. The first ones
are

h1 = 1
2u

h2 = − 1
4ux

h3 = 1
8 (uxx − u2)

h4 = − 1
16 (uxxx − 4uux)

h5 = 1
32 (uxxxx − 6uuxx − 5u2

x + 2u3) .

(107)
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One can notice (see [1]) that all the even coefficients h2l are total x–derivatives.
This remark explains the “strange” enumeration with odd times used for the
KdV hierarchy in the first lecture.

To compute concretely the GZ vector fields, besides the Casimir function

H(u, z) = 2z
∑
l≥1

∫
S1
hlz

−l dx , (108)

we need its differential. To simplify the notation we set

α :=
δH
δu

= 1 +
∑
l≥1

αlz
−l . (109)

Once again, the simplest way for evaluating this series is to use the Miura
map. We notice that β = 2z is the differential of the Casimir of the mKdV
equation. From the transformation law of 1-forms,

Φ′
h

∗(α) = β , (110)

we then conclude that that α solves the equation

−αx + 2αh = 2z . (111)

As before, the coefficients αl can be computed recursively. One finds a Laurent
series in λ = z2,

α = 1− 1
2
uλ−1 +

1
8
(3u2 − uxx)λ−2 + · · · , (112)

whose first coefficients have already appeared in (20). From α we can ea-
sily evaluate the Lenard partial sums α(j) =

(
λjα

)
+ and write the odd GZ

equations in the form

∂u

∂t2j+1
=
(
− 1

2
∂xxx + 2(u+ λ)∂x + ux

)(
α(j)) . (113)

The even ones are

∂u

∂t2j
= 0 . (114)

The above equations completely and tersely define the KdV hierarchy from
the standpoint of the method of Poisson pairs.

4.4 The central system

We shall now pursue a little further the far–reaching consequences of the
change of point of view introduced in the previous subsection. According to
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this new point of view, the mKdV hierarchy is defined in the space L of the
Laurent series in z truncated from above. This affects the whole picture.

Let us consider again the basic formulas of the mKdV theory. They are
the Miura map,

hx + h2 = u+ z2 , (115)

the formula for the currents (40),

H(2j+1) = −1
2
α(j)

x + α(j)h, H(2j) = 0 , (116)

and the definition of the mKdV hierarchy

∂h

∂tj
= ∂xH

(j) . (117)

They were obtained in the first lecture. Presently they are complemented by
the information that h(z) is a Laurent series of the form (106). We shall now
investigate the meaning of the above formulas in this new setting.

We start form the series h(z), and we associate with it a new family of
Laurent series h(j)(z) defined recursively by

h(j+1) = h(j)
x + hh(j) , (118)

starting from h(0) = 1. They form a moving frame associated with the point
h in the space of (truncated) Laurent series. The first three elements of this
frame are explicitly given by

h(0) = 1, h(1) = h, h(2) = hx + h2 . (119)

We see the basic block hx + h2 of the Miura transformation appearing. We
call H+ the linear span of the series {h(j)}j≥0. It is a linear subspace of L,
attached to the point h. We can now interpret the three basic formulas of the
mKdV theory as properties of this linear space:

• The Miura map (115) tells us that the linear space H+ is invariant with
respect to the multiplication by λ,

λ(H+) ⊂ H+ . (120)

• The formula (116) for the currents then entails that the currents H(j), for
j ∈ N, belong to H+:

H(j) ∈ H+ . (121)

• Furthermore, in conjunction with equation (111), it entails that the asym-
ptotic expansion of the currents H(j) has the form

H(j) = zj +
∑
l≥1

Hi
l z

−l = zj +O(z−1) . (122)
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• Finally, the mKdV equations (117) can be seen as the commutativity con-

ditions of the operators (∂x + h) and
( ∂
∂tj

+H(j)):
[
∂x + h,

∂

∂tj
+H(j)

]
= 0 . (123)

Used together, conditions (121) and (123) imply that the operators
( ∂
∂tj

+

H(j)) leave the linear space H+ invariant:

( ∂
∂tj

+H(j))(H+) ⊂ H+ . (124)

This is the abstract but simple form of the laws governing the time evolution of
the currents H(j). These equations are the “top” of the KdV theory, and form
the basis of the Sato theory. It is not difficult to give them a concrete form.
By using the form of the expansion (122) it is easy to show that equations
(124) are equivalent to the infinite system of Riccati–type equations on the
currents H(j):

∂H(j)

∂tk
+H(j)H(k) = H(j+k) +

j∑
l=1

Hk
l H

(j−l) +
k∑

l=1

Hj
l H

(k−l) . (125)

It will be called the Central System (CS).

Exercise 4.2. Prove formulas (121) and (122).

4.5 The linearization process

The first reward of the previous work is the discovery of a linearization pro-
cess. The equations (125) of the Central System are not directly linearizable,
but they can be easily transformed into a new system of linearizable Riccati
equations by a transformation in the space of currents. This idea is realized
once again by a “Miura map”. The novelty, however, is that this map is now
operating on the space of currents rather than on the phase space of the KdV
equation.

We simply give the final result. Let us consider a new family of currents
{W (k)}k≥0 of the form

W (k) = zk +
∑
l≥1

W k
l z

−l , (126)

and let us denote by W+ their linear span in L. We define (see also [29]) a
new system of equations on the currents W (k) by imposing the “constraints”
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( ∂
∂tk

+ zk
)
(W+) ⊂ W+ (127)

on their linear span W+. It is easily seen that they take the explicit form

∂W (k)

∂tj
+ zjW (k) = W (j+k) +

j∑
l=1

W k
l W

(j−l) . (128)

They will be called the Sato equations (on the “big cell of the Sato Gras-
smannian”). They are a system of linearizable Riccati equations. This can be
seen either from the geometry of a suitable group action on the Grassman-
nian [17] or by means of the following more elementary considerations. We
write equations (128) in the matrix form

∂W
∂tk

+ W · TΛk − Λk ·W = WΓkW , (129)

where W =
(
W k

l

)
is the matrix of the components of the currents W (k), Λ is

the infinite shift matrix

Λ =




0 1 0 · · ·
0 0 1 0 · · ·
...

. . . . . .
...

. . . . . .
...

. . .




, (130)

and Γ k is the convolution matrix of level k,

Γk =




0 · · · 1 0 · · ·
... 1 0 · · · · · ·
· ·

1 0
...




. (131)

One can thus check that the matrix Riccati equation (129) is solved by the
matrix

W = V · U−1 , (132)

where U and V satisfy the constant coefficients linear system
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∂

∂tk
U = TΛkU− ΓkV ,

∂

∂tk
V = ΛkV . (133)

The closing remark is that the Sato equations are mapped into the Central
System (125) by the following algebraic Miura map:

H(j) =

∑j
l=0W

0
j−lW

(l)

W (0) . (134)

The outcome of this long chain of extensions and transformations is the fol-
lowing algorithm for solving the KdV equation:

i) First we solve the linear system (133), with a suitably chosen initial condi-
tion, which we do not discuss here;

ii) Then we use the projective transformation (132) and the Miura map (134)
to recover the currents H(j);

iii) Finally, we extract the first current H(1) = h, and we evaluate the first
component h1 of its Laurent expansion in powers of z−1.

The function

u(x, t3, . . . ) = 2h1|t1=x (135)

is then a solution of the KdV equation.

4.6 The relation with the Sato approach

The equations (117) make sense for an arbitrary Laurent series h of the form
(106), even if it is not a solution of the Riccati equation hx + h2 = u + z2.
Hence they define, for every j, a system of PDEs for the coefficients hl. We
will show8 that these systems are equivalent to the celebrated KP hierarchy
of the Kyoto school (see the lectures by Satsuma in these volume). The usual
definition of the KP equations can be summarized as follows. Let ΨD be the
ring of pseudodifferential operators on the circle. It contains as a subring the
space D of purely differential operators. Let us denote with (·)+ the natural
projection from ΨD onto D. Let Q be a monic operators of degree 1,

Q = ∂ −
∑
j≥1

qj∂
−j . (136)

The KP hierarchy is the set of Lax equations for Q

∂

∂tj
Q = [

(
Qj
)
+ , Q] . (137)

The aim of this section is to show that such a Lax representation just arises as
a kind of a Euler form of the equations (117). Before stating the next result,
we must observe that the relations (118) can be solved backwards, in such a
way to define the Faà di Bruno elements h(j) for all j ∈ Z.
8 See also the papers [6, 32].
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Proposition 4.1. Suppose the series h of the form (106) to evolve according
to a conservation law,

∂h

∂t
= ∂xH, (138)

for an arbitrary H. Then the Faà di Bruno elements h(j), for j ∈ Z, evolve
according to (

∂

∂t
+H

)
h(j) =

∞∑
k=0

(
j

k

)
(∂k

xH)h(j−k) , (139)

where (
j

k

)
=
j(j − 1) · · · (j − k + 1)

k!
,

(
j

0

)
= 1 .

Now we consider the map φ : L → ΨD, from the space of Laurent series to
the ring of pseudodifferential operators on the circle, which acts on the Faà
di Bruno basis according to

φ(h(j)) = ∂j . (140)

This map is then extended by linearity (with respect to multiplication by a
function of x) to the whole space L.

Definition 4.1. We call Lax operator of the KP theory the image

Q = φ(z) (141)

of the first element of the standard basis in L.

If the qj are the components of the expansion of z on the Faà di Bruno basis,

z = h(1) −
∑
j≥1

qjh
(−j) , (142)

then we can write

Q = ∂ −
∑
j≥1

qj∂
−j (143)

according to the definition of the map φ. We note that equation (142) uniquely
defines the coefficients qj as differential polynomials of the components hj of
h(z):

q1 = h1, q2 = h2, q3 = h3 + h2
1

q4 = h4 + 3h1h2 − h1h1x

. . . . . .

(144)

This is an invertible relation between the hj and the qj , so that equation (142)
may be seen as a change of coordinates in the space L.
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Proposition 4.2. The map φ has the following three properties:

i) Multiplying a vector of the Faà di Bruno basis by a power zk of z yields

φ(zk · h(j)) = ∂j ·Qk . (145)

ii) The evolution along a conservation law of the form

∂h

∂t
= ∂x

(∑
k

Hkz
k

)

translates into
∂

∂t

(
φ(h(j))

)
=
∑

k

[∂j , Hk] ·Qk . (146)

iii) If π+ and Π+ are respectively the projection onto the positive part H+ ⊂ L
and D ⊂ ΨD, then

φ ◦ π+ = Π+ ◦ φ . (147)

To obtain the Sato form of the equations (117), we derive the equation

z = h(1) −
∑
l≥1

qlh
(−l) (148)

with respect to the time tj , getting
∑
l≥1

∂ql
∂tj

h(−l) =
∂h(1)

∂tj
−
∑
l≥1

ql
∂h(−l)

∂tj
. (149)

Applying the map φ to both sides of this equation we obtain
∑
l≥1

∂ql
∂tj

∂−l =
∑
k≥1

[∂,Hj
k]Q−k −

∑
k≥1

ql[∂−l, Hj
k]Q−k, (150)

or
∂Q

∂tj
+
∑
k≥1

[Q,Hj
k]Q−k = 0 . (151)

Finally, we introduce the operator

B(j) = φ(H(j)) = φ


zj +

∑
k≥1

Hj
kz

−k


 = Qj +

∑
k≥1

Hj
kQ

−k (152)

associated with the current density H(j), and we note that

B(j) = φ(π+(zj))) =
(
φ(zj)

)
+ =

(
Qj
)
+ . (153)

Thus we can write (151) in the final form

∂Q

∂tj
+ [Q,

(
Qj
)
+] = 0 , (154)

which coincides with equation (137).
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5 Lax representation of the reduced KdV flows

In this lecture we want to investigate more accurately the properties of the
stationary KdV flows, that is, of the equations induced by the KdV hierarchy
on the finite–dimensional invariant submanifolds of the singular points of any
equation of the hierarchy. Examples of these reductions have already been
discussed in the first lecture. In the third lecture we realized, in a couple of
examples, that the reduced flows were still bi-Hamiltonian. Although not at
all surprising, this property is somewhat mysterious, since it is not yet well
understood how the Poisson pairs of the reductions are related to the original
Poisson pairs of the KdV equation. Moreover, even if the subject is quite
old and classical (see, e.g., [3, 9, 4]), it was still lacking in the literature a
systematic and coordinate free proof that such reduced flows are bi-Hamil-
tonian (see, however, [2, 30]). In this lecture we will not provide such a proof,
which is contained in [11], but we will give a sufficiently systematic algorithm
to compute the reduced Poisson pair. This algorithm is based on the study of
the Lax representation of the reduced equations.

5.1 Lax representation

In this section we associate a Lax matrix (polynomially depending on λ) with
each element H(j). This matrix naturally arises from a change of basis in the
linear space H+ attached to the point h. So far we have introduced two bases:

i) The moving frame {h(j)};
ii) The canonical basis {H(j)}.
Presently we introduce a third basis by exploiting the constraint

λ(H+) ⊂ H+ , (155)

characteristic of the KdV theory. The new basis is formed by the multiples
{λjH(0), λjH(1)} of the first two currents. Formally we define

iii) the Lax basis: (λj , λjh) .

The use of this basis leads to a new representation of the currents H(j), where
each current is written as a linear combination of the first two, H(0) = 1 and
H(1) = h, with coefficients that are polynomials in λ. Let us consider a few
examples:

H(0) = 1 + 0 · h
H(1) = 0 · 1 + 1 · h
H(2) = λ · 1 + 0 · h
H(3) = −h2 · 1 + (λ− h1) · h
H(4) = λ2 · 1
H(5) = (−λh2 + h1h2 − h4) · 1 + (λ2 − λh1 + h2

1 − h3) · h .

(156)
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This new representation also affects our way of writing the action of the

operators
( ∂
∂tj

+H(j)). Let these operators act onH(0) andH(1). For the basic

invariance condition (124), we get an element in H+ which can be represented
on the Lax basis. As a result we can write

(
∂

∂tj
+H(j)

) 1

h


 = L(j)(λ)


 1

h


 , (157)

where L(j)(λ) is the Lax matrix associated with the current H(j). We shall
see below the explicit form of some of these matrices.

It becomes now very easy to rewrite the Central System in the form of
equations on the Lax matrices L(j)(λ). We simply have to notice that the
equations (125) entail the “exactness condition”

∂H(j)

∂tk
=
∂H(k)

∂tj
, (158)

from which it follows that the operators
( ∂
∂tj

+ H(j)) and
( ∂
∂tk

+ H(k))
commute: [

∂

∂tj
+H(j),

∂

∂tk
+H(k)

]
= 0 . (159)

It is now sufficient to evaluate this condition on (H(0), H(1)) and to expand on
the Lax basis to find the “zero curvature representation” of the KdV hierarchy:

∂L(j)

∂tk
− ∂L

(k)

∂tj
+
[
L(j), L(k)] = 0 . (160)

Suppose now that we are on the invariant submanifold formed by the singular
points of the j–th member of the KdV hierarchy. On this submanifold

∂L(k)

∂tj
= 0 ∀ k, (161)

and the zero curvature representation becomes the Lax representation

∂L(j)

∂tk
=
[
L(k), L(j)] . (162)

We have thus shown that all the stationary reductions of the KdV hierar-
chy admit a Lax representation. As a matter of fact, this Lax representation
coincides [11] with the Lax representation of the GZ systems on Lie–Poisson
manifolds studied in Sect. 3. The latter are bi-Hamiltonian systems. There-
fore, we end up stating that the stationary reductions of the KdV theory are
bi-Hamiltonian, and we can construct the associated Poisson pairs. We shall
now see a couple of examples.
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5.2 First example

We study anew the simplest invariant submanifold of the KdV hierarchy,
defined by the equation

uxxx − 6uux = 0 . (163)

In this example we consider the constraint from the point of view of the
Central System. Since the constraint is the stationarity of the time t3, we
have to consider only the first three Lax matrices. As for the matrix L(1), the
following computation,

( ∂
∂t1

+H(1))1 = 0 · 1 + 1 · h
( ∂
∂t1

+H(1))H(1)(eq:125)
= H(2) + 2h1

(156)
= (λ+ 2h1) · 1 + 0 · h ,

(164)

shows that

L(1) =


 0 1

λ+ 2h1 0


 . (165)

Similarly, the computation

( ∂
∂t3

+H(3))1(156)
= − h2 · 1 + (λ− h1) · h

( ∂
∂t3

+H(3))H(1)(125)= H(4) + h1H
(2) + h2H

(1) + h3 +H3
1

(156)
= (λ2 + λh1 + 2h3 − h2

1) · 1 + h2 · h

(166)

yields

L(3) =


 −h2 λ− h1

λ2 + h1λ+ 2h3 − h1
2 h2


 . (167)

On the submanifold M3 defined by equation (163) this matrix verifies the Lax
equation

∂L(3)

∂t1
=
[
L(1), L(3)] . (168)

This equation completely defines the time evolution of the first three compo-
nents (h1, h2, h3) of the current H(1) = h. These components play the role of
coordinates on M3. We get
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∂h1

∂t1
= −2h2

∂h2

∂t1
= −2h3 − h1

2

∂h3

∂t1
= −4h1h2

(169)

By the change of coordinates

h1 =
1
2
u , h2 = −1

4
ux , h3 =

1
8
(uxx − u2) ,

coming from the inversion (107) of the Miura map, these equations take the
form

∂u

∂t1
= ux,

∂ux

∂t1
= uxx,

∂uxx

∂t1
= 6uux , (170)

already encountered in Lecture 1. This shows explicitly the connection bet-
ween the two points of view.

To find the connection between these equations and the GZ equations dealt
with in the first example of Lecture 3, we compare the Lax matrix

L(3)(λ) = λ2


 0 0

1 0


+ λ


 0 1

h1 0


+


 −h2 −h1

2h3 − h2
1 h2




with the Lax matrix

S(λ) = λ2


 0 0

1 0


+ λ


p1 1

q1 −p1


+


p0 −(q1 + p21)

q0 −p0




associated with the points of the symplectic leaf defined by (75). We easily
identify L(3) with the restriction of S(λ) to p1 = 0 upon setting

p0 = −h2, q1 = h1, q0 = 2h3 − h2
1 . (171)

By comparing these equations with the projection (78), which allows to pass
from the symplectic leaf S to the quotient space N = S/E, we obtain the
change of coordinates

u1 = h1, u2 = −h2, u3 = 2h3 − h2
1, (172)

connecting the reduction (169) of the Central System to the GZ system (86)
dealt with in the third Lecture. The latter was, by construction, a bi-Hamil-
tonian system. We argue that also the reduction of the Central System her-
ewith considered is a bi-Hamiltonian vector field, and that its Poisson pair is
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obtained by geometric reduction. Basic for this identification is the property
of the Lax matrix L(3) of being a section of the fiber bundle π : S → S/E
appearing in the geometric reduction. It is this property which allows to set
an invertible relation among the coordinates (u1, u2, u3), coming from the geo-
metric reduction, and the coordinates (h1, h2, h3) coming from the reduction
of the Central System.

5.3 The generic stationary submanifold

It is now not hard to give the general form of the matrices L(j) for an arbitrary
odd integer 2j + 1. First we observe that

( ∂

∂t2j+1
+H(2j+1))1 = H(2j+1)(116)= − 1

2
α(j)

x + α(j)h . (173)

Then we notice that

( ∂
∂tj

+H(j))h = H(j+1) +
j∑

l=1

hlH
(j−l) +Hj

1

= −1
2
(
α(j+1)

x +
j∑

l=1

hlα
(j−1)
x

)
+Hj

1 +
(
α(j+1) +

j∑
l=1

hlα
(j−1))h .

(174)

Therefore

L(j) =


−

1
2α

(j)
x α(j)

L
(j)
21 L

(j)
22


, (175)

with

L
(j)
21 = −1

2
(α(j+1)

x +
j∑

l=1

hlα
(j−1)
x ) +Hj

1

L
(j)
22 = α(j+1) +

j∑
l=1

hlα
(j−1) .

By using the definition (111) of the Lenard series α(z) of which the poly-
nomials α(j) are the partial sums, it is easy to prove that L(j) is a traceless
matrix.

We leave to the reader to specialize the matrix L(5), and to write explicitly
the Lax equations

∂L(5)

∂t1
=
[
L(1), L(5)] , ∂L(5)

∂t3
=
[
L(3), L(5)] . (176)
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They should be compared with the reduced KdV equations (31) and (32) on
the invariant submanifold defined by the constraint

uxxxxx − 10uuxxx − 20uxuxx + 30u2ux = 0 . (177)

They should also be compared with the GZ equations obtained via the geo-
metric reduction process applied to the Lie–Poisson pairs defined on three
copies of sl(2) by equations (89) and (90). We have not displayed explicitly
these equations yet. We will give their form in the next lecture.

5.4 What more?

There is nothing “sacred” with the KdV theory. As we know, it is related with
the constraint

z2(H+) ⊂ (H+) , (178)

which defines an invariant submanifold of the Central System. Many other
constraints can be considered. For instance, the constraint

z3(H+) ⊂ (H+) (179)

leads to the so–called Boussinesq theory, and is studied in [12]. What is re-
markable is that the change of constraint does not affect the algorithm for the
study of the reduced equations. All the previous reasonings are valid without
almost no change. The only difference resides in the fact that the computations
become more involved. This remark allows to better appreciate the meaning
of the process leading from the KdV equation to the Central System. We have
not only given a new formulation to known equations. We have actually found
a much bigger hierarchy, possessing remarkable properties, which coincides
with the KdV hierarchy on a (small) proper invariant subset. The integra-
bility properties belong to the bigger hierarchy, and hold outside the KdV
submanifold. Many other interesting equations can be found by other proces-
ses of reduction. There is some evidence that a very large class of evolution
equations possessing some integrability properties can be eventually recovered
as a suitable reduction of the Central System, or of strictly related systems.
However, we shall not pursue this point of view further, since it would lead us
too far away from our next topic, the separability of the reduced KdV flows.

6 Darboux–Nijenhuis coordinates and separability

In this lecture we shall consider the reduced KdV flows from a different point of
view. Our aim is to probe the study of the geometry of the Poisson pair which,
as realized in the third and fifth lectures, is associated with these flows. The
final goal is to show the existence of a suitable set of coordinates defined by and
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adapted to the Poisson pair. They are called Darboux–Nijenhuis coordinates.
We shall prove that they are separation coordinates for the Hamilton–Jacobi
equations associated with the reduced flows.

To keep the presentation within a reasonable size, we shall mainly deal
with a particular example, and we shall not discuss thoroughly the theoretical
background, referring to [11] for more details. We shall use the example to
display the characteristic features of the geometry of the reduced manifolds.
The reader is asked to believe that all that will be shown is general inside
the class of the reduced stationary KdV manifolds, whose Poisson pencils
are of maximal rank. A certain care must be used in trying to extend these
conclusions to other examples like the Boussinesq stationary reductions, whose
Poisson pencils are not of maximal rank. They will not be covered in these
lecture notes. The example worked out is the reduction of the first and the
third KdV equations on the invariant submanifold defined by the equation

uxxxxx − 10uuxxx − 20uxuxx + 30u2ux = 0 , (180)

a problem addressed at the end of Sect. 5.3.

6.1 The Poisson pair

As we mentioned several times, the invariant submanifoldM5 defined by equa-
tion (180) has dimension five. From the standpoint of the Central System, it
is characterized by the two equations

z2(H+) ⊂ (H+) , H(5)h = λ3 +
5∑

l=1

hlH
(5−l) +H5

1 . (181)

We recall that the first constraint means that, inside the big cell of the Sato
Grassmannian, we are working on the special submanifold corresponding to
the KdV theory. The second constraint means that, inside the phase space
of the KdV theory, we are working on the set (180) of singular points of the
fifth flow. The two constraints play the following roles. The first constraint
sets up a relation among the currents H(j): All the currents are expressed
as linear combinations (with polynomial coefficients) of the first two currents
H(0) = 1 and H(1) = h. So this constraint drastically reduces the number
of the unknowns Hj

l to the coefficients hl of h. The second constraint then
further cuts the degrees of freedom to a finite number, by setting relations
among the coefficients hl. It can be shown that only the first five coefficients
(h1, h2, h3, h4, h5) survive as free parameters. All the other coefficients can
be expressed as polynomial functions of the previous ones. By a process of
elimination of the exceeding coordinate, one proves that the restriction of the
first and third flows of the KdV hierarchy are represented by the following
differential equations:
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∂h1

∂t1
= −2h2

∂h2

∂t1
= −2h3 − h1

2

∂h3

∂t1
= −2h1h2 − 2h4

∂h4

∂t1
= −2h5 − h2

2 − 2h1h3

∂h5

∂t1
= −4h3h2 + 2h1

2h2 − 4h1h4 ,

(182)

and

∂h1

∂t3
= −2h4 + 2h1h2

∂h2

∂t3
= −2h5 + h2

2 + h1
3

∂h3

∂t3
= −2h1h4 + 4h1

2h2 − 2h3h2

∂h4

∂t3
= −2h3

2 − 2h2h4 + 2h1h2
2 + h1

4 + h1
2h3

∂h5

∂t3
= 2h1

2h4 − 4h3h4 + 2h1
3h2 .

(183)

They can also be seen as the Lax equations (176). However, for our purposes, it
is more important to recognize that the above equations are the GZ equations
of the Poisson pencil defined on M5. This pencil can be computed according
to the reduction procedure explained in the third lecture. The final outcome
is that the reduced Poisson bivector is given by

ḣ1 = 2
∂H

∂h2
+ 2(h1 − λ) ∂H

∂h4
+ 2h2

∂H

∂h5

ḣ2 = −2
∂H

∂h1
+ 2(λ− 2h1)

∂H

∂h3
− 2h2

∂H

∂h4
+ (4λh1 − 2h3 − h2

1)
∂H

∂h5

ḣ3 = 2(2h1 − λ) ∂H
∂h2

+ (2h3 + 2h2
1 − 4λh1)

∂H

∂h4
+ 2(h4 + h1h2)

∂H

∂h5

ḣ4 = 2(λ− h1)
∂H

∂h1
+ 2h2

∂H

∂h2
− (2h3 + 2h2

1 − 4λh1)
∂H

∂h3

+ (2h5 − 6h1h3 + h2
2 + 2h3

1 + 4λh3 + 2λh2
1)
∂H

∂h5

ḣ5 = −2h2
∂H

∂h1
+ (2h3 + h2

1 − 4λh1)
∂H

∂h2
− 2(h4 + h1h2)

∂H

∂h3

− (2h5 − 6h1h3 + h2
2 + 2h3

1 + 4λh3 + 2λh2
1)
∂H

∂h4
.

(184)
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The Casimir function of this pencil is a quadratic polynomial,

C(λ) = C0λ
2 + C1λ+ C2 , (185)

and the coefficients are

C0 = h1
3 − 2h1h3 + h5

C1 = h2h4 − h1h5 + 3
2h1

2h3 − 1
2h1h2

2 − 1
2h3

2 − 1
2h1

4

C2 = 1
2h3h2

2 − h3h5 + 1
2h1

5 + h1h3
2 − h1h2h4

− 3
2h1

3h3 + h1
2h5 + 1

2h4
2

(186)

The Lenard chain is

P0dC0 = 0

P0dC1 = P1dC0 =
∂h
∂t1

P0dC2 = P1dC1 =
∂h
∂t3

P1dC2 = 0 ,

(187)

where h is the vector (h1, h2, h3, h4, h5). It shows that the reduced flows are
bi-Hamiltonian. Finally, if one uses the coordinate change (107) from the
coordinates (h1, h2, h3, h4, h5) to the coordinates (u, ux, uxx, uxxx, uxxxx), one
can put the equations (182) and (183) in the form (31) and (32) considered
in the first lecture.

6.2 Passing to a symplectic leaf

We aim to solve equations (182) and (183) by the Hamilton–Jacobi method.
This requires to set the study of such equations on a symplectic manifold. This
can be easily accomplished by noticing that these vector fields are already
tangent to the submanifold S4 defined by the equation

C0 = E , (188)

for a constant E. We know that this submanifold is symplectic since C0 is the
Casimir of P0. The dimension of S4 is four, and the variables (h1, h2, h3, h4)
play the role of coordinates on it.

For our purposes it is crucial to remark an additional property of S4: It
is a bi-Hamiltonian manifold. This means that also the second bivector P1
induces, by a process of reduction, a Poisson structure on S4 compatible with
the natural restriction of P0. This is not a general situation. It holds as a
consequence of a peculiarity of the Poisson pencil (184). The property we are
mentioning concerns the vector field
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Z =
∂

∂h5
. (189)

One can easily check that:

i) Z is transversal to the symplectic leaf S4.
ii) The functions which are invariant along Z form a Poisson subalgebra with

respect to the pencil.

In simpler terms, the Poisson bracket of functions which are independent of
h5 is independent on h5 as well. Since they coincide with the functions on S4
(by the transversality condition), this property allows us to define a pair of
Poisson brackets also on S4. The first bracket is associated with the symplectic
2–form ω0 on S4. It can be easily checked that

ω0 = h1dh1 ∧ dh2 +
1
2
(dh2 ∧ dh3 + dh4 ∧ dh1) . (190)

The second Poisson bracket can be represented in the form

{f, g}1 = ω0(NXf , Xg) , (191)

where Xf and Xg are the Hamiltonian vector fields associated with the func-
tions f and g by the symplectic 2–form ω0, and N is a (1, 1)–tensor field on
S4, called the Nijenhuis tensor associated with the pencil (see, e.g., [15]). In
our example one obtains

N =
(− h1

∂

∂h1
− h2

∂

∂h2
+ (h3 − 3h2

1)
∂

∂h3
− 2h1h2

∂

∂h4

)⊗ dh1

+ (h3 − h2
1)
∂

∂h4
⊗ dh2 +

( ∂

∂h1
+ 2h1

∂

∂h3
+ h2

∂

∂h4

)⊗ dh3

+
( ∂

∂h2
+ h1

∂

∂h4

)⊗ dh4 .

(192)

Thus we arrive at the following picture of the GZ hierarchy considered in
this lecture. It is formed by a pair of vector fields, X1 and X3, defined by
(182) and (183). They are tangent to the symplectic leaf (S4, ω0) defined by
equations (188) and (190). This symplectic manifold is still bi-Hamiltonian,
and therefore there exists a Nijenhuis tensor fieldN , defined by equation (191).
The vector fields X1 and X3 span a Lagrangian subspace which is invariant
with respect to N . One finds that they obey the following “modified Lenard
recursion relations”

NX1 = X3 + ( 1
2Tr N)X1

NX3 = + (−√det N)X1 .
(193)

From them we can extract the matrix
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F =




1
2Tr N 1

−√det N 0


 (194)

whose transpose represents the action ofN on the abovementioned Lagrangian
subspace. It will play a fundamental role in the upcoming discussion of the
separability of the vector fields.

Exercise 6.1. Compute the expression of the reduced pencil on S4 and check
the form of the Nijenhuis tensor, as well as the modified Lenard recursion
relations (193).

6.3 Darboux–Nijenhuis coordinates

We are now in a position to introduce the basic tool of the theory of sepa-
rability in the bi-Hamiltonian framework: The concept of Darboux–Nijenhuis
coordinates on a symplectic bi-Hamiltonian manifold, like S4.

Given a symplectic 2–form ω0 and a Nijenhuis tensor N coming from a
Poisson pencil defined on a 2n–dimensional manifold M, under the assump-
tion that the eigenvalues of N are real and functionally independent, one
proves [18] the existence of a system of coordinates (λ1, . . . , λn;µ1, . . . , µn)
which are canonical for ω0,

ω0 =
n∑

i=1

dµi ∧ dλi , (195)

and which allows to put N∗ (the adjoint of N) in diagonal form:

N∗dλi = λidλi , N∗dµi = λidµi . (196)

The coordinates λi are the eigenvalues of N∗, and therefore can be computed
as the zeroes of the minimal polynomial of N :

λn + c1λn−1 + · · ·+ cn = 0 . (197)

The coordinates µj can be computed as the values that a conjugate polynomial

µ = f1λ
n−1 + · · ·+ fn (198)

assumes on the eigenvalues λj , that is,

µj = f1λ
n−1
j + · · ·+ fn, j = 1, . . . , n . (199)

The determination of this polynomial, which is not uniquely defined by the
geometric structures present in the theory, requires a certain care. Although
there is presently a sufficiently developed theory on the Darboux–Nijenhuis
coordinates and on their computation, for the sake of brevity we shall not
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tackle this problem, but rather limit ourselves to display these polynomials in
the example at hand. They are

λ2 − h1λ+ (h2
1 − h3) = 0

µ− h2λ+ (h1h2 − h4) = 0
(200)

The important idea emerging from the previous discussion is that the GZ
equations are often coupled with a special system of coordinates related with
the Poisson pair.

Exercise 6.2. Check that the polynomials (200) define a system of Darboux–
Nijenhuis coordinates for the pair (ω0, N) considered above.

6.4 Separation of variables

We start from the classical Stäckel theorem on the separability, in orthogo-
nal coordinates, of the Hamilton–Jacobi equation associated with the natural
Hamiltonian

H(q, p) =
1
2

∑
gii(q)p2i + V (q1, . . . , qn) (201)

on the cotangent bundle of the configuration space. According to Stäckel,
this Hamiltonian is separable if and only if there exists an invertible matrix
S(q1, . . . , qn) and a vector U(q1, . . . , qn) such that H is among the solutions
(H1, . . . , Hn) of the linear system

1
2
p2i = Ui(q) +

n∑
j=1

Sij(q)Hj , (202)

and S and U verify the Stäckel condition:
The rows of S and U depend only on the corresponding coordinate.

This means for instance that the elements S1j and U1 depend only on the first
coordinate q1, and so on. Such a matrix S is called a Stäckel matrix (and U
a Stäckel vector).

The strategy we shall follow to prove the separability of the Hamilton–
Jacobi equations associated with the GZ vector fields X1 and X3 on the
manifold S4 considered above, is to show that the Darboux–Nijenhuis coordi-
nates allow to define a Stäckel matrix for the corresponding Hamiltonians.

The construction of the Stäckel matrix starts from the matrix F which
relates the vector field X1 and X3 to the Nijenhuis tensor N (see equation
(194)). One can prove that this matrix satisfies the remarkable identity

N∗dF = FdF . (203)

This is a matrix equation which must be interpreted as follows: dF is a matrix
of 1–forms, and N∗ acts separately on each entry of this matrix; FdF denotes
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the matrix multiplication of the matrices F and dF, which amounts to linearly
combine the 1–forms appearing in dF. In our example, equation (203) becomes

N∗d( 1
2TrN) = −d(√detN) + ( 1

2TrN) d( 1
2TrN)

N∗d(
√

detN) = + (
√

detN) d( 1
2TrN)

(204)

Exercise 6.3. Check that this equations are verified by the Nijenhuis ten-
sor (192).

We leave for a moment the particular case we are dealing with, and we sup-
pose that, on a symplectic bi-Hamiltonian manifold fulfilling the conditions of
Sect. 6.3, a family of n vector fields (X1, X3, . . . , X2n−1) is given. We assume
that they are Hamiltonian with respect to P0, say, X2i−1 = P0dCi, and that
there exists a matrix F such that

NX2i−1 =
n∑

j=1

Fj
iX2j−1 for all i . (205)

Finally, we suppose that F satisfies condition (203). Then, from the matrix F
we build up the matrix T whose rows are the left–eigenvectors of F. In other
words, we construct a matrix T such that

F = T−1ΛT , (206)

where Λ = diag(λ1, . . . , λn) is the diagonal matrix of the eigenvalues of F,
coinciding with the eigenvalues of N . The matrix T is normalized by imposing
that in each row there is a constant component. A suitable normalization
criterion, for instance, is to set the entries in the last column equal to 1.

Theorem 6.1. If the matrix F verifies condition (203) (as it is always true
in our class of examples), then the matrix T is a (generalized) Stäckel matrix
in the Darboux–Nijenhuis coordinates.

This theorem means that the rows of the matrix T verify the following
generalized Stäckel condition: The entries of the first row of T depend only
on the canonical pair (λ1, µ1), those of the second row on (λ2, µ2), and so on.
With respect to the classical case recalled at the beginning of this lecture,
we notice that by generalizing the class of Hamiltonians considered, we have
been obliged to extend a little bit the notion of Stäckel matrix. However, this
extension does not affect the theorem of separability. Indeed, as a consequence
of the fact that the matrix F is defined by the vector fields (X1, X3, . . . , X2n−1)
themselves through equation (205), one can prove that T is a Stäckel matrix
for the corresponding Hamiltonians (C1, . . . , Cn).

Theorem 6.2. The column vector

U = TC , (207)
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where C is the column vector of the Hamiltonians (C1, . . . , Cn), verifies the
(generalized) Stäckel condition in the Darboux–Nijenhuis coordinates. This
means that the first component of U depends only on the pair (λ1, µ1), the
second on (λ2, µ2), and so on.

We shall not prove these two theorems here, preferring to see them “at work”
in the example at hand. First we consider the matrix T . Due to the form (194)
of the matrix F, it is easily proved that

T =


λ1 1

λ2 1


 . (208)

Indeed, the equation TF = ΛT follows directly from the characteristic equation
for the tensor N . It should be noted that the matrix T has been computed
without computing explicitly the eigenvalues λ1 and λ2. It is enough to use
the first of equations (200), defining the Darboux–Nijenhuis coordinates. The
matrix T clearly possess the Stäckel property (even in the classical, restricted
sense).

The vector U can be computed as well without computing explicitly the
coordinates (λj , µj). It is sufficient, once again, to use the equations (200).
We now pass to prove that equation (207), in our example, has the particular
form

1
2
µ2

1 −
1
2
λ2

1 − Eλ2
1 = λ1C1 + C2

1
2
µ2

2 −
1
2
λ2

2 − Eλ2
2 = λ2C1 + C2 .

(209)

We notice that proving this statement is tantamount to proving that the
following equality between polynomials,

µ(λ)2 − λ5 = 2C(λ) , (210)

is verified in correspondence of the eigenvalues of N . This can be done as
follows. Let us write the polynomials defining the Darboux–Nijenhuis coordi-
nates in the symbolic form

λ2 = e1λ+ e2

µ = f1λ+ f2 .
(211)

The coefficients (ej , fj) of these polynomials must be regarded as known fun-
ctions of the coordinates on the manifold. By squaring the second polynomial
and by eliminating λ2 by means of the first equation, we get

µ2 = f2
1 (e1λ+ e2) + 2f1f2λ+ f1f2

= (f2
1 e1 + 2f1f2)λ+ (f2

1 e2 + f2
2 ) .

(212)
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In the same way we obtain

λ5 = λ · λ4 = λ[(e31 + 2e1e2)λ+ (e21e2 + e22)]

= (e41 + 3e21e2 + e22)λ+ (e31e2 + 2e1e22) .
(213)

Finally,

C(λ) = C0λ
2 + C1λ+ C2 = (C0e1 + C1)λ+ (C0e2 + C2) . (214)

By inserting these expressions into equation (210), we see that the resulting
equation splits into two parts, according to the “surviving” powers of λ:

λ : (f2
1 e1 + 2f1f2)− (e41 + 3e21e2 + e22) = 2(C0e1 + C1)

1 : (e21 + e2 + e22)− (e31e2 + 2e1e22) = 2(C0e2 + C2) .
(215)

This method allows to reduce the proof of the separability of the Hamilton–
Jacobi equation(s) to the procedure of checking that explicitly known func-
tions identically coincide on the manifold.

We end our discussion of the separability at this point. Our aim was simply
to introduce the method of Poisson pairs, and to show by means of concrete
examples how it can be profitably used to define and solve special classes of
integrable Hamiltonian equations. We hope that the examples discussed in
these lectures might be successful in giving at least a feeling of the nature and
the potentialities of this method.
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Summary. We study by the singular manifold method a few 1+1-dimensional par-
tial differential equations which possess N -soliton solutions for arbitrary N , i. e. clas-
ses of solutions particularly stable under the nonlinear interaction. The existence of
such solutions represents one of the different aspects of the property of integrability,
and it can be connected to the existence of a Bäcklund transformation from which
a nonlinear superposition formula can be established.

1 Introduction

This report which corresponds to the content of two seminars given during
the CIME session may be viewed as a complement to the Conte lecture [8]
and to a course delivered in Cargèse [37] on the direct approach of nonlinear
partial differential equations (PDEs) by singularity analysis.

The existence of N -soliton solutions for some classes of nonlinear evolution
equations is among the conditions which characterize the integrabibility of a
system with an infinite number of degrees of freedom. One way of proceeding
to construct those solutions is to establish from the Bäcklund transformation
(BT) a nonlinear superposition formula (NLSF) which links four different
solutions of the equation. The NLSF is based on the validity for the BT of the
permutability theorem which for the first time has been proved by Darboux
[14] in infinitesimal geometry for the sine-Gordon equation. However there
exists no general proof of this theorem which must be reconsidered for each
integrable PDE. In the particular case of the sine-Gordon equation, the NLSF
has the nice feature of being purely algebraic

tan
(u12 − u

4
)

=
λ2 + λ1

λ2 − λ1
tan

u2 − u1

4
, uxt = sinu (1)

but in general it is not the case. For example, it reads for the KdV or Bous-
sinesq equation as

f12f = f1,xf2 − f2,xf1, u = 2∂2
x log f (2)

and it was shown that the N-soliton solution is related to a Wronskian [61,
52, 45].
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The six first sections provide to the reader the concepts which are needed
for the understanding of our main topic in the framework of the Painlevé ana-
lysis. Giving the definition of the NLSF in Sect. 8, we also give in Sect. 9 the
details for obtaining the NLSF of KdV, modified KdV and sine-Gordon equa-
tions. Then in Sect. 10, we first present the results [43] for two fifth order inte-
grable evolution equations, the Sawada-Kotera (SK) and Kaup-Kupershmidt
(KK) equations, which are associated with two exactly solvable cases of the
Hénon-Heiles Hamiltonian system [17, 60]. We establish their NLSF from their
respective Bäcklund transformation obtained by singularity analysis and show
the link of their N-soliton solution with a Pfaffian for SK and a Grammian
for KK.

The third example is the classical Tzitzéica equation [56] which is a PDE
of hyperbolic type like sine-Gordon but which possesses a different BT [9].
From the permutability theorem established by Schief [55] by iteration of the
Moutard transformation [36] we obtain the expression of the NLSF which has
the same form as the one for SK. Therefore its N -soliton solution is also linked
to a determinant of Pfaffian type.

2 Integrability by the singularity approach

The problem we intend to solve is the following one: if a nonlinear PDE is
a candidate for integrability, find its auto-BT by singularity analysis only, in
order to prove consistently its integrability. Then, determine the associated
nonlinear superposition formula to build some classes of solutions of the PDE
under study.

The method adopted to achieve this goal is the singular manifold method
[65], which consists of two parts:

1. the Painlevé test, based on a local analysis of the equation in the neig-
bourhood of a noncharacteristic singular manifold ϕ(x, t) = 0. The expan-
sion of the general solution of the nonlinear PDE as a Laurent series of ϕ
provides a set of necessary conditions for the Painlevé property. This ana-
lysis also yields the singular part operator denoted D defining the Darboux
transformation (DT)

u = U +D log τ, E(u) = 0, (3)

with u solution of the PDE under consideration, τ some expression related
to the ratio of two “entire” functions, and U a function which is a priori
unconstrained.

2. the truncation method, in which the Laurent series is truncated at
some level of the expansion and produces an overdetermined set of equa-
tions to be solved. If their general solution is found, it must yield the Lax
pair, consisting in a set of two linear differential operators L and M which
commute iff E(U) = 0. These two linear operators in association with the
DT yield by using some elimination procedure the BT.
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3 Bäcklund transformation: definition and example

For simplicity, but this is not a restriction, we give the basic definitions for a
PDE defined as a single scalar equation for one dependent variable u and two
independent variables (x, t).

Definition 3.1. (Refs. [7] vol. III chap. XII, [51]) A Bäcklund transfor-
mation (BT) between two given PDEs

E1(u, x, t) = 0, E2(U,X, T ) = 0 (4)

is a pair of relations

Fj(u, x, t, U,X, T ) = 0, j = 1, 2, (5)

with some transformation between (x, t) and (X,T ), in which Fj depends on
the derivatives of u(x, t) and U(X,T ), such that the elimination of u (resp. U)
between (F1, F2) implies E2(U,X, T ) = 0 (resp. E1(u, x, t) = 0). In case the
two PDEs are the same, the BT is called the auto-BT.

Example 3.1. Given u and U , two different solutions of the sine-Gordon equa-
tion

E1 ≡ uxt − sinu = 0, E2 ≡ Uxt − sinU = 0, (6)

this equation admits the auto-BT [14, 4]

F1(u, U ;λ) ≡ (u+ U)x − 2λ sin
u− U

2
= 0, (7)

F2(u, U ;λ) ≡ (u− U)t − 2
λ

sin
u+ U

2
= 0, (8)

in which λ is an arbitrary complex constant, called the Bäcklund parameter.

The elimination of u or U between F1 and F2 gives respectively:

F1,t + F2,x + (1/λ) cos((u+ U)/2)F1 + λ cos((u− U)/2)F2 ≡ 2E1, (9)
F1,t − F2,x − (1/λ) cos((u+ U)/2)F1 + λ cos((u− U)/2)F2 ≡ 2E2. (10)

4 Singularity analysis of nonlinear differential equations

4.1 Nonlinear ordinary differential equations

Definition 4.1. Painlevé property. A nonlinear ODE possesses the Pain–
levé property (PP) if the general solution has no movable, critical singularities.
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Definition 4.2. Group of invariance. Given the differential equation
E(u, x) = 0, the PP is preserved under the group of homographic transforma-
tion (H), defined as

(u, x) → (ũ, x̃) : u =
α(x)ũ+ β(x)
γ(x)ũ+ δ(x)

, x̃ = ξ(x), αδ − βγ �= 0. (11)

A larger group which also preserves the PP is the group of birational trans-
formations, see (23) for an example.

Definition 4.3. Painlevé test. The test consists of performing a pole-like
expansion of the general solution u in the neighbourhood of each movable sin-
gularity x− x0 = 0. This kind of analysis was considered for the first time by
Sophie Kovalewski [28] in her study of the spinning top.

Definition 4.4. Classification of Painlevé and Gambier. Using a syste-
matic method, Painlevé [48] and Gambier [20] have classified all second order
and first degree nonlinear ODEs of the form:

y′′ = f(y, y′;x), (12)

rational in y′, algebraic in y, analytic in x. The result of their classification
yields 53 equations having the PP, among them 50 are rational in y′ and y.
More particularly:

• six of them define the new transcendents P1, P2 . . . P6,
• some are algebraic transforms of the elliptic equation ℘′2 = 4℘3−g2℘−g3,

• some are linearizable into differential equations of order 2,3 or 4.

In the case of 1+1-dimensional equations considered in this report, one of
the two equations defining the BT to be found is an ODE. This nonlinear ODE
for Y = u−U , with coefficients depending on U and an arbitrary constant λ,
has two properties. Firstly, it is linearizable since it results from the Lax pair,
a linear system, and the DT [34] by an elimination process [5]. Secondly, it
has the Painlevé property (PP) since it is linearizable. Therefore, if its order
is small (at most three), it belongs to the finite list established by the Painlevé
school.

These very special nonlinear ODEs provide a link to both the Lax pair,
via their linearizing transformation, and the Darboux transformation, via an
involution which leaves them invariant.

The only ODE of first order and first degree with the PP is the Riccati
equation, linearizable into a second order linear equation and defining a unique
choice (94) for describing scattering problems which have order two.

Next, we consider the ODEs of order two and degree one, inequivalent
under the homographic group of transformations, but linearizable into a third
order equation, defined as
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ψxxx − aψx − bψ = 0, (13)

where a and b are functions of x. Introducing the two components

Y1 =
ψx

ψ
, Y2 =

ψxx

ψ
+K

(
ψx

ψ

)2

, (14)

where K is a constant, (13) is equivalent to

Y1,x = Y2 − (K + 1)Y 2
1 , (15)

Y2,x = aY1 + (2K − 1)Y1Y2 −K(2K + 1)Y 3
1 + b. (16)

This first order system defines a birational transformation between Y1 and Y2
iff

K(2K + 1) = 0, (17)

a constraint which is assumed from now on. The elimination of Y2 yields the
second order ODE for Y1

Y1,xx + 3Y1Y1,x + Y 3
1 − aY1 − b = 0, (18)

which corresponds to the G5 equation of the Gambier classification, while the
elimination of Y1 gives:

Wxx −
(

1 +
K + 1
2K − 1

)
W−1W 2

x +
(

1− 2(K + 1)
2K − 1

)(
ax

2K − 1
+ b

)
WWx

− K + 1
2K − 1

(
ax

2K − 1
+ b

)2

W 3 +
(

axx

2K − 1
+ bx

)
W 2 − aW + 2K − 1 = 0,

W =
(
Y2 +

a

2K − 1

)−1

. (19)

In the case K = 0, the equations (15)–(16) represent a coupled Riccati system
of projective type [2], therefore the equation for W is necessarily homographi-
cally equivalent to the G5 equation.

In the second case, K = −1/2, making the transformation W = ϕZ in
(19) the equation for Z possesses the PP iff

ϕ−1 = −ax

2
+ b ≡ λ(t) �= 0, (20)

which allows us to identify it with the G25 equation of the Gambier classifi-
cation

Zxx − 3
4
Z−1Z2

x +
3
2
ZZx +

1
4
Z3 − aZ − 2λ(t) = 0, (21)

Z =
λ(t)ψ2

ψxxψ − (1/2)ψ2
x − (a/2)ψ2 ≡ ∂x log

(
ψxxψ − 1

2
ψ2

x −
a

2
ψ2
)
, (22)
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taking account of the definition (14) for Y2, the linear equation (13) and the
constraint (20).

In conclusion, the only two generic choices among the ODEs of second
order and first degree for describing scattering problems of third order like
(13) are the equations (18) and (21), which are equivalent under the birational
transformation

Z =
λ(t)

Y1,x +
1
2
Y 2

1 −
a

2

, Y1 =
Zx + Z2

2Z
. (23)

The involutions on (18) and (21) given by

(Y1, b, a) → (−Y1,−b, a− 6Y1,x), (24)
(Z, λ, a) → (−Z,−λ, a− 3Zx), (25)

can be seen as a simplified definition of the DT, see the full definition in next
section.

4.2 Nonlinear partial differential equations

The extension of the Painlevé analysis to partial differential equations was
performed in 1983 by Weiss, Tabor and Carnevale [65]. This consists in two
parts:

1. the Painlevé test, which is completely algorithmic. Consider the PDE
E(u;x, t) = 0, polynomial in u and its partial derivatives Du, where u is
assumed to be a single valued function of the singular manifold variable
ϕ(x, t). One considers the local expansion of the solution u and the equa-
tion E(u) in the neighbourhood of ϕ = 0 and builds up step by step the
Laurent series

u = ϕ−p
∞∑

j=0

uj(x, t)ϕj , E(u) = ϕ−q
∞∑

j=0

Ej(x, t)ϕj , (26)

where p and q are respectively the order of the pole of u and E(u). If
for every family each index (or resonance) j = r is compatible, all the
coefficients ur are arbitrary functions and the corresponding coefficients
Er of the expansion of the equation are identically equal to zero. One then
concludes that the Painlevé test is satisfied.

2. the Weiss truncation. When the Painlevé test is satisfied, one of the
different possibilities to prove the Painlevé property is to determine the
Bäcklund transformation associated with the equation under study. To
achieve this goal, the method introduced by Weiss [63] consists in trunca-
ting the Laurent series for u
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uT = ϕ−p

p∑
j=0

uj(x, t)ϕj ≡ D logϕ+ up, (27)

then solving an overdetermined set of equations {Ej = 0} depending on
the derivatives of ϕ, which are the coefficients of the expansion

ET = E(u) = ϕ−q

q∑
j=0

Ej(x, t)ϕj , (28)

in order to obtain the Lax pair and the Darboux transformation, which
we now define.

5 Lax Pair and Darboux transformation

Definition 5.1. Lax Pair [30]. The Lax pair of a nonlinear PDE E(u) = 0
is a set of two linear differential operators L,M such that

([L,M ] = 0)⇔ (E(u) = 0). (29)

For example, in the case of KdV equation

E(u) ≡ ut + uxxx + 6uux = 0, (30)

the operators L and M are

L ≡ ∂2
x + u− λ, λ constant, (31)

M ≡ ∂t + 4∂3
x + 3∂xu+ 3u∂x, (32)

and the scattering operator L is of second order.
For the p-Boussinesq equation

E(V ) ≡ Vxxxx + 3
(
V 2

x

)
x
− 3α2Vtt = 0, α2 = ±1 (33)

the operators L and M are

L ≡ −λ+ 4∂3
x + 3∂xVx + 3Vx∂x − 3αVt, λ constant, (34)

M ≡ α∂t + ∂2
x + Vx, (35)

and in this case the scattering operator L is of third order. However the PDE’s
(30) and (33) are two different reductions of the 2+1 dimensional Kadomtsev-
Petviashvili (KP) equation [26, 34]

E(u) ≡ (
ut + uxxx + 3

(
u2)

x

)
x
− 3α2uyy = 0, (36)

which possesses the Lax pair
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L ≡ α∂y + ∂2
x + u, (37)

M ≡ ∂t + 4∂3
x + 3∂xu+ 3u∂x − 3αw, (wx = uy). (38)

The operators L and M are acting on the wave function ψ(x, y, t) for which
one may consider either the reduction

ψ(x, y, t) = e−λyψ̃(x, t) and uy = 0, (39)

which yields the Lax pair (31)-(32) for KdV, or the reduction

ψ(x, y, t) = e−λtψ̃(x, y) and ut = 0, u = Vx, (40)

which yields, after the substitution of y by t and the interchanging of L and
M , the Lax pair (34)-(35) for the p-Boussinesq equation. We shall see that
the NLSF for KdV and Boussinesq are related to the same second order ope-
rator (respectively L + λI for KdV, with L given by (31) and M − α∂t for
Boussinesq, with M given by (35)). It is the reason why in the introduction
we may associate the unique formula (2) with both equations.

Definition 5.2. Darboux transformation [13]. This is a transformation
on both the wave function ψ and the potential u expressing the covariance of
a given Lax pair.

Let us give three examples.

5.1 Second order scalar scattering problem

The second order spectral problem

L(2)(ψ;u, λ) ≡ ψxx + (u− λ)ψ = 0 (41)

is covariant under the transformation (ψ, u, λ) �→ (ψ̃, ũ, λ)

ψ̃ =
(
∂x − θx

θ

)
ψ, L(2)(θ;u, µ) = 0, (42)

ũ = u+ 2∂2
x log θ, (43)

which for historical reasons is called classical Darboux transformation. The
DT defined by the gauge operator G = θ∂xθ

−1 also guarantees the covariance
of (32) such that if Lψ = Mψ = 0, one has that L̃

(
G(ψ)

)
= M̃

(
G(ψ)

)
= 0

where L̃ and M̃ are obtained from L,M by replacing u by ũ. Setting w =∫
u dx, w̃ =

∫
ũ dx, the BT is a set of two nonlinear equations in (w ± w̃)

obtained from the elimination of θ between (43) and the Lax operators (31)
and (32) acting on θ.

Iterating the transformation (42) N times, one obtains the function

ψ̃ =
W (ψ1, ψ2, . . . , ψN , ψ)
W (ψ1, ψ2, . . . , ψN )

, (44)
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where ψ1, ψ2, . . . ψN are eigenfunctions of (41) associated with parameters
λ1, λ2, . . . , λN and the symbol W represents the Wronskian determinant.
This wave function solves the equation (41) for the potential

ũ = u+ 2∂2
x logW (ψ1, ψ2, . . . , ψN ). (45)

This transformation introduced by Crum [12] is a key in the theory of non-
linear integrable evolution equations for building soliton solutions and un-
derstanding their “asymptotically linear” superposition rules. The Wronskian
formula (45) was used by Satsuma [52] for building the N -soliton solution of
KdV from N copies of solutions ψi (i = 1, · · ·N) of the Schrödinger equation
with potential u = 0 (vacuum) and spectral parameter λi.

The next sections deal with scalar spectral problems of order greater than
two of the Gelfand-Dikii type [21], or with matrix spectral problems of matrix
order N > 2. This has been investigated by many authors [32, 34, 47, 44, 31].

5.2 Third order scalar scattering problem

Let first consider two particular reductions of the third order scalar problem

L(3)(ψ;u, λ) ≡ ψxxx + uψx + (v − λ)ψ = 0, (46)

corresponding to v = 0 and v = ux/2.
These two cases can be associated with the scattering problem of two fifth

order integrable evolution equations, respectively the Sawada-Kotera [54] and
Kaup-Kupershmidt [27] equations (see the expressions (157) and (161) for the
operators M defining the t-part of the Lax pair). The transformation which
guarantees the covariance of the Lax pair is

ψ̃ = ψ − 2µθδ(θ, ψ)
(λ+ µ)δ(θ, θ)

, L(3)(θ;u, µ) = 0, (47)

ũ = u+ 3∂2
x log δ(θ, θ), (48)

where the binary forms δ are respectively

• v = 0 (SK case):

δ(θ, ψ) = µθψ − θxxψx + θxψxx, (49)
δ(θ, θ) = µθ2. (50)

• v = ux/2 (KK case):

δ(θ, ψ) = θxxψ + θψxx − θxψx + uθψ ≡ (λ+ µ)
∫ x

θψ, (51)

δ(θ, θ) = 2θxxθ − θ2x + uθ2 ≡ 2µ
∫ x

θ2. (52)

As opposed to the second order scattering problem, the Darboux covari-
ance requires the introduction of the product of two gauge operators [47, 44].
The DT is for this reason called a binary Darboux transformation.
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5.3 A third order matrix scattering problem

The third order matrix Lax pair [35]

L = ∂xI +



ux/2 0 iλ−1eu/2

e−u −ux/2 0

0 −iλeu/2 0


 , (53)

M = ∂tI +



−ut/2 e−u 0

0 ut/2 iλ−1eu/2

−iλeu/2 0 0


 , (54)

[L,M ] =



−1 0 0

0 1 0

0 0 0


E(u), (55)

E(u) ≡ uxt − eu + e−2u = 0, (56)

is equivalent to the triad [57]

∂2
xψ = ux∂xψ + λe−u∂tψ, (57)
∂2

t ψ = ut∂tψ + λ−1e−u∂xψ, (58)
∂x∂tψ = euψ, (59)

and to the nonlinear coupled system

Y1,x = −Y 2
1 + uxY1 + λe−uY2, (60)

Y2,x = −Y1Y2 + eu, (61)
Y1,t = −Y1Y2 + eu, (62)
Y2,t = −Y 2

2 + utY2 + λ−1e−uY1, (63)

with Y1 =
ψx

ψ
, Y2 =

ψt

ψ
. (64)

The nonlinear equation (56) was originally found by Georges Tzitzéica [56],
who looked for surfaces Σ = {−→r (x, t)} on which the total curvature is pro-
portional to the fourth power of the distance from a fixed point to the tangent
plane of Σ. Each of the coordinates of the point P on Σ reported to its asym-
ptotic lines (x, t) satisfies the linear system (57)–(59) which is compatible if
u is a solution of (56).
Tzitzéica also built a second family of surfaces Σ̃ with the same properties
via the transformation [58]
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ψ̃ = ψ − 2e−u

(λ− µ)θ
(λθxψt − µθtψx), (65)

where θ is a solution of the system (57)–(58)–(59) with parameter µ. There-
fore, the quantity

eũ = eu − 2∂x∂t log θ (66)

is a second solution of the Tzitzéica equation.
Note that by eliminating Y2 between (60) and (61 or between (62) and (63)
one obtains the nonlinear equations

Y1,xx + 3Y1Y1,x + Y 3
1 − (u2

x + uxx)Y1 = λ (67)
Y1,tt + 3Y1Y1,t + Y 3

1 − (u2
t + utt)Y1 = λ−1 (68)

which respectively linearize into

ψxxx − (u2
x + uxx)ψx = λψ, (69)

ψttt − (u2
t + utt)ψt = λ−1ψ. (70)

Those two equations are defined by Gaffet [19] as a Lax pair for equation (56).
One can also remark that (65) is equivalent to (47)-(49)-(50) if, using the
linear equation (57) for ψ and the analogue for θ, one eliminates in (49)-(50)
the second derivative of ψ and θ.

6 Different truncations in Painlevé analysis

The result of the Painlevé test (necessary conditions) is independent of the
explicit expression for the expansion variable χ in a Laurent series of u and
E(u) but some particular choices are better than others as well as the level
at which one truncates the series for obtaining the Lax pair and the DT.

Let us recall the different choices for the expansion variable χ and the
associated truncations which have succeeded for recovering the BT of some
PDEs in 1 + 1 dimensions.

1. WTC truncation [65]
The variable of the Laurent expansion and the truncated series are:

χ = ϕ, (71)

u =
p∑

j=0

ujϕ
j−p, E =

q∑
j=0

Ejϕ
j−q, (72)

where the coefficients (uj , Ej) are rational in the derivatives Dϕ of ϕ, u
and E are polynomial in χ−1. In terms of the linear singular part operator
D, this truncation becomes:

u = D logϕ+ up. (73)
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2. WTC truncation versus invariant Painlevé analysis [6]
The variable χ is related to ϕ as follows

χ =
ϕ

ϕx − ϕxxϕ/(2ϕx)
∼ϕ→0

ϕ

ϕx
, (74)

uj = uj(S,C), Ej = Ej(S,C), (75)

S = {ϕ;x} =
(
ϕxx

ϕx

)
x

− (1/2)
(
ϕxx

ϕx

)2

, C = −ϕt

ϕx
, (76)

χx = 1 +
S

2
χ2, χt = −C + Cxχ− 1

2
(CS + Cxx)χ2, (77)

X = 2
[
(χ−1

t )x − (χ−1
x )t

] ≡ St + Cxxx + 2CxS + CSx = 0. (78)

In terms of the singular part operator, one has

u = D logψ + U, (79)

and u and E are polynomial in χ−1 = ψx/ψ. The linearization of system
(77) of the Riccati type by the transformation χ = ψ/ψx allows one to ex-
plain why the Weiss truncation is successful for integrable PDEs with one
family of poles, such as the KdV equation, which possesses a Lax pair the
x-part of which is a second order linear operator of the Schrödinger type.
However, for equations possessing two families of poles with opposite resi-
dues, such as the modified KdV (MKdV) and sine-Gordon equations, the
truncation must include positive powers of the Laurent series to reproduce
the AKNS [1] Lax pair.

3. First extension: two-opposite families truncation [40, 49]
For equation admitting two families of poles with opposite residues, one
introduces the expansion variable Y related to χ by the following homo-
graphic transformation

Y =
B−1χ

1 +Aχ
, B �= 0. (80)

It satisfies the Riccati system

Yx = B−1 − (2A+B−1Bx)Y +B
(
−Ax +A2 +

S

2

)
Y 2, (81)

Yt = −CB−1 + (2AC + Cx −B−1Bt)Y

−B
(
CA2 +ACx +

CS + Cxx

2
+At

)
Y 2. (82)

The two-family truncation is defined as

u = D log Y + U, (83)

and, taking account that Y satisfies (81) and (82), the truncated expan-
sions
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uT =
2p∑

j=0

ujY
j−p, ET =

2q∑
j=0

EjY
j−q (84)

involve positive and negative powers of Y .
4. Second extension: Lax pair of order greater than two

In the case of the Boussinesq, Sawada-Kotera, Kaup-Kupershmidt or
Tzitzéica equations, their singularity structure does not require exten-
sion of the truncation to the positive powers of the Laurent series, but it
requires the introduction of more than one component in the series expan-
sion, otherwise the Painlevé analysis would yield restricted results such as
a Miura transformation, particular solutions, etc, but not the Lax pair. If
the order of the Lax pair is assumed to be three, with the x-part given by
the scalar equation (13), equivalently represented by a projective Riccati
system in the two components

Y1 =
ψx

ψ
, Y2 =

ψxx

ψ
, (85)

the one-family truncation is defined as

uT = D logψ + U, (86)

ET =
∑
k≥0

∑
l≥0

Ek,lY
k
1 Y

l
2 . (87)

7 Method for a one-family equation

Let us explain the route to follow, starting from the Painlevé analysis of a PDE
with only one family of movable singularities and obtaining the BT of this
equation. A preliminary step consists in making a local analysis for checking
if the equation passes the Painlevé test (necessary condition of integrability).
This analysis also yields the singular part operator D. Next,

First step. Assume the existence of the transformation (3), with solution
u of the PDE under consideration, τ some expression related to the ratio of
two “entire” functions and U a function a priori unconstrained.

Second step. Choose the order two, then three, then . . . , for the unknown
scalar Lax pair and represent this Lax pair by an equivalent, multicomponent,
Riccati pseudopotential Y = (Y1, . . . ). A second order scalar Lax pair in
canonical form, written here in the case of two independent variables,

Lψ ≡ ψxx +
S

2
ψ = 0, (88)

Mψ ≡ ψt + Cψx − Cx

2
ψ = 0, (89)

2[L,M ] ≡ St + Cxxx + CSx + 2CxS = 0, (90)
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is equivalently represented by two Riccati equations in Y = ψx/ψ = χ−1.
A third order scalar Lax pair in canonical form

Lψ ≡ ψxxx − aψx − bψ = 0, (91)
Mψ ≡ ψt − cψxx − dψx − eψ = 0, (92)

[L,M ] ≡ X0 +X1∂x +X2∂
2
x, (93)

where X0, X1, X2 depend on a, b, c, d, e and their derivatives is similarly repre-
sented by a two-component Riccati pseudopotential Y = (Y1, Y2) of projective
type [2, 38, 39] as defined in (15)–(16) when K = 0.

Third step. Choose an explicit link

D log τ = f(ψ), (94)

between the function τ and the solution ψ of a scalar Lax pair. For most PDEs,
this is simply τ = ψ, but, in the case of a third order Lax pair, there also exists
another choice corresponding to the transformation (22) which linearizes G25.

Fourth step. With the assumptions (3) for a DT, (94) for a link between
τ and ψ, define the truncation

E(u) =
q∑

j=0

Ej(S,C,U)χj−q (for second order), (95)

E(u) =
∑
k≥0

∑
l≥0

Ek,l(a, b, c, d, e, U)Y k
1 Y

l
2 (for third order), (96)

and solve the set of determining equations

∀j Ej(S,C,U) = 0 (for second order), (97)
∀k ∀l Ek,l(a, b, c, d, e, U) = 0 (for third order), (98)

for the unknown coefficients (S,C) or (a, b, c, d, e) as functions of U .
The second, third and fourth steps must be repeated until a success occurs.

The process is successful iff

1. U comes out unconstrained, apart from being a solution of the PDE,
2. the vanishing of the commutator [L,M ] is equivalent to E(U) = 0,
3. in the 1+1-dimensional case only, the coefficients depend on an arbitrary

constant λ, the spectral or Bäcklund parameter.

Fifth step. Obtain the two equations for the BT by eliminating ψ [5] bet-
ween the DT and the scalar Lax pair. This operation may become easier by
eliminating the appropriate component of the multicomponent pseudopoten-
tial Y rather than ψ, and this is the only reason for introducing Y in the
second step.
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8 Nonlinear superposition formula

Definition 8.1. The nonlinear superposition formula establishes a link bet-
ween four different solutions of an integrable PDE. It requires both the exi-
stence of a BT with spectral parameter λ relating two solutions v and ṽ, sche-
matically represented by

BT :
λ

v −→ ṽ, (99)

and the validity of the permutability theorem for the BT. This theorem sta-
tes that, if vn, ṽn are the transforms of vn−1 under the BT with the respective
parameters λn and λn+1, then the solution vn+1 is at the same time the trans-
form of vn and ṽn with respective parameters λn+1 and λn. The content of
this theorem is schematically represented by the Bianchi diagram, Fig. 1.
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Fig. 1. Bianchi diagram

9 Results for PDEs possessing a second order Lax pair

Let us first consider PDEs which possess one family of movable poles and in
particular the KdV equation.

9.1 First example: KdV equation

The conservative form of the Korteweg-de Vries equation is (30). First, we
will briefly summarize the results of the Painlevé test and the truncation in
the invariant formalism, referring for more details to the Conte lecture [6].

• Painlevé test
Considering the Laurent series expansions for u and E(u) in the variable
χ (74), the algorithmic results of the Painlevé test for equation (30) are
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p = 2, q = 5, u0 = −2, indices : 4, 6 compatible, D = 2∂2
x (100)

u = −2χ−2 + (C − 4S)/6 +O(χ) ≡ 2∂2
x logψ + U, χ = ψ/ψx.(101)

• One-family truncation
Solving the equations of the truncation E3 = 0, E5 = 0 (E4 ≡ 0 because
the index j = 4 is compatible), one obtains the singular manifold equation

C − S − 6λ = 0, λ arbitrary constant, (102)

which, associated with the compatility condition (78), yields the parametri-
zation

S = 2(U − λ), C = 2(U + 2λ), KdV(U) = 0. (103)

• Lax pair
The parametrization (103) of S and C provides by linearizing the Riccati
equations (77) the second order Lax pair

ψxx + (U − λ)ψ = 0, (104)
ψt + 2(U + 2λ)ψx − Uxψ = 0, (105)

satisfying the cross-derivative condition ψxxt−ψtxx ≡ 2 KdV(U)ψ = 0. It
is easy to show that, taking account of (104) to eliminate λ in (105) the
Lax pair provided here coincides with the two operators (31) and (32).

• Darboux transformation
The link between two solutions uT and U of KdV coming from the trun-
cation is

uT = 2(logψ)xx + (C + 2S)/6 ≡ 2(logψ)xx + U. (106)

Thus, the one-family truncation yields both the Lax pair (104)–(105) and
the DT (106) of the KdV equation.

• Bäcklund transformation
The Bäcklund transformation results from the elimination of ψ between
the DT and the Lax pair in the following way. Defining in the DT the
transformation uT = wx, U = Wx, and integrating with respect to x,
one performs in the Lax pair, written in Riccati form, the substitution
ψx/ψ ≡ Y = (w −W )/2 and obtains

x-BT(w,W ;λ) ≡ (w +W )x − 2λ+ (w −W )2/2 = 0, (107)
t-BT(w,W ;λ) ≡ (w +W )t + 2(w2

x + wxWx +W 2
x )

+(w −W )(w −W )xx = 0, (108)

where λ is the Bäcklund parameter.
The one-soliton is built from the vacuum solution U = 0 by setting λ =
k2/4 in the Lax pair, which possesses as general solution ψ0 = A exp[(kx−
k3t)/2] +B exp[−(kx− k3t)/2], where A and B are arbitrary constants.
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• Nonlinear superposition formula
Considering four copies of the BT (107), respectively x-BT(wn, wn−1;λn),
x-BT(w̃n, wn−1;λn+1), x-BT(wn+1, wn;λn+1), x-BT(wn+1, w̃n;λn), and
eliminating the four first derivatives wn+1,x, wn,x, w̃n,x and wn−1,x bet-
ween these four equations, one obtains the nonlinear superposition formula
[62, 29]

(wn+1 − wn−1)(w̃n − wn) = 4(λn+1 − λn). (109)

The two-soliton solution u12 corresponding to n = 1 is built from the
vacuum w0 ≡ 0. With the notation wn+1 ≡ w12, wn ≡ w1, w̃n ≡ w2,
wn−1 ≡ w0 and

w12 = 4
(λ2 − λ1)
w2 − w1

, (110)

wi ≡ 2∂x logψ0,i = ki tanh
1
2
(kix− k3

i t+ ηi), k2
i = 4λi, i = 1, 2 (111)

this two-soliton is therefore

u12 ≡ ∂xw12 = 2∂2
x log

[
1 + eθ1 + eθ2 + κ12eθ1+θ2

]
, (112)

θi = kix− k3
i t+ δi, κ12 =

(k1 − k2
k1 + k2

)2
. (113)

The equivalence of (110) with (2) is easily shown in taking account that

w12 = 2∂x log f12, wi = 2∂x log fi, λi = fi,xx/fi. (114)

As to the p-Boussinesq equation (33), the NLSF (2) can be derived by
considering four copies of the BT

(v + V )xx − (v − V )t + (v − V )(v − V )x = 0, (115)

given in [9] (formula (53)) or in this volume (Conte lecture, formula (234)),
respectively for the couples (v0, v1), (v0, v2), (v1, v12), (v2, v12) and by elimi-
nating between those four equations the t-derivative of v0,v1,v2,v12. Note
that in this case fi is solution of the third order linear equation

fi,xxx − λifi = 0, i = 1, 2 (116)

and f0 = 1.

9.2 Second example: MKdV and sine-Gordon equations

• PDEs with two opposite families
The Weiss truncation does not always produce the BT when the PDE E(u)
possesses several families of poles. This number of families is determined
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by the degree of the algebraic equation for the first coefficient u0 of the
Laurent expansion for u. In particular, when the equation possesses two
opposite families of poles, the following extension [40, 49] has been pro-
posed for recovering the BT. We will handle the MKdV and sine-Gordon
equations.
Let us first illustrate the principle of this truncation on the MKdV

E(u) ≡ ut + uxxx − 2a−2(u3)x = 0. (117)

This equation passes the Painlevé test, which yields the results

u0 = ±a, D = u0∂x. (118)

As the one-family truncation does not provide the Lax pair of the MKdV
(see the details in [40, 37]), in order to take account of the two opposite
families we consider the following extension

u = (a∂x logψ1 − a∂x logψ2) + U ≡ a∂x log Y + U, Y = ψ1/ψ2, (119)

where Y is the ratio of two linear independent solutions of a second order
linear equation. Then, one assumes that

Y −1 = B(χ−1 +A), B �= 0, (120)

where χ satisfies the normalized Riccati system (77) with compatibility
condition (78). This extension of the Weiss truncation produces the BT of
the MKdV and sine-Gordon equations [40, 49].
Here we choose to analyze in detail the sine-Gordon equation

E(u) ≡ uxt − sinu = 0, (121)

allowing one to recover the BT (7)–(8) and the nonlinear superposition
formula [4].

• From Painlevé analysis to BT
To apply the Painlevé test we first transform the sine-Gordon equation
into a polynomial form. Taking account of the parity in u of (121), it
writes

E(v) ≡ 2vvxt − 2vxvt − v3 + v = 0, v ≡ v± = e±iu. (122)

The equation passes the Painlevé test, which yields the results

p = 2, q = 6, index:2 compatible, D = −4∂x∂t. (123)

The two-family truncation for v is defined as

v+ − v− ≡ 2i sinu = −4∂x∂t log Y + 2iV, (124)
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where Y given by (120) satisfies the Riccati system (81)–(82). Taking
account of (121), one can integrate twice equation (124), which provides
the Darboux-like transformation

u = 2i log Y + U, with Uxt ≡ V. (125)

The truncation of E(v)

ET (v) ≡ Y −4
4∑

j=0

Ej(U,A,B, S,C)Y j−2 = 0 (126)

generates six determining equations {Ej = 0} and (78), whose resolution
is explained in the Conte lecture [8]. We only mention the result:

E0 : B2eiU = −4C, (127)

E1 : A = −1
2
(logC)x, (128)

E2 ≡ 0, (129)

E3 : S = −F (x) +
C2

x

2C2 −
Cxx

C
, (130)

E4 : CCxt − CxCt + F (x)C3 − F (x)−1C = 0, (131)
X : F ′(x) = 0, (132)

in which F is a function of integration. Therefore, F (x) must be a constant

F (x) = 2λ2. (133)

and logC is proportional to a second solution Ũ of the PDE

C = −1
4
λ−2eiŨ , E(Ũ) = 0. (134)

From (125) and (127), one obtains the Darboux transformation

u = 2i log y + Ũ , y = λBY, (135)

in which y satisfies the Riccati system

yx = λ+ iŨxy − λy2, (136)

yt = −1
4
λ−1eiŨ − 1

4
λ−1e−iŨy2, (137)

yxt − ytx = E(Ũ)y. (138)

The BT (7)–(8) is obtained by setting in (136) and (137)

log y =
1
2i

(u− Ũ). (139)
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• Nonlinear superposition formula
Let us consider four copies of the x-part of the BT, i. e. F1(un, un−1;λn),
F1(ũn, un−1;λn+1), F1(un+1, un;λn+1), F1(un+1, ũn;λn), and eliminate
the first derivatives of un+1, un,ũn,un−1 between these four relations for
obtaining the algebraic relation

λn+1

(
sin

un+1 − un

2
+ sin

ũn − un−1

2

)

= λn

(
sin

un+1 − ũn

2
+ sin

un − un−1

2

)
. (140)

This equation can be solved for un+1, using the trigonometric relation

(λn+1 − λn) sin
un+1 − un−1

4
cos

ũn − un

4

= −(λn+1 + λn) cos
un+1 − un−1

4
sin

ũn − un

4
, (141)

and dividing this last equation by cos
un+1 − un−1

4
cos

ũn − un

4
. One then

obtains the well known relation [4]

un+1 − un−1 = 4 arctan
[λn+1 + λn

λn+1 − λn
tan

un − ũn

4

]
, (142)

which may be used to build the two-soliton solution from the vacuum
u0,x ≡ un−1,x = 0.

10 PDEs possessing a third order Lax pair

10.1 Sawada-Kotera, KdV5, Kaup-Kupershmidt equations

The fifth order nonlinear partial differential equation

βut = (uxxxx + (8a− 2b)uuxx − 2(a+ b)u2
x − (20/3)abu3)x (143)

is known to be integrable for only three values of the ratio b/a=(−1,−6,−16),
corresponding respectively to the Sawada-Kotera (SK), KdV5, and Kaup-
Kupershmidt (KK) equations, which possess N -soliton solutions. They are
related by the reduction (x, t) → ξ = x−ct, u(x, t) = q1(ξ) to the Hénon-Heiles
system [17]:

q′′
1 = bq21 − aq22 +

c

4a
, q′′

2 = −2aq1q2 − Λ2

4a2 q
−3
2 , Λ arbitrary constant, (144)

which is integrable for the only same three values of the ratio b/a. The SK
and KK equations are dual equations related to each other by a Bäcklund
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transformation [18] (BT) and they are both associated with a scattering pro-
blem of third order [27]. However, the auto-BT for SK has been known since
1977 [16] and can be easily recovered [39] by singularity approach [65], the
one previously obtained for KK [50] did not contain any Bäcklund parameter,
whose introduction is crucial for determining the nonlinear superposition for-
mula. Last but not least, there still remains a challenge for the Hirota method
to provide for KK a bilinear BT which can be linearized in the appropriate
way.

The correct result for the auto-BT was in the end obtained [41] in the
framework of the Painlevé analysis. We have seen in Sect. 4.1 that the as-
sociation of a third order spectral problem of the Gel’fand-Dikii type with
a two-component Riccati system led us to consider two particular equations
belonging to the Gambier classification, the G5 and G25 equations, equiva-
lent under the group of birational transformations. In this section we explain
how the solution of the Weiss truncation implies that the x-part of the BT is
respectively related to the G5 equation for SK and to the G25 equation for
KK. Then, we derive for both evolution equations the nonlinear superposition
formula [42, 43, 59], recovering for SK a result obtained by Hu and Li [25] in
the framework of the bilinear Hirota formalism, and for KK a result derived
by Loris [33] in the context of symmetry reductions of the CKP hierarchy.

10.2 Painlevé test

Because of their duality [27, 64], the pSK and pKK equations defined as

pSK(v) ≡ vt + vxxxxx +
30
α
vxvxxx +

60
α2 v

3
x = 0, (145)

pKK(v) ≡ vt + vxxxxx +
30
α
vxvxxx +

45
2α
v2xx +

60
α2 v

3
x = 0, (146)

are handled at the same time, with the conservative field u related to v by
u = vx.

Both equations have the PP [64]. Each of them has two families of movable
singularities, whose leading order v ∼ v0χp and Fuchs indices are the following
[64]

pSK,F1 : p = −1, v0 = α, indices − 1, 1, 2, 3, 10, (147)
pSK,F2 : p = −1, v0 = 2α, indices − 2,−1, 1, 5, 12, (148)
pKK,F1 : p = −1, v0 = α/2, indices − 1, 1, 3, 5, 7, (149)
pKK,F2 : p = −1, v0 = 4α, indices − 7,−1, 1, 10, 12. (150)

The singular part operator D attached to a given family is D = v0∂x.
The two families have residues which are not opposite, which makes in-

applicable the two-singular manifold method [40]. Fortunately, each potential
equation possesses in its hierarchy a “minus-one” equation [66]
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pSK−1 : vxxt +
6
α
vxvt = 0, (151)

pKK−1 : vtvxxt − 3
4
v2xt +

6
α
vxv

2
t = 0, (152)

which has only one family. The equation (151), initially written by Hirota
and Satsuma [24], has already been processed successfully [38, 39] by the
one-family method recalled in Sect. 7. This is a strong indication that the
same method should also succeed for the KK−1 and the KK equations, by
restricting to their unique common family F1 (149).

10.3 Truncation with a second order Lax pair

The one-family truncation for pSK and pKK with the assumption

v = v0∂x logψ + V, (153)

where V is unconstrained and ψ is a solution of the second order Lax pair
(88)–(89), provides in both cases the BT (or Miura transformation) linking
the solutions of SK and KK equations:

α(w +W/2)x + (w −W )2 = 0, (154)[
(w −W )(72W 2

x/α
2 + 6Wxxx/α)− 72wxWxx/α− 3Wxxxx

]
x

+2(w −W )t = 0, w = vSK , W = vKK , (155)

a result previously obtained by Hirota [22]. As this truncation only determines
the link between the solutions of two different PDEs and does not provide any
arbitrary constant, we repeat the procedure with a third order Lax pair.

10.4 Truncation with a third order Lax pair

With the order three for the Lax pair and the link τ = ψ associated with the
linearizing transformation of the G5 ODE, the process is successful for SK
but not for KK. It provides the Lax pair [64, 7] :

L = ∂3
x + 6

U

α
∂x − λ, (156)

M = ∂t + (18
Ux

α
− 9λ)∂2

x + (36
U2

α2 − 6
Uxx

α
)∂x − 36λ

U

α
, (157)

[L,M ] = (6/α)SK(U), (158)

previously obtained in the bilinear formalism by Satsuma and Kaup [53].
We then perform for KK the truncation in the basis (ψx/ψ, ψxx/ψ −

((ψx/ψ)2−a)/2), associated with the G25 equation (21) and obtain the result
λt = 0, a = −6U/α (U = Vx) and [41]
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τx
τ

=
λ

ψxx/ψ − (1/2)(ψx/ψ)2 + 3(U/α)
, (159)

L = ∂3
x + 6

U

α
∂x + 3

Ux

α
− λ, (160)

M = ∂t − 9λ∂2
x + (3

Uxx

α
+ 36

U2

α2 )∂x − 3
Uxxx

α
− 72

UUx

α2 − 36λ
U

α
, (161)

[L,M ] = (6/α)KK(U)∂x + (3/α)KK(U)x. (162)

This is the Lax pair given in [27] and the DT given in [32] with :

τ = ψψxx − (1/2)ψ2
x + 3(U/α)ψ2, τx = λψ2. (163)

10.5 Bäcklund transformation

The two equations which define the BT result from the elimination of ψ bet-
ween the DT and the scalar Lax pair.

In order to perform this elimination easily, it is convenient to choose one
of the two components of the pseudopotential Y so as to characterize the DT

SK :
v − V
α

=
ψx

ψ
= Y1, (164)

KK :
2(v − V )

α
=
τx
τ

= Z. (165)

The chosen equivalent systems are the canonical projective Riccati system
in (Y1 = ψx/ψ, Y2 = ψxx/ψ) associated for SK with the third order Lax pair
(156)–(157) acting on ψ, and for KK the following system in (Y1 = ψx/ψ, Z =
τx/τ)

Y1,x = −Y 2
1 /2 + λZ−1 − 3U/α, (166)

Zx = 2Y1Z − Z2, (167)

as well as the corresponding system for the t-derivatives of Y1 and Z expli-
citly given in [41]. The x-BT of SK results from the elimination of Y2, which
provides the equation for Y1 ≡ Y

Yxx + 3Y Yx + Y 3 + 6(U/α)Y − λ = 0, (168)

followed by the substitution Y = (v − V )/α

x-BT(v, V ;λ) ≡ (v − V )xx/α+3(v−V )(v+V )x/α
2+(v−V )3/α3−λ = 0.

(169)

See again in [41] the corresponding expression for the t-part.
The x-BT of KK arises from the elimination of Y1 between (166) and (167)

which writes for Z ≡ Y
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Yxx − (3/4)Y 2
x /Y + 3Y Yx/2 + Y 3/4 + 6(U/α)Y − 2λ = 0, (170)

followed by the substitution Y = 2(v − V )/α

x-BT(v, V ;λ) ≡ (v − V )xx/α− (3/4)(v − V )2x/(α(v − V ))
+3(v − V )(v + V )x/α

2 + (v − V )3/α3 − λ = 0. (171)

An analogous procedure for obtaining the t-part of the BT is described in [41].

10.6 Nonlinear superposition formula for Sawada-Kotera

We first derive the SK nonlinear superposition formula previously obtained
by Hu and Li [25] with the Hirota bilinear formalism.

Let vn and ṽn be solutions of (145) generated by application of the BT to
a known solution vn−1 (depending of n − 1 parameters), with the respective
Bäcklund parameters λn and λn+1. Assuming that the permutability theorem
[4] is valid, we denote by vn+1 the solution generated by application of the BT
to vn with parameter λn+1, or by application of the BT to ṽn with parameter
λn. This can be represented by the Bianchi diagram Fig. 1, and the first
step for obtaining the nonlinear superposition formula is to eliminate the four
second derivatives of vn+1, vn, ṽn, vn−1 between the four equations equal to
the x-part of the BT (169). This yields for vn+1 an equation of Riccati type
with coefficients depending on vn, ṽn and vn−1:

(vn+1 − vn−1)x +
1
α

(v2n+1 − v2n−1)

+(vn+1 − vn−1)
(
vn,x − ṽn,x

ṽn − vn
− 1
α

(vn + ṽn)
)

= 0. (172)

In the tau-function representation

v = α∂x log f, (173)

the equation (172) linearizes into the second order ODE for fn+1

(fn−1fn+1,xx − fn+1fn−1,xx)(f̃nfn,x − f̃n,xfn)

+(f̃nfn,xx − f̃n,xxfn)(fn−1fn+1,x − fn+1fn−1,x) = 0. (174)

Introducing the bilinear operator Dx, this last equation is best written as:

∂x

(
logDx(fn+1 · fn−1)− logDx(fn · f̃n)

)
= 0, (175)

which can be integrated twice to yield the general solution:

fn+1 = K1(t)fn−1

∫ x Dx(fn · f̃n)
f2

n−1
dx+K2(t)fn−1 . (176)
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whereK1(t) andK2(t) are two arbitrary functions. The permutability theorem
implies that K2(t) ≡ 0.

For n = 1, switching to the usual notation

f0 ≡ fn−1, f1 ≡ fn, f2 ≡ f̃n, f12 ≡ fn+1, (177)

and starting from f0 = 1, the 2-parameter tau-function f12(λ1, λ2) is obtained
from the one-parameter functions f1(λ1), f2(λ2), λ1 �= λ2 as:

f12 =
∫ x

(f1,xf2 − f2,xf1)dx, (178)

setting in (176) K1 = 1 , K2 = 0.
The construction of the two-soliton solution then follows. Setting in (169)

V = 0, and identifying v with vi, λ with λi, for (i = 1, 2), it results from the
DT (153) with ψ ≡ fi solution of the third order Lax pair (156)–(157) for
U ≡ Vx = 0 that:

fi,xxx − λifi = 0, fi,t − 9λifi,xx = 0, (179)

with the general solution

fi = Aiepix+ 9p5i t +Bierix+ 9r5i t + Ciesix+ 9s5i t, (180)

where Ai, Bi, Ci are arbitrary constants, pi, ri, si are the three different cubic
roots of λi subjected to the constraint:

p2i + r2i + piri = 0 (181)

as well as two other relations deduced from (181) by cyclic permutation.
Defining ki = ri − pi, one may easily check, taking account of (181), that
9(r5i − p5i ) = −k5

i . Then, setting Ci = 0 in (180), one obtains for the two-
soliton solution the well known expressions

u12 = α∂2
x log

[
1 + eθ1 + eθ2 +ASK

12 eθ1+θ2

]
, (182)

ASK
12 =

(k1 − k2)2(k2
1 + k2

2 − k1k2)
(k1 + k2)2(k2

1 + k2
2 + k1k2)

, (183)

θi = kix− k5
i t+ δi, (184)

δi = log
Bi(ri − pj)(pi + pj)
Ai(ri + pj)(pi − pj)

, (i, j = 1, 2), i �= j. (185)

10.7 Nonlinear superposition formula for Kaup-Kupershmidt

In the case of the pKK equation (146), the similar elimination of the second
derivatives of vn+1, vn, ṽn, vn−1 between the four equations equal to the x-BT
(171) yields a differential equation of first order and second degree in vn+1:
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(vn+1,x +
2
α
v2n+1 −Avn+1 + αB)2 =

α2C2(vn − vn+1)(ṽn − vn+1)
(vn − vn−1)(ṽn − vn−1)

, (186)

with coefficients

A =
2
α

(vn + ṽn) +
ṽn,x − vn,x

ṽn − vn
, B =

2
α2 vnṽn +

ṽn,xvn − vn,xṽn

α(ṽn − vn)
, (187)

C = B +
1
α

(
vn−1,x +

2
α
v2n−1 −Avn−1

)
. (188)

Under the transformation vn+1 = (α/2)∂x log fn+1, equation (186) becomes

(fn+1,xx −Afn+1,x + 2Bfn+1)2

= C2α
2f2

n+1,x − 2α(ṽn + vn)fn+1,xfn+1 + 4vnṽnf
2
n+1

(vn − vn−1)(ṽn − vn−1)
. (189)

This equation of the Appell type [3, 10, 11] has the general solution

fn+1 = c21f
(1)
n+1 + c1c2f

(2)
n+1 + c22f

(3)
n+1, (190)

in which c1, c2 are arbitrary, and f (j)
n+1, j = 1, 2, 3, are three independent so-

lutions of the linear third order equation

fn+1,xxx + p1(x)fn+1,xx + p2(x)fn+1,x + p3(x)fn+1 = 0. (191)

The coefficients p1, p2, p3 are functions of fn−1, fn, f̃n, with

vn−1 =
α

2
∂x log fn−1, vn =

α

2
∂x log fn, ṽn =

α

2
∂x log f̃n. (192)

One can show [43] that a particular solution of (191) is:

fn+1 =
fnf̃n

fn−1
− fn−1(Rn+1)2, (193)

with ∂xRn+1 =

√√√√(
fn

fn−1

)
,x

(
f̃n

fn−1

)

,x

, (194)

which corresponds to the permutability theorem for KK equation.
For n = 1, switching to the notation (177), and starting from f0 = 1,

equation (191) becomes

f12,xxx −
(
B

(f1f2)x

f1,xf2,x
+
f1,xf2,xxx − f2,xf1,xxx

f1,xf2,xx − f2,xf1,xx

)
f12,xx

+
(
B
f1f2,xx + f2f1,xx

f1,xf2,x
+
f1,xxf2,xxx − f2,xxf1,xxx

f1,xf2,xx − f2,xf1,xx

)
f12,x = 0, (195)

B = (f2,xxf1,x − f1,xxf2,x)/ (2(f2,xf1 − f1,xf2)) . (196)
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Its general solution in terms of f1(λ1), f2(λ2) is

f12 = K1(t) +K2(t)
∫ x √

f1,xf2,x

+K3(t)

(
f1f2 −

(∫ x √
f1,xf2,x

)2
)
. (197)

The construction of the two-soliton solution is done as follows. After sol-
ving the Lax equations (160)–(161) with U = 0 for the vacuum wave functions
ψi(λi) (i = 1, 2), the function fi is given by

fi = λi

∫ x

ψ2
i dx, (198)

where ψi satisfies the linear superposition (180). Choosing Ci = 0 in (180),
the expression (198) becomes

fi = λi

(
A2

i

2pi
e2pix+18p5

i t +
B2

i

2ri
e2rix+18r5

i t +
2AiBi

pi + ri
e(pi+ri)x+9(p5

i +r5
i )t
)
,

(199)

and yields the one-soliton solution

u
(1)
i =

α

2
∂2

x log
(
1 + 4e(kix−k5

i t+δi) + e2(kix−k5
i t+δi)

)
, (200)

δi = log
(

Bipi

Ai(pi + ri)

)
. (201)

Then, taking account of (198), the expression (197) can equivalently be written
as

K1 = K2 = 0, K3 = 1, f12 = λ1λ2

∣∣∣∣∣∣∣
∫ x
ψ2

1
∫ x
ψ1ψ2∫ x

ψ1ψ2
∫ x
ψ2

2

∣∣∣∣∣∣∣
. (202)

Choosing again Ci = 0 in (198), the two-soliton tau-function becomes

f12 = A2
1A

2
2

(p1 − p2)2
4p1p2(p1 + p2)2

e2(p1+p2)x+18(p5
1+p5

2)t

×
[
1 + 4(eθ1 + eθ2) + e2θ1 + e2θ2

+8
2k4

1 − k2
1k

2
2 + 2k4

2

(k1 + k2)2(k2
1 + k1k2 + k2

2)
eθ1+θ2

+4ASK
12 (eθ1+2θ2 + eθ2+2θ1) +

(
ASK

12
)2

e2(θ1+θ2)
]
, (203)

θi = kix− k5
i t+∆i, (204)

∆i = log
(

Bipi(ri − pj)(pi + pj)
Ai(pi + ri)(ri + pj)(pi − pj)

)
, i �= j, (205)
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and the expression for the two-soliton solution of KK is

u12 =
α

2
∂2

x log
(
1 + 4(eθ1 + eθ2) + e2θ1 + e2θ2 + 4ASK

12 (eθ1+2θ2 + eθ2+2θ1)

+8
2k4

1 − k2
1k

2
2 + 2k4

2

(k1 + k2)2(k2
1 + k1k2 + k2

2)
eθ1+θ2 +

(
ASK

12
)2

e2(θ1+θ2)
)
. (206)

Now, the expression (202) suggests that the N -parameter tau-function can be
written as

τ (N) = det
[∫ x

ψiψjdx
]
1≤i,j≤N

, (207)

which indeed coincides with the result obtained in [33] by symmetry reduction
of the CKP hierarchy.

The N -soliton solution is obtained by computing the second logarithmic
derivative of (207), setting Ci = 0, 1 ≤ i ≤ N, in the vacuum wave function
ψi.

The result (202) and the corresponding expression for u12 can be directly
obtained by iteration of the binary DT associated with the KK equation. Let
(θ1;u, λ1) and (θ2;u, λ2) be solutions of the third order scattering problem

θi,xxx + 6uθi,x + (3ux − λi)θi = 0, i = 1, 2; (208)

then, from (47) and (48), one has

θ12 = θ2 − 2λ1θ1δ(θ1, θ2)
(λ1 + λ2)δ(θ1, θ1)

, (209)

u12 = u1 + 3∂2
x log δ(θ12, θ12). (210)

Taking account of (51) and (52), one can evaluate the square of θ12 in terms
of θ1 and θ2

θ212 =
(
θ2 − θ1

∫ x
θ1θ2∫ x
θ21

)2

= θ22 − ∂x
(
∫ x
θ1θ2)2∫ x
θ21

, (211)

such that the δ-form for θ12 becomes

δ(θ12, θ12) = 2λ2

(∫
θ22 −

(
∫
θ1θ2)2∫
θ21

)
, (212)

and the expression for u12 is

u12 =
1
2
∂2

x log [δ(θ12, θ12)δ(θ1, θ1)]

=
1
2
∂2

x log
[∫

θ21

∫
θ22 − (

∫
θ1θ2)2

]
(213)

if one begins the iteration with u = 0.
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10.8 Tzitzéica equation

For the hyperbolic equation (56), the transformation (66), which is a particular
case of the Moutard transformation [36], has been iterated by Schief [55] in
a way similar to that of previous section. Let (θ1;u, λ1) and (θ2;u, λ2) be
solutions of the linear triad (57)–(59) with the respective parameters λ1 and
λ2. These two functions relate the solutions ũi (i = 1, 2) and u by

eũi = eu − 2∂x∂t log θi, i = 1, 2. (214)

This transformation can be iterated as follows: building a new solution of the
linear triad corresponding to the potential ũ1 and parameter λ2

θ12 = θ2 − 2e−u

(λ2 − λ1)θ1
(λ2θ1,xθ2,t − λ1θ1,tθ2,x), (215)

one obtains, besides u, ũ1, ũ2, a fourth solution of the Tzitzéica equation

eu12 = eũ1 − 2∂x∂t log θ12, (216)

or, explicitly

eu12 = eu − 2∂x∂t log
(
θ1θ2 − 2e−u

(λ2 − λ1)
(λ2θ1,xθ2,t − λ1θ1,tθ2,x)

)
. (217)

For obtaining a permutability theorem for the Tzitzéica equation, one must
eliminate the eigenfunctions θi in favour of ũi.
Switching to the tau-representation

eu = 1− 2∂x∂t log f0, eũi = 1− 2∂x∂t log fi, eu12 = 1− 2∂x∂t log f12,
(218)

and solving (214) for θi, one obtains

θi =
fi

f0
, (219)

where the functions of integration are set equal to zero. Thus (217) becomes

(λ2 − λ1)(f0,xtf0 − f0,xf0,t − f2
0 /2)(f12f0 − f1f2)

= λ2(f1,xf0 − f0,xf1)(f2,tf0 − f2f0,t)
−λ1(f2,xf0 − f0,xf2)(f1,tf0 − f1f0,t) (220)

an expression solvable for f12. The vacuum for building the two-soliton so-
lution corresponds to f0 = 1. In this case, the functions fi are solutions of
the linear triad (59) for u = 0 and λ ≡ λi i = 1, 2. Therefore, computing the
x-derivative of f12 one obtains
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f12,x =
λ1 + λ2

λ2 − λ1
(f2,xf1 − f1,xf2) (221)

the integral of which is identical to (178). Therefore the 2-soliton solution
reads

eu12 − 1 = −2∂x∂t log
[
1 + eθ1 + eθ2 +A12eθ1+θ2

]
, (222)

θi = kix+ 3k−1
i t+ δi, A12 =

(k1 − k2)2(k2
1 + k2

2 − k1k2)
(k1 + k2)2(k2

1 + k2
2 + k1k2)

, i = 1, 2.(223)

In [9] we consider two possibilities of writing a BT from the third order matrix
Lax pair [35] of the Tzitzéica equation. Making the transformation

eU = 1 +Wt, eu = 1 + wt (224)

where U and u are two solutions of (56), it follows that W and w satisfy the
equation

EpHS(w) ≡ wtxx − 3(1 + wt)wx = 0 (225)

the relation between the equation ETZI (56) and EpHS (225) given by [23]

(
ETZI(w)(1 + wt)2

)
x

= (1 + wt)2
(
EpHS(w)
1 + wt

)
t

. (226)

The x-BT of (225) writes

Yxx + 3Y Yx + Y 3 − 3WxY − λ = 0, Y = w −W (227)

which is associated, like the x-BT of SK, to the fifth Gambier equation.
Equation (225) which is a model equation for a shallow water wave, has

been considered by Hirota and Satsuma [24] which have proved in the frame-
work of the bilinear method that the coupling factor of the 2-soliton solution
is similar to the one obtained for the SK equation. Moreover, Nimmo and
Willox [46] have shown that the Tzitzéica equation considered as a reduction
of a two-dimensional Toda lattice possesses solutions of Pfaffian type.
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29. G. L. Lamb Jr, Bäcklund transformations for certain nonlinear evolution equa-
tions, J. Math. Phys. 15 (1974) 2157–2165.

30. P. D. Lax, Integrals of nonlinear equations of evolution and solitary waves,
Comm. Pure Appl. Math. 21 (1968) 467–490.

31. S. B. Leble and N. V. Ustinov, Third order spectral problems: reductions and
Darboux transformations, Inverse Problems 10 (1994) 617–633.

32. D. Levi and O. Ragnisco, Non-isospectral deformations and Darboux transfor-
mations for the third-order spectral problem, Inverse Problems 4 (1988) 815–
828.

33. I. Loris, On reduced CKP equations, Inverse Problems 15 (1999) 1099–1109.
34. V. B. Matveev and M. A. Salle, Darboux transformations and solitons (Springer-

Verlag, Berlin, 1991).
35. A. V. Mikhailov, Integrability of a two-dimensional generalization of the Toda

chain, Pis’ma Zh. Eksp. Teor. Fiz. 30 (1979) 443–448 [English : Soviet Physics
JETP Letters 30 (1979) 414–418].

36. Moutard, Sur la construction des équations de la forme 1
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58. G. Tzitzéica, Sur une nouvelle classe de surfaces, C. R. Acad. Sc. Paris 150
(1910) 955–956.

59. C. Verhoeven and M. Musette, Extended soliton solutions for the Kaup-
Kupershmidt equation, J. Phys. A 34 (2001) 2515–2523.

60. C. Verhoeven, M. Musette and R. Conte, Integration of a generalized Hénon-
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61. H. D. Wahlquist, Bäcklund transformation of potentials of the Korteweg-de
Vries equation and the interaction of solitons with cnoidal waves, in Bäcklund
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Summary. The bilinear method introduced by Hirota to obtain exact solutions
for nonlinear evolution equations is discussed. Firstly, several examples including
the Korteweg-deVries, nonlinear Schrödinger and Toda equations are given to show
how solutions are derived. Then after considering multi-dimensional systems such
as the Kadomtsev-Petviashvili, two dimensional Toda and Hirota-Miwa equations,
the algebraic structure of such nonlinear evolution systems is explained. Finally,
extensions of the method including q-analogue, ultra-discrete systems and trilinear
forms are also presented.

1 Introduction

The bilinear method, which originates with Hirota, now almost 30 years ago,
has played a crucial role in the study of integrable nonlinear systems. The
formalism is perfectly suitable for obtaining not only multi-soliton solutions
but also several types of special solutions of many nonlinear evolution equati-
ons. Moreover, it has been used for the investigation of the algebraic structure
of integrable evolution equations as well as for obtaining extensions of such
systems.

In this article, we attempt to present a brief survey of the bilinear for-
malism. At the same time however we shall also try to present several recent
developments. The main focus will always lie with obtaining explicit soluti-
ons of various classes of nonlinear evolution equations. Section 2 is devoted
to an explanation of the use of the bilinear procedure for obtaining soliton
solutions. Several examples including the Korteweg-deVries (KdV) equation,
the nonlinear Schrödinger (NLS) equation and the Toda equation are given.
In the bilinear method, the notion of a dependent variable transformation is
crucial and the transformed variable turns out to be a key function. We shall
call it the τ function. For multi-soliton solutions, it is written in the form of
a polynomial in exponential functions.

In Sect. 3, we consider multi-dimensional soliton equations. By using the
fact that τ functions can be expressed in terms of Wronski determinants or
Casorati determinants, we show that the τ function of soliton equations satis-
fies special algebraic identities in bilinear form. This result reflects the richn-
ess of the algebraic structure which is common to most, if not all, soliton
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equations. Actually, the so called Kyoto school has developed a grand theory
explaining this algebraic structure: it is commonly referred to as Sato theory.
In Sect. 4, we first survey Sato theory, thereby revealing the importance of
the τ function. Afterwards we introduce the so-called Fermion analysis based
on the connection between Sato theory and infinite dimensional Lie algebras.

Finally in Sect. 4, we discuss a number of extensions of the bilinear for-
malism. The first one is the q-analogue of soliton equations. It will be shown
that q-soliton equations naturally arise in the bilinear formalism. Main focus
will be on the q-Toda equations. The second one is special function soluti-
ons for soliton equations. It will be shown that the class of solutions satisfy
nonautonomous equations which are obtained by reduction of the discrete
Kadomtsev-Petviashvili (dKP) equation. The third is the extension to ultra-
discrete systems. It will be shown that the ideas of the bilinear formalism are
also applicable to cellular automata, i.e. to (time) evolution systems in which
all the variables are discrete. Finally we shall discuss the trilinear formalism
which gives a multi-dimensional extension of the soliton equations.

2 Soliton solutions

The key point of the bilinear method lies in finding a suitable dependent
variable transformation. Let us first illustrate this on a simple case.

2.1 The Burgers equation

The Burgers equation,

ut + uux = uxx, (1)

under the Cole-Hopf transformation u = −2(log f)x, is mapped to

ft = fxx + c(t)f,

in which c(t) is an arbitrary integration function. The change of variable
f = e

∫ t c(t)dtF converts it to the linear equation Ft = Fxx, which admits
the particular solutions F (x, t) =

∑
p e

−px+p2t. Among them the simplest
nontrivial one is

F = 1 + e−px+p2t,

or in the original variable:

u = 2p
eη

1 + eη
, η = −px+ p2t.
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This is a wave travelling towards +∞ for p ≥ 0. The superposition F =
1 + e−px+p2t + e−qx+q2t gives a nonstationary solution showing fusion of two
travelling waves.

We want to stress that in the case of the Burgers equation, the Cole-Hopf
is a linearizing transformation.

2.2 The Korteweg-de Vries equation

Let us apply the Cole-Hopf-type transformation u = 2(log f)xx to the KdV
equation,

ut + 6uux + uxxx = 0. (2)

After one integration, we have

fxtf − fxft + fxxxxf − 4fxxxfx + 3f2
xx = 0, (3)

which is not linear but quadratic. This bilinear equation can be written in a
“nicer” form if we use the following operators.

Definition 2.1. The Hirota bilinear operator Dx is defined by

Dn
xD

m
t a · b =

(
∂

∂x
− ∂

∂x′

)n (
∂

∂t
− ∂

∂t′

)m

a(x, t)b(x′, t′)|x′=x,t′=t. (4)

For example:

Dxa · b = axb− abx,
D2

xa · b = axxb− 2axbx + abxx,

D3
xa · b = axxxb− 3axxbx + 3axbxx − abxxx.

Equation (3) then becomes

(DxDt +D4
x)f · f = 0, (5)

which we call the bilinear form of the KdV equation.
To obtain particular solutions for the KdV equation, Hirota [1] used the

formal perturbation,

f = 1 + εf1 + ε2f2 + . . . ,

(DxDt +D4
x)
(
(1 + εf1 + ε2f2 + . . . ) · (1 + εf1 + ε2f2 + . . . )

)
= 0.

At various powers of ε one finds:
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O(ε) : Lf1 ≡ 2(∂x∂t + ∂4
x)f1 = 0,

O(ε2) : Lf2 = (DxDt +D4
x)f1 · f1 = 0,

O(ε3) : Lf3 = −2(DxDt +D4
x)f1 · f2 = 0,

...

One particular solution for the equation in O(ε) is given by

f1 =
N∑

j=1

exp ηj , ηj = pj(x− p2j t) + η(0)
j .

In the case N = 1 we have f1 = 1 + eη1 in which case we can take f2 = f3 =
· · · = 0 to obtain

u = 2(log f)xx =
1
2
p21 sech2 1

2
{p1(x− p21t) + η(0)

1 }.

This is nothing but the one soliton solution of the KdV equation.
For N = 2, one takes

f1 = eη1 + eη2 , f2 = eη1+η2+A12 ,

with eA12 = [(p1−p2)/(p1+p2)]2. Then we can take fj = 0, j ≥ 3 to obtain the
two-soliton solution showing a nonlinear interaction of two solitons. Similarly
for arbitrary N , we obtain an exact solution exhibiting a multiple collision of
solitons, which we call the N -soliton solution. Note that a useful formula in
the above procedure is

Dn
x

(
eαx · eβx

)
= (α− β)ne(α+β)x.

2.3 The nonlinear Schrödinger equation

The bilinear method is applicable to a much wider class of equations than the
above. For the NLS equation,

iψt + ψxx + 2|ψ|2ψ = 0, (6)

we substitute ψ =
g

f
, ψ =

g

f
, where f is a real function and g is the complex

conjugate of g [2]. Then we obtain
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i

f2 (gtf − gft) +
1
f2 (gxxf − gfxx)− 2fx(gxf − gfx)

f3 + 2
g2g

f3 = 0,

i.e.

i(gtf − gft) + gxxf − 2gxfx + gfxx − 2
g

f
(fxxf − f2

x − gg) = 0.

Since we have introduced three fields f, g, g, we need to decouple these two
(real) equations into three (hopefully bilinear) equations. This results in

(iDt +D2
x)g · f = 0,

(−iDt +D2
x)g · f = 0,

D2
xf · f = 2gg.

When it comes to constructing soliton solutions, an argument similar to the
one used in the case of the KdV equation, together with parity considerations,
yields the Ansatz

f = 1 + ε2f2 + ε4f4 + . . . ,
g = εg1 + ε3g3 + . . . ,

g1 =
N∑

j=1

eηj , ηj = Pjx+ iP 2
j t+ η

(0)
j , Pj , η

(0)
j ∈ C.

The choice

g = eη, f = 1 +
1

(P + P )2
eη+η, with P = p+ ik

gives the (bright) one-soliton solution,

ψ = p sech p(x− 2kt)ei(kx−(k2−p2)t).

2.4 The Toda equation

The Toda equation,

ÿn = e−(yn−yn−1) − e−(yn+1−yn) (7)

is a famous differential-difference system which models a lattice with nonlinear
interactions between the nodes. Let us introduce the new variable rn = yn −
yn−1. Then eq.(7) is written as
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r̈n = −e−rn−1 + 2e−rn − e−rn+1 .

If we further introduce Vn = e−rn − 1, then we have

d2

dt2
log(1 + Vn) = Vn−1 − 2Vn + Vn+1. (8)

The substitution Vn = d2

dt2
log τn with the boundary condition lim|n|→∞ Vn =

0 yields after two integrations in t:

log(1 +
d2

dt2
log τn) = log

τn+1τn−1

τ2
n

,

or

τ̈nτn − τ̇n2 ≡ 1
2
D2

t τn · τn = τn+1τn−1 − τ2
n. (9)

This is the bilinear form of the Toda equation [3].
Let us introduce the difference operator (or translation operator)

eε∂xf(x) = f(x+ ε) or e∂nfn = fn+1

and its bilinear extension

eDnfn · fn = e∂n−∂n′ (fnfn′)|n′=n = fn+1fn−1.

Then eq.(9) is written as

(
D2

t − 4 sinh2 Dn

2

)
τn · τn = 0.

Just as for the KdV equation, we can obtain soliton solutions to this equation
by applying a formal perturbation procedure. The one-soliton solution is given
by

τn = 1 + e2η, η = pn−Ωt+ η(0), Ω2 = sinh p2, Vn = Ω2 sech2 η,

where p is an arbitrary parameter.

2.5 Painlevé equations

Other important ODE’s can be bilinearized as well. Consider for example the
second Painlevé equation P2
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d2W

dx2 = 2W 3 − 2xW + α, (10)

for α = 2N + 1, with N integer. The transformation

W =
(

log
τN+1

τN

)
x

converts it to the bilinear system

D2
x τN+1 · τN = 0,

(D3
x + 2xDx − α) τN+1 · τN = 0.

We obtain special solutions of the Painlevé equation through this bilinear
system. It is remarked that a similar idea applies to the discrete Painlevé
equations [4].

2.6 Difference vs differential

When using the bilinear procedure for obtaining soliton solutions, one rapidly
notices that difference systems are much more tractable than differential sy-
stems. It is a universal fact that the algebraic structure in the former type
is easier to understand than in the latter one. Here we show some simple
examples of the correspondence between difference and differential systems.

The difference equation,

u(t+∆t)− u(t) = α∆t u(t), u(0) = u0, (11)

is a simple model system describing population dynamics called Malthus’ law.
The solution is easily obtained algebraically as

u(∆t) = (1 + α∆t)u0,

. . . ,
u(n∆t) = (1 + α∆t)nu0.

If we introduce τ = n∆t and take the limit, n → ∞, ∆t → 0, τ finite �= 0,
then this solution is reduced to the exponential function, i.e.:

u(τ) = {(1 +
α

n
τ)n/ατ}ατu0 → eατu0.

The exponential function is the solution of the differential equation,
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du(t)
dt

= αu(t),

which is the continuum analogue of eq.(11).
Let us move to the multi-variable case. The partial difference equation,

u(x, t+∆t) =
1
2
{u(x−∆x, t) + u(x+∆x, t)} (12)

describes a random walk in one dimension. If we start with the initial condi-
tion,

u(0, 0) = 1, u(x, 0) = 0 for x �= 0, (13)

then the solution diffuses obeying a binomial distribution. It is noted that the
propagation speed is finite in this discrete model.
By the Taylor expansion of eq.(12), we have

∂u

∂t
=

(∆x)2

2∆t
∂2u

∂x2 +O
(
∆t,

(∆x)4

∆t

)
.

If one assumes the coefficient
(∆x)2

2∆t
to be constant then the limit is a diffusion

equation. By Fourier analysis we know that the solution with the initial con-
dition corresponding to (13) diffuses, obeying a normal distribution. Notice
that the propagating speed now becomes infinite in this continuum model.

The two-dimensional random walk is given by the difference scheme,

u(x, y, t+∆t) =
1
4
{u(x+∆x, y, t) + u(x−∆x, y, t)

+u(x, y +∆y, t) + u(x, y −∆y, t)} (14)

which admits the limit

∂u

∂t
=
∂2u

∂x2 +
∂2u

∂y2 = ∆u.

The correspondence between the solutions of this difference system and its
differential partner is essentially the same as in the one-dimensional case. If
we now drop the t-dependence in the above equation, we obtain the Laplace
equation, ∆u = 0. The famous “maximum principle” for this equation states
that, inside a domain, the solution u has no extremum and thus that any
extremum must occur on the boundary of that domain. This fact is obvious
on the difference equation.

The simplest imaginable (but nontrivial) partial difference scheme is:
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u(x, t+∆t) = u(x−∆x, t). (15)

This is a discrete analogue of the wave equation,

∂u

∂t
= −c∂u

∂x

Both have the same general solution u = f(x− ct), i.e. a wave propagating in
+ directions for positive c.

Similarly, the difference equation,

u(x, t+∆t) + u(x, t−∆t) = u(x+∆x, t) + u(x−∆x, t) (16)

is a discrete analogue of the wave equation (d’Alembert equation):

∂2u

∂t2
= c2

∂2u

∂x2 .

Both systems have the general solution u = f(x− ct) + g(x− ct).
So far we have seen that for linear systems, solutions of difference equations

and differential equations are essentially the same, but for nonlinear systems
this is no longer the case. For instance, the logistic equation

du
dt

= α(1− βu)u, (17)

with the initial condition u(0) = u0, integrates as

u =
u0

βu0 + (1− βu0)e−αt
,

which is analytic. It is however well known that a naive discretization of (17)
as the logistic map

un+1 = α(1− βun)un,

is chaotic for β = 1, α > 3.57. On the contrary, the discretization

u(t+∆t)− u(t) = α∆t(1− βu(t))u(t+∆t),

under the Möbius transformation w(t) =
1− βu(t)
u(t)

, is mapped onto the linear

equation

w(t+∆t)− w(t) = −α∆tw(t),
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which is integrated as

w(n∆t) = (1− α∆t)nw(0),

u(n∆t) =
u0

βu0 + (1− βu0)(1− α∆t)n
, u0 = u(0).

These examples indicate that the way of discretization affects very much the
structure of solutions for discrete nonlinear systems.

3 Multidimensional equations

3.1 The Kadomtsev-Petviashvili equation

The Kadomtsev-Petviashvili (KP) equation is a 2+1 dimensional soliton equa-
tion, usually written as:(

ut − 1
4
uxxx − 3uux

)
x

− 3
4
uyy = 0. (18)

Under the transformation u = (log τ)xx, it takes on the bilinear form [5]:

(4DxDt −D4
x − 3D2

y)τ · τ = 0. (19)

Its one-soliton solution is defined by

τ = eη1 + eξ1 , (20)

with ηj = pjx+ p2jy + p3j t+ η
(0)
j , ξj = qjx+ q2j y + q3j t+ ξ

(0)
j ,

or equivalently by

τ = 1 + eη1−ξ1 ,

which results in a solution (to the original equation) of the form:

u =
∂2

∂x2 log{1 + e(q1 − p1)x+ (q21 − p21)y + (q31 − p31)t+ ξ(0)}.

The reduction q1 = −p1 yields the KdV one-soliton, in accordance with the
fact that if we drop the y dependence in equation (18) (or in its bilinear form),
we obtain the KdV equation (or its bilinear form).

A rather general solution to the KP equation in bilinear form (19) is given
by the Wronskian determinant [6]

τ = det(∂i−1
x f (j)), i, j = 1, · · · , N,

in which each function f (j) satisfies the linear system

∂yf = ∂2
xf, ∂tf = ∂3

xf.

The N -soliton solutions are obtained by choosing the f (j) to be sums of ex-
ponentials such as in (20).
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3.2 The two-dimensional Toda lattice equation

The two-dimensional extension of the Toda lattice (7) is given by:

∂2

∂x∂y
log(1 + Vn) = Vn−1 − 2Vn + Vn+1. (21)

The transformation

Vn =
∂2

∂x∂y
log τn,

with the boundary conditions limn→±∞ Vn = 0, yields the bilinear form

DxDyτn · τn = 2(τn+1τn−1 − τ2
n), (22)

which already appeared in the book of Darboux [7].
The one-soliton solution is expressed as:

τn = pnepx− y
p + qneqx− y

p ,

Vn =
∂2

∂x∂y
log pnepx− y

p {1 + (
q

p
)ne(q−p)x−( 1

q − 1
p )y}

=
∂2

∂x∂y
log{1 + (

q

p
)ne(q−p)x−( 1

q − 1
p )y}.

The reduction q = eP , p = e−P , which eliminates the x−y dependence, yields

Vn =
∂2

∂x∂y
log{1 + e2Pn+2 sinh P (x+y)},

which is the (one-dimensional) Toda soliton in the variable t = x + y (the
reduction to the one-dimensional Toda equation (7) can therefore be thought
of as setting x = y in the 2D Toda equation).

The N -soliton solution is given by a Casorati determinant (a discrete ana-
logue of the Wronskian determinant) [8]

τn = det(f (i)
n+j), i = 1, · · · , N, j = 0, · · · , N − 1, (23)

in which the functions satisfy the linear system

∂

∂x
f (i)

m = f
(i)
m+1,

∂

∂y
f (i)

m = −f (i)
m−1.

We shall now explain how to prove this fact. A similar proof (but then for
the existence of Wronskian solutions for the KP equation) will be discussed
in the section on Sato theory.

For N = 1, τn = f
(1)
n , the lhs of the (bilinear) 2D Toda equation (22)

evaluates to
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DxDyτn · τn
= 2(f (1)

n,xyf
(1)
n − f (1)

n,xf
(1)
n,y)

= −2(f (1)
n f (1)

n − f (1)
n+1f

(1)
n−1) = 2(τn+1τn−1 − τ2

n),

which indeed equals the rhs.
For N = 2, one first notices the identity

0 ≡

∣∣∣∣∣∣∣∣∣∣∣∣∣

a0 a1 a2 a3

b0 b1 b2 b3

0 a1 a2 a3

0 b1 b2 b3

∣∣∣∣∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣
a0 a1

b0 b1

∣∣∣∣∣∣∣

∣∣∣∣∣∣∣
a2 a3

b2 b3

∣∣∣∣∣∣∣
−

∣∣∣∣∣∣∣
a0 a2

b0 b2

∣∣∣∣∣∣∣

∣∣∣∣∣∣∣
a1 a3

b1 b3

∣∣∣∣∣∣∣
+

∣∣∣∣∣∣∣
a0 a3

b0 b3

∣∣∣∣∣∣∣

∣∣∣∣∣∣∣
a1 a2

b1 b2

∣∣∣∣∣∣∣
,

obtained by Laplace expansion of the original 4 × 4 determinant (which is
of rank 2). Let us (schematically) rewrite this Laplace expansion in a form
which, with hindsight, can be identified as a Plücker relation:

0 =
∣∣∣∣0 1

∣∣∣∣
∣∣∣∣2 3

∣∣∣∣−
∣∣∣∣0 2

∣∣∣∣
∣∣∣∣1 3

∣∣∣∣+
∣∣∣∣0 3

∣∣∣∣
∣∣∣∣1 2

∣∣∣∣ ,
or, introducing the bilinear notation of Sato (the so called Maya-diagram),

=

0

©
1

©
2 3

×
0 1 2

©
3

©

− © © × © ©

+ © © × © ©

For the two-soliton, let us denote τn as

τn =

∣∣∣∣∣∣∣
f

(1)
n f

(1)
n+1

f
(2)
n f

(2)
n+1

∣∣∣∣∣∣∣
= notation :

∣∣∣∣0 1

∣∣∣∣ ,

and consequently:
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τn+1 =
∣∣∣∣1 2

∣∣∣∣ , τn−1 =
∣∣∣∣−1 0

∣∣∣∣ , τn,x =
∣∣∣∣0 2

∣∣∣∣ ,
τn,y = −

∣∣∣∣−1 1

∣∣∣∣ , τn,xy = −
∣∣∣∣−1 2

∣∣∣∣−
∣∣∣∣0 1

∣∣∣∣ .
In this notation, the 2D Toda equation becomes

∣∣∣∣−1 2

∣∣∣∣
∣∣∣∣0 1

∣∣∣∣−
∣∣∣∣0 2

∣∣∣∣
∣∣∣∣−1 1

∣∣∣∣+
∣∣∣∣1 2

∣∣∣∣
∣∣∣∣−1 0

∣∣∣∣ = 0

or, shifting the notation by one unit:
∣∣∣∣0 3

∣∣∣∣
∣∣∣∣1 2

∣∣∣∣−
∣∣∣∣1 3

∣∣∣∣
∣∣∣∣0 2

∣∣∣∣+
∣∣∣∣2 3

∣∣∣∣
∣∣∣∣0 1

∣∣∣∣ = 0.

This is nothing but the Plücker identity which we used to represent the above
Laplace expansion.

For N ≥ 3 one has essentially the same Plücker identity. For example at
N = 3 one starts with

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

f a0 a1 0 a2 a3

g b0 b1 0 b2 b3

h c0 c1 0 c2 c3

0 0 a1 f a2 a3

0 0 b1 g b2 b3

0 0 c1 h c2 c3

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

= 0,

which has a Laplace expansion which can still be represented by:
∣∣∣∣0 1

∣∣∣∣
∣∣∣∣2 3

∣∣∣∣−
∣∣∣∣0 2

∣∣∣∣
∣∣∣∣1 3

∣∣∣∣+
∣∣∣∣0 3

∣∣∣∣
∣∣∣∣1 2

∣∣∣∣ = 0,

suggesting that the same Plücker relation will hold for all sizes of determi-
nants. This actually turns out to be the case and hence the Casorati deter-
minants (23) solve the 2D Toda equation for all sizes. The importance of the
Plücker relation will become apparent when we discuss Sato theory for the
KP equation.
Remark.

The following periodic reduction of the 2D Toda equation:

Vn = Vn+2 in
∂2

∂x∂y
log(1 + Vn) = Vn−1 − 2Vn + Vn+1,

is seen to be equivalent to the sinh-Gordon equation
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uxy = 2(ev − eu), vxy = 2(eu − ev),

or

uxy = 2(e−2 − eu) = −4 sinhu,

if we introduce the variables 1 + V2n = eu, 1 + V2n+1 = ev.

3.3 Two-dimensional Toda molecule equation

The two-dimensional Toda molecule equation is the system

∂

∂x
Vn = Vn(In − In+1), (24)

∂

∂y
In = Vn−1 − Vn, (25)

with the boundary conditions V0 = VM = 0. The transformation (the same as

for the Toda lattice) Vn =
∂2

∂x∂y
log τn takes it to bilinear equation [6]

DxDyτn · τn = 2τn+1τn−1, with τ−1τM+1 = 0. (26)

A solution is given by

τn = det

(
∂i+jf

∂i
x∂

j
y

)
, i = 0, · · · , n− 1, j = 0, · · · , n− 1, τ0 = 1, (27)

with f(x, y) =
∑M

k=1 fk(x)gk(y), in which fk and gk are arbitrary functions.
This requirement is necessary to satisfy the boundary conditions. The 2D
Toda molecule equation has no continuum limit.

If one sets out to prove the existence of the above solutions, at n = 1 it is
easy to see that:

DxDyτ1 · τ1 = fxyf − fxfy =

∣∣∣∣∣∣∣
f fx

fy fxy

∣∣∣∣∣∣∣
= τ2 · τ0.

For n = 2, we find

∣∣∣∣∣∣∣
f fxx

fyy fxxyy

∣∣∣∣∣∣∣

∣∣∣∣∣∣∣
f fx

fy fxy

∣∣∣∣∣∣∣
−

∣∣∣∣∣∣∣
f fxx

fy fxxy

∣∣∣∣∣∣∣

∣∣∣∣∣∣∣
f fx

fyy fxyy

∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣

f fx fxx

fy fxy fxxy

fyy fxyy fxxyy

∣∣∣∣∣∣∣∣∣∣
f.
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which is nothing but a Jacobi identity. For n ≥ 3, one again applies the Jacobi
identity, schematically denoted as:

D

∣∣∣∣∣∣∣
n

n

∣∣∣∣∣∣∣
D

∣∣∣∣∣∣∣
n+ 1

n+ 1

∣∣∣∣∣∣∣
−D

∣∣∣∣∣∣∣
n

n+ 1

∣∣∣∣∣∣∣
D

∣∣∣∣∣∣∣
n+ 1

n

∣∣∣∣∣∣∣
= D

∣∣∣∣∣∣∣
n n+ 1

n n+ 1

∣∣∣∣∣∣∣
D,

showing that the determinants (27) solve (26).

3.4 The Hirota-Miwa equation

Discretizing the 2D Toda equation one obtains [9],[10]:

τn(l + 1,m+ 1)τn(l,m)− τn(l + 1,m)τn(l,m+ 1)
= ab{τn+1(l,m+ 1)τn−1(l + 1,m)− τn(l + 1,m+ 1)τn(l,m)}. (28)

The variable x is discretized as l, y as m, the mesh sizes being denoted as a
and b.

A typical solution is given by the Casorati determinant

τn = det(f (i)
n+j−1), i = 0, · · · , N − 1, j = 1, · · · , N, (29)

in which the N functions f (i) obey the linear discrete system

∆lf
(i)
k (l,m) =

1
a

(
f

(i)
k (l,m+ 1)− f (i)

k (l,m)
)

= f
(i)
k+1(l,m),

∆mf
(i)
k (l,m) =

1
b

(
f

(i)
k (l,m+ 1)− f (i)

k (l,m)
)

= f
(i)
k−1(l,m).

The one-soliton is given by

f (1)
n = pn(1 + ap)l(1 +

b

p
)−m + qn(1 + aq)l(1 +

b

q
)−m.

It is worth remarking that Hirota actually started from this solution and
obtained the equation from it.

An important remark is that the Hirota-Miwa equation (30) can be written
in a symmetric way as

(
z1e

D1 + z2eD2 + z3eD3
)
τ · τ = 0, (30)

where z1, z2, z3 are arbitrary parameters and

eD1τ · τ = τ(n1 + 1, n2, n3)τ(n1 − 1, n2, n3), . . . .
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This difference equation is a “mother” equation for numerous soliton systems,
as can be seen from the following identifications and reductions [9]:
1. discrete time Toda equation:

Let us rewrite D1 = δDt, D2 = Dn, z1 = δ−2, z2 = −1, z3 = 1 − δ−2,
ignore D3 and introduce

Vn =
τn+1τn−1

τ2
n

.

Then we have from (30)

∆2
t log(1 + Vn(t)) = ∆2

nδ
−2 log(1 + δ2Vn),

where

∆ta(t) =
1
2δ

(a(t+ δ)− a(t− δ)),

∆nbn =
1
2
(b(n+ 1)− b(n− 1)).

2. KdV equation:
Let us rewrite D1 = 1

4 (3δDτ +Dn), D2 = 1
4 (δDτ + 3Dn), z1 = 1, z2 =

δ, z3 = −(1 + δ). Furthermore introduce x, t by Dτ = 1
3ε

3Dt − 2εDx, Dn =
2εDx. Then by taking a limit of δ → 0 and ε→ 0, we have the KdV equation,

Dx(Dt +D3
x)τ · τ = 0.

3. Intermediate long wave (ILW) equation:
Let us rewrite

D1 = δ(iε2Dt +
1
2
εDx) + ihDx,

D2 = δ(iε2Dt +
1
2
εDx) + ihDx + 2εDx,

D3 = −δ(iε2Dt +
1
2
εDx) + ihDx

z1 = 1, z2 = −δ, z3 = −1 + δ.

Then by taking a limit of δ → 0 and ε→ 0, we have

(iDt −D2
x)τ(t, x+ ih) · τ(t, x− ih) = 0.

This differential-difference equation is the bilinear form of the ILW equation
[11],

ut + uux +
[
P

1
2h

∫
R

coth
π

2h
(y − x)u(y)dy

]
xx

= 0, (31)

which admits as limits the KdV (for h→ 0) and the Benjamin-Ono equation
(for h→ +∞).
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4 Sato theory

In the previous sections we saw that the existence of solutions in the form
of determinants (Wronskian or Casorati) for bilinear equations was always
guaranteed by a similar type of algebraic identity: a so-called Plücker relation.
Sato theory is a grand scheme in which this fact – as well as many other deep
results concerning the algebraic structure of soliton equations – is revealed
[12], [13]. A central element in this theory is the so-called tau function, which
will provide solutions to equations in bilinear form.

4.1 Micro-differential operators

The starting point in this section is a “micro-differential” operator

W = 1 + w1(x)∂−1 + w2(x)∂−2 + . . . , (32)

in which the operators ∂−n are defined by

∂−n ≡
(

d
dx

)−n

, n ∈ N ,

in the sense of the following extension of the Leibniz rule (n ∈ Z):

∂nf(x) =
∞∑

r=0

n(n− 1) . . . (n− r + 1)
r!

drf

dxr
∂n−r.

Examples.

∂f = fx + f∂,
∂2f = fxx + 2fx∂ + f∂2,

∂−1f = f∂−1 − fx∂
−2 + fxx∂

−3 − . . . ,
∂−2f = f∂−2 − 2fx∂

−3 + 3fxx∂
−4 − . . . .

For simplicity however we shall (for the time being) assume that

W = Wm = 1 + w1(x)∂−1 + · · ·+ wm(x)∂−m, (33)

for some finite m. Afterwards one can take a suitable limit m→∞, in order
to cover the general case.

We now define the linear ODE

Wm∂
mf(x) = (∂m + w1∂

m−1 + · · ·+ wm)f(x) = 0. (34)

It has m independent solutions f (1)(x), f (2)(x), . . . , f (m)(x), which we assume
to be regular, such that the following Taylor expansion exists:
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f (j)(x) = ξ
(j)
0 +

1
1!
ξ
(j)
1 x+

1
2!
ξ
(j)
2 x2 + . . . .

The ∞×m matrix

Ξ =



ξ
(1)
0 . . . ξ

(m)
0

ξ
(1)
1 . . . ξ

(m)
1

...
. . .

...


 ,

is of rank m and satisfies

Wm∂
m

(
1,
x

1!
,
x2

2!
, . . .

)
Ξ = 0. (35)

Remark that due to the linearity of (34) we have that for any regular m×m
matrix R, ΞR also satisfies (35). Ξ is therefore unique up to a multiplicative
factor in GL(m, C). Hence, Ξ can be regarded as an element of the quotient
set

{matrices of order (∞×m) and rank m}/GL(m, C), (36)

which will serve here as the definition of the Grassmannian manifold
GM(m,∞).

Now, because them solutions f (j) are supposed to be linearly independent,
we can determine Wm from these functions. The set of equations

w1∂
m−1f (j) + · · ·+ wmf

(j) = −∂mf (j), j = 1, · · · ,m,

is solved as

wj =

∣∣∣∣∣∣∣∣∣∣

∂m−1f (1) . . . −∂mf (1) . . . f (1)

...
...

∂m−1f (m) . . . −∂mf (m) . . . f (m)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∂m−1f (1) . . . −∂m−jf (1) . . . f (1)

...
...

∂m−1f (m) . . . −∂m−jf (m) . . . f (m)

∣∣∣∣∣∣∣∣∣∣

. (37)

This yields
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W = 1 + w1∂
−1 + w2∂

−2 + · · ·+ wm∂
−m

=

∣∣∣∣∣∣∣∣∣∣∣∣∣

f (1) . . . f (m) ∂−m

...
. . .

...
...

∂m−1f (1) . . . ∂m−1f (m) ∂−1

∂mf (1) . . . ∂mf (m) 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

f (1) . . . f (m)

...
. . .

...

∂m−1f (1) . . . ∂m−1f (m)

∣∣∣∣∣∣∣∣∣∣

.

4.2 Introduction of an infinite number of time variables

Let us define the shift operator

Λ =




0 1 0 . . . 0 . . .

0 0 1 . . . 0 . . .
...

...
. . . . . .

... . . .

0 0 . . . . . . 1 . . .



.
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Then we have

exΛ = I + xΛ+
x2

2!
Λ2 + . . .

=




1 x x2

2!
x3

3! . . .

1 x x2

2! . . .

. . . x . . .

O 1 . . .



,

and

H(x) ≡ exΛΞ

=




f (1) f (2) . . . f (m)

∂f (1) ∂f (2) . . . ∂f (m)

∂2f (1) ∂2f (2) . . . ∂2f (m)

...
...

. . .
...



,

that is, the shift operator Λ allows us to introduce a parameter x into an
element of the Grassmanian (36).

We now define

H(t) = (exp
∞∑

n=1

tnΛ
n)Ξ,

t ≡ (t1, t2, t3, . . . ), t1 = x,

wj = wj(t), f (j) = f (j)(t),

and consider the formal expansion of exp
∑∞

n=1 tnΛ
n,

et1Λ+t2Λ2+t3Λ3+... =
∞∑

n=0

pn(t)Λn,

where the variables pn defined by

pn =
∑

ν1+2ν2+3ν3+···=n,ν1,ν2,···≥0

tν1
1 t

ν2
2 t

ν3
3 . . .

ν1!ν2!ν3! . . .

are called the Schur polynomials.
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Examples.

p0 = 1,
p1 = t1,

p2 =
1
2
t21 + t2,

p3 =
1
6
t31 + t1t2 + t3,

p4 =
1
24
t41 +

1
2
t21t2 +

1
2
t22 + t1t3 + t4.

An important property of these polynomials is

∂pm

∂tn
= pn−m, with pn ≡ 0 for n < 0,

and especially:

∂pn

∂x
= pn−1.

Using these Schur polynomials we can define an element of the Grassmanian
(36) which depends on infinitely many parameters (time variables):

H(t) =
∞∑

n=0

pnΛ
nΞ

=




1 p1 p2 . . .

1 p1 . . .

0 1 . . .






ξ
(1)
0 . . . ξ

(m)
0

ξ
(1)
1 . . . ξ

(m)
1

...
. . .

...




=



h

(1)
0 (t) . . . h(m)

0 (t)

h
(1)
1 (t) . . . h(m)

1 (t)
...

. . .
...


 ,

where

h
(j)
0 (x = t1, 0, 0, 0, . . . )f (j)(x),

h(j)
n (t) =

∂h
(j)
0 (t)
∂tn

=
∂nh

(j)
0 (t)
∂xn

.

This means that all h(j)
0 (t) satisfy(
∂

∂tn
− ∂n

∂xn

)
h

(j)
0 = 0, n = 1, 2, 3, . . .

with the initial condition h(j)
0 (x, 0) = f (j)(x).
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4.3 The Sato equation

If we now assume that Wm depends on t as

Wm(t)∂mh
(j)
0 (t) = {∂m + w1(t)∂m−1 + · · ·+ wm(t)}h(j)

0 (t) = 0, (38)

we know from the above that:

wj =

∣∣∣∣∣∣∣∣∣∣

h
(1)
m−1 . . . −h(1)

m . . . h
(1)
0

...
. . .

...
. . .

...

h
(m)
m−1 . . . −h(m)

m . . . h
(m)
0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

h
(1)
m−1 . . . h

(1)
m−j . . . h

(1)
0

...
. . .

...
. . .

...

h
(m)
m−1 . . . h

(m)
m−j . . . h

(m)
0

∣∣∣∣∣∣∣∣∣∣

, (39)

and

Wm =

∣∣∣∣∣∣∣∣∣∣∣∣∣

h
(1)
0 . . . h

(m)
0 ∂−m

...
. . .

...
...

h
(1)
m−1 . . . h

(m)
m−1 ∂

−1

h
(1)
m . . . h

(m)
m 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

h
(1)
0 . . . h

(m)
0

...
. . .

...

h
(1)
m−1 . . . h

(m)
m−1

∣∣∣∣∣∣∣∣∣∣

.

Remark that the determinant in the numerator of w1 is actually the x-
derivative of the denominator, such that w1 is nothing but the logarithmic
derivative of the determinant:

τ :=

∣∣∣∣∣∣∣∣∣∣

h
(1)
m−1 . . . h

(1)
m−j . . . h

(1)
0

...
. . .

...
. . .

...

h
(m)
m−1 . . . h

(m)
m−j . . . h

(m)
0

∣∣∣∣∣∣∣∣∣∣
, (40)

which we shall refer to as a “tau” function. Later on we will prove that τ
satisfies the KP equation in bilinear form (19).
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First of all however, let us try to see what kind of equation the micro-
differential operator Wm satisfies. An obvious equation is

W∂mh
(j)
0 = 0,

which is an m-th order ODE. If one applies ∂tn to it, bearing in mind that
∂

∂tn
= ∂n when applied to h(j)

0 , one obtains

(
∂W

∂tn
∂m +W∂m+n

)
h

(j)
0 = 0, (41)

i.e. an (m + n)-th order ODE which, by construction, should have the same
solution set asW∂mh

(j)
0 = 0. The differential operator in (41) should therefore

factorize as (
∂W

∂tn
∂m +W∂m+n

)
= BnW∂

m,

for some differential operator Bn. Applying the inverse operator ∂−mW−1 to
this expression one obtains

Bn =
∂W

∂tn
W−1 +W∂nW−1.

As the operator ∂W
∂tn
W−1 does not have a differential part (i.e. it only contains

terms ∂−n, n ≥ 1) it is clear that the differential operator Bn equals the
differential part ofW∂nW−1 (i.e. the part that only contains terms ∂n, n ≥ 1),
which we denote as:

Bn =
(
W∂nW−1)+ . (42)

Examples.

B1 = ∂,

B2 = ∂2 − 2w1,x,

B3 = ∂3 − 3w1,x∂ − 3w2,x + 3w1w1,x − 3w1,xx.

The Sato equation is defined as the system

∂W

∂tn
= BnW −W∂n, (43)

Bn = (W∂nW−1)+, (44)

or equivalently as

∂W

∂tn
= − (W∂nW−1)−

, (45)

where
(
W∂nW−1

)− denotes the purely micro-differential part of W∂nW−1.
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4.4 Generalized Lax equation

We introduce the fields uj , linked to W through the operator:

L ≡W∂W−1 = ∂ + u2∂
−1 + u3∂

−2 + . . . . (46)

Examples.

u2 = w1,x,

u3 = −w2,x + w1w1,x.

Now, let us rewrite the Sato equation (45) in terms of the operator L. If

one applies
∂

∂tn
to L, noting that

∂(WW−1)
∂tn

=
∂W

∂tn
W−1 +W

∂W−1

∂tn
,

one obtains

∂L

∂tn
=
∂W

∂tn
∂W−1 +W∂

∂W−1

∂tn

= (BnW −W∂n)∂W−1 −W∂W−1(BnW −W∂n)W
= BnL− LBn,

or

∂L

∂tn
= [Bn, L]. (47)

Equation (47) is called the generalized Lax equation.
The operator Bn can be seen to equal:

Bn =
(
W∂nW−1)+

= (W∂W−1W∂W−1 . . .W∂W−1)+

= (Ln)+

such that it can also be easily expresssed in terms of the variables uj .
Examples.

B1 = ∂,

B2 = ∂2 + 2u2,

B3 = ∂3 + 3u2∂ + 3u3 + 3u2,x.

Remark that this is essentially the same computation as in Magri [14].
The generalized Lax equation actually describes infinitely many (nonli-

near) evolution equations which, taken together, make up the so called KP
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hierarchy. Let us for example calculate the KP equation from the generalized
Lax equation.

We first compute the relation
∂L

∂t2
= [B2, L].

∂L

∂t2
=
∂u2

∂t2
∂−1 +

∂u3

∂t2
∂−2 + . . . ,

[B2, L] = (∂2 + 2u2)(∂ + u2∂
−1 + u3∂

−2 + . . . )
−(∂ + u2∂

−1 + u3∂
−2 + . . . )(∂2 + 2u2)

= (u2,xx + 2u3,x)∂−1 + (u3,xx + 2u4,x + 2u2u2,x)∂−2 + . . . .

Equating the lhs and the rhs yields the infinite set of equations

∂u2

∂t2
= u2,xx + 2u3,x, (48)

∂u3

∂t2
= u3,xx + 2u4,x + 2u2u2,x, (49)

...

A similar calculation with the time t3 instead of t2, yields

∂u2

∂t3
= u2,xxx + 3u3,xx + 3u4,x + 6u2u2,x. (50)

The elimination of u3, u4 among (48), (49), (50) yields the KP equation

∂

∂x

(
4
∂u2

∂t3
− 12u2

∂u2

∂x
− ∂

3u2

∂x3

)
− 3

∂2u2

∂t2
= 0.

4.5 Structure of tau functions

We saw before that, due to (39), the field u2 = −(w1)x which solves the KP
equation is nothing but the second logaritmic derivative of the determinant
(40), which we called a tau function. We will show now that such a τ -function
satisfies specific bilinear equations. But first let us look a bit more careful at
the tau function itself and especially at the way it is linked to elements of the
Grassmanian. We have that:



196 J. Satsuma

τ(t) =

∣∣∣∣∣∣∣∣∣∣∣∣∣

h
(1)
0 . . . h

(m)
0

h
(1)
1 . . . h

(m)
1

...
. . .

...

h
(1)
m−1 . . . h

(m)
m−1

∣∣∣∣∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣∣

1 p1 p2 . . .

1 p1 . . .

0 1 . . .

∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣

ξ
(1)
0 . . . ξ

(m)
0

ξ
(1)
1 . . . ξ

(m)
1

...
...

∣∣∣∣∣∣∣∣∣∣
= det

(
Ξt

0e
∑∞

n=1 tnΛn

Ξ
)
,

in which the m×∞ matrix Ξt
0 is defined by:

Ξt
0 ≡




1 0 0 . . . . . .

0 1 0 . . . . . .

...
...

. . . . . . . . .

0 0 . . . 1 . . .



.

Furthermore, from an expansion theorem for the determinant of the product
of two matrices, one has that

τ(t) =
∑

0≤l1<l2···<lm

∣∣∣∣∣∣∣∣∣∣∣∣∣

pl1 . . . plm

pl1−1 . . . plm−1

...
...

pl1−m+1 . . . plm−m+1

∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣

ξ
(1)
l1
. . . ξ

(m)
l1

ξ
(1)
l2
. . . ξ

(m)
l2

...
...

ξ
(1)
lm
. . . ξ

(m)
lm

∣∣∣∣∣∣∣∣∣∣∣∣∣

.

This expansion of τ(t) in terms of elements of the Grassmanian GM(m,∞),
characterized by m numbers (l1, l2, . . . , lm), suggests a way of connecting such
elements with differential expressions in the tau function. To see this, let us
introduce the so called Maya-diagram corresponding to the set of numbers
(l1, l2, . . . , lm).

We first prepare a chain of (empty) cells, ordered in numerical order. We
then start to put particles (sometimes thought of as fermions) in some of the
cells according to the following rules:

1. put a particle in each cell numbered less than 1−m (i.e. from −∞ all the
way up to −m). (Think of these particles as part of a “Dirac sea”)
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2. put m supplementary particles in the cells numbered l1−m+ 1, l2−m+
1, . . . , lm −m+ 1.

The resulting diagram is called the Maya-diagram corresponding to the num-
bers (l1, l2, . . . , lm). This correspondence is one to one for fixed m. Note ho-
wever that the diagram for the vacuum case (m = 0)

· · ·
−4

©
−3

©
−2

©
−1

©
0

©
1 2 3

· · ·

is identical to that for (0, 1, 2, . . . ,m− 1) for any m ≥ 1.
Example.

The Maya-diagram corresponding to the sequence (2, 3, 5, 7) is

· · ·
−6

©
−5

©
−4

©
−3 −2 −1

©
0

©
1 2

©
3 4

©
5 6

· · ·

Next, we construct a Young-diagram corresponding to a given Maya-diagram.
Going through the Maya-diagram from −∞ to +∞, we draw a (directed)
continuous line by succesively:

• drawing a vertical arrow ↑ for each occupied cell we encounter in the
Maya-diagram, or,

• drawing a horizontal arrow → for each unoccupied cell.

Clearly, the line obtained from the Maya-diagram corresponding to the va-
cuum state m = 0 has the shape of a single hook, first moving up and then
turning right. The diagram enscribed by this “vacuum hook” and the line
constructed from a particular Maya diagram can be interpreted as the Young
diagram corresponding to that Maya-diagram. This correspondence is one to
one for given m.
Example.

The Young-diagram corresponding to the Maya diagram for (2, 3, 5, 7) has
the shape:

We use the symbol φ to denote the Young-diagram for the vacuum state.
In the section on the 2D Toda lattice it was shown that for typical deter-

minant solutions, the bilinear equation took the form of a particular Plücker
relation, irrespective of the size of these determinants. At the time we in-
troduced a special notation for a Wronskian determinant, in which only the
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number of derivatives in each column was used (such a notation was first in-
troduced by Freeman and Nimmo [15]). In this notation, the τ function (40)
is represented as:

τ =

∣∣∣∣∣∣∣∣∣∣∣∣∣

h
(1)
0 h

(1)
1 . . . h

(1)
m−1

h
(2)
0 h

(2)
1 . . . h

(2)
m−1

...
...

. . .
...

h
(m)
0 h

(m)
1 . . . h

(m)
m−1

∣∣∣∣∣∣∣∣∣∣∣∣∣

:=
∣∣∣∣0 1 . . . m− 1

∣∣∣∣ ,

and for example, its x-derivative as:

τx =

∣∣∣∣∣∣∣∣∣∣∣∣∣

h
(1)
0 . . . h

(1)
m−2 h

(1)
m

h
(2)
0 . . . h

(2)
m−2 h

(2)
m

...
. . .

...
...

h
(m)
0 . . . h

(m)
m−2 h

(m)
m

∣∣∣∣∣∣∣∣∣∣∣∣∣

:=
∣∣∣∣0 1 . . . m− 2 m

∣∣∣∣ ,

(remember that h(j)
n =

∂h
(j)
0

∂tn
=
∂nh

(j)
0

∂xn
).

We can now interpret the numbers appearing in this notation as defining a
Maya-diagram and subsequently a Young-diagram. Hence the τ function itself
corresponds to

τ =
∣∣∣∣0 1 · · · m− 1

∣∣∣∣

∼ · · ·
−1−m

©
−m

©
1−m

©
0

2−m

©
1

· · ·
−1

©
0

©
m− 1

1

· · ·

∼ φ,

i.e., it corresponds to the vacuum state Maya-and/or Young-diagram (the lar-
ger numbers underneath the Maya-diagram indicate the corresponding entries
in the Freeman-Nimmo notation).
Its x-derivative however can be seen to correspond to:
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τx =
∣∣∣∣0 1 · · · m− 2 m

∣∣∣∣

∼ · · ·
−1−m

©
−m

©
1−m

©
0

2−m

©
1

· · ·
−1

©
m− 2

0 1

©
m

2

· · ·

∼ (51)

which allows us to attach the Young-diagram to the x-derivative of τ :

τ := τx. (52)

In general, one can associate a particular differential operator with a
Young-diagram Y , such that when this operator acts upon a tau function
the result is a single determinant, denoted as τY . If we wish to represent
this determinant using Freeman-Nimmo notation we just need to deduce a
sequence (l1, l2, . . . , lm) – for some m – which will give rise to the correct
Young-diagram. This procedure is implemented in the following way:

1. the height of the Young-diagram indicates the minimum value of m.
2. using e.g. this value ofm (or any number larger than it) one can then (uni-

quely for each m) reconstruct a Maya-diagram from that Young-diagram.
3. from this Maya-diagram one can (again uniquely for a given m) recon-

struct (l1, l2, . . . , lm) for that value of m.
4. One then defines the Schur function SY (x):

S(x) :=

∣∣∣∣∣∣∣∣∣∣∣∣∣

pl1(x) pl2(x) . . . plm(x)

pl1−1(x) pl2−1(x) . . . plm−1(x)
...

...
. . .

...

pl1−m+1(x) pl2−m+1(x) . . . plm−m+1(x)

∣∣∣∣∣∣∣∣∣∣∣∣∣

,

which, it turns out, is independent of the chosen value of m (i.e. it is the
same for all sets (l1, l2, . . . , lm), which for different m give the same Maya-
diagram). Please note that these Schur functions are the same as those
which appear in the representation theory of symmetric groups [16].

5. We then define τY as:

τY := SY (∂̃t)τ, (53)

where ∂̃t := (∂x,
1
2∂t2 ,

1
3∂t3 , . . . ).

6. If one wishes to derive the Freeman-Nimmo notation for this tau function,
one first of all has to choose the size of the determinant large enough so
as to fully capture the action of the differential operator SY (∂̃t) on it
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(typically the size of the determinant must be chosen larger than the
height of the Young-diagram Y ). If we think of the Young-diagram Y as
corresponding to a particular partition [λ] = [λ1, λ2, λ3, . . . , λm], where
those λ� with an index higher than the height of the Young-diagram are
taken to be zero, then the Freeman-Nimmo notation for τY is:

τY =
∣∣∣∣λm λm−1 + 1 · · · λ1 +m− 1

∣∣∣∣ .

4.6 Algebraic identities for tau functions

Let us now put these diagrams and special notations to use. For example,
a first application is found in connection to the coefficients in the micro-
differential operator W = 1 + w1(t)∂−1 + w2(t)∂−2 + . . . , which in Freeman-
Nimmo notation are given as:

wj(t) = (−1)j

∣∣∣∣0 1 · · · m− j − 1 m− j + 1 · · · m
∣∣∣∣∣∣∣∣0 1 · · · m− 1

∣∣∣∣
.

According to the above, we can represent the determinants appearing in
the numerators of these coefficients as:

∣∣∣∣0 1 · · · m− j − 1 m− j + 1 · · · m
∣∣∣∣

∼ · · ·
−m

©
1−m

© · · ·
−j

©
1−j 2−j

© · · ·
0

©
1

©
2

· · ·

∼ ...



j := Yj .

The Schur function SYj
which corresponds to this Young-diagram Yj can be

shown to be:

SYj
= pj(−∂̃t),

and hence we find that the coefficients wj(t) can be expressed as
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wj(t) =
1
τ
pj(−∂̃t)τ. (54)

In particular we have:

w1(t) =
1
τ
p1(−∂̃t)τ ≡ ∂x log τ,

(as was remarked before), and

w2(t) =
1
τ
p2(−∂̃t)τ =

1
2τ

(
∂2τ

∂x2 −
∂τ

∂t2
).

As a second application, let us calculate the Maya and Young representa-
tions of the derivatives τ2x and τt2 . The second x-derivative of τ can be easily
seen to be:

τ2x =
∣∣∣∣0 · · · m− 3 m− 1 m

∣∣∣∣ +
∣∣∣∣0 · · · m− 2 m+ 1

∣∣∣∣
where:∣∣∣∣0 · · · m− 3 m− 1 m

∣∣∣∣

∼ · · ·
−m

© · · ·
−2

©
−1 0

©
1

©
2

· · ·

∼ (55)

and ∣∣∣∣0 · · · m− 2 m+ 1

∣∣∣∣

∼ · · ·
−m

© · · ·
−1

©
0 1 2

©
3

· · ·

∼ (56)

whereas the t2-derivative is:

τt2 =
∣∣∣∣0 · · · m− 2 m+ 1

∣∣∣∣ +
∣∣∣∣0 · · · m− 3 m m− 1

∣∣∣∣
=
∣∣∣∣0 · · · m− 2 m+ 1

∣∣∣∣ −
∣∣∣∣0 · · · m− 3 m− 1 m

∣∣∣∣
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such that one has the following expressions:

τ2x = τ + τ , τt2 = τ − τ . (57)

Conversely, if we want to calculate the differential operators SY (∂̃t) which
correspond to these Young-diagrams, it is best if we first look for a minimal
Freeman-Nimmo representation for them (thus reducing the size of the de-
terminant expressions for the corresponding Schur functions). For example,
as the height of the Young- diagram is 2, it suffices to consider a 2 × 2

determinant |l1 l2| (in Freeman-Nimmo notation) to fully capture the action

of the corresponding differential operator. From the Maya-diagram in (55) it
is clear that l1 = 1 and l2 = 2 and hence we learn that τ can be represented
as

τ = |1 2|

(i.e. setting “m = 2” in (55), which is the minimal choice) and that corre-
spondingly:

S (∂̃t) =

∣∣∣∣∣∣∣
p1(∂̃t) p2(∂̃t)

1 p1(∂̃t

∣∣∣∣∣∣∣
≡ 1

2
(∂2

x − ∂t2).

For the Young-diagram we consider, as a further example, two diffe-
rent representations: once as a 1 × 1 and once as a 2 × 2 determinant (both
of which are apparent from (56)):

τ = |2| or |0 3|.

It is easily verified that

S (∂̃t) = p2(∂̃t) ≡

∣∣∣∣∣∣∣
p0(∂̃t) p3(∂̃t)

0 p2(∂̃t)

∣∣∣∣∣∣∣
≡ 1

2
(∂2

x + ∂t2),

irrespective of the size of the representation. From the above expressions for
these Schur functions we find that:

τ =
1
2
(τ2x − τt2), τ =

1
2
(τ2x + τt2), (58)

in accordance with (57).
Let us now finally prove that the tau functions as defined above, solve

the KP equation. For this it is sufficient to use a representation as 2 × 2
determinants, for which we have the identity
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0 ≡

∣∣∣∣∣∣∣∣∣∣∣∣∣

h
(1)
0 h

(1)
1 h

(1)
2 h

(1)
3

h
(2)
0 h

(2)
1 h

(2)
2 h

(2)
3

0 h
(1)
1 h

(1)
2 h

(1)
3

0 h
(2)
1 h

(2)
2 h

(2)
3

∣∣∣∣∣∣∣∣∣∣∣∣∣

=
∣∣∣∣0 1

∣∣∣∣
∣∣∣∣2 3

∣∣∣∣−
∣∣∣∣0 2

∣∣∣∣
∣∣∣∣1 3

∣∣∣∣+
∣∣∣∣0 3

∣∣∣∣
∣∣∣∣1 2

∣∣∣∣ ,
again by Laplace expansion. For some of the determinants appearing in this
expansion we already know how to represent them in terms of Maya-and

Young-diagrams, notably: |0 1| = τφ, |0 2| = τ , |1 2| = τ and |0 3| = τ . It

is an easy exercise to show that:

|1 3| = τ and |2 3| = τ .

Hence, the above Laplace expansion is equivalent to the equation

τφτ − τ τ + τ τ = 0, (59)

which is now completely general (irrespective of the size of the determinants
considered): it is in fact the first non-trivial Plücker relation for the Grassma-
nian GM(2,∞).

It is also a simple exercise to show that:

τ =
1
3
(∂3

x − ∂t3)τ and τ =
1
12

(∂4
x + 3∂2

t2 − 4∂x∂t3)τ,

such that we – bearing in mind (52) and (58) – can rewrite the Plücker relation
(59) as:

(4DxDt3 −D4
x − 3D2

t2)τ · τ = 0,

which is nothing but the bilinear form of the KP equation. As was mentioned
before, the connection between the tau function and the solutions of the (usual
nonlinear) KP equation is given by:

u2 = −w1,x = ∂2
x log τ,

which is the bilinearizing transformation of the KP equation

∂

∂x

(
4
∂u2

∂t3
− 12

∂u2

∂x
− ∂

3u3

∂x3

)
− 3

∂2u2

∂t22
= 0.
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4.7 Vertex operators and the KP bilinear identity

Let us give an explicit form for the τ function which corresponds to the N -
soliton solution of the KdV equation. One first introduces

ξ(x, k) =
∞∑

j=1

xjk
j , (60)

in which x1 is like t1, x2 like t2, etc. Then set

ξi = ξ(x, ki)− ξ(x,−ki) = 2
∞∑

j=0

k2j+1
i x2j+1, (61)

(which is in fact a reduction of the original ξ(x, k)) and finally, introduce

aii′ =
[
ki − ki′

ki + ki′

]2

,

which shall describe the interaction between two individual solitons in a multi-
soliton solution.

Then we define

τN (x1, x3, . . . ) =
∑
J⊂I

∏
i∈J

ci
∏

i,i′∈J,i<i′
aii′ exp

∑
i∈J

ξi

in which J is an arbitrary subset of I = {1, 2, . . . , N} and the ci are arbitrary
(phase) constants. These τN correspond to the N -soliton solutions for the
KdV equation.
Examples.

τ1 = 1 + c1eξ1 ,

τ2 = 1 + c1eξ1 + c2eξ2 + c1c2a12e
ξ1+ξ2 ,

τ3 = 1 + c1eξ1 + c2eξ2 + c3eξ3 + c1c2a12e
ξ1+ξ2

+c2c3a23e
ξ2+ξ3 + c3c1a31e

ξ3+ξ1

+c1c2c3a12a23a31e
ξ1+ξ2+ξ3 .

Let us now introduce so-called vertex operators X(k), which can be shown
to be intimately linked to the notion of a Darboux transformation for the
KdV equation [17]. In particular, a vertex operator X will map an N -soliton
solution to an (N + 1)-soliton solution:

τN+1 = eXτN .

These vertex operators are expressed as

X(k) = exp


2

∞∑
j=0

k2j+1x2j+1


 exp


−2

∞∑
j=0

1
(2j + 1)k2j+1

∂

∂x2j+1


 . (62)
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and enjoy the following properties:

X(k)f(x1, x3, . . . ) = exp


2

∞∑
j=0

k2j+1x2j+1


 f(x1 − 2

k
, x3 − 2

3
k3, . . . ),

X(k1)X(k2) =
[
k1 − k2
k1 + k2

]2

exp


2

2∑
i=1

∞∑
j=0

k2j+1
i x2j+1




× exp


−2

2∑
i=1

∞∑
j=0

1
(2j + 1)k2j+1

i

∂

∂x2j+1


 ,

and thus

X(k)2 = 0.

Then

τ1 = ec1X(k1) · 1
=
(

1 + c1X +
1
2
c21X

2 + · · ·
)
· 1

= (1 + c1X) · 1
= 1 + c1eξ1 ,

and all higher N -soliton solutions can be obtained from τ1 by successive ap-
plications of vertex operators.

Let us now consider the KP case, which is very similar to the KdV case,
but for “un-doing” the reduction (61) as in:

ξi = ξ(x, pi)− ξ(x, qi) =
∞∑

j=1

(pj
i − qj

i )xj ,

aii′ =
(pi − pi′)(qi − qi′)
(pi − qi′)(qi − pi′)

.

From this we can define the so-called “solitonic-vertex operator” for the KP
equation:

X(p, q) = exp


 ∞∑

j=1

(pj − qj)xj


 exp


−

∞∑
j=1

1
j

(
1
pj
− 1
qj

)
∂

∂xj


 . (63)

As the name suggests, it acts on N -soliton solutions of the KP equation by
increasing the number of solitons by 1, such that a general expression for these
N -soliton solution can be given as:
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τN = ec1X(p1,q1) . . . ecN X(pN ,qN ) · 1 =
∑
J⊂I

∏
i∈J

ci
∏

i,i′∈J,i<i′
aii′ exp

∑
i∈J

ξi.

From their definition it can be checked that these τ -functions satisfy the
bilinear identiy∮

dk
2πi

eξ(x,k)−ξ(x′,k)τ(x1 − 1
k
, x2 − 1

2k2 , . . . )τ(x
′
1 +

1
k
, x′

2 +
1

2k2 , . . . ) = 0.

(64)

This identity can be (formally) calculated by introducing dummy variables
yj as in xj = xj + yj and x′

j = xj − yj , after which an expansion in Schur
polynomials (of Hirota operators) yields:

0 =
∮

dk
2πi

e(2
∑∞

j=1 kjyj)τ(x1 + y1 − 1
k
, x2 + y2 − 1

2k2 , . . . )

×τ(x1 − y1 +
1
k
, x2 − y2 +

1
2k2 , . . . )

=
∮

dk
2πi

e(2
∑∞

j=1 kjyj) exp

( ∞∑
l=1

(
yl − 1

lkl

)
Dl

)
τ · τ

=
∮

dk
2πi

ki−j
∞∑

i=0

∞∑
j=0

pi(2y) pj(−D̃) e
∑∞

�=1 y�D� τ · τ

and hence
∞∑

i=0

pi(2y) e
∑∞

�=1 y�D� pi+1(−D̃) τ · τ = 0, (65)

where D� denotes the Hirota operator Dx�
and where D̃ stands for the weigh-

ted Hirota operators D̃ = (D1,
1
2D2,

1
3D3, . . . ). This last bilinear identity is

in fact a generating function for all bilinear equations the KP tau functions
satisfy. For example, expanding (65) in terms of the dummy variables y one
can calculate the term in y� (! ≥ 1), to find:

[2p�+1(−D̃)−D1D�] τ · τ = 0,

which gives at lowest orders in !:

! = 1 : [2p2(−D̃)−D2
1] τ · τ ≡ −D2 τ · τ ≡ 0,

! = 2 : [2p3(−D̃)−D1D2] τ · τ ≡ [−D3 +
1
3
D3

1] τ · τ ≡ 0,

! = 3 : [2p4(−D̃)−D1D3] τ · τ ≡ −1
12

[4D1D3 −D4
1 − 3D2

2] τ · τ = 0,

...

showing that the bilinear KP equation (19) is the first non-trivial equation
for the tau functions, contained in (64). The set of all equations generated in
this way is often referred to as the KP hierarchy.



Hirota method for nonlinear evolution equations 207

4.8 Fermion analysis based on an infinite dimensional Lie algebra

It was shown by Date, Jimbo, Kashiwara and Miwa that there is a fundamen-
tal interpretation of Sato theory in connection to the representation theory of
infinite dimensional Lie algebras [17]. An important ingredient in their inter-
pretation is a famous theorem called the boson-fermion correspondence.

Another important feature is a representation of vertex operators such as
those introduced in the previous section, in terms of elements of a so-called
fermion algebra. This is an algebra of (charged) free fermion creation and
annihilation operators, which satisfy the anti commutation relations:

[ψi, ψ
∗
j ]+ ≡ ψiψ

∗
j + ψ∗

jψi = δi+j,0

and

[ψi, ψj ]+ = [ψ∗
i , ψ

∗
j ]+ = 0, for i, j ∈ Z +

1
2
.

For this algebra one has the standard Fock representation , defining the Fock
space F as well as its dual F∗. The highest weight vectors in these represen-
tations (∀! ∈ N0), can be expressed as:

|!〉 = ψ1/2−� · · ·ψ−1/2 |vac〉
| − !〉 = ψ∗

1/2−� · · ·ψ∗
−1/2 |vac〉

∈ F

and their dual states 〈!|, 〈−!| ∈ F∗ are obtained from those in F by the
duality relation: ψj ↔ ψ∗

−j . The cyclic vectors |vac〉 and 〈vac| are defined in
terms of states |0〉 and 〈0| which are respectively annihilated by all operators
ψj and ψ∗

j . Expectation values are defined in the usual way (〈vac|1|vac〉 = 1)
and can be calculated using Wick’s theorem (wj is any fermion operator):

〈vac|w1 · · ·wr|vac〉 =




0
∑

σ sgn(σ)〈vac|wσ(1)wσ(2)|vac〉 · · ·
〈vac|wσ(r−1)wσ(r)|vac〉

depending on whether r is odd or even and where the sum
∑

σ runs over
all possible permutations satisfying σ(1) < σ(2), . . . , σ(r − 1) < σ(r) and
σ(1) < σ(3) < · · · < σ(r − 1).

Two important observations are the following. It is first of all possible to
construct bosonic operators Hn in terms of the fermion operators:

Hn :=
∑

j∈Z+1/2

: ψ−jψ
∗
j+n : ∀n ∈ Z
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(where : : is the usual normal ordering : ψiψ
∗
j : = ψiψ

∗
j − 〈vac|ψiψ

∗
j |vac〉 )

which satisfy the Heisenberg commutation relations:

[Hn, Hm] = δn+m,0.

Conversely, it is also possible to give a representation of fermionic operators
in terms of bosonic ones. This situation is summarized as
boson-fermion correspondence: The map Φ between the linear spaces F
and C [z, z−1;x1, x2, . . .

]
(i.e. the space of formal power series in

(x1, x2, x3, . . . ) and z, z−1, polynomial in z and z−1):

Φ : F −→ C [z, z−1;x1, x2, x3, · · ·
]

|u〉 −→
∑
�∈Z

z�〈!|eH(x)|u〉

is an isomorphism of Fock spaces. Here H(x) stands for H(x) =
∑∞

n=1 xnHn.
In particular, introducing formal extensions of fermion operators:

ψ(k) ≡
∑

j∈Z+1/2

ψjk
−j−1/2, ψ∗(k) ≡

∑
j∈Z+1/2

ψ∗
j k

−j−1/2, (66)

the vertex operators

Γ (x, k) := eξ(x,k)e−ξ(∂x,1/k), Γ ∗(x, k) := e−ξ(x,k)eξ(∂x,1/k),

can be realized in terms of fermion operators as:

Γ (x, k) � Φ · ψ(k) ·Φ−1, Γ ∗(x, k) � Φ · ψ∗(k) ·Φ−1,

(i.e. up to a constant multiple). As the KP solitonic vertex operator (63) can
be thought of (up to a constant multiple) as the product Γ (x, p) · Γ ∗(x, q),
one might start wondering what the exact connection with the KP hierarchy
(and Sato theory) is.

To see this connection we need to introduce the infinite dimensional Lie
algebra gl(∞)

gl(∞) := {
∑

i,j∈Z+1/2

aij : ψiψ
∗
j : +a0 | ∃ R : aij = 0,

∀ |i− j| > R, with aij , a ∈ C },

and its corresponding Lie group GL(∞):

GL(∞) := {g|g = eX , X ∈ gl(∞)}.

It is then proved by straightforward calculation that the following algebraic
identity holds :
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∀g ∈ GL(∞) :
∑

j∈Z+1/2

ψ−jg ⊗ ψ∗
j g =

∑
j∈Z+1/2

gψ−j ⊗ gψ∗
j .

If we now define a tau function as an element in the GL(∞) orbit of the
cyclic vector |vac〉:

τ(x) := 〈vac|eH(x)g|vac〉, (67)

it can be derived from the above identity that this τ(x) necessarily satisfies
the KP bilinear identity (64). Conversely it can be shown that all functions
which solve the KP bilinear identity correspond, by formula (67), to elements
in (a completion) of the GL(∞) orbit of |vac〉.

When calculating tau functions from a given element in GL(∞), the fol-
lowing formulae are very useful:

eH(x) ψ(k) e−H(x) = ψ(k) eξ(x,k), (68)
eH(x) ψ∗(k) e−H(x) = ψ∗(k) e−ξ(x,k),

〈vac|ψ(p1)ψ(p2) · · ·ψ(pN )ψ∗(qN )ψ∗(qN−1) · · ·ψ∗(q1)|vac〉
= det

[
1

pi−qj

]
1≤i,j≤N

,

with ξ(x, k) as in (60). Note also that Hn|vac〉 = 0 (∀n ≥ 1).
Another important feature of this method is that it provides immediate

access to discrete soliton equations as well. For, if in the bilinear identity
(64) (and accordingly in the definition of the tau function (67) and the above
formulae) we use a so-called (generalised) Miwa transformation [10], [18]

x =
�∑
i

ε[a(i)] +
m∑
j

ε[b(j)] +
n∑
k

ε[c(k)], (69)

where

ε[λ] := (
1
λ
,

1
2λ2 ,

1
3λ3 , . . . )

and

l∑
i

≡




∑l
i=1 for l ≥ 1

0 for l = 0

−∑0
i=l+1 for l ≤ −1

,

which relates the (infinite) set of continuous variables x = (x1, x2, x3, . . . ), to
a set of 3 discrete variables !,m and n, one obtains a nonautonomous version
of the discrete KP equation:
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(bm − cn)τ�τmn + (cn − al)τmτ�n + (a� − bm)τnτ�m = 0 (70)

( a subscript indicates an increment in that variable, with respect to a “refe-
rence” – the explicit dependence on these variables being omitted).

Soliton solutions for the equations in the KP hierarchy are easily expressed
in terms of elements of (the completion) of GL(∞):

g(N) ≡
N∏

j=1

(1 + cjψ(pj)ψ∗(qj)),

gives rise to the N -soliton tau function

τ
(N)
G (x) ≡ 〈vac|eH(x)g(N)|vac〉

= det
[
δi,j +

ci
pi − qj e

ξ(x,pi)−ξ(x,qj)
]
1≤i,j≤N

.

Of course, the variable transformation (69) immediately produces correspon-
ding soliton solutions for the nonautonomous discrete KP equation (70). It
suffices to note that the “discrete” version of the exponentials exp ξ(x, p) which
appear in the soliton solutions (or in the evolutions (68)), take on the form:

eξ(�,m,n;p) =


 �∏

i

(1− p

a(i)
)

m∏
j

(1− p

b(j)
)

n∏
k

(1− p

c(k)
)




−1

,

using the following multiplication convention:

k∏
i

F (i, j, · · · ) ≡




∏k
i=1 F (i, j, · · · ) for k ≥ 1

1 for k = 0
∏0

i=k+1 F (i, j, · · · )−1 for k ≤ −1,

for each product
∏k

i .

5 Extensions of the bilinear method

5.1 q-discrete equations

An important lesson we learned from the fermionic treatment of the KP hier-
archy is that as long as the specific algebraic structure of a τ function is kept,
that particular solution can be adapted to (almost) any dispersion relation.
For example, in the continuous case we typically had ∂xk

f = ∂k
xf , in the

semi-discrete case ∂xfn = fn+1 and in the fully discrete case ∆lfn = fn+1 as
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dispersion relations for the entries in the determinants representing the tau
function. We shall see now that is also possible to introduce q-type disper-
sion relations, allowing for an extension of the bilinear method to the case of
q-difference equations.

If we take the following dispersion relations, defined in terms of q-difference
operators δqα,x, δqβ ,y,

δqα,xfn(x, y) :=
fn(x, y)− fn(qαx, y)

(1− q)x = −fn+1(x, y), (71)

δqβ ,yfn(x, y) :=
fn(x, y)− fn(x, qβy)

(1− q)y = fn−1(x, y), (72)

it can be shown that the τ -function

τn =

∣∣∣∣∣∣∣∣∣∣

f
(1)
n . . . f

(1)
n+N−1

...
. . .

...

f
(N)
n . . . f

(N)
n+N−1

∣∣∣∣∣∣∣∣∣∣
(73)

satisfies the q-discrete two-dimensional Toda lattice equation [19]

(δqα,xδqβ ,yτn)τn − (δqα,xτn)(δqβ ,yτn)

= τn+1(x, qβy)τn−1(qαx, y)− τn(qαx, qβy)τn(x, y). (74)

In the reduced case

xy = r2, α = β = 2, (75)

one has

{(1
r
δq,r + qδ2q,r)τn(r)}τn(r)− {δq,rτn(r)}2

= τn+1(qr)τn−1(qr)− τn(q2r)τn(r), (76)

which is the q-discrete cylindrical Toda lattice equation, so named after its
continuum limit q → 1:

{(1
r
∂r + ∂2

r )τn(r)}τn(r)− {∂rτn(r)}2 = τn+1(r)τn−1(r)− {τn(r)}2.

Under (75) the dispersion relations (71) and (72) reduce to the contiguity
relations of the q-Bessel function

{q−nδq,r +
[−n]
r
}Jq,n(r) = −Jq,n+1(r),

{qnδq,r +
[n]
r
}Jq,n(r) = Jq,n−1(r),
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in which the notation [n] is defined as:

1− qn

1− q .

We thus find that the determinant

τn(r) =

∣∣∣∣∣∣∣∣∣∣

Jq,n(r) . . . Jq,n+N−1(r)
...

. . .
...

Jq,n+pN
(r) . . . Jq,n+N+pN−1(r)

∣∣∣∣∣∣∣∣∣∣
(77)

constitutes a solution to the q-discrete cylindrical Toda lattice equation (76).
In a similar way we can obtain a q-discrete version of the Toda molecule

equation (as well as of its Bäcklund transformation and Lax pair, see [20]),
which has a particular solution expressed in terms of Airy functions.

5.2 Special function solution for soliton equations

Many soliton equations possess (determinant) solutions expressed in terms of
special functions. In fact, one can tackle this problem the other way around.
Instead of trying to find particular solutions to a given soliton equation one
can start from a particular type of special function and try to construct an
integrable (solitonic) system that will allow for such solutions. Let us explain
this procedure on a couple of simple examples, starting from the so-called
discrete KP (dKP) equation [21]:

(b− a)τ(!+1,m, n)τ(!,m+1, n+1)+(c− a)τ(!,m+1, n)τ(!+1,m, n+ 1)
+(a− b)τ(!,m, n+ 1)τ(!+ 1,m+ 1, n) = 0. (78)

This equation is obtained as an autonomous reduction (a, b, c : constant) of the
general dKP equation (70). It possesses an associated linear system, consisting
of

ϕ(!+ 1,m+ 1, n) =
1

b− a
τ(!+ 1,m, n)τ(!,m+ 1, n)
τ(!,m, n)τ(!+ 1,m+ 1, n)

×{bϕ(!+ 1,m, n)− aϕ(!,m+ 1, n)},
and two similar equations obtained from the above one by the (cyclic) changes
(a, b; !,m) �→ (b, c;m,n) and �→ (c, a;n, !).
For τ = constant, these linear equations reduce to the dispersion relations:

a{ϕ(!,m, n)− ϕ(!− 1,m, n)} = b{ϕ(!,m, n)− ϕ(!,m− 1, n)}
= c{ϕ(!,m, n)− ϕ(!,m, n− 1)},

or



Hirota method for nonlinear evolution equations 213

∆−
� ϕ = ∆−

mϕ = ∆−
nϕ, (79)

in terms of the backward-shift operators ∆−.
It can be shown that the dKP equation admits the solution

τ =

∣∣∣∣∣∣∣∣∣∣

ϕ(1) ∆−ϕ(1) . . . (∆−)N−1ϕ(1)

...
. . .

...

ϕ(N) ∆−ϕ(N) . . . (∆−)N−1ϕ(N)

∣∣∣∣∣∣∣∣∣∣
, (80)

where the functions ϕ(j) obey (79) (any reference to specific variables in the
backward shift operators in the determinant can therefore be omitted).
It is easily seen that the functions

Ψλ =
(

1− λ
a

)−� (
1− λ

b

)−m (
1− λ

c

)−n

(81)

satisfy the dispersion relations (79) and that they can therefore be used in the
determinant (80). For example, the N -soliton solution for the dKP equation
is obtained by taking

ϕ(j) = ψpj + ψqj ,

where pj and qj (j = 1, . . . , N) are arbitrary constants.
It is important to notice that in the above we can in fact consider general

superpositions

ϕ(·) =
∫

C

dµλψλ

for any contour C and any measure dµλ. This fact can then be exploited to
obtain special function solutions, not only for the dKP equation (or reductions
thereof) but also for many other soliton equations related to the KP hierarchy.

For example, if for the dKP equation (78) we transform the solutions
to its linear problem (79) as Φλ = (−a)�Ψλ, after which we take the limit
a→ 0, b→ 1 and c→ 1/z:

Φλ == λ−�(1− λ)−m(1− zλ)−n.

The dKP equation itself is reduced to:

τ�τmn +
1

z − 1
τmτ�n − z

z − 1
τnτ�m = 0. (82)

Considering now general superpositions of these elementary solutions, we
choose the measure and contour as h(λ)dλ/λ = λβ−1(1−λ)γ−β−1(1−zλ)−α dλ
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and
∫

C

=
∫ 1

0
, such as to obtain the following solution to the dispersion rela-

tions as well as to the reduced dKP equation (82):

Φ =
∫ 1

0
dλ λβ−�−1(1− λ)γ−β−m−1(1− zλ)−(α+n),

=
Γ (β − !)Γ (γ − β −m)

Γ (γ − !−m)
F (α+ n, β − !, γ − !−m; z)

(Γ denotes the gamma function and F (α, β, γ; z) is the hypergeometric func-
tion). Furthermore, arbitrary sized determinants of type (80) containing such
eigenfunctions will yield tau functions for (82) entirely expressed as nonlinear
combinations of hypergeometric functions.

As a second example we shall construct an equation possessing solutions
expressed in terms of the q-hypergeometric function

2ϕ1(α, β; γ; q, z) ≡
∞∑

n=0

(α; q)n(β; q)n

(γ; q)n(q; q)n
zn,

where (α; q)n ≡
n∏

j=1

(1− αqj−1). It has the the q-integral representation:

2ϕ1(qa, qb; qc; q, z) =
Γq(c)

Γq(b)Γq(c− b)
∫ 1

0
dqλ λ

b−1 (λq; q)∞(λzqa; q)∞
(λqc−b; q)∞(λz; q)∞

,

for Γq(ν) ≡ (1− q)1−ν
∞∏

r=0

(
1− qr+1

1− qr+ν

)
, and

∫ 1

0
dqλ f(λ) ≡ (1 − q)

∞∑
j=0

qjf(qj). It is then a case of straightforward arith-

metic to show that for a choice

Ψ∗
λ = λ�(λqc−b; q)m(λzqa−1; q−1)n,

we obtain a solution

Φ∗ =
∫ 1

0
dqλ λ

b−1 (λq; q)∞(λzqa; q)∞
(λqc−b; q)∞(λz; q)∞

Ψ∗
λ , (83)

=
Γq(b+ !)Γq(c− b+m)

Γq(c+ !+m) 2ϕ1(qa−n, qb+�; qc+�+m; q, z), (84)

for the special reduction of the nonautonomous dKP equation obtained by
choosing a(!) → 1, b(m) → qb−c−m, c(n) → q−a+n+1/z:
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(q−m+b−c−1 − 1
z
qn+2−a)τ(!+ 1,m, n)τ(!,m+ 1, n+ 1) (85)

+
1
z
qn+2−aτ(!,m+ 1, n)τ(!+ 1,m, n+ 1) (86)

−q−m+b−c−1τ(!,m, n+ 1)τ(!+ 1,m+ 1, n) = 0. (87)

It can also be shown that general sized determinants (80), consisting of such
q-hypergeometric functions solve this equation as well. It is worth pointing
out that as the q-Bessel function is obtained from the q-hypergeometric fun-
ction by specialization of the free parameters which appear in it, the above
determinant solutions encompass the q-Bessel type solutions (77) and that,
accordingly, the q-discrete cylindrical Toda equation (76) is a special case of
the q-difference equation (87) we constructed here.

Finally, we would like to stress that the same procedure can be used in
the continuous case as well. For example, for the 2D Toda equation (22)

1
2
DxDy(τ(l;x, y) · τ(l;x, y)) = τ(l + 1;x, y)τ(l − 1;x, y)

−{τ(l;x, y)}2,
we choose

Ψλ = λ−1e−λx+y/λ,

from which we can obtain the solution

ϕ(j)(l;x, y) =
(−1)νj

2πi

∫
λ−νj−l−1e−λx−y/λdλ

= (−1)l

(
x

y

) l+νj
2

Jl+νj (2
√
xy),

where Jν(z) is the Bessel function of index ν.

5.3 Ultra discrete soliton system

Another possible extension of the bilinear method is to fully discrete or ultra
discrete soliton systems, i.e.: systems where all variables, including the depen-
dent ones, are discrete. In practice such systems take the form of so-called
soliton cellular automaton (SCA). The original example of a SCA was propo-
sed in [22] as a fully discrete, 1+1 dimensional, evolutionary system in which
every state is a soliton. Each cell in this system takes a value 0 or 1 and the
value of the jth cell at time t (denoted by ut

j) is given by the rule:

ut+1
j =




1 if ut
j = 0 and

∑j−1
i=−∞ ut

i >
∑j−1

i=−∞ ut+1
i

0 otherwise.
(88)
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This rule can be put into words in the following way: at time t one starts
from a state consisting of an infinite sequence of 0’s and 1’s, the number of
1’s being finite. The state at time t+ 1 is then decided by the rules:

1. Move every 1 only once.
2. Exchange the leftmost 1 with its nearest 0 neighbour on the right.
3. Repeat this procedure for the 1’s that have not moved yet, each time using

the leftmost one, until all 1’s have moved.

An example of a typical evolution would be:

t = 0 : · · · 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 · · ·
t = 1 : · · · 0 0 0 0 0 1 1 1 1 0 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 · · ·
t = 2 : · · · 0 0 0 0 0 0 0 0 0 1 1 1 0 0 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 · · ·
t = 3 : · · · 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 · · ·
t = 4 : · · · 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 · · ·
t = 5 : · · · 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 0 0 0 0 0 0 1 1 1 1 0 0 · · ·

The SCA has the interesting features that groups of (separated) 1’s interact
as genuine solitons and that there exist infinitely many time invariants for it.
These facts can be proven by using combinatorial techniques [23]. In fact, this
SCA has a deep connection with usual (continuous or discrete) soliton systems
[24]. This can be seen by introducing the new variable St

j in (88)

St
j :=

j∑
i=−∞

ut
i,

such as to find:

St+1
j+1 − St

j = −max[St
j+1 − St+1

j − 1, 0].

If we then further transform the variables (dependent as well as independent
ones) as:

hτ
ξ := f t

j−t, f t
j = St

j+1 − St+1
j , (89)

we obtain the equation:

hτ+1
ξ − hτ

ξ = −max[hτ+1
ξ+1 − 1, 0] + max[hτ

ξ−1 − 1, 0], (90)

which is closely related to the KdV equation.
To explain this fact, we notice that the KdV equation (2) (written in the

field a in order to avoid confusion)
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at = axxx + 6aax,

can be seen to be a continuum limit of the so-called Lotka-Volterra system:

ḃj = bj(bj+1 − bj−1) (91)

(use the transformation: bj(t) = 1 + ε2a((j+ 2t)ε, 1
3ε

3t) and set ε→ 0). From
the continuum limit (after a change of variables similar to the one in (89))

Ct
j = bj(−δt), δ → 0,

it is also clear that the equation

Cτ+1
ξ (1 + δCτ+1

ξ+1 ) = Cτ
ξ (1 + δCτ

ξ−1), (92)

is a valid time-discretization of this Lotka-Volterra system (and hence, it can
also be considered to be a space-and time-discrete KdV equation). If we now
introduce variables dτ

ξ by:

Cτ
ξ = exp dτ

ξ ,

we obtain a final equation

dτ+1
ξ − dτ

ξ = log
1 + δ exp dτ

ξ−1

1 + δ exp dτ+1
ξ+1

, (93)

which allows for a very special limiting procedure

δ = e−1/ε, dτ
ξ = ε−1hτ

ξ , ε→ 0,

called the “ultra-discretization” of the equation (93).
By using the (key) formula:

lim
ε↓0
ε log

(
eA/ε + eB/ε

)
= max[A,B], (94)

the result of the “ultra discrete” limit of (93) is easily seen to coincide with
equation (90).

Although this is not immediately clear from the above reasoning, it can
be shown that the soliton solutions appearing in the SCA (88) are, intrin-
sically, those of the KdV equation. Whereas the link between both systems
might seem a bit circuitous when explained on their usual forms (as was done
above) if one goes to their respective bilinear forms however, the correspon-
dence becomes much clearer. First of all, remark that as the discrete-time
Lotka-Volterra equation (92) is a discrete version of the KdV equation, it can
be said that their soliton solutions are actually the same (the only difference
between the corresponding tau functions is a Miwa-transformation-like tran-
sition between the continuous – KdV – case and the discrete case). Now, the
bilinear form of the discrete-time Lotka-Volterra system (92) is
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gτ+1
ξ+1 g

τ
ξ + δgτ+1

ξ+2 g
τ
ξ−1 − (1 + δ)gτ+1

ξ gτ
ξ+1 = 0, (95)

with

Cτ
ξ =

gτ+1
ξ+2 g

τ
ξ−1

gτ+1
ξ+1 g

τ
ξ

as the bilinearizing transformation.
Introducing the parameter ε

δ = e−1/ε,

in the bilinear equation (95), we can take its ε→ 0 limit by calculating

ε log[(1 + e−1/ε)gt−1
j gt+1

j+1] = ε log[gt
j+1g

t
j + e−1/εgt+1

j gt−1
j+1],

(where we undid the change of independent variables (89)) and by introducing
the “ultra-discrete” limits of the tau functions gt

j :

ρt
j := lim

ε↓0
ε log gt

j .

The resulting equation for this variable

ρt+1
j+1 + ρt−1

j = max[ρt
j+1 + ρt

j , ρ
t−1
j+1 + ρt+1

j − 1],

is nothing but the “bilinear form” of the SCA (88) (here to be understood
as its “tau function expression”, as it is not self-evidient that this is actually
a quadratic expression) whose solutions are related to the “ultra-discrete tau
functions” ρt

j by the dependent variable transformation:

ut
j = ρt

j − ρt+1
j − ρt

j−1 + ρt+1
j−1.

Hence the claim that the soliton solutions it exhibits are fundamentally
connected to those of the KdV equation.

Several extensions of this elementary SCA exist, some of which exhibit
deep connections with quantum integrable models. In all these cases, genuine
understanding of the properties of these equations (be it the nature of their
soliton solutions, their conserved quantities, etc.) can only be gained through
the study of their bilinear forms, especially when these are interpreted as ultra-
discretizations of soliton equations related to the KP hierarchy. The reader is
referred to [25] for a review of soliton cellular automata.

5.4 Trilinear equations

A final extension we would like to discuss is that of so-called “trilinear equati-
ons” [26], [27]. The observation which lies at the origin of the “trilinear” idea
is that the determinant identities which guarantee the existence of certain
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types of determinant solutions (Wronski, Casorati, etc...) are not restricted
to quadratic ones. For example, in terms of the Schur polynomials pn(x), one
can consider the trilinear form:

∣∣∣∣∣∣∣∣∣∣

pi(∂̃x)p�(−∂̃y)τ pi(∂̃x)pm(−∂̃y)τ pi(∂̃x)pn(−∂̃y)τ

pj(∂̃x)p�(−∂̃y)τ pj(∂̃x)pm(−∂̃y)τ pj(∂̃x)pn(−∂̃y)τ

pk(∂̃x)p�(−∂̃y)τ pk(∂̃x)pm(−∂̃y)τ pk(∂̃x)pn(−∂̃y)τ

∣∣∣∣∣∣∣∣∣∣
= 0, (96)

(∂̃x = ( ∂
∂x1
, 1

2
∂
∂x2
, 1

3
∂
∂x3
, . . . ) and ∂̃y = ( ∂

∂y1
, 1

2
∂
∂y2
, 1

3
∂
∂y3
, . . . ) as before) which

can be shown to possess the determinant solutions:

τ =

∣∣∣∣∣∣∣∣∣∣∣∣∣

f fx1 . . . f(n−1)x1

fy1 fx1y1 . . . fy1(n−1)x1

...
...

. . .
...

f(n−1)y1 fx1(n−1)y1 . . . f(n−1)x1(n−1)y1

∣∣∣∣∣∣∣∣∣∣∣∣∣

. (97)

The dispersion relations the function f appearing in this determinant has to
satisfy are:

∂f

∂xk
=
∂kf

∂xk
1
,

∂f

∂yk
=
∂kf

∂yk
1
.

Example.
At (i, j, k) = (!,m, n) = (0, 1, 2) we obtain the 4-dimensional (exactly

solvable) system:

wy2 = w2y1 + 2wwy1 + ry1 , (98)
(rx2 + r2x1)wx1 = rx1(wx2 + w2x1), (99)

in the variables

w =
∂

∂y1
log τ, r = −2p2(−∂̃y) log τ − (

∂

∂y1
log τ)2,

which for example contains the Broer-Kaup or Classical-Boussinesq system as
a 1+1 dimensional reduction [29].

As before, if we now change the dispersion relation so as to include
differential-difference equations into this scheme, we can also consider de-
terminants
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τm,n =

∣∣∣∣∣∣∣∣∣∣

fm,n fm,n+1 . . . fm,n+N−1

...
...

. . .
...

fm+N−1,n fm+N−1,n+1 . . . fm+N−1,m+N−1

∣∣∣∣∣∣∣∣∣∣
, (100)

where f obeys

∂

∂x
fm,n = fm,n+1,

∂

∂y
fm,n = fm+1,n.

For example, in this case it can be shown that τm,n satisfies the trilinear
equation:

∣∣∣∣∣∣∣∣∣∣

∂yτm,n−1 τm,n−1 τm+1,n−1

∂yτm,n τm,n τm+1,n

∂y∂xτm,n ∂xτm,n ∂xτm+1,n

∣∣∣∣∣∣∣∣∣∣
= 0, (101)

which in a reduced case turns into the relativistic Toda equation proposed by
Ruijsenaars [30]:

∂2
xqn = −∂xqn

(
∂xqn−1

eqn−qn−1 − 1
− ∂xqn+1

eqn+1−qn − 1

)
. (102)

It is remarked that (98), (99) and (101) are four dimensional systems. It
is also noted that we can construct four dimendional fully discrete equation
by a similar procedure [28].
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Summary. It is shown how Lie group and Lie algebra theory can be used to solve
partial differential equations. A method for calculating the symmetry group of a
set of differential equations is presented. Special attention is devoted to algorithms
for classifying subalgebras of Lie algebras. The concept of conditional symmetries is
introduced and applied to perform dimensional reduction.

1 Introduction

Virtually all fundamental equation of physics are nonlinear, e.g. the Einstein
equations, Yang-Mills equations, Navier-Stokes equations, etc, and are difficult
to solve.

A systematic method is to use Lie group theory (that’s how Lie group
theory started in the 19th century).

Recently there has been a new boom of activities, with many new books
and appearing articles. So what is new in this field?

1. Developments in physics and other sciences, nonlinear phenomena have
really caught up with us.

2. Developments in mathematics, like the thory of infinite dimensional Lie
algebras and Lie groups, new results concerning the structure of Lie alge-
bras and their subalgebras and a resurgence of singularity analysis.

3. Developments in computer science: symbol manipulating languages like
MACSYMA, MATHEMATICA, SCRATCHPAD and REDUCE. Lots of
calculations involved are algorithmic, conceptually simple, often quite
“horrendous”. The computer can now be used at all stages to perform
the calculations involved in applications of Lie group theory.

What does Lie group theory do for us in this context? Among many things,
let us mention a few.

1. It allows us to transform known solutions into new ones and thus to obtain
finite, or even infinite families of solutions.

2. It allows us to perform symmetry reduction. For ordinary differential
equations (ODEs) this means a reduction of the order of the equation.
This is done with no loss of generality. If the symmetry group is large

P. Winternitz, Lie groups, singularities and solutions of nonlinear partial differential equations,
Lect. Notes Phys. 632, 223–273 (2003)
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enough it provides the general solution. For partial differential equations
(PDEs) symmetry reduction reduces the number of independent variables
in the equation.This only provides particular solutions, but very often
these are physically important ones.

3. It allows us to classify equations into equivalence classes and to recognize
special types of equations. Thus, certain types of nonlinear equations may
be equivalent to linear ones and this provides a method for solving them.

The method of symmetry reduction for PDEs consists of several steps that
can be summed up as follows:

1. Find the symmetry group G of the system of PDEs and its Lie algebra L.
2. Identify the Lie algebra L as an abstract Lie algebra, i.e. transform it to

a canonical basis in which its basis independent properties are manifest
[]. Thus, if L is decomposable, it should be presented as a direct sum of
indecomposable Lie algebras: L = L1⊕L2⊕ · · · ⊕Lk. Each indecomposa-
ble component should be further identified as one of the complex or real
classical Lie algebras, or one of the exceptional ones. If Li is solvable, its
nilradical [] should be identified. If it is neither simple,nor solvable, its
Levi decomposition should be presented explicitly.

3. The subalgebras of L should be classified into conjugacy classes under
the action of the group G leaving the considered PDE invariant. The
corresponding subgroups of G should be identified and a representative
list of subgroups created.

4. For each subgroup G0 ⊂ G in the representative list find a basis for the
invariants of G0 in the space X ⊗ U of independent and dependent va-
riables. Let us denote the invariants Iµ(x, u), µ = 1, . . . , N. The simplest
and most favorable situation arises if the invariants Iµ can be divided into
two sets:

{ξ1(x), . . . , ξk(x)} and {J1(x, u), . . . , Jq(x, u)}, (1)

k + q = N, 1 ≤ k < p
satisfying

det J = det
(
∂Jα

∂uβ

)
�= 0, (2)

where
∂Jα

∂uβ
is the Jacobian of the transformation {uα} → {Jµ}.

5. On the solution set of the considered equations set

Jµ(x, u) = Fµ(ξ1, . . . , ξk) (3)
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and use condition (2) to solve equation (3) for uα. We obtain the expres-
sions

uα(x) = Uα(F1, . . . , Fq, x1, . . . , xp). (4)

In equation (4) Uα are known functions, as are the variables ξi. The fun-
ctions {F1, . . . , Fq} are, so far, arbitrary.

6. Substitute uα(x) of (4) into the PDEs and obtain the reduced equations.
The equations are invariant under G (and hence also G0 ⊂ G). Hence
the variables xi will drop out and the reduced equations will involve only
ξi, Fµ and derivatives of Fµ with respect to ξi. Since we have k < p we
obtain a dimensional reduction. In particular, for k = 0 we obtain an
algebraic equation. For k = 1 an ODE.

7. Solve the reduced system to obtain Fµ(ξ1, . . . , ξk), µ = 1, . . . , q. This
can be done by a further use of group theory, or by using the tools of
integrability theory, in particular Painlevé analysis (singularity analysis).

8. Apply the group G to the obtained solutions. They are invariant under
g0, not however under the entire group G. This will enlarge the class of
obtained solutions.

9. Do “physics” with nthe solutions. In particular investigate their stability,
asymptotic behavior, etc.

The conditions (1) and (2) can be relaxed. If some of the variables ξi
depend on uα, we proceed in the same manner and obtain implicit solutions.
If condition (2) is not satisfied, we may be able to obtain “partially invariant
solutions” [], or even invariant solutions by a different method [].

2 The symmetry group of a system
of differential equations

2.1 Formulation of the problem

We are given the system of differential equations:

∆i(x, u, u(1), u(2), . . . , u(n)) = 0, (5)

in which x ∈ Rp, u ∈ Rq, i = 1, . . . ,m, u(k) are all partial derivatives of order
k and p, q,m, n are arbitrary positive integers.

G is a local Lie group of local point transformations acting onM ⊂ X×U ,
with X ∼ Rp and U ∼ Rq.

“Local group”: defined in the neighbourhood of e ∈ G.
“Local transformation”: defined in the neighbourhood of the origin (x, u)
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(x, u) → (x̃g(x, u), ũg(x, u)) (6)

f(x) → f̃(x̃) = g ◦ f(x).

“Point”: (x̃, ũ) depends on (x, u) only , u = f(x) solution⇒ ũ(x̃) = g◦f(x)
solution.

Prolongation

Prolongations of a function f(x): the function together with its derivatives

f : X → U

pr(n) f(x) : {f(x), fxi
(x), . . . , fxj1,...,xjn

(x)}.
Prolongation of a transformation: the transformation of variables, func-

tions and their derivatives

G : (x, u) → (x̃(x, u), ũ(x, u)) ∈M

f(x) → f̃(x̃) = g ◦ f(x)

pr(n)G : (x, u=f(x), fxi(x), . . . , fxj1,...,xjn(x)) �→(x̃, f̃(x̃), f̃x̃i(x̃), . . . , f̃x̃j1,...,x̃jn(x̃)).

If a function f is given then its prolongation pr(n) f is known.
Transformation G given ⇒ pr(n)G known.
More general transformations can also depend on first derivatives:

x̃ = x̃(x, u, uxi
),

ũ = ũ(x, u, uxi),

on higher derivatives

x̃ = x̃(x, u, uxi , uxixk
, . . . ),

ũ = ũ(x, u, uxi
, uxixk

, . . . ),

or also in integrals of the dependent variables.
and the same generalization for ũ.
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Symmetry group: Global approach, use the chain rule

ũ = Ωg(x, u), x̃ = Λg(x, u)
ũx̃ = (Ωuux +Ωx)(xx̃ + xũũx̃) (7)

ũx̃ =
(Ωuux +Ωx)xx̃

(1−Ωuux −Ωx)xũ

ũx̃x̃ = · · · ⇒

substitute into the original system of equations and require that the transfor-
med quantities satisfy the same equations. This leads to a system of nonlinear
equations for Ω(x, u), Λ(x, u) (or Λ̃(x̃, ũ)). Solving them is usually more dif-
ficult than solving the original system.

Symmetry group: Infinitesimal approach

The essence of Lie group theory: the Lie algebra catches all continuous phe-
nomena.

ũ(x̃) = u(x) + εφ(x, u)
x̃ = x+ εξ(x, u) (8)
or x = x̃− εξ(x̃, ũ)
ũx̃ = [ux + ε(φx + φuux)][1− ε(ξx + ξuũx̃)]

Keep only order ε⇒ linear equations for ξ(x, u) and φ(x, u).

Reformulation

Lie group G , its Lie algebra L, G � expL.
Local Lie group of local point transformations � Lie algebra of vector

fields:

v̂ =
p∑

i=1

ξi(x, u)∂xi +
q∑

α=1

φα(x, u)∂uα . (9)

The transformations are obtained by integrating:

∂x̃i

∂λ
= ξi(x̃, ũ) with x̃i|λ=0 = xi and (10)

∂ũα

∂λ
= φ(x̃, ũ), with ũα|λ=0 = uα.

Conversely,
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∂x̃i

∂λ
=
∂Λ(x, u)
∂λ

|λ=0 = ξi(x, u) (11)

∂ũα

∂λ
=
∂Ω(x, u)
∂λ

|λ=0 = φα(x, u).

The above gives the relation between a one parameter group of local trans-
formations and the one-dimensional Lie algebra that corresponds to it.

Entire group: compose the one-parameter groups

g = g1g2 . . . gn.

2.2 Prolongation of vector fields and the symmetry algorithm

The vector fields

v̂ = ξi∂xi
+ φα∂uα

act on functions F (x, u) of the independent and dependent variables. The
n-th prolongation of a vector field pr(n) v̂ acts on F (x, u, uxi

, . . . , uxn
) and has

the form

pr(n) v̂ = v̂ +
q∑

α=1

n∑
k=1

∑
J

φα
J ∂

∂uJ
α

J ≡ J(k) = (j1, j2, . . . , jk) and 1 ≤ jk ≤ p (12)
k = j1 + j2 + · · ·+ jk.

An explicit formula for the coefficients is given by Olver []. Here we just
give a recursive formula:

pr(1) v̂ = v̂ +
q∑

α=1

p∑
i=1

φα
i(x, u, uxi)

∂

∂uxi
α

φα
i = Dxi

φα −
p∑

k=1

(Dxi
ξk)uxk

α (13)

φα
J,k(x, u, u(1), . . . , u(k)) = Dxk

φα
J −

p∑
a=1

(Dkξ
a)uJ,xa

α

Here Di ≡ Dxi is the total derivative

Dx =
∂

∂xi
+
∑
α

∂uα

∂xi

∂

∂uα
+
∑
α,J

∂uα,xJ

∂xi

∂

∂uα,xJ

+ . . .

The integration of v̂ provides us with the transformation g.
The integration of pr(n)v̂ ⇒ pr(n) g.
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The basic properties of the prolongation of vector fields are

pr(n)[v̂, ŵ] = [pr(n) v̂,pr(n) ŵ] (14)
pr(n)(αv̂ + βŵ) = α pr(n) v̂ + β pr(n) ŵ.

This ensures that the prolongations provide a Lie algebra isomorphic to
that of the vector fields themselves.

Calculation of pr(n) v̂: trivial with computer algebra.
Algorithm for determining symmetry algebra L: v̂ is in L if:

pr(n) v̂∆i|∆l=0 = 0 with i, l = 1, . . . ,m. (15)

In practice the system of equations (5) should be viewed as a system of
algebraic equations for m of the highest derivatives of uα. Let us call them
v1, . . . , vm.

Replace vi in equations (15). The coefficients ξi and φα depend on x and
u, but not on the derivatives uxi , so pr(n) v̂∆i|∆l=0 = 0 yields a set of “deter-
mining equations”.

Determining equations: a system of linear PDEs for ξi(x, u), φµ(x, u).
They are linear because of the infinitesimal approach in which ε2 and

higher powers of ε are ignored.
Usually (except for 1−st order ODEs) the system of determining equations

is overdetermined.
The order d of equations in the determining system satisfies

1 ≤ d ≤ N = order of studied equation.

For instance if the equation E(x, t, u, ux, ut, uxx, uxt, utt) = 0 is polynomial
in the derivatives, then

pr(2) χE|E=0 =
∑
abcd

(ψabcd)(ux
aut

buxx
cuxt

d) = 0 ⇒ ψabcd = 0 ∀a, b, c, d.(16)

The expressions ψabcd used are linear in ξ(x, u) and φ(x, u) and in their
first and second derivatives with respect to x, t and u.

The following possibilities occur:

1. The determining equations only admit the trivial solution⇒ ξi = 0, φα =
0 and symmetry approach is of no use.

2. Their general solution depends on r integration constants, 1 ≤ r <∞.

dimL = dimG = r

3. Their general solution depends on arbitrary functions of x and u: the
symmetry algebra is infinite-dimensional.
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Computer programs exist in MACSYMA, REDUCE,MATHEMATICA,
MAPLE and other languages. They produce the determining equations and
partly, or completely, solve them.

The use of differential Gröbner bases provides a systematic method of sol-
ving the determining equations (and any overdetermined system of differential
equations).

2.3 First example: Variable coefficient KdV equation

E ≡ ut + f(x, t)uux + g(x, t)uxxx = 0 (17)

in which f �= 0, g �= 0 are smooth functions and we have, p = 1, q = 2, N = 3

X = τ(x, t, u)∂t + ξ(x, t, u)∂x + φ(x, t, u)∂u

pr(3)X = τ∂t + ξ∂x + φ∂u + φt∂ut
+ φx∂ux

+ φxx∂uxx
+ φtt∂utt

+
φtx∂uxx

+ φxxx∂uxxx
+ φxxt∂uxxt

+ φxtt∂uxtt
+ φttt∂uttt

pr(3)XE|E=0 = gφxxx + φt + fuφx + fuxφ+ (ξfx + τft)uux +
(ξgx + τgt)uxxx|E=0 = 0

Choose

v1 ≡ uxxx =
1
g
(−ut + fuux) (18)

φt = Dtφ− (Dtτ)ut − (Dtξ)ux

= φt − ξtux + (φu − τt)ut − ξuuxut − τuu2
t ,

φx = φx + (φu − ξx)ux − τxut − ξuu2
x − τuuxut,

φxx = Dxφ
x − (Dxξ)uxx − (Dxτ)uxt,

φxxx = Dxφ
xx − (Dxξ)uxxx − (Dxτ)uxxt = φxxx +

3(φxxu − ξxxx)ux − τxxxut + 3(φxuu − ξxxu)u2
x

−3τxxuuxut + (φuuu − 3ξxuu)u3
x − 3τxuuu

2
xut +

−ξuuuu
4
x − τuuuu

3
xut + 3(φxu − ξxx)uxx − 3τxxuxt +

3(φuu − 3ξxu)uxuxx − 6τxuuxuxt − 3τxuutuxx +
−6ξuuu

2
xuxx − 3τuuuxutuxx − 3τuuu

2
xuxt +

−3ξuu2
xx − 3τuuxtuxx + (φu − 3ξx)uxxx +

−3τxuxxu − τuutuxxx − 4ξuuxuxxx − 3τuuxuxxt

Throughout uxxx must be replaced using equation (18).
Coefficients of uxxtux, uxxt, (uxx)2, uxuxx and uxx must vanish:
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τu = 0
τx = 0
ξu = 0
φuu = 0
φxu − ξxx = 0.

The two conditions τu = 0 and ξu = 0 imply that the transformation is
fiber preserving.

Thus, ∀f(x, t), g(x, t):

τ = τ(t), ξ = ξ(x, t), φ = A(x, t)u+B(x, t). (19)

φuu = 0 ⇔ linear transformations.
Substitute into remaining equations ⇒ great simplification.
The dependence on u is now explicit. Hence the coefficient of u2 must

vanish

φxu = 0 ⇒ ξxx = 0.

So for all functions f(x, t), g(x, t) we have:

τ = τ(t), ξ = b(t)x+ c(t), φ = a(t)u+R(x, t). (20)

Thus the three functions τ(x, t, u), ξ(x, t, u) and φ(x, t, u) have been ex-
pressed in terms of four functions of one variable and one function of two
variables.

The remaining determining equations are

ux : −ḃx− ċ+Rf = 0
u : ȧ+ fRx = 0

uux : (bx+ c)fx + τft + (τ̇ − b+ a)f = 0 (21)
ut : (bx+ c)gx + τgt + (τ̇ − 3b)g = 0
1 : gRxxx +Rt = 0.

To proceed further, we can either make specific assumptions on f and g or
perform a complete analysis, a symmetry classification of variable coefficient
KdV equations.

Assume: f ≡ f0 = const, g ≡ g0 = const.
For definiteness we put f0 = g0 = 1. We then obtain from (21)
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ξ = c1 + c2x+ c3t
τ = c4 + 3c2t (22)
φ = −2c2u+ c3.

Lie algebra L is:

P0 = ∂t ⇒ time translations
P1 = ∂x ⇒ space translations (23)
D = x∂x + 3t∂t − 2u∂u dilatations
B = t∂x + ∂u Galilei transformations.

The nonzero commutation relations are

[P0, B] = P1, [P1, D] = P1 (24)
[P0, D] = 3P0, [B,D] = −2B.

The next step is to identify L as an abstract Lie algebra.
We have:
L ∼ {D,B, P0, P1} is solvable and its nilradical (maximal nilpotent ideal) is
NR(L) ∼ {B,P0, P1}.

The corresponding finite transformations are:

t̃ = e3λ(t− t0)
x̃ = eλ[x− x0 + v(t− t0)] (25)
ũ(x̃, t̃) = u(x, t) + v.

Thus from any solution u(x, t) = we obtain a 4-parameter family of solu-
tions:

ũ(x̃, t̃) = u(x, t) + v
x = e−λx̃+ x0 − ve−3λt̃ (26)
t = e−3tt̃+ t0.

We have found the symmetries group G and its Lie algebra L. So what to
do with them?

2.4 Symmetry reduction for the KdV

The aim of symmetry reduction for partial differential equations is to obtain
particular solutions by first imposing that the solution be invariant under
some subgroup of the symmetry group. For the KdV equation (two indepen-
dent variables) it suffices to use a one dimensional subgroup. A subgroup
classification yields the following representatives of subgroup classes:
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D, B + aP0 (a = 0,±1),
P0 + aP1, (a = 0,±1), (27)
P1.

Reductions
Let X be the generator of a one dimensional subgroup G0.To perform

symmetry reduction, we must solve the equation

ξux + τut − φ = 0, (28)

together with the KdV equation

ut + uux + uxxx = 0. (29)

Equation (28) is first solved by the method of characteristics. This will
provide the general form of the solution, namely

u(x, t) = α(x, t)F (z) + β(x, t), z = z(x, t) (30)

where α, β and z are known functions.
Equation (30) is then substituted into the KdV equation (29) and we

obtain an ordinary differential equation for F (z). This must then be solved.
Let us run through the individual cases in equation (27).

1. X = P1: The reduction formula (30) is u(x, t) = u(t) and the result is
only the constant solution

u = u0 (31)

2. X = P0 + aP1 = ∂t + a∂x: The reduction formula (30) is

u = u(z), z = x− at (32)

and the KdV reduces to

−auξ + uuξ + uξξξ = 0. (33)

We integrate twice and obtain
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−au+
1
2
u2 + uξξ = b

−1
2
au2 +

1
6
u3 +

1
2
u2

z = bu+ c

u2
z = −1

3
u3 + au2 + 2bu+ 2c

u2
z = −1

3
(u− u1)(u− u2)(u− u3). (34)

Equation (34) is the well known equation for elliptic functions. Its solu-
tions are well known. If the constant roots u1, u2, u3 are all different we
obtain finite or singular periodic solutions in terms of elliptic functions. If
two, or all the roots coincide, we obtain solutions in terms of elementary
functions. In particular, for b = c = 0 we obtain the famous one soliton
solution:

u(x, t) =
3a

cosh2 1
2

√
a[(x− at)− ξ0]

(35)

u→ 0; ξ → ±∞
u→ 3a; ξ → ξ0

Slightly more generally, for u1 = u2 < u3, ui ∈ R, we have

u(x, t) = u1 +
u3 − u1

cosh2 ω(ξ − ξ0)
ξ = x− at; ω =

1
2
√

3
√
u3 − u1

(36)

ξ → ξ0 ⇒ u(x, t) = u3

ξ → ±∞⇒ u(x, t) = u1

3. X = B + aP0 = t∂x + ∂u + a∂t, with a �= 0,

(B + aP0)F (x, t, u) = 0,
dx
t

= du =
dt
a

.
The reduction formula is

z = x− t2

2a
; u =

t

a
+ F (z)

Fzzz + FFz +
1
a

= 0

Integrating once we obtain the second order equation

Fzz +
1
2
F 2 +

1
a
ξ + b = 0 (37)
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This is equivalent to the first Painlevé equation, i.e. the equation for the
first Painlevé transcendent PI .

4. X = B = t∂x + ∂u: the reduction formula is

u =
x

t
+ F (t)

dF
dt

+
F

t
= 0 ⇒ F =

c

t

and the Galilei invariant solution is

u(x, t) =
x+ c
t
. (38)

5. X = D = 3t∂t + x∂x − 2u∂u.
We have

z = xt−1/3; u = t−2/3F (z)

Fzzz + FFz − 1
3
zFz − 2

3
F = 0

To solve this equation we put

F =
dω
dz
− 1

6
ω2 (39)

and obtain
(

d
dz
− 1

3
ω

)(
ωzzz − 1

6
ω2ωz − 1

3
zωz − 1

3
ω

)
= 0.

A family of solutions of this equation is obtained by solving

ωzz =
1
18
ω3 +

1
3
ξω + a. (40)

Equation (40) is the equation for the second Painlevé transcendent PII .

2.5 Second example: Modified Kadomtsev-Petviashvili equation

The MKP equation is

(uxxx − 2u3
x − 4ut)x − 6uxxuy + 3uyy = 0. (41)

We search for the symmetry algebra in the form
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X = ξ∂x + η∂y + τ∂t + φ∂u, (42)

in which ξ, τ, η, φ are functions of x, y, t, u.

pr(4)X = ξ∂x + τ∂t + η∂u + φx∂ux
+ φy∂uy

+ φt∂ut
+ φxx∂uxx

+ φyy∂uyy
+

φxt∂uxt
+ · · ·+ φxxx∂uxxx

+ · · ·+ φxxxx∂uxxxx

pr(4)XE|
utx = 1

4 [(uxxx − 2u3
x)x − 6uxxuy + 3uyy] = 0.

We used a MACSYMA Package and after simplification we obtain 20 de-
termining equations.

The first ten of them are one term equations, namely

τu = 0, τx = 0, τy = 0, ηu = 0, ηx = 0, ξu = 0
φuu = 0, φux = 0, φxx = 0, ξxx = 0.

They imply the following form of the coefficients of the vector field (42)

τ ≡ τ(t)
η ≡ η(y, t)
ξ ≡ ξ(x, y, t) = A(y, t)x+B(y, t)
φ ≡ φ(x, y, t, u) = R(y, t)u+ S(y, t)x+ T (y, t). (43)

Substituting (43) into the remaining determining equations, we are left
with

τt − 2ηy + ξx = 0
τt + 2φu − 3ξx = 0
4φut + 3ξyy − 4ξxt = 0
τt − ηy + φu − ξx = 0 ⇒ E17, . . . , E20. (44)

Solving (44) we obtain the final result

X = T (f) +X(h) + Y (g) + U(k), (45)

in which f, g, h, k are arbitrary functions of t and
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T (f) = f∂t +
(

1
3
xḟ +

2
9
y2f̈

)
∂x +

2
3
ḟy∂y +

(
2
9
f̈xy +

4
81
y3 ˙̈
f

)
∂u

X(h) = h∂x +
2
3
ḣy∂u (46)

Y (g) = g∂y +
2
3
yġ∂x +

1
3

(
xġ +

2
3
y2g̈

)
∂u

U(k) = k∂u

The commutation relations are those of a Kac-Moody-Virasoro algebra:

[T (f1), T (f2)] = T (f1ḟ2 − ḟ1f2), (47)

[X(h), Y (g)] =
1
3
U(hġ − ḣg),

[Y (g1), Y (g2)] =
2
3
X(g1ġ2 − ġ1g2),

[T (f), X(h)] = X

(
fḣ− 1

3
ḟh

)
,

[T (f), Y (g)] = Y

(
fġ − 2

3
ḟg

)
,

[T (f), U(k)] = U(fk̇).

Thus, {T (f)} is a Virasoro algebra and {X(h), Y (g), U(k)} forms a Kac-
Moody ideal. If we take f, h and g constant, we get the subalgebra of trans-
lations

P0 = T1 = ∂t

P1 = X(1) = ∂x (48)
P2 = Y (1) = ∂y.

If f, g and h are linear, we get dilations, Galilei boosts and “pseudorotati-
ons”, respectively:

D = T (t) = t∂t +
1
3
x∂x +

2
3
y∂y,

B = X(t) = t∂x +
2
3
y∂u, (49)

R = Y (t) = t∂y +
2
3
y∂x +

1
3
x∂u.

For any k(t), U(k) generates gauge transformations:

U(k) : ũ(x, y, t) = u(x, y, t) + λk(t). (50)
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We mention that all integrable equations in 2 + 1 dimensions, like the KP
equations and all the equations in its hierarchy, the potential KP equation,
the Davey-Stewartson equation, the three-wave resonant interaction equation
and the generalized Toda field theory equations

un,xy = eun−1−un − eun−un+1

unxy =
∑

l

Knle
∑

m Hlmum ,

all have an infinite-dimensional Lie point symmetry algebras with a loop
algebra structure.

3 Classification of the subalgebras
of a finite dimensional Lie algebra

3.1 Formulation of the problem

As we saw in the example of the KdV equation, the classification of the subal-
gebras of the symmetry algebra L is an important step in symmetry reduction.

More generally, let L be a Lie algebra and G the corresponding Lie group.
We wish to classify all subalgebras Li ⊂ L into conjugacy classes under the
action of the group G. Thus we have

Li ⊂ L (51)
[Li, Li] ⊆ Li

and two algebras Li and L′
i are in the same class if they satisfy

GLiG
−1 ∼ L′

i. (52)

Two approaches to the subgroup classification have been developed:

1. A structural one: Restrictions on L and Li are imposed. For instance L ∼
simple, Li maximal , or Li semisimple , or Li abelian, [] The dimension
dimL = n is arbitrary.

2. Enumerative: Given a Lie algebra L and an automorphism group G .
Needed: a representative list of all subalgebra of L : Li ⊆ L, such that
every subalgebra of L is conjugate(under G) to precisely one in the list.
Thus: GLG−1 ∼ L. In this case the algebra L and its dimension dimL is
a priori fixed (e. g. L ∼ O(4, 2), or L = sl(3,R)). The classifying group G
can be e.g. the group of inner automorphism:
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G = G0 ∼ expL

or G can be a larger group, containing G0, e.g.

G = GD ⊃ G0, GD discrete.

For our purposes, i.e. symmetry reduction, G must leave the solution set
of the equation invariant.

The representative list will consist of the algebras LR
i such that every

subalgebra Li ⊂ L is conjugate to precisely one algebra LR
i in the list:

GLiG
−1 = LR

i .

Three different algorithms can be used, depending on the structure of L

1. L simple,
2. L direct sum L ∼ L1 ⊕ L2,
3. L semidirect sum L ∼ F ⊕N , [F, F ] ⊆ F , [N,N ] ⊆ N , [F,N ] ⊆ N , F �= ∅,
N �= ∅.

3.2 Subalgebras of a simple Lie algebra

Let L be simple (⇔ no ideals, i.e. I ⊂ L, [L, I] ⊆ I ⇒ I ∼ ∅ or I ∼ L).
The first step is to find all maximal subalgebras LM ⊂ L. The subalgebra

LM is maximal in L if

LM ⊆ L̃ ⊆ L, [L̃, L̃] ⊆ L̃ (53)
⇒ L̃ = LM or L̃ = L.

To proceed further we consider a finite dimensional faithful representation
E(L) of L: E(L) are matrices acting on space V, dimV = N0 < ∞. The
matrices E(LM ) ⊂ E(L) can be embedded reducibly or irreducibly in E(L).

1. Reducible case
In this case there exists a subspace V0 of V left invariant by all matrices
E(LM ):

V0 ⊂ V, E(LM )V0 ⊆ V0. (54)

We classify the subspaces V0 into equivalence classes under the action
of E(G) (matrices representing the classifying group G) and choose a
representative of each space
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E(G)V0 ∼ V R
0 . (55)

We then find the representative maximal subalgebra LR
M leaving each V R

0
invariant by imposing

E(LR
M )V R

0 ⊆ V R
0 . (56)

This has reduced the problem of finding all reducibly embedded maximal
subalgebras of the simple Lie algebra L to a problem of linear algebra.
The classification of subspaces of V is actually very easy. If the classify-
ing group G is SL(n,R), or SL(n,C), then each subspace is completely
characterized by its dimension. If the group G allows an invariant me-
tric in the space V , then each subspace is completely characterized by its
dimension and signature (e.g. for G ∼ O(p, q) or G ∼ U(p, q)).

2. Irreducible case
If a subalgebra LM ⊂ L is embedded irreducibly in a given representation
E(L), then LM must itself be simple, semisimple or reductive (a direct
sum of simple and abelian Lie algebras). All semisimple subalgebras of
the complex simple Lie algebras have been classified by Dynkin []. For the
real case a classification is due to Cornwell [] and to Komrakov [].
The reductive ones are obtained from the simple and semisimple ones L0
by adding the centralizer cent(L0, L) of L0 in L:

cent(L0, L) = {x ∈ L|[x, L0] = 0}. (57)

Once we have found all the maximal subalgebras of a simple Lie algebra
L, we proceed recursively. If the algebra LR

M is simple, we apply the same
algorithm. If not, we apply one of the other algorithms, mentioned above.

3.3 Example: Maximal subalgebras of o(4, 2)

The algebra o(4, 2) is of physical interest for many reasons. One of them is that
is isomorphic to the Lie algebra of the conformal group C(3, 1) of compactified
Minkowski space.

As the representation E(L), let us consider the defining representation of
o(4, 2), namely real 6× 6 matrices X, satisfying

X ∈ R
6×6, XK +KXT = 0 (58)

K = KT , sgn K = (4, 2).

We shall need three different realizations of the metric matrix K, namely
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K0 ≡ I4,2 = diag(1, 1, 1, 1,−1,−1) (59)

K1 =




1

I3,1

1


 , K2 =




I2

I2

I2


 .

The subspaces Vi of V ∼ R
6 to be considered can have the following

dimensions and signatures:

dim Vi = 1 sgn Vi : (+), (−), (0) (60)
dim Vi = 2 sgn Vi : (++), (−−), (00), (+0), (+−)
dim Vi = 3 sgn Vi : (+ + +), (+ +−), (+ + 0), (+−−), (+− 0), (+00).

Since we are only interested in maximal subalgebras of 0(4, 2) we need
only consider nondegenerate spaces (no isotropic vectors in any orthogonal
basis), or completely isotropic spaces. The isotropic spaces are of dimension
1 or 2, i.e. (0) and (00) in equation (60). The two dimensional space (+−)
can be omitted, since it leads to a nonmaximal subalgebra. We are left with
the spaces (+), (−), (++), (−−), (+ + +) and (+ + −). Higher dimensional
nondegenerate spaces need not be considered, since any subalgebra that leaves
a nondegenerate subspace invariant also leaves its orthogonal complement
invariant.

For nondegerate spaces we use the metric K0 of equation (59) and choose
the representative spaces as
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(+) ∼




x

0

0

0

0

0




(−) ∼




0

0

0

0

0

x




(++) ∼




x

y

0

0

0

0




(−−) ∼




0

0

0

0

x

y




(61)

(+ + +) ∼




x

y

z

0

0

0




(+ +−) ∼




x

y

0

0

z

0




.

It is easy to see that the spaces (+) and (−) are left invariant by the simple
Lie algebras o(3, 2) and o(4, 1), respectively (the two de Sitter algebras). The
other spaces in the list (61) are left invariant by the following semisimple Lie
algebras:

(++) ∼ o(2)⊕ o(2, 2)
(−−) ∼ o(4)⊕ 0(2) (62)

(+ + +) ∼ o(3)⊕ o(1, 2)
(+ +−) ∼ o(2, 1)⊕ o(2, 1).

The one-dimensional isotropic subspace (0) is best visualized using the
metric K1. In this metric the space (0) and the subalgebra leaving this space
invariant can be written as
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(0) ∼




x

0

0

0

0

0




E(L(0)) ∼



a β 0

0 Λ −I3,1β
T

0 0 −a


 ΛI3,1 + I3,1Λ

T = 0 (63)

Λ ∈ R
4×4, a ∈ R, β ∈ R

1×4.

The algebra (63) is one of the two different maximal parabolic subalge-
bras of o(4, 2) and it is isomorphic to the Lie algebra of the similitude group
(Poincaré group extended by dilations). We denote this algebra sim(3, 1). The
two-dimensional isotropic space (00) and the maximal parabolic subalgebra
of 0(4, 2) leaving it invariant are best seen using the metric K2 of equation
(59). We have

(00) ∼




x

y

0

0

0

0




E(L(0)) ∼



A B C

0 D −BT

0 0 −At


 (64)

A,B,C,D ∈ R
2×2, C + CT = 0, D +DT = 0.

This Lie algebra has been called opt(3, 1), the “optical” algebra of 3 + 1-
dimensional Minkowski space.
Now let us turn to irreducibly imbedded maximal subalgebras of o(4, 2). The
only semisimple algebra that has a six-dimensional real pseudo-orthogonal
irreducible representation with the signature (4, 2) is the simple Lie algebra
su(2, 1). Adding the centralizer u(1) we obtain u(2, 1) which in the realization
of o(4, 2) using the metric K0 can be written as
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


0 a d e f g

−a 0 −e d −g f
−d e 0 b h j

−e −d −b 0 −j h
f −g h −j 0 c

g f j h −c 0




, a, b, c, d, e, f, g, h ∈ R. (65)

Thus, o(4, 2) has nine nonisomorphic maximal subalgebras, listed above.
To proceed further, we would apply the same method to find the maxi-

mal subalgebras of o(4, 1) and o(3, 2), a lower dimensional task. To find the
subalgebras of o(2, 2)⊕ o(2), o(4)⊕ o(2), o(3)⊕ o(1, 2) and o(2, 1)⊕ o(2, 1),
we would apply a method due to Goursat []. The subalgebras of the nonse-
misimple algebras sim(3, 1) and opt(3, 1) are found using the algorithm for
semidirect sums, which we now proceed to describe.

3.4 Subalgebras of semidirect sums

Let us consider a Lie algebra L = F ⊕N with the structure

[F, F ] ⊆ F, [N,N ] ⊆ N, [F,N ] ⊆ N, F �= ∅, N �= ∅. (66)

This could for instance be a Levi decomposition. Then F would be semi-
simple and N would be the maximal solvable ideal, the radical. Alternatively,
F could be solvable and N its nilradical. The decomposition (66) for F gene-
ral is not necessarily unique. Unless F is simple, such a decomposition exists
(it may reduce to a direct sum, if we have [F,N ] = 0). Once a decomposition
L ∼ F ⊕N is chosen, two types of subalgebras exist.

1. Splitting They are themselves semidirect sums: Li = Fi ⊕ Ni, Fi ⊆ F ,
Ni ⊆ N (up to conjugacy)

2. Nonsplitting Subalgebras of L, not conjugate under G to a splitting one.

The classification algorithm consists of several steps:

1. The first step is to form a representative list S(F ) of subalgebras of F
classified under GF =< expF >

S(F ) ≡ {F1 = {0}, F2, F3, . . . , FN ≡ F}. (67)

The list should be “normalized”, for each Fi its normalizer nor(Fi, F ) is
included in S(F )
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nor(Fi, F ) = {x ∈ F |[x, Fi] ⊆ Fi}. (68)

For each Fi ∈ S(F ) construct the normalizer of Fi in the group GF

Nor(Fi, GF ) = {g ∈ GF |gFig
−1 ⊆ Fi}.

Comment: We always have

Nor(Fi, GF ) ⊇< exp(nor(Fi, F )) >

2. The second step is to classify all splitting subalgebras of L

Li ∼ Fi ⊕Ni, Fi ⊆ F,Ni ⊆ N. (69)

Procedure:
a) For each Fi ∈ S(F ) find all invariant subalgebras Ñi,a ⊆ N

[Fi, Ñi,a] ⊆ Ñi,a, (70)

Ñi,a ⊆ N [Ñi,a, Ñi,a] ⊆ Ñi,a

Comments.
Include Ñi,0 = {0}, Ni,n = {N} in all cases.
N abelian ⇒ invariant subspaces ≡invariant subalgebras.

b) For each Fi ∈ S(F ) classify the invariant s.a. Ñi,a into conjugacy
classes under Nor(Fi, GF ). Choose a representative Ni,a of each class.

c) Form a representative list of all splitting subalgebras of L:

S1(L) = {Li,a ⊆ L|Li,a = Fi ⊕Ni,a}. (71)

Comments.
S(F ) ⊂ S1(L)
The list S1(L) should be normalized.

d) For each Li,a ∈ S1(L) find its normalizer in the entire classification
group G

Nor(Li,a, G). (72)

3. The third step is to classify all nonsplitting subalgebras of L
Starting point: List S1(L) of splitting subalgebras.
Procedure
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a) For each s.a. Li,a ⊂ S1(L) choose a basis:

Li,α = {Ba, Xj}, Ba ∈ F,Xj ∈ N (73)
1 ≤ a ≤ fi = dimFi, 1 ≤ j ≤ r = dimNi,α.

Complement basis to one of N :

N = {X1, . . . , Xr, Y1, . . . , Ys}, r + s = dimN

b) For each Li,α ⊂ S1(F ) construct
V = {Ba +

∑s
µ=1 caµYµ, Xj}, and a = 1, . . . , fi; j = 1, . . . , r

V : a vector space
Require: it should be a Lie algebra

[V, V ] ⊆ V. (74)

Equation (74) is a system of equations for caµ

Given: commutation relations for L:

[Ba, Bb] = fc
abBc,

[Ba, Xk] = αl
akXl,

[Xi, Xj ] = ωm
ijXm, (75)

[Ba, Yµ] = ρν
aµYν + σm

aµXm,

[Yµ, Yν ] = βσ
µνYσ + γm

µνXm,

[Xi, Yµ] = λν
iµYν + τm

iµXm.

The system (74) implies a system of equations for caµ

cbνρ
α
aν − caµρ

α
bµ − ccαf

c
ab = −caµcbνβ

α
µν (76)

caµλ
ν
jµ = 0.

In general solving the equations (76) is a problem in algebraic geome-
try. This reduces to a problem in linear algebra if we have βα

µν = 0.
A specially simple case occurs if the ideal N is abelian: [N,N ] = 0.
Then we have

βσ
µν = γm

µν = λν
iµ = τm

iµ = ωm
ij = 0. (77)

Equations for caµ reduce to

cbνρ
α
aν − caµρ

α
bµ − ccαf

c
ab = 0. (78)

This implies that the coefficients caµ are 1-cocycles. Thus, if caµ are
solutions of equation (78) and N is abelian, then V is a Lie algebra.
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c) We must now classify the Lie algebras V under the action of the group

G̃ = Nor(Liα, G)⊕Nor(Niα, GN ) (79)
GN = expN.

If N is abelian, then Nor(Niα, GN ) = GN

Further we just consider the abelian case:
First eliminate trivial coboundaries from the cocycles:

eλαYαBae
−λαYα = Ba + λα[Yα, Ba] (80)

eλαYαXje
−λαYα = Xj .

The algebra (80) is a splitting one.
Coboundaries:

Saµ = −λαρ
µ
aα. (81)

Simplify cocycles by adding coboundaries:

caµ → caµ + Saµ . (82)

By choice of λα arrange caµ → 0 whenever possible. If all caµ → 0
then the algebra is splitting.
Once coboundaries are eliminated: classify remaining cocycles under
the group

nor(Liα, G)

.
d) Form final list:

S(L) = S1(L) ∪ S2(L). (83)

S1(L): splitting
S2(L): nonsplitting

Comments:
It is usually convenient to reorder the final list by dimension and isomor-

phism classes:
(i) Decomposable algebras: decompose into direct sums.
(ii) Find Levi decomposition Liα = S ⊕ R for all indecomposable

subalgebras.
(iii) Solvable: find nilradical.

Decomposition L = F ⊕N : usually not unique. If possible: N abelian
Procedure iterative: apply first to F .
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3.5 Example: All subalgebras of sl(3,R)
classified under the group SL(3,R)

A. Preliminaries
The algebra L ∼ sl(3,R) is realized as the algebra of 3× 3 traceless real
matrices

X =

∣∣∣∣∣∣∣∣∣∣

a+ b c d

e −a+ b f

g h −2b

∣∣∣∣∣∣∣∣∣∣
(84)

Basis:

K =

∣∣∣∣∣∣∣∣∣∣

1 0 0

0 −1 0

0 0 0

∣∣∣∣∣∣∣∣∣∣
, A1 =

∣∣∣∣∣∣∣∣∣∣

0 1 0

0 0 0

0 0 0

∣∣∣∣∣∣∣∣∣∣
, A2 =

∣∣∣∣∣∣∣∣∣∣

0 0 0

1 0 0

0 0 0

∣∣∣∣∣∣∣∣∣∣
,

D =

∣∣∣∣∣∣∣∣∣∣

1 0 0

0 1 0

0 0 −2

∣∣∣∣∣∣∣∣∣∣
, X1 =

∣∣∣∣∣∣∣∣∣∣

0 0 1

0 0 0

0 0 0

∣∣∣∣∣∣∣∣∣∣
, X2 =

∣∣∣∣∣∣∣∣∣∣

0 0 0

0 0 1

0 0 0

∣∣∣∣∣∣∣∣∣∣
, (85)

Y1 =

∣∣∣∣∣∣∣∣∣∣

0 0 0

0 0 0

1 0 0

∣∣∣∣∣∣∣∣∣∣
, Y2 =

∣∣∣∣∣∣∣∣∣∣

0 0 0

0 0 0

0 1 0

∣∣∣∣∣∣∣∣∣∣
.

It can also be realized as the Lie algebra of the group of projective trans-
formations of R

2. The basis corresponding to (85) is given by the following
vector fields:

X1 = ∂x, X2 = ∂y, K = −x∂x + y∂y,

D = −3(x∂x + y∂y), A1 = −y∂x, A2 = −x∂y, (86)
Y1 = −x(x∂x + y∂y), Y2 = −y(x∂x + y∂y)

B. Maximal subalgebras of sl(3,R)
B.1. Irreducibly embedded in defining representation
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O(3) :

∣∣∣∣∣∣∣∣∣∣

0 a b

−a 0 c

−b −c 0

∣∣∣∣∣∣∣∣∣∣
, A1 −A2, X1 − Y1, X2 − Y2

O(2, 1) :

∣∣∣∣∣∣∣∣∣∣

0 a b

−a 0 c

b c 0

∣∣∣∣∣∣∣∣∣∣
, A1 −A2, X1 + Y1, X2 + Y2

B.2. Reducibly embedded ⇔ invariant subspace V

i) dimV = 2 : V ∼

∣∣∣∣∣∣∣∣∣∣

x

y

0

∣∣∣∣∣∣∣∣∣∣

PV ⊆ V ⇒ P1 ∼

∣∣∣∣∣∣∣∣∣∣

a+ b c d

e −a+ b f

0 0 −2b

∣∣∣∣∣∣∣∣∣∣
(87)

Pi : maximal parabolic ∼ gaff(2,R), {K,A1, A2} ⊕ {D,X1, X2}

ii) dimV = 1, V ∼

∣∣∣∣∣∣∣∣∣∣

0

0

z

∣∣∣∣∣∣∣∣∣∣

PV ⊆ V ⇒ P2 =

∣∣∣∣∣∣∣∣∣∣

a+ b c 0

e −a+ b 0

g h −2b

∣∣∣∣∣∣∣∣∣∣
. (88)

Thus, the algebra L ∼ sl(3,R) has precisely 4 maximal subalgebras. Two
are simple: 0(3) and o(2, 1). Two are parabolic, mutually isomorphic and
isomorphic to the general affine algebra aff(2,R). P1 and P2 are conjugate
under an outer automorphism of sl(3,R), namely transposition (in the
matrix realization). Notice however that the vector fields {X1, X2} in
equation (86) cannot be transformed into {Y1, Y2}.

C. All subalgebras of P1 ∼aff(2,R)
We shall use the algorithm of Section 3.4. The decomposition L = F ⊕N
with L ∼aff(2,R) is
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F ∼ gl(2,R) ∼ {K,A1, A2} ⊕ {D} (89)
N ∼ {X1, X2}.

We have chosen the decomposition so that N is abelian.

Step 1. All subalgebras of F ∼gl(2,R).
The algebra F ∼gl(2,R) has 16 classes of subalgebras, when classified

under gl(2,R), three of them depend on a continuous parameter α. A repre-
sentative list S(F ) is

F1 ≈ {K,A1, A2, D}, F2 ≈ {K,A1, A2}, F3 ≈ {K,A1, D}
F4 ≈ {K,A1}, F5 ≈ {K,D}, F6 ≈ {A1 −A2, D}
F7 ≈ {A1, D}, F8(α) ≈ {A1,K + αD,α �= 0}
F9 ≈ {K}, F10 ≈ {A1 −A2} (90)
F11 ≈ {A1}, F12 ≈ {K + αD,α > 0},
F13(α) ≈ {A1 −A2 + αD,α > 0}, F14 ≈ {A1 +D}
F15 ≈ {D}, F16 ≈ {∅}.

Step 2. Splitting subalgebras of aff(2,R) are obtained from those of (90),
by adding to Fi all invariant subspaces of Fi in N . In all cases we can add all
of N , i.e. {X1, X2}, or the empty space {∅}. This provides a list of 32 “trivial”
splitting subalgebras. To those we add the “nontrivial” splitting, consisting of
Fi and one additional element of N . Our notation will be

Si,1 ∼ Fi, Si,2 ∼ {Fi;X1, X2}, i = 1, . . . , 16 (91)

for the “trivial” splitting subalgebras.
The “nontrivial” ones are

S3,3 ∼ {K,A1;X1} S4,3 ∼ {K,A1, D;X1}
S5,3 ∼ {K,D;X1} S7,3 ∼ {A1, D;X1}
S8,3(α) ∼ {A1,K + αD;X1, α �= 0} S9,3 ∼ {K,X1} (92)
S11,3 ∼ {A1;X1} S12,3(α) ∼ {K + αD;X1, α > 0}
S12,4(α) ∼ {K + αD;X2, α > 0} S14,3 ∼ {A1 +D;X1}
S15,3 ∼ {D;X1} S16,3} ∼ {X1}.

Step 3. Nonsplitting subalgebras of P1 ∼aff(2,R).
We start from the list of splitting subalgebras of P1, more precisely from

(90) and (92). First of all we notice that subalgebras containing D as an
element, and reductive subalgebras, will not allow nonsplitting extensions.
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Let us consider the subalgebras F8(α) and F4(= F8(0)). We consider

K̃ = K + αD + c1X1 + c2X2 (93)
Ã1 = A1 + c3X1 + c4X2.

We have

[K̃, Ã1] = 2Ã1 + (c3(−1 + 3α)− c2)X1 + 3c4(−1 + α)X2. (94)

If the algebra does not contain X1, we must have

c4(α− 1) = 0, c2 = c3(3α− 1). (95)

Moreover, for α �= ±1
3

we can use the coboundaries to set c1 = c2 = 0. We
are left with the following nonsplitting subalgebras

S8,4(ε) ∼ {K +D,A1 + εX2, ε = ±1}
S8,5(ε) ∼ {K +D,A1 + εX2;X1, ε = ±1} (96)

S8,6 ∼ {K − 1
3
D +X1, A1}

S8,7 ∼ {K +
1
3
D +X2, A1;X1}.

The only other subalgebras that allow nonsplitting extensions are F11 and
F12.From Them we obtain

S11,4 ∼ {A1 +X2}
S11,5 ∼ {A1 +X2;X1} (97)

S12,5 ∼ {K +
1
3
D +X2}

S12,6 ∼ {K +
1
3
D +X2;X1}.

Finally, the complete list of all subalgebras of aff(2,R), classified under
Aff(2,R), consists of the algebras (90), the algebras (90) with {X1, X2} added;
(92), (96) and (97).

D. All subalgebras of sl(3,R)

A complete list of representatives of all subalgebras of sl(3,R), classified
under SL(3,R), will contain the four maximal subalgebras o(3), o(2, 1), P1
and P2. Further it will contain subalgebras of P1 that we have already classified
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under < expP1 >. Some subalgebras of P2 must be added, if they are not
conjugate to those in P1. Some subalgebras of P1 may be conjugate under
SL(3,R), even if they are not conjugate under < expP1 >. This does not
occur for any of the one-dimensional subalgebras, but for instance we have

S12,4(α =
1
2
∼ F7 (98)

under SL(3,R).
We shall not go into these matters here.

3.6 Generalizations

The subgroup classification method for semidirect sums has been generalized
to the case of certain infinite dimensional Lie algebras. In particular this
has been done for the classification of finite dimensional subalgebras of Kac-
Moody-Virasoro algebras. We refer to the original articles for the exposition.

4 The Clarkson-Kruskal direct reduction method
and conditional symmetries

4.1 Formulation of the problem

Let us consider a PDE of the form

E(x, t, u, ux, ut, uxx, uxt, utt, . . . ) = 0 (99)

i.e. involving one dependent variable u and two independent ones. Our aim
is to express u(x, t) in terms of one function ω(z) of one variable z in such a
manner that ω(z) satisfies an ordinary differential equation (ODE)

Ẽ(z, ω, ωz, ωzz, . . . ) = 0. (100)

Every solution ω(z) of equation (100) should provide a particular solution
of the PDE (99).

One way of achieving this goal is to use symmetry reduction, as discussed
above in Section 2. That is one finds a Lie algebra of vector fields

X = ξ(x, t, u)∂x + τ(x, t, u)∂t + φ(x, t, u)∂u, (101)

the N -th prolongation of which annihilates equation (99) on its solution
surface. In the case of two independent variables one then classifies all one-
dimensional subalgebras.
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Invariance under the corresponding one-dimensional groups will provide a
reduction to an ODE. The question is: will this method provide all reductions?
The answer is: not necessarily!

The direct reduction method [] was proposed precisely to answer the above
question and was first tested on the example of the Boussinesq equation []

utt + uuxx + u2
x + uxxxx = 0. (102)

The solution of equation (102) was postulated to have the form

u(x, t) = U(x, t, ω(z)), z = z(x, t). (103)

The functions U and z must be determined from the requirement that
ω(z) satisfy an ODE.

4.2 Symmetry reduction for Boussinesq equation

Let us first look at symmetry reduction for equation (102). The Lie point
symmetry algebra is

{D = x∂x + 2t∂u − 2u∂u, P1 = ∂x, P0 = ∂t}. (104)

Equation (102) also invariant under the reflections

Π : x→ −x, T : t→ −t.
The one-dimensional subalgebras of the symmetry algebra are

{D}, {P0 + aP1, a = 0, 1}, {P1}. (105)

The individual reductions are:

P1 : u(x, t) = ω(z), z = t. (106)

Equation (102) then implies ωzz = 0

P0 + aP1 : u(x, t) = ω(z), z = x− at. (107)

Equation (102) reduces to

∂4ω

∂z4
+ ω

∂2ω

∂z2
+
(
∂ω

∂z

)2

+ a2 ∂
2ω

∂z2
= 0. (108)
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Equation (108) can be integrated twice and we obtain

ωzz +
1
2
ω2 + a2ω = Az +B. (109)

For A = 0 we can integrate once more and obtain the equation for elliptic
functions. For A �= 0 equation (109) is solved in terms of the first Painlevé
transcendent PI .

D : u(x, t) =
1
t
ω(z), z =

x√
t
. (110)

The reduced ODE is

d4ω

dz4
+ ω

d2ω

dz2
+
(

dω
dz

)2

+
1
4
z2

d2ω

dz2
+

1
4
z
dω
dz

+ 2ω = 0. (111)

Equation (111) can be solved in terms of the fourth Painlevé transcendent
PIV .

4.3 The direct method

Using the direct method, Clarkson and Kruskal found these reductions, plus
five more. In their article they expressed the “hope that a group theoretical
explanation will be possible in due course”. This was provided in [] and the
group theoretical explanation turned out to be related to the nonclassical
method of Bluman and Cole.

In the direct method one assumes that u(x, t) has the form (103) and
substitutes into equation (102). We require an ODE for ω(z). Assuming zx �= 0
we obtain

Ωωω = 0 ⇔ u(x, t) = β(x, t)ω(z(x, t)) + α(x, t). (112)

Substituting (112) into (102) again we obtain

u(x, t) = θ2(t)ω(z)− 1
θ2(t)

(
x
dθ

dt
+
dφ

dt

)2

z(x, t) = xθ(t) + φ(t) (113)
d2θ

dt2
= Aθ5

d2φ

dt2
= (Aφ+B)θ4
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where A,B are constants. Finally ω(z) satisfies the ODE

∂4ω

∂4z
+ ω

∂2ω

∂2z
+
(
∂ω

∂z

)2

+ (Az +B)
∂ω

∂z
+ 2Aω = 2(Az +B)2. (114)

The result obtained by Clarkson and Kruskal is that there are six reduc-
tions to standard forms:

u(x, t) = ω1(z), z = x+ µ1t. (115)

This is the Lie group reduction (107).

u(x, t) = t2ω2(z)− x
2

t2
, z = xt

u(x, t) = ω3(z)− 4µ2
3t

2, z = x+ µ3t
2.

This is the Galilei group reduction by

B = t∂x − 2µ3∂u +
1

2µ3
∂t,

though the equation is not Galilei invariant.

u(x, t) = t2ω4(z)− (x+ 6µ4t
5)

1
t2
, z = xt+ µ4t

6

u(x, t) = t−1ω5(z)− (x− 3µ5t
2)

1
4t2
, z =

x√
t

+ µ5t
3/2

For µ5 = 0 this is the Lie reduction (110).

u(x, t) =
1
℘(t)

{
ω6(z)−

[
1
2
z
d℘(t)

dt
+ µ6℘(t)3/2(t)

]2
}
,

z = ℘−1/2(t)[x+ µ6ζ(t)]

Here ℘(t) denotes the Weierstrass elliptic function, and ζ(t) the Weierstrass
zeta function.

The solutions ωi(z) are expressed in terms of Pailevé transcendents as
follows

ω1(z), ω2(z) → P1.
ω3(z), ω4(z) → P2. (116)
ω5(z), ω6(z) → P4.

Thus, the direct method provided lots of new solutions of the Boussinesq
equation.
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4.4 Conditional symmetries

To each solution we can associate a vector field X̂:

X̂ = ξ∂x + τ∂t + φ∂u

and a Lie group transformation G. However, G is not a symmetry group
of the equation, though X̂ does annihilate the solution. Thus, we have

ξ(x, t, u)ux + τ(x, t, u)ut − φ(x, t, u) = 0 (117)

(on the particular solutions (113)).
This gives rise to the idea of “conditional symmetries”. These are symme-

tries that you can apply only to a subset of solutions. Thus, we are given a
PDE

E(x, t, u, ux, ut, . . . ) = 0 (118)

and add a “condition”

C(x, t, u, ux, ut, . . . ) = 0. (119)

We then look for transformations leaving both equations (118) and (119)
invariant on their common solution set

prXE∣
∣
∣
∣
∣
∣
∣
∣
∣

E = 0

C = 0

= 0, prXC∣
∣
∣
∣
∣
∣
∣
∣
∣

E = 0

C = 0

= 0, X = ξ∂x + τ∂t + φ∂u (120)

How to choose C?
As unconstraining as possible.
Give a Lie point symmetry generator

X̂ = ξ∂x + τ∂t + φ∂u

we perform symmetry reduction by imposing

X̂φ(x, t, u) = 0 ⇔ dx
ξ

=
dt
τ

=
du
φ
.

The idea was to take C = 0 as the first order PDE:

C = ξ(x, t, u)ux + τ(x, t, u)ut − φ(x, t, u) = 0, (121)
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with ξ, τ, φ the same as in vector field X̂. []
Then we have

pr1 X̂C = −(ξuux + τuut − φu)C ⇒ pr1 X̂C|C=0 = 0. (122)

This is an identity and does not impose any constraint on ξ, τ, φ.
The algorithm for finding such conditional symmetries is

pr(n)XE|E=0,C=0 = 0 .

Thus, we will have fewer determining equations than in the case of ordinary
Lie symmetries. Hence, in principal we may get more solutions.

Since C = 0 ⇔ f(x, t, u) C = 0 ⇒ for τ �= 0 we can set τ = 1, i.e. the
condition (119) reduces to

ut + ξux − φ = 0 (123)

and the vector field representing the conditional symmetries is

X̂ = ∂t + ξ∂x + φ∂u

Then we eliminate:

ut = −ξux + φ

and all differential consequences (utt, utx, . . . ) from the determining equations.
Then use the same program that calculates Lie point symmetries. Diffe-

rential consequences: built in in the Champagne-Winternitz program [].
Caveat!

1. The determining equations are now nonlinear.
2. Conditional symmetries do not form a vector space, nor a Lie algebra

(each X: different condition)
3. Not useful to integrate X → G the group either leaves a solution invariant

or takes it out of the solution space.

For symmetry reduction: “conditional” symmetries are just as good as
ordinary Lie point symmetries.

History: G. Bluman, J. Cole, J. Math. Mech. 18, 1025 (1969) “Nonclassical
method” for heat equation.

Linear equation → nonlinear determining equations.
P. Clarkson and M. D. Kruskal, J. Math. Phys. 30, 2201 (1989)
D. Levi, P. Winternitz, J. Phys. A, 22, 2915 (1989).
Now let us apply the method of conditional symmetries to the Boussinesq

equation (102).
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Ordinary symmetries: the determining equations are the coefficients of

un1
x , u

n2
xx, u

n3
xxx, u

n4
t , u

n5
tt , u

n6
tx , u

n7
txx, u

n8
ttx, u

n9
ttt, u

n10
txxx, u

n11
ttxx, u

n12
tttx, u

n13
4t

Conditional symmetries:

v1 ≡ u4x = −utt − uuxx − u2
x

v2 ≡ ut = −ξux + φ

Determining equations are coefficient of:

un1
x , u

n2
xx, u

n3
xxx

Our program generates 14 equations for ξ and φ (τ = 1). Their solution
is

X̂ = ∂t + [α(t)x+ β(t)]∂x − [2α(t)u+ 2α(α̇+ 2α2)x2 + (124)
2(αβ̇ + α̇β + 4α2β)x+ 2β(β̇ + 2αβ)]∂u

where α(t) and β(t) satisfy

α̈+ 2αα̇− 4α3 = 0 (125)
β̈ + 2αβ̇ − 4α2β = 0

Reductions of the Boussinesq equation are obtained ny imposing

X̂φ(x, t, u) = 0 ⇒ dt =
dx

α(t)x+ β(t)
= − du

[. . . ]
The general reduction formula is

u(x, t) = ω(z)K2(t)− (αx+ β)2

z(x, t) = xK(t)−
∫ t

0
β(s)K(s) ds (126)

K(t) = exp
(
−
∫ t

0
α(s) ds

)

Substitute into the Boussinesq equation

∂4ω

∂z4
+ ω

∂2ω

∂z2
+
(
∂ω

∂z

)2

+ (Az +B)
∂ω

∂z
+ 2Aω = 2(Az +B)2 (127)

A =
α2 − α̇
k4 , B =

αβ − β̇
k3 +

α2 − α̇
k4

∫ t

0
β(s)K(s) ds.
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The equations for α, β imply that A and B are constants

dA

dt
= 0,

dB

dt
= 0.

Only now: solve for α and β. The first of equations (125) is one of the
reducible equations with the Painlevé property P10 in Ince’s list []). It can be
solved in terms of elliptic functions:

α =
Ḣ

2H
, Ḣ2 = h0H

3 + h1 (128)

β = β1
Ḣ

H
+ β2

Ḣ

H

∫ t

0

H(s)
Ḣ2(s)

ds for Ḣ �= 0,

where h0, h1, β1 and β2 are constants.
Analyze equations for α and β:

1. h0 = h1 = 0
α = 0, β = β0 + β1t,K(t) = 1, A = 0, B = −β1
β1 = 0 ⇒ translations:

X̂ = ∂t + β0∂x. (129)

β1 �= 0 simplify equations using symmetry group

X̂ = ∂t − 2t∂u + t∂x. (130)

Galilei: not a symmetry

z = x− 1
2
t2, ω = ω(z)− t2

∂3ω

∂z3
+ ω

∂ω

∂z
− ω = 2z + C1. (131)

Equation (131) is solved in terms of PII .
2. h0 �= 0, h1 = 0

α = −1
t
, β = β1t

4 +
β2

t
, K = t, A = 0, B = −5β1

Use symmetry group: β2 → 0, β1 → 1 (unless we have β1 = 0).
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X̂ = ∂t +
(
−x
t

+ β1t
4
)
∂x +

(
2
t
u+

6
t3
x2 − 2β1t

2x− 4β2t2
)
∂u

z = xt− 1
6
β1t

6, u(x, t) = ω(z)t2 −
(x
t
− β1t

4
)2

(132)

β1 = 0 ⇒ ∂2ω

∂z2
+

1
2
ω2 = c1z + c0

c1 = 0 : elliptic function c1 �= 0 : P1
β1 �= 0 ⇒ β1 = 1

∂3ω

∂z3
+ ω

∂ω

∂z
− 5ω = 50z + c0 → P2 (133)

3. h0 = 0, h1 �= 0

α =
1
2t
, β = β1t+

β2

t
, K =

1√
t
, A =

3
4
, B = 0

β1 = 0 ⇒ dilatations
β1 �= 0, transform β2 → 0, β1 = 1

X̂ = ∂t +
( x

2t
+ t

)
∂x − 1

t
(u+ 2x+ 4t2)∂u

z =
x√
t
− 2

3
t3/2, u =

1
t
ω(z)−

( x
2t

+ t
)2

∂4ω

∂z4
+ ω

∂2ω

∂z2
+
(
∂ω

∂z

)2

+
3
2
z
∂ω

∂z
+

3
2
ω =

9
8
z2 → P4 (134)

4. h0 �= 0, h1 �= 0 ⇒ Weierstrass elliptic function.

α =
℘̇

2℘
, β = β1

℘̇

2℘
+ β2

℘̇

2℘

∫ t

0

℘(s)
℘̇2 ds

℘̇2 = 4℘3 − g3, ℘ = ℘(t, 0, g3)

Translate β1 → 0, then
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K = ℘−1/2, A = −3g3
4
, B = 0

X̂ = ∂t +
1
2

(
℘̇

℘
x+ β2

℘̇

℘
W

)
∂x −

[
℘̇

℘
u+ 3℘̇x2 +

β2

2

(
1
℘

+ 12℘̇W
)
x

+
1
2
β2

2W

(
1
℘

+ 6℘̇W
)]
∂u

z = x℘(t)−1/2 +
1
3
β2g

−1
3 ℘(t)−1/2

∫ t

0
℘(s) ds

u(x, t) = ω(z)℘−1 −
(

1
2
℘̇

℘
x+ β2

℘̇

2℘
W

)2

W (t) =
∫ t

0

℘(s)
℘̇(s)

ds

∂4ω

∂z4
+ ω

∂2ω

∂z2
+
(
∂ω

∂z

)2

− 3
4
g3
∂ω

∂z
− 3

2
g3ω =

9
8
g23z

2 → P4 (135)

Thus, the direct method and the method of conditional symmetries give
the same result for the Boussinesq equation.

4.5 General comments

More generally the direct method (as originally formulated) gives the same
results as conditional symmetries if ξ/τ is independent of u.

(E. Pucci and Saccomandi, C. Nucci and P. Clarkson)

If
ξ

τ
= f(x, t, u) ⇒ conditional symmetries give more solutions, but impli-

cit ones z = z(x, t, u) (we assume ∂f
∂u �= 0).

The Clarkson-Kruskal method can also be generalized.
Résumé on dimensional reduction
Several systematic methods around

1. Lie point symmetries: algebra integrable to group ⇒ many other applica-
tions
One equation ⇒ invariant solutions.
A system ⇒ invariant and partially invariant solutions.

2. Conditional symmetries (nonclassical method).
Determining equations are nonlinear. The conditions ξiuα

xi
− φα = 0

Sometimes more reductions, sometimes the same as given by Lie symme-
tries (e.g. for the KdV equation).
No useful group transformations.

3. Direct method
u(xi) = U(xi, ω(z)), z = z(xi)

Same results as conditional symmetries if
ξi
ξ1

independent of u (fiber pre-

serving).
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Caution: not every exact analytical solution of a PDE comes from a re-
duction to an ODE!

E.g. multisolitons (n ≥ 2)
Also a PDE may be reduced to a coupled system of ODEs (Estevez)
Tool kit for obtaining exact solutions

1. Lie point symmetries, which provide both invariant solutions and partially
invariant solutions.

2. Direct method and conditional symmetries
Closely related; useful to know both; difficulties in calculations: comple-
mentary. Use Lie symmetries to simplify.

3. Other “side conditions”
4. The machinery of “integrability”: “soliton theory”
5. Painlevé expansions, in particularly truncated ones, for “partially integra-

ble equations”.

Open question: can one say a priori when conditional symmetries exist?

We mention that a relation exists between conditional symmetries and
Bäcklund transformations.

Example:

uxt = −2 sinhu (136)
X = ξ∂x + τ∂t + φ∂u.

Put τ �= 0, ξ = 0, τ → 1. Then we have X = ∂t + φ∂u and the condition is
ut − φ = 0. The determining equation is

φφxφuu−φφuφux−φtxφu+φtuφx−4 cosh(2u)φφu−2 sinh(2u)(φ2
u+φut+φφuu)=0.

This is difficult to solve in general, however, a particular solution is

φ = ft + 2a sinh(f + u)

where f is any solution of the initial equation (136).
The Bäcklund transformation is precisely of this form

ut = ft + 2a sinh(f + u).

The other half of the Bäcklund transformation is

ux = −fx +
2
a

sinh(f − u).
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5 Concluding comments

This lecture series, presented at the 1999 CIME school in Cetraro contained
two more lectures. One was on nonlinear ordinary differential equations with
superposition formulas and their relation to Bäcklund transformations. The
lecture was a brief summary of results contained in a series of articles, a list of
which is attached. The final sixth lecture was devoted to symmetry methods
for solving difference equations. The subject could be summed up as “Con-
tinuous symmetries of discrete equations”. For recent references, containing
references to earlier work, see the list attached.

5.1 References on nonlinear superposition formulas

1. R. L. Anderson, A nonlinear superposition principle admitted by coupled
Riccati equations of the projective type. Lett. Math. Phys. 4, 1-7, (1980).

2. R. L. Anderson, J. Harnad and P. Winternitz, Group theoretical approach
to superposition rules for systems of Riccati equations. Lett. Math. Phys.
5, 143-148, (1981).

3. R. L. Anderson, J. Harnad and P. Winternitz, Systems of ordinary dif-
ferential equations with nonlinear superposition principles. Physica D 4,
164-187, (1982).

4. J. Harnad, P. Winternitz and R. L. Anderson, Superposition principles
for matrix Riccati equations. J. Math. Phys. 24, 1062-1072, (1983).

5. D. W. Rand and P. Winternitz, Nonlinear superposition principles: A
new numerical method for solving matrix Riccati equations. Comp. Phys.
Commun. 33, 305-328, (1984).

6. S. Shnider and P. Winternitz, Nonlinear equation with superposition prin-
ciples and the thory of transitive primitive Lie algebras. Lett. Math. Phys.
8, 69-78, (1984).

7. S. Shnider and P. Winternitz, Classification of systems of nonlinear ordi-
nary differential equations with superposition principles. J. Math. Phys.
25, 3155–3165, (1984).

8. M. Sorine and P. Winternitz, Superposition laws for nonlinear equations
arising in optimal control theory. IEEE Transactions, AC-30, 266-272,
(1985).

9. M. A. del Olmo, M. A. Rodriguez and P. Winternitz, Simple subgroups of
simple Lie groups and nonlinear differential equations with superposition
principles. J. Math. Phys. 27, 14-23, (1986).

10. T. C. Bountis, V. Papargeorgiou and P. Winternitz, On the integrability of
systems of nonlinear ODEs with superposition principles. J. Math. Phys.
27, 1215-1224, (1986).

11. J. Beckers, V. Hussin and P. Winternitz, Complex parabolic subgroups
of G(2) and nonlinear differential equations. Lett. Math. Phys. 11, 81-86,
(1986).
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12. M. A. del Olmo, M. A. Rodriguez and P. Winternitz, Superposition formu-
las for rectangular matrix Riccati equations. J. Math. Phys. 28, 530-535,
(1987).

13. L. Gagnon, V. Hussin and P. Winternitz, Nonlinear equations with super-
position formulas and the exceptional group G(2). III. The superposition
formulas. J. Math. Phys. 29, 2145-2155, (1988).

14. J. Beckers, L. Gagnon, V. Hussin and P. Winternitz, Superposition for-
mulas for nonlinear superequations. J. Math. Phys. 31, 2528-2534, (1990).

15. L. Michel and P. Winternitz, Families of transitive primitive maximal
simple Lie subalgebras of diff(n). In L. Vinet editor, Advances in Mathe-
matical Sciences-CRM’s 25 years, CRM Proceedings and Lecture Notes,
451-479, AMS, Providence, R. I.(1997).

16. B. Grammaticos, A. Ramani and P. Winternitz, Discretizing families of
linearizable equations. Phys. Lett. A 245, 382-388, (1998).

17. A. Turbiner and P. Winternitz, Solutions of nonlinear ordinary differential
and difference equations with superposition formulas. Lett. Math. Phys.
50, 189-201, (1999).

18. M. Havliček, S. Pošta and P. Winternitz, Nonlinear superposition formulas
based on imprimitive group action. J. Math. Phys. 40, 3104-3122, (1999).

5.2 References on continuous symmetries of difference equations

1. D. Levi and P. Winternitz, Continuous symmetries of discrete equations.
Phys. Lett. A 152, 335-338, (1991).

2. V. Dorodnitsyn, R. Kozlov and P. Winternitz, Lie group classification of
second order difference equations. J. Math.Phys. 41, 11-24, (1999).

3. D. Levi, S. Tremblay and P. Winternitz, Lie point symmetries of difference
equations and lattices. J.Phys.A 33, 8507-8524, (2000).

4. D. Levi and P. Winternitz, Lie point symmetries and commuting flows for
equations on lattices. J.Phys. A 35, 2249-2262, (2002).
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9. J. Boussinesq, Théorie de l’intumescence appelée onde solitaire ou de transla-
tion se propageant dans un canal rectangulaire. Comptes Rendus, 72, 755-759,
(1871).
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Fitzhugh–Nagumo equationPartially Integrable Evolution Equations in Physic-
seds. R. Conte and N. BoccaraNATO ASI Series C, vol. 310Kluwer, Dordrecht,
(1990), 585–586.

67. W. Hereman, Review of symbolic software for the computation of Lie symme-
tries of differential equationsEuromath. Bull2 (1993), 45–79.

68. W. Hereman, Symbolic software for Lie symmetry analysisCRC Handbook of
Lie Group Analysis of Differential Equationsed. N. Ibragimovvol. 3CRC Press,
Boca Raton, (1996), 367–522.

69. R. Hernández Heredero, D. Levi and P. Winternitz, Point symmetries and
generalized symmetries of nonlinear difference equationsPreprint CRM-2568,
Montréal1998

70. R. Hirota, Direct methods in soliton theory Solitonseds. R. K. Bullough and
P. J. CaudreyTopics in Current Physics, vol. 17Springer-Verlag, Berlin, 1980,
157–176.

71. R. Hirota and M. Ito, Resonance of solitons in one dimen-
sionComm. Math. Phys. 52 (1983), 744–748.

72. S. Hood, New exact solutions of Burgers’s equation—an extension to the direct
method of Clarkson and KruskalJ. Math. Phys. 36 (1995), 1971–1990.

73. V. Hussin, P. Winternitz, and H. Zassenhaus, Maximal abelian subalgebras of
complex orthogonal Lie algebras Comm. Math. Phys. 141 (1990), 183–220.

74. V. Hussin, P. Winternitz, and H. Zassenhaus Maximal abelian subalgebras of
pseudo-orthogonal Lie algebras Comm. Math. Phys. 173(1992),125–163.

75. N. H. Ibragimov, Transformation Groups Applied to Mathematical Phy-
sicsReidel, Dordrecht1985

76. E. L. Ince, Ordinary Differential Equations Longmans, Green and co., London
and New York1926Reprinted Dover, New York, 1956

77. N. Jacobson, Lie algebrasDover, New York1979
78. M. Jimbo and T. Miwa, Solitons and infinite dimensional Lie algebras Publ.

RIMS, Kyoto19 (1983), 943–1001.
79. N. Joshi and P. J. Vassiliou, The existence of Lie symmetries for first-order

analytic discrete dynamical systems J. Math. Anal. Appl.195 (1995), 872–887.
80. E. G. Kalnins and P. Winternitz, Maximal abelian sybalgebras of complex Euc-

lidean Lie algebras Comm. Math. Phys. 72 (1994), 389–404.
81. T. Kawahara and M. Tanaka, Interactions of traveling fronts – an exact solution

of a nonlinear diffusion equationComm. Math. Phys. 97A(1983), 311–314.
82. B. P. Komrakov, Reductive subalgebras of semisimple real Lie algebras, Doklady

AN SSSR 308 (1989), 521–525; Soviet Math. Dokl. 40 (1990), 329–333.
83. B. P. Komrakov, Maximal subalgebras of real Lie algebras and a problem of

Sophus Lie, Doklady AN SSSR 311 (1990), 538–532; Soviet Math. Dokl. 41
(1990), 269–273.

84. B. Kostant, On the conjugacy of real Cartan subalgebras Proc. Nat. Academy
Sci. USA41 (1955), 967–970.



Lie groups and solutions of nonlinear PDEs 269
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12. Lafortune Stéphane, University of Montréal, Canada
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