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Preface

In the author's view, this book has at least three objectives. First, the book aims
to serve as a (graduate) textbook of integral equations. The first chapter intro-
duces the reader to the subject, in the third chapter several basic facts are included
on Volterra type equations (both classical and abstract), while the remaining
chapters cover a variety of topics to be selected to suit the particular interest of
the instructor and students. Second, the book is aimed to serve as a reference in
the field of integral equations and some of their applications. Of course, I cannot
claim to provide comprehensive coverage of this fast-developing area of research,
but I hope that the topics featured in the book will convince the reader that
integral equations constitute a very useful and successful tool in contemporary
research, unifying many particular results available for other classes of functional
equations (differential, integrodifferential, delayed argument). Third, the book
provides a good number of results, and describes methods, in the field of integral
equations, a feature that will help the young researcher to become acquainted
with this field and continue the investigation of the topics whose presentation in
the book suggests further development.

Most of the material included in the book is accessible to any reader with a
reasonable background in real analysis, and some acquaintance with the intro-
ductory concepts of functional analysis. There are several sections which require
more sophisticated knowledge of functional analysis (both linear and nonlinear).
In such cases, some direction is given, and adequate references are provided.
These references are usually to books and monographs dealing with such topics
in more depth; only in a very few (perhaps half a dozen) cases is the reader referred
to journal papers containing such results. Of course, there are many references
to journal papers, but those are aimed at indicating the origination of the results,
or contain supplementary material directly related to the text.

Since a rather detailed description of the contents is given in the introduction,

vii



viii Preface

together with some historical considerations related to integral equations, I do
not find it necessary to dwell upon this aspect here.

I think it is appropriate to make precise the relationship between this volume
and the volumes I have published in the past on this subject (see C. Corduneanu
[4] and [6] in the References). The material in [6] is covered in the first chapter
of this book, but under different assumptions. For instance, the basic Fredholm
theory is presented in the L2-space, instead of the space of continuous functions.
Unlike in [6], the idea of approximating general kernels by means of finite-
dimensional kernels is used. With regard to [4], in practical terms, there are no
repetitions. Some topics, particularly the admissibility results, have been dealt
with again but under totally new conditions. More precisely, new developments
related to some topics in [4] have found a place in the present book. The same
is true with regard to the stability problems for nuclear reactors. Although more
than 60% of the contents of [4] is devoted to convolution equations, there are
relatively few convolution results in this book.

With regard to the list of references at the end of this volume I would like to
mention that I have tried to include any book on the theory of integral equations,
old or new, including books dedicated to applications or numerical treatment of
these equations. I have left aside titles dealing with the theory of singular integral
equations, which have many applications in continuum mechanics and other
fields. I have also avoided titles on stochastic integral equations, despite the
growing interest in this area. The reason for these omissions is that it is impossible
to cover adequately in a single volume such a diversity of topics.

It is generally understood that carrying out a project like this necessitates
a good deal of cooperation and interaction. I am particularly indebted for
various forms of help in connection with this project to the following colleagues:
S. Aizicovici, from Ohio University, Athens, Ohio; T. A. Burton, from Southern
Illinois University, Carbondale; D. A. Carlson, from Southern Illinois Univer-
sity; M. Kwapisz, from the University of Gdansk, Poland; A. Korzeniowski, from
the University of Texas at Arlington; N. H. Pavel, from Ohio University, Athens,
Ohio; J. J. Schaffer, from Carnegie-Mellon University in Pittsburgh; O. Staffans,
from Helsinki University of Technology, Espoo, Finland. Professor Staffans read
the whole manuscript and suggested many corrections and improvements. It is
my duty and my pleasure to express my sincere thanks to all the colleagues
mentioned above. Several copies of the manuscript have circulated since the
summer of 1988, and numerous remarks and comments have reached me in time
for me to take them into account in the final version of the manuscript.

The historical sketch of the theory of integral equations in the introduction
was written in conjunction with G. Banta§ from University of Ia§i, Romania. I
thank him for his cooperation.

In the technical preparation of the manuscript, constant help has been
provided by two of the secretaries in the Department of Mathematics at the



Preface ix

University of Texas, Arlington: Marjorie Nutt and Sue Sholar. I gratefully
acknowledge their support during the project.

Also, I would like to take this opportunity to acknowledge the following
sources of support for the completion of this project (in the form of a Summer
research salary, or as travel grants, or both): The Graduate School of the
University of Texas at Arlington; the Oberwolfach Mathematisches Forschung-
sinstitut; the Office of the Chief of Naval Research; the National Research
Council of Italy (CNR): the US Army Research Office (Durham, NC). This
support has certainly helped to bring the project into being in a shorter time.

Finally, my gratitude is directed to Cambridge University Press whose interest
in this project has provided me from the start with strong motivation and
encouragement.

C. Corduneanu





Introduction

It is legitimate to consider J. Fourier (1768-1830) as the initiator of the theory
of integral equations, owing to the fact that he obtained the inversion formula
for what we now call the 'Fourier transform': under adequate restrictions on
the functions f and g, from g(x) = (21r)_'/2

f exp(ixy) f (y) dy one derives fly) =
(27r)-'12 $ exp(- ixy)g(x) dx. Of course, one can interpret the inversion formula as
providing the inverse operator (an integral operator!) of the Fourier integral
operator. This interpretation was adopted towards the end of the last century by
V. Volterra, who identified the problem of solving integral equations with the
problem of finding inverses of certain integral operators.

Abel [1], [2] dealt with the integral equation known as `Abel's equation',
namely

f'x

0
(x - t)-°u(t) dt = F(x), 0 < a < 1,

where u(t) stands for the unknown, while F(x) is an assigned function. The
solution of Abel's equation was provided by the formula

u(t) n' sin an it (t - x)a-' F(x) dx.
fo

There are two interesting features related to Abel's equation. First, the so-called
kernel k(t) = t-a has a singularity at the origin, and second, Abel's equation is
a convolution type equation. Both features have had a significant impact on the
development of the theory of integral equations. It is interesting to point out that
Abel found his integral equation in the case a = ', starting from the following
mechanical problem: find a curve C lying in a vertical plane xOy, such that a
material point sliding without friction on C, and starting with zero initial velocity
at a given point P0 on C, reaches the origin 0 on C in an interval of time
which is a given function of the y-coordinate of P0. The method of solution used
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2 Introduction

by Abel was neither simple nor rigorous, as pointed out by Schlomilch [1].
Schlomilch proposed a more rigorous approach, based on the reduction of
multiple integrals to simpler ones.

Abel's work on integral equations exerted a tremendous influence during the
following century. In 1860, Rouche [1], in 1884 Sonine [1], in 1888 du Bois-
Reymond [1] were dedicating their efforts to the solution of various integral
equations, particularly Abel's equation. du Bois-Reymond is credited with the
introduction of the term `integral equation'. In 1895, Levi-Civita [1] generalized
the results obtained earlier by N. Sonine, still being concerned with Abel's type
equations. Goursat [1] dealt with the solution of Abel's type equations, regarded
as a problem of inversion of an integral, and in 1909 Myller [1] dealt with some
problems in mechanics by using Abel's type equations as well as Fredholm's
type equations (see Section 1.1). One century after Abel introduced and studied
the integral equations now known as Abel's equations, mathematicians like
Tamarkin [1] and Tonelli [1] were dedicating their attention to this subject.

But the year 1895 marked a new beginning in the theory of integral equations,
due mainly to Volterra [2]. Unlike most of his predecessors, who were aiming
at finding the solution of the equation by means of formulas or who dealt with
special cases of what we now call `Volterra equations' (the term was introduced
by T. Lalesco who wrote his thesis on this topic with E. Picard), Volterra
considered more general equations such as

('x

0

k(x, t)u(t) dt = F(x),

or

k(x, t)u(t) dt = F(x),u(x) + f x
0

in which u stands for the unknown function. Volterra, who is also one of the
founders of functional analysis, regarded the problem from a functional analytic
standpoint, his main concern being the proof of the existence of the inverse of
an integral operator. Volterra himself was not at first concerned with the various
physical applications of the concept of an integral equation, the preoccupations
which played a preponderant role later in his activities. In the same year 1895
when Volterra began his fundamental contribution to the theory of integral
equations, Le Roux [1] published a notable paper in which integral equations
appear as a powerful tool in investigating partial differential equations.

It is interesting to note that more than a half century before Volterra produced
his contributions, Liouville [3] discovered the fact that the differential equation
y" + [p2 - a(x)] y = 0, under initial conditions y(O) = 1, y'(0) = 0, is equivalent
to the integral equation (of Volterra type and second kind)
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y(x) - p-1
J

a(t) sin p(x - t) y(t) dt = cos px.
0

Also, apparently unaware of Abel's investigations concerning integral equa-
tions, Liouville [1], [2] dealt with the singular integral equation

fx,o

(s - x)-1y(s) ds = f(x),

for which the solution is given by the formula

Y(x) n-1 --
(s - x)-1/2f(s) ds.

x

Five years after Volterra made his first famous contribution to the theory of
integral equations, Fredholm [1], [2] built up a new theory for integral equations
containing a parameter of the form

y(x) + A
f b

k(x, t) y(t) dt = f(x).
0

Fredholm's theory, basically representing the extension of solvability of a linear
finite-dimensional system x + AAx = b to the infinite-dimensional case, has con-
stituted one of the most valuable sources for the foundation of what is now known
as linear functional analysis. It is instructive to notice that the fundamental paper
by Banach [1] provides in its title the motivation for the necessity of new
mathematical structures (Banach spaces), while Riesz (see Riesz and Sz.-Nagy
[1]) proceeds to the generalization of Fredholm's theory to the case of abstract
operators in linear spaces. In the years following the publication of Fredholm's
results, illustrious mathematicians of the beginning of this century made their
contributions to this subject: Poincare [1], [2], Hilbert [1], Picard [1], Weyl [1],
Frechet (see Heywood and Frechet [1]) and Schmidt [1]. The theory was
considerably enriched and developed, and its connections to other branches of
science were emphasized. In particular, mainly owing to Hilbert and Schmidt,
the theory of equations with symmetric kernel was substantially developed, and
important results about the orthogonal series were obtained.

Owing to the tremendous success that Fredholm's theory enjoyed during the
first decades of this century, the theory of Volterra equations remained somewhat
in its shadow. Most books on integral equations written during that period, as
well as in more recent years, dismiss Volterra's equation by noticing that the
corresponding integral operator has only the eigenvalue zero, and is therefore
uninteresting. This approach is not very consistent because: first, if we deal with
Volterra equations on infinite intervals, then the difference between them and
Fredholm's equations is no longer so striking (with respect to the spectral
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properties); second, for Volterra equations it is possible to develop a theory of
local existence, making these equations very useful in modelling various phe-
nomena from applied fields of science; third, with the advance of nonlinear
functional analysis during the past three decades, it has been possible to develop
the study of Volterra nonlinear equations to a level which has not yet been
reached by the theory of Fredholm nonlinear equations (both in terms of the
number of results obtained by the researchers involved in this field, and the
variety of the applications). We hope that this feature is adequately emphasized
in this book.

Volterra was deeply preoccupied with the possible applications of the theory
of integral equations in other fields of science. Among the most interesting
applications found for the Volterra equations, we should first mention the
so-called `hereditary mechanics', also known as the `mechanics of materials with
memory'. The roots of this theory can be traced back to Boltzmann [1]. But
Volterra advanced a rather sophisticated theory in the 1920s (see Volterra [2]),
a theory which underwent some modification during the last three decades and
which we can consider as still developing. In his studies during the 1920s on
hereditary mechanics, Volterra was led to equations with infinite retardation
(delay). Realizing that the mathematical apparatus was not yet developed at that
time for undertaking successfully such investigations, Volterra `cut' the delay,
transforming his equations into equations with finite delay. Unfortunately, at
that time, the theory of equations with finite delay was practically nonexistent,
so that real progress had to be postponed.

Another field in which the theory of integral equations of Volterra type has
found significant applications, beginning in the 1920s, is population dynamics.
In Volterra and d'Ancona [1] one finds a synthesis of the first generation
research pertaining to this field. This kind of study has been developed in the last
two decades, and further progress is to be expected. A recent monograph on these
matters is that of Webb [3]. See also Cushing [3].

Let us also mention the applications that the Volterra equations have found
in Economic theory. An adequate reference in this respect is Samuelson [1].

In 1929, Tonelli [2] introduced the concept of a Volterra operator, as an
operator U acting between function spaces, such that x(t) = y(t) fort < T implies
(Ux)(T) = (Uy)(T). Such operators are also known as causal operators or non-
anticipative operators. Since most phenomena investigated by means of mathe-
matical models are causal phenomena, the importance of this class of operators
is obvious. Followers of Tonelli, such as Graffi [1] and Cinquini [1], produced
some of the first contributions towards the foundations of the theory of abstract
Volterra operators. In 1938, Tychonoff [2] emphasized again the significance of
the theory of abstract Volterra operators in connection with the numerous
applications in mathematical physics. He advanced this theory and introduced
a more modern approach which contributed to its development, and served as
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a model for future investigations. The theory of abstract Volterra operators and
equations has made substantial progress during the last 10-15 years, as will be
illustrated in this book (see Chapters 2 and 3, particularly). The further develop-
ment of this theory is one of the major problems in the theory of integral
equations, viewed as an extension of the classical theory. Without such develop-
ment, it seems unsatisfactory to pretend that the mathematical tools available
for the investigation of phenomena in which heredity (hysteresis) occurs are
powerful enough.

Before we move on to the examination of the theory of integral equations in
more recent times, we take this opportunity to mention the contributions of
Carleman [1] from the 1920s, and von Neumann [1] from the 1930s. Carleman's
contribution should be regarded as the beginning of the theory of unbounded
linear integral operators. This theory is still under development, and fruits are
likely to follow. A recent monograph on Carleman's operators is due to Korotkov
[1]. The spectral theory of integral operators is another story which holds great
promise for the future. Recent noteworthy contributions are due to Pietsch [1],
[2] and to Elstner and Pietsch [1].

During the 1940s there was little progress in the theory of integral equations.
One remarkable contribution was due to Dolph [1], who made a substantial
addition to the nonlinear theory of Hammerstein equations. The interaction
between the nonlinearity of the equation and the spectrum of the linear integral
operator involved in the equation is illustrated in a simple manner. Another basic
contribution worthy of mention was due to Akhiezer [ 1] and relates to the theory
of Carleman operators.

The 1950s were more eventful with regard to the theory of integral equations.
In 1953, Sato [1] dealt with Volterra nonlinear equations from the standpoint
of qualitative theory. In 1956 the Russian edition of the book by Krasnoselskii
[1] was published. In the late 1950s M. G. Krein and I. C. Gohberg started a
series of research efforts directed towards the build-up of a theory for classes of
convolution equations on a half-axis, or on the entire real axis. Resolvent kernels
were constructed and the behavior of solutions was investigated in a systematic
manner for equations that, in general, possess a continuous spectrum. An account
of this theory is given in my book (C. Corduneanu [4], Ch. 4, Wiener-Hopf
equations). More developments of this theory are included in the monograph by
Gohberg and Feldman [1]. More recent results in this direction can be found in
Gohberg and Kaashoek [1]. Also in the late 1950s, the first work by V. M. Popov
was published relating to the use of integral equations occuring in the theory of
feedback systems. These are Volterra equations of convolution type, containing
one or more nonlinearities. Fundamental stability results were obtained within
a short time by Popov and many of his followers. In my book (C. Corduneanu
[4], Ch. 3), most of the results obtained before 1970 in this direction have been
included or reviewed. The research work in this field has been continued by many
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authors (particularly in Soviet Union and Romania). As recently as 1976, Nohel
and Shea [1] published results in this line (frequency domain criteria of stability
or other kinds of asymptotic behavior of solutions).

From the 1960s onwards, interest in the theory of integral equations has
reached a level of concentration unknown since the years following Fredholm's
investigations of this topic. Many research schools in the United States, Soviet
Union, Italy, India, Japan, Finland, Romania, Poland, Israel, and other countries
are directing their efforts towards the investigation of various problems related
to the theory of integral operators and integral equations. While this growing
interest is motivated in part by the numerous applications that integral equations
have found in the mathematical modeling of phenomena and processes occuring
in various areas of contemporary research, it should also be stressed that the
development of the methods in nonlinear analysis has made possible the suc-
cessful investigation of this kind of problem. There are presently several journals
dedicated to the theory of integral equations and operators: the Journal of
Integral Equations and Applications (the new series being published by Rocky
Mountains Mathematical Consortium), Integral Equations and Operator Theory
(Birkhauser), as well as the semiperiodic publication Investigations on Integro-
differential Equations in Kirkizia (Russian). Journals such as Differential Equa-
tions (transl.), the Journal of Mathematical Analysis and Applications, and the
Journal of Differential Equations contain numerous contributions dedicated to
the theory of integral equations. Mathematical Reviews, Zentralblatt fur Mathe-
matik and Referativnyi Zurnal (Matematika), insert annually over 1000 reviews
dedicated to integral equations and operators (not counting those papers in
which integral equations appear only casually). It is very difficult to sketch
adequately the contemporary picture of the research field of integral equations
and operators. This should really be the work of a whole team of investigators.
I will, however, make an attempt, although convinced that serious shortcomings
might occur.

In the early 1960s, a series of research papers due to J. J. Levin and J. A. Nohel
pointed out the role of integral equations as tools in the study of the stability of
nuclear reactors. Unlike Popov [1], Levin and Nohel based their investigation
on the so-called `energy method'. In other words, a kind of Liapunov functional
was used to derive information about the solutions. The research work started
by Levin and Nohel at the University of Wisconsin at Madison has been
continued by attracting the attention of numerous other researchers. During the
1970s and the 1980s the Madison school concentrated its efforts on problems
occuring in continuum mechanics, particularly in viscoelasticity. The recent
monograph by Renardy, Hrusa and Nohel [1] provides a picture of the research
activities conducted at Madison, though not a complete one.

About the same time, the School of Continuum Mechanics at Carnegie-Melon
University in Pittsburgh was directing its efforts towards the foundations of this
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discipline, making systematic use of the theory of integral equations and the
theory of equations with infinite delay. For contributions from this school see,
in the list of references, papers under the names of MacCamy, Mizel, Hrusa, and
their co-workers (Marcus, Leitman, and others). In relation to this school and
contributions to the topic of integral equations or equations with delay we should
also add the names of Coleman, Gurtin and Noll.

At Brown University in Providence, Rhode Island, J. K. Hale and many
co-workers have made numerous and substantial contributions to the field under
discussion. Also, C. M. Dafermos, mostly from the point of view of a researcher
in continuum mechanics, has brought valuable contributions to the theory of
integral equations (more precisely, integro-partial differential equations).

Another group of researchers interested in the theory of integral equations is
the one at Virginia Polytechnic Institute and State University (K. Hannsgen,
R. L. Wheeler, T. L. Herdman, M. Renardy and others).

At the Southern Illinois University in Carbondale, a group of researchers are
actively participating in the development of the theory of integral and related
equations, including investigations in the theory of control systems described by
means of integral equations (T. A. Burton, D. Carlson, R. C. Grimmer, C. E.
Langenhop).

A considerable number of isolated researchers have conducted valuable work
in the field of integral and related equations, in the United States: F. Bloom,
F. E. Browder, J. R. Cannon, D. Colton, J. M. Cushing, H. Engler, W. E.
Fitzgibbon, H. E. Gollwitzer, C. W. Groetsch, M. L. Heard, A. J. Jerri, G. S.
Jordan, R. K. Miller, M. Milman, K. S. Narendra, M. Z. Nashed, A. G. Ramm,
W. J. Rugh, I. W. Sandberg, A. Schep, M. Schetzen, V. S. Sunder, and G. F. Webb.

In the Soviet Union, at least four schools of research in integral equations and
integral operators have contributed remarkably to the progress of this field
during the last three decades: the Krein-Gohberg school, the Krasnoselskii
school in Voronez (and then in Moscow), the school in Novosibirsk (Korotkov
and his followers) and the school grouped around N. V. Abelev and Z. B. Caljuk
(with ramifications in various academic centers of the USSR).

The Krein-Gohberg school had many followers in Odessa, Kishinev, and
other centers in the Soviet Union. In the 1970s, I. C. Gohberg emigrated to Israel,
where he continues his work on Wiener-Hopf techniques and their generaliza-
tions. In particular, the factorization problem has been worked on by Gohberg
and his followers from Israel, the United States and the Netherlands. The
Kishinev group also continued their research activities, more or less on the same
lines.

The school created by M. A. Krasnoselskii in Voronez has also spread to
various centers. Among the most remarkable achievements of this group we
mention the joint work by Krasnoselskii, Zabreyko, Pustylnik and Sobolevskii
[1], as well as basic results obtained by P. P. Zabreyko on nonlinear integral
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operators. In Moscow, Krasnoselskii and Pokrovskii [1] are conducting research
work on `systems with hysteresis'.

The school in Novosibirsk is concentrating on the theory of Carleman
(unbounded) integral operators. This direction is very promising for the near
future, when we can expect some applications to the theory of integral equations.
So far, only sporadic results have been obtained (see, for instance, Korotkov [2] ).

Various interesting results concerning integral and related equations have
been obtained by the group led by N. V. Azbelev and Z. B. Caljuk: stability
problems, boundary value problems for functional-differential equations, inte-
gral representation of solutions, and many other aspects have been emphasized.

In many other academic centers in the USSR, the integral and related equa-
tions are cultivated both from a theoretical point of view, and from the point of
view of their applications (we are not concerned here with the so-called singular
equations which do appear in mechanical problems, and for which a vast litera-
ture is available in Russian).

In Italy, where there has always been interest in Volterra equations and their
generalizations and applications, a group of scholars in Pisa, Rome and Trento
are heavily engaged in developing the theory of abstract Volterra equations (the
term abstract should be interpreted here as Banach-space valued), together with
their applications to mechanics or population dynamics. Most of the researchers
are students of G. DaPrato (M. lannelli, A. Lunardi, E. Sinestrari, G. DiBlasio,
and others). An important reference not belonging to the above category is due
to Fichera [1], who has also made other significant contributions to the field.

As mentioned above, other countries participated during the last three decades
to the advancement of the theory of integral equations: in Finland (S.-O. Londen,
O. J. Staffans, G. Gripenberg) the theory of convolution equations has seen
a real development. By means of classical and functional analytic methods,
including semigroup theory and Laplace-Fourier transform theory, a large
variety of qualitative problems have been successfully investigated. A book by
Finnish mathematicians, probably dealing with this kind of investigation, is in
preparation. In Japan, special attention has been paid to the theory of equations
with infinite delays Q. Kato, T. Naito, Y. Hino, S. Murakami), and functional
equations involving integral operators have been investigated by many authors
(for instance, N. Hirano, Nobuyuki Kato).

While most contributions to the theory of integral and related equations,
published during the last three decades, deal with various applications, it is worth
while mentioning the fact that in their attempt to solve such applied problems
the investigators made use of quite recent tools created by basic mathematical
research (monotone operators, linear and nonlinear semigroups of transfor-
mation, as well as many other functional analytic methods). In this way, the
theory of integral equations has been considerably developed and enriched.
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I will now briefly describe the structure of the book, pointing out directions
in which the topics under discussion could be further developed.

The first chapter is introductory, and is aimed at emphasizing the fact that
integral equations/operators occur either directly in the description of certain
phenomena, or indirectly - when processing other types of functional equations.
Also, it contains a rather elementary introduction to the theory of Volterra
equations, as well as the Fredholm theory of linear integral equations. The last
section of the first chapter deals with Hammerstein equations, basically under
the hypotheses adopted by Doiph in his thesis at Princeton (1944). This theory
is nonlinear, and it can be dealt with using fairly classical tools. The reader might
be surprised by the fact that very little is included in relation to the Hilbert (or
Hilbert-Schmidt) theory of symmetric kernels. Indeed, this is one of the most
salient parts of the classical theory of linear integral equations, and it should
certainly be included in any book on this subject. In order to keep the size of the
volume within reasonable dimensions, however, I decided not to include this
classical chapter of the theory of integral equations. The interested reader can
find numerous sources for this theory, under various basic assumptions on the
kernel (besides its symmetry): Cochran [1], C. Corduneanu [6], Fenyo and
Stolle [1], Goursat [1], Hamel [1], Hochstadt [1], Hoheisel [1], Kanwal [1],
Lalesco [1], Lovitt [1], Mikhlin [1], Petrovskii [1], Schmeidler [1], Smithies
[1], Tricomi [1], Vivanti [1].

The second chapter is an auxiliary for the following chapters and contains a
series of definitions and properties of some function spaces to be used in this
book, some properties of certain integral operators acting on the function spaces
introduced earlier, as well as the statements (with indications for the proofs) of
several basic results relating to fixed point theorems or monotone operators. This
chapter is not intended to be a complete presentation of the topics which are
considered, and its only role should be to enable readers to become acquainted
with some of the methods and tools to be used in later chapters. On the other
hand, special results from functional analysis that are needed only in connection
with a single result in the book, have been stated (and reference provided in book
form) in subsequent chapters.

The third chapter of the book is entirely dedicated to the (mostly but not only
local) theory of Volterra equations, including functional-differential equations
that can be reduced to Volterra ones. It turns out that, in the framework of
abstract Volterra equations, one can encompass practically all types of equations
with delayed argument. I have particularly illustrated the case of equations with
infinite (unbounded) delays, but the theory of equations with finite delay is also
a special case of abstract functional-differential equations with Volterra (causal)
operators. This approach will probably change the way most particular problems
are addressed nowadays, introducing a broad unifying idea and providing more
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generality. There is more to be done in this respect, and not only in connection
with the general theory of existence, uniqueness, continuous dependence, etc.
Applications of the abstract approach will certainly be extended to the theory of
control processes described by this type of equation. The last section of the
chapter is devoted to the presentation of an approach based on the singular
perturbation method, also in the case of abstract Volterra equations. While this
method has been used by several authors in connection with particular classes
of Volterra equations, none of the contributions has dealt with the abstract case.

The fourth chapter is a collection of results related to both Volterra and
Fredholm equations (particularly in the form x = f + KNx, with K a linear
integral operator and N a nonlinear Niemytskii operator), which tries to empha-
size the connection of these equations to various problems in nonlinear analysis,
such as boundary value problems for ordinary differential equations. Admissi-
bility techniques, construction of resolvent kernels with preassigned properties,
Hammerstein equations in spaces of measurable functions, asymptotic behavior
of solutions for integrodifferential equations on a half-axis, perodic and almost
periodic solutions, multivalued integral equations (inclusions) are considered in
this chapter. These topics have been recently discussed in the mathematical
literature on this subject, and they certainly reflect some current preoccupations
in this field of research. Of course, the list of topics could be considerably
extended, owing to the significant amount of research work currently being
carried out in this field. Let us point out that most of the material included in
the fourth chapter is formed on the pattern of finite-dimensional theory, but some
topics are suitable for generalization to the infinite-dimensional case.

In the fifth chapter some problems pertaining to the theory of integral equa-
tions in a Banach (Hilbert) space are discussed, while some methods like the
semigroup theory and monotone operators are illustrated in connection with the
theory of integral or related equations. In some cases, as for example in the second
section, a general operator approach has been adopted for the Amann's gen-
eralization of Hammerstein theory, and then applications are considered to
integral equations. The semigroup method is presented in connection with the
problem of existence of the resolvent kernel (which is still far from a satisfactory
solution in the infinite-dimensional case). The nonlinear semigroups appear
naturally in discussing the dynamics described by a nonlinear time-invariant
integral equation of Volterra type. Integrodifferential equations in Hilbert space
are also discussed in this chapter, with applications to the existence theory
for integro-partial differential equations (as those occurring in continuum
mechanics). Much more remains to be done in the case of integral and related
equations in Banach/Hilbert spaces, since the existing results belong either to
classes of rather special equations, or relate to equations with bounded operators
for which applications appear very seldom.

The last chapter of the book is devoted to some applications that the integral
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or related equations have found during the last three decades. We did not deal
with such classical applications as those in population dynamics or continuum
mechanics, which can be traced back to Volterra, and for which monographs
have recently appeared. Instead, we have considered applications to transport
theory (coagulation processes), as they appear in one of the pioneering papers
on the subject (see Melzak [1]). Also, we have included a maximum principle
result for optimal control of processes described by Volterra nonlinear equations
(see Carlson [1]), from which the classical Pontrjagin's principle can be obtained
as a special case. The stability of nuclear reactors is discussed in the last two
sections of Chapter 6, using a model based on integrodifferential equations. It is
worth while pointing out the fact that this problem has generated a good deal
of research and contributed to the progress of integral and related equations
during the last three decades. Other applications will be reviewed in the reference
section to this chapter, with adequate sources indicated.

The list of references contains more than 500 entries. I have tried to include
in the list all books and monographs published in the field. The first book on
integral equations was by Maxime Bocher, published in 1909, by Cambridge
University Press. Shortly after that, books by D. Hilbert, Maurice Frechet, and
T. Lalesco came out, making the theory of integral equations a rather popular
topic among mathematicians. The journal papers quoted in the list of references
have been selected in accordance with the topics discussed in this book. Never-
theless, some of the classical contributions to the field, such as those due to
I. Fredholm, E. Schmidt, L. Tonelli, A. Hammerstein, do appear in the list,
because of their particular significance in the development of the theory of
integral equations.

The list of references does not include titles related to the following important
directions in the study of integral equations, which we have not covered in this
book. First, the so-called theory of singular integral equations occurring in
various problems of continuum mechanics. Some coverage of these topics is
provided in the volume Integral Equations - A Reference Text by Zabreyko,
Koshelev, Krasnoselskii, Mikhlin, Rakovshchik and Stetsenko [1]. Basic
references on the subject are provided. Second, apart from some books that have
been published relatively recently, and a few recent journal papers, there are no
references concerned with numerical analysis of integral equations. This topic
has acquired an impressive role in mathematical research during the last decade,
and many more books have been published recently on the numerical treatment
of integral equations than on the basic theory. See the references under the names
of Anderssen et al.; Baker; Brunner and van der Houwen (this book contains a
good historical sketch and a rich bibliography of integral equations); Delves and
Mohamed; Delves and Walsh; Golberg (ed.); Ivanov (also including singular
equations); Linz, Mohamed and Walsh; Paddon and Holstein; Reinhardt;
to Riele; Kantorovich and Krylov (which is not entirely dedicated to integral
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equations but is one of the first references in this area). Third, random integral
equations have not been covered in the book, despite an increased interest in this
subject. See the books by Bharucha-Reid, and Tsokos and Padgett, as well as
journal papers by Ahmed, Lewin and Tudor.



1

Introduction to the theory of
integral equations

This introductory chapter is aimed at familiarizing the reader with the concept
of integral equations. It will be shown that various classical problems in the theory
of differential equations (ordinary or partial) lead to integral equations and, in
many cases, can be dealt with in a more satisfactory manner using these than
directly with differential equations. Also, various problems in applied science
are conducive to integral equations in a natural way, these equations thus
emerging as competent mathematical tools in modelling phenomena and pro-
cesses encountered in those fields of investigation.

Certain basic results, mostly relating to the classical heritage, will be discussed
in this chapter. By doing this, we hope to help the reader to prepare for more
challenging problems that will be considered in subsequent chapters.

1.1 Integral equations generated by problems in the theory of ordinary
differential equations

Several problems in the theory of ordinary differential equations are related to
systems of the form

z(t) = A(t)x(t) + f(t,x(t)), (1.1.1)

in which the vector-valued unknown function x(t) takes values in a finite-
dimensional linear space, say R", A(t) is a square matrix of order n with real-
valued entries, while f(t, x) stands for a vector-valued function with values in R",
defined on some interval [to, T), T < oo, and x e R" (or a subset of R").

If we are interested to prove the existence of a solution to (1.1.1), satisfying
the initial condition

x(to) = x°, x° e R", (1.1.2)

then it is convenient to transform the problem (1.1.1), (1.1.2) into an integral
equation with the same unknown function x(t).

13
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The basic tool in obtaining such an integral equation, equivalent to (1.1.1),
(1.1.2), is the variation of constants formula for linear differential systems of the
form

z(t) = A(t)x(t) + f(t), (1.1.3)

which states that the solution of (1.1.3), under initial condition (1.1.2), can be
represented by means of the formula

x(t) = X(t)X-1(to)x° + Io X(t)X-1(s)f(s)ds, (1.1.4)
o

where X(t) is determined from X(t) = A(t)X(t) on [to, T), det X(to) # 0, up to a
constant (matrix) factor. Instead, the product X(t)X-1 (s), t >_ s >_ t°, is uniquely
determined (sometimes it is called the transition operator along the solutions of
the homogeneous equation associated to (1.1.3)).

By means of formula (1.1.4), the following integral equation is obtained from
(1.1.1), (1.1.2):

x(t) = X(t)X-1(to)x° + j X(t)X-1(s)f(s,x(s))ds, (1.1.5)
o

which constitutes a particular case of a more general integral equation, namely

k(t, s, x(s)) ds.tx(t) = f(t) + fo (1.1.6)

In equation (1.1.6), x, f and k are vector-valued functions, with values in R".
Of course, certain conditions have to be assumed in order to show the equiva-

lence of (1.1.6) with (1.1.1), (1.1.2). For instance, the continuity of the matrix-
valued function A(t), and that of the vector-valued function f(t, x) will suffice in
order to be able to operate as shown above. But Caratheodory type conditions
are also acceptable, the differentiability being then assumed only almost every-
where. The equivalence is usually established within the class of continuous (or
even absolutely continuous) functions.

From (1.1.5), assuming only the continuity of the solution x(t), one can easily
obtain both (1.1.1) and (1.1.2). Hence, a continuous solution of the integral
equation (1.1.5) is necessarily differentiable and satisfies both (1.1.1) and (1.1.2).
The fact that for the integral equation we have to look only for continuous
solutions, and are not therefore concerned with regularity properties such as the
differentiability, is a major advantage in terms of the technicalities involved.

Let us mention the fact that an integral equation of the form (1.1.6) is known
as a Volterra integral equation of the second kind. At least one of the limits
of integration must be variable (not necessarily identical to the independent
variable as in the case above, but depending in some way on t).

In the special case A (t) = 0 (the zero matrix of order n), one has X (t)X-1(s) - I
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(the unit matrix of order n), and (1.1.5) becomes

x(t) = x° + jf(sx(s))ds,

`

which is known to be equivalent to the equation

z(t) = f(t, x(t)), (1.1.8)

with the initial condition (1.1.2). Most methods of proof for the existence of
solutions deal directly with the integral equation (1.1.7), instead of (1.1.8), (1.1.2).

Let us consider now the differential equation (system) (1.1.8), under some
requirements for the solution, more sophisticated than (1.1.2). Such requirements
are usually known as boundary value conditions.

If we assume, for instance, that fit, x) in equation (1.1.8) is a continuous map
from [a, b] x D, with D c R", into the space R", then we look for solutions of
(1.1.8) which satisfy

f b
[dH(t)]x(t) =

f b
F(t, x(t))dt, (1.1.9)

a a

where H(t) is a square matrix of order n whose entries are real-valued functions
with bounded variation on the interval [a, b], and F(t, x) is like the function f (t, x)
in equation (1.1.8).

In order to obtain from (1.1.9) the usual initial condition x(a) = x° as a
special case, we have to choose H(t) to be the diagonal matrix whose elements
on the main diagonal are identical to h(t): h(a) = 0, h(t) = 1, a < t< b, and
F(t,x) = x°(b - a)-1

We shall prove now that the problem (1.1.8), (1.1.9) is equivalent to an integral
equation for the unknown function x(t). Indeed, from (1.1.8) we obtain

x(t) = x(a) + J f s, x(s)) ds, t e [a, b], (1.1.10)

which is actually equivalent to (1.1.8). If we can `determine' x(a) from the condi-
tion (1.1.9), then we shall have an integral equation instead of (1.1.10). It is easy
to see then that (1.1.8), (1.1.9) are equivalent to the integral equation resulting
from (1.1.10).

Notice that the integration by parts formula in the Stieltjes integral yields the
relation

f b
[dH(t)]x(t) = H(b)x(b) - H(a)x(a) -

f b
H(t)z(t) dt, (1.1.11)

a a

if we assume x(t) to be continuously differentiable (or at least absolutely con-
tinuous). If x(t) is a solution of (1.1.8), (1.1.9), then (1.1.11) leads to
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H(b)x(b) - H(a)x(a) -
fb

H(t)f(t,x(t))dt = J b F(t,x(t))dt. (1.1.12)
a a

But

x(b) = x(a) + J ft, x(t)) dt,

which, substituted in (1.1.12), leads to the relation

[H(b) - H(a)] x(a) = [H(t) - H(b)] J b f (t, x(t)) dt +
f b

F(t, x(t)) dt. (1.1.13)
a a

Let us now assume that H(t) satisfies the condition

det[H(b) - H(a)] 0. (1.1.14)

Then (1.1.13) yields

f(s,x(s))ds +
f b

x(a) = [H(b) - H(a)]-11[H(t) - H(b)]
f b

F(s,x(s))ds
a a

(1.1.15)

which, substituted in (1.1.10), yields

where

x(t) =
f b

G(t, s, x(s)) ds, (1.1.16)
0

G(t, s, x) _
J[H(b) - H(a)]-1 { [H(t) - H(a)] f (s, x) + F(s, x) }, a < s < t,
[H(b) - H(a)]-1 { [H(t) - H(b)] f(s, x) + F(s, x)}, t < s < b.

(1.1.17)

The integral equation (1.1.16), with the unknown function x(t), turns out to
be equivalent to the boundary value problem (1.1.8), (1.1.9). Indeed, if we assume
the existence of a continuously differentiable solution of (1.1.8), (1.1.9), we obtain
as seen above the integral equation (1.1.16). On the other hand, if x(t) is a
continuous solution of (1.1.16), then noticing the equivalence of (1.1.8), (1.1.15)
with (1.1.16), one obtains the converse implication.

An equation of the form (1.1.16) is called an integral equation of Fredholm type.
Solving such equations and proving the existence of their solutions is usually a
much more complicated problem than in the case of Volterra type equations.

For the reader familiar with the Green's function method in the theory of
boundary value problems, obtaining the integral equation (1.1.16) from (1.1.8),
(1.1.9) is, in fact, a repetition of the procedure leading to the construction of such
a function.

The theory of partial differential equations is another important source of
integral equations. For instance, the first-order partial differential equation
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n

ut + Y_ Pt, x)ux; = g(t, x, u),
t

with an initial condition of the form

(1.1.18)

u(0,x) = q(x), x e D c R", (1.1.19)

can be reduced to an integral equation of Volterra type, if appropriate conditions
are satisfied.

First, let us notice that the right-hand side of (1.1.18) represents the derivative
of the function u(t, x) along the trajectories of the differential system (1.1.8). In
other words, if in (1.1.18) we substitute x by x(t) - a solution of the system (1.1.8)
- then (1.1.18) becomes

dt
U0, X(0) = g(t, x(t), u(t, x(t))),

or, denoting u(t, x(t)) by U(t),

d U(t) = g(t, x(t), U(t)),

(1.1.20)

(1.1.21)

This constitutes an ordinary differential equation in U, for each trajectory x(t)
of the differential system (1.1.8). Therefore, we can attach to (1.1.21) the integral
equation

U(t) = Ax(0)) + J g(s,x(s), U(s))ds, (1.1.22)
0

which is of Volterra type. It is useful to notice that, based on the notation adopted,
U(0) = q(x(0)). More precisely, each trajectory of (1.1.8) generates an equation
of the form (1.1.22).

But it is easy to transform the integral equation (1.1.22) into an integral
equation depending on the parameter x, provided uniqueness holds true for the
system (1.1.8). Indeed, if x = F(t;0,x°) denotes the unique solution of (1.1.8),
satisfying the initial condition x(0) = x0 e R", then x° = F(0; t, x). The equation
(1.1.22) can be rewritten in the form('

u(t, x) t, x)) + J g(s, F(s; t, x), u(s, F(s; t, x))) ds, (1.1.23)
0

which can be easily manipulated in order to determine the existence of solutions.
Of course, x = F(s; t, x) represents the solution of (1.1.8), such that F(t; t, x) __ x
and, since we assume existence and uniqueness for (1.1.8), the properties of
F(s; t, x) are known (i.e., continuous dependence, even differentiability, etc.).
In this manner, existence for (1.1.22) or (1.1.23) implies existence for (1.1.18).
Regularity problems, such as the existence of the derivatives involved in (1.1.18),
must be discussed if we want a classical solution of that equation. Otherwise,
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(1.1.22) or (1.1.23) will provide only generalized (mild) solutions for the partial
differential equation (1.1.18).

Let us point out that the method sketched above is known as the method of
characteristics (i.e., the trajectories of the system (1.1.8)). Its success relies on the
possibility of having as much information as possible about the function F(s; t, x),
which represents the family of trajectories of (1.1.8). These trajectories are known
as the characteristic curves of the equation (1.1.18).

The second-order partial differential equations also lead to integral equations
if we deal with the existence problems. It is common knowledge that Dirichlet
problems or Neumann type problems for the Laplace equation

Au inDcR3, (1.1.24)

can be reduced to integral equations of the form

u(P) = f(P) + f
s

Q)u(Q) dQ, (1.1.25)
s

where S = 8D is assumed to be smooth enough, and f(P) and k(P, Q) are known
functions on S and S x S respectively. For details on these matters, see the book
by Sobolev [1], or A. Friedman [1; Section 5.4].

It is relevant to mention the fact that the integral equations obtained in
relation to these problems are of Fredholm type, and that the so-called Fredholm
alternative plays the central role in their discussion. These equations will be
investigated in Section 1.3.

In the case of parabolic equations which describe diffusion or heat transfer
phenomena, the integral equations also occur in a natural way. For instance, the
solution of the boundary value problem

U, = Au + f(t, x), t>0,xeR3, (1.1.26)

u(0,x) = uo(x), x e R3, (1.1.27)

can be represented under appropriate conditions by the formula

u(t,x) G(t,x - d +
J

{J G(t - s,x -
R; 0 R3 J

(1.1.28)

where G(t, x) is the fundamental solution (or Green's function) given by

G(t,x) = (2.J(1rt)-3exp{-IxI2/4t}, t > 0, x E R3. (1.1.29)

If we modify equation (1.1.26), letting f also be dependent on u, then from
(1.1.28) we obtain for the solution of the nonlinear equation

ut=Au+f(t,x,u), t>0,xeR3, (1.1.30)

under initial condition (1.1.27), the following nonlinear integral equation:
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u(t, x) = f G(t, x - y)uo(y) dy +
fO

{J G(t - s, x - y)f(s, y, u(s, y)) dy} ds.
R3 R3

(1.1.31)

Equation (1.1.31) appears to be of Volterra type in t, and of Fredholm type
with respect to x. We can view it as a Volterra integral equation if we agree to
consider u(t, ) as a variable whose values belong to a function space of functions
defined on the whole x-space R3. To be more specific, for every t > 0, u(t, x) is
supposed to belong to the function space of bounded uniformly continuous
functions on R3, to which usually uo(x) is assumed to belong. Again, the advan-
tage of dealing with an integral equation like (1.1.31) is that the solution can be
sought in a function space whose elements do not necessarily possess strong
regularity properties, as required when we deal directly with partial differential
equations. On the other hand, if a merely continuous solution can be proved to
exist for an integral equation of the form (1.1.31), this will automatically imply
the properties of regularity required by equation (1.1.30).

Another interesting example is provided by the boundary value problem

ut = uxx, u(x, 0) = 0, ux(0, t) + f (U(0' t)) = 0, (1.1.32)

in the first quadrant x >- 0, t > 0.
We shall prove that the solution of the problem (1.1.32) can be obtained by

solving an integral equation. It is assumed that f stands for a nonlinear function,
a feature which corresponds to such phenomena as the Stefan-Boltzman radia-
tion condition. The equation we shall obtain for u(0, t), t > 0, will be a Volterra
type equation with singular integral.

Since the solution of ut = uxx, with the initial condition u(x, 0) = 0, and the
boundary value condition ux(0, t) + g(t) = 0 for t > 0, is given by

(s) {n(t - s)}-"2 exp{ -x2/4(t - s)} ds, (1.1.33)u(x, t) _ fo g

for positive t, we realize that the problem (1.1.32) can be reduced to the integral
equation

f(u(0,s)){n(t - s)'12expx2/4(t - s)}ds. (1.1.34)u(x,t) = fo

The formula (1.1.34) shows that it is sufficient to know u(0, t), in order to know
u(x, t) in the whole of the first quadrant. But from (1.1.34) one obtains

(u(0, s)) {lr(t -
s)}_112

ds, t > 0. (1.1.35)u(0, t) = fo f

Therefore, if we can show the existence of a solution to equation (1.1.35), formula
(1.1.34) will provide the solution of the boundary value problem (1.1.32) in the
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whole quadrant. Of course, various assumptions have to be made in order to
validate this procedure. See Saaty [1] for more comments on this problem and
similar ones.

Let us consider now the quasilinear hyperbolic equation in two variables

u, + ao(x, t)ux + bo(x, t)ut = co(x, t, u), (1.1.36)

in the semi-strip (d)

0<x<l, 0<t<cc,
with the characteristic data

u(x,0) = ut(x), u(0, t) = uo(t). (1.1.37)

The coefficients ao(x, t), bo(x, t) are assumed continuous in A, together with
the derivative abo/at, while co(x, t, u) is a continuous map from A x R into R.

It is easily seen that by means of the substitution

u = vexp{- f xbo(Y,t)dy},
0

(1.1.38)

equation (1.1.36) takes the form

v, + a(x, t)vx = c(x, t, v), (1.1.39)

in which a(x, t) and c(x, t, u) are like ao(x, t) and co(x, t, u). The data on the
characteristics preserve their form, more precisely

[abo/at]dyl} = vl(x), v(0,t) = uo(t). (1.1.40)v(x,0) = ul(x)exp
({

foxI
To reduce (1.1.39), (1.1.36) to an integral equation, we look at (1.1.36) as a

first-order equation in vx. This allows us to write

( t O l
vx(x, t) = exp { - c(x, a, u(x, a)) exp { f a(x, s) ds } da]a(x, s) ds vl (x) + fo,f, I o

(1.1.41)

taking into account the first characteristic condition. Integrating both sides of
(1.1.41) with respect to x, from 0 to x, we obtain

v(x,t) = uo(t) + f o vi(Y)exp{- f t a(Y,s)ds}dy,

0 0

x t t

+ c(y,a,u(y,a))exp - I a(y,s)ds dady, (1.1.42)
0 o 0

which belongs to the type

0

v(x, t) = f(x, t) + J
x

fo,

g(x,
t; y, s; u(y, s)) ds dy. (1.1.43)

Jo
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Equation (1.1.43) is a Volterra equation in two independent variables x, t.
To conclude this section we will consider the abstract semilinear initial value

problem

x(t) + Ax(t) = f(t, x(t)), x(to) = x° a X, t e [to, T], (1.1.44)

where x and f take values in the Banach space X. The following conditions will
be assumed: (1) The operator - A is the infinitesimal generator of a C°-semigroup
{T(t); t >- 0} of bounded linear operators on X; (2) The map f : [to, T] x X - X
is continuous in t, and Lipschitz continuous in x.

Then (see A. Pazy [1]), if the problem (1.1.44) has a classical (or a strong)
solution x(t), this solution will also satisfy the integral equation

x(t) = T(t - to)x° + J o T(t - s)f(s,x(s))ds. (1.1.45)
0

The converse property is not necessarily true. A continuous solution of (1. 1.45)
may not be a solution to equation (1.1.44). In the last case, it is usually considered
a generalized solution for that problem (also called a mild solution).

Owing to the properties of C°-semigroups, in particular the estimate I T(t)I
exp(wt), t >- 0), it is an elementary task to establish the existence and uniqueness
of a continuous solution to (1.1.45). The method of successive approximations
leads immediately to this result (see again Pazy [1]).

Finally, another significant source of integral equations, especially of Volterra
type, is the so-called inverse problems in the theory of partial differential equations
(see for instance the books by Romanov [1], Lavrentiev, Romanov and Shishat-
skii [1], Cannon [1]).

Most of the equations obtained in this way can be represented in the form

x(t) =f(t) + J , (Gx)(s)ds, 0< t < T, (1.1.46)
0

where G stands for a Volterra operator (a causal or nonanticipative operator,
i.e., x(s) = y(s) for s< t, implies (Gx)(t) = (Gy)(t)).

Equations like (1.1.46) can be dealt with by means of quite elementary methods.
In Section 3.4 we will discuss problems of this nature, showing local or global
existence of solutions under fairly general assumptions.

1.2 Integral equations occurring in the mathematical description of
applied problems

A problem which appears in many mechanics textbooks deals with the motion
of a chain sliding off a table. We assume the total length of the chain is a, a > 0,
and its structure is flexible so that when sliding off the table if can slide along a
given curve. The friction forces are neglected. The linear density of the chain need
not be a constant, and actually we want to determine this density in such a way
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that the motion of the chain is preassigned. This is a kind of inverse problem in
connection with the sliding chain.

In the plane in which the motion of the chain is taking place, we choose a
coordinate system as indicated in Figure 1 and denote by s the length of the arc
of the curve on which the motion is performed, with origin at 0. If z denotes the
coordinate of the generic point M on the chain, then the equation of the curve
OC can be written as

z = b(s), (1.2.1)

where q(s) is supposed to be a smooth function satisfying 0(0) = 0.
Let a be the length of the arc of the curve OC between the points 0 and A,

with A the end of the sliding chain. It is obvious that the position of the chain is
known as soon as a is known. Denote by 2 the length of the arc AM of the curve
OC. Then s = a - 2, and consequently (1.2.1) leads to

z = 4(a - A). (1.2.2)

If f(2) is the linear density of the chain at the point M, then f(2) d2 is the mass
of the portion of the chain about M, of length d2. The work corresponding to
the sliding of the portion of the chain from z to z + dz will then be

gf (2) d2. dz = go'(a - 2) f (1) d1 dz, (1.2.3)

if we take (1.2.2) into account, and denote the acceleration of gravity by g as
usual. Therefore, the work associated with the whole portion of the chain below
the table is given by

gda
('

q$'(a - 2)f(A)d2. (1.2.4)
0

Let us estimate now the variation of the kinetic energy of the chain in the
interval of time from t to t + dt (over the period necessary to move z to z + dz).
Since
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1
T= 2 Mv2, (1.2.5)

with M = f o X) d), the total mass of the chain, and since v = ds/dt = da/dt, we
obtain

2 2

dT = M
dt

dta dt = M dta da. (1.2.6)

To obtain the equation of motion, we combine (1.2.4) and (1.2.6), which gives

2

M dta = g f Q 0'(a - A)f(2)d2. (1.2.7)

Equation (1.2.7) is an integrodifferential equation in a = 6(t), assuming f and
to be known. With assigned initial data co and vo, we can obtain a unique

solution of (1.2.7), which completely solves the problem of determining the
motion of a sliding chain.

Instead of dealing with the direct mechanical problem, we shall consider, as
stated above, an inverse problem. Namely, if f(2) is unknown and has to be
determined in such a way that the motion of the chain is the one assigned in
advance, i.e., when a = Q(t) is known, or the law of the motion is known to be
d2a = F(o)dt2, then (1.2.7) leads to the equation

foo 0'(Q - g-1MF(a), (1.2.8)

which constitutes an integral equation of Volterra type, and the first kind.
Under assumptions that we are not stating here, equation (1.2.8) has a unique

solution f = f(2). In other words, the inverse problem of the sliding has a unique
solution.

The situation becomes completely different if the whole chain has slid off the
table and occupies a certain position on the curve OC. In this case equation (1.2.8)
must be replaced by the similar equation

f ° (1.2.9)
0

which is an integral equation of the Fredholm type and the first kind. In general,
such equations do not possess solutions (unless the right-hand side belongs to
the range of the integral operator appearing in the left-hand side of the equation).

A case which illustrates this situation corresponds to $(s) = s2/8R (i.e., the
curve OC is a cycloid), when (1.2.9) takes the form

f0a (a - 2)f(A) d A = 4g-1RMF(o). (1.2.10)
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It is easy to notice that equation (1.2.10) has no solutions at all if F(a) is not
linear in a. On the other hand, if F is linear, then one can easily construct more
than one solution.

Next, we shall consider a problem which is related to temperature control by
means of a thermostat. This problem leads to an integral equation, which also
involves some discontinuous functions. To make these functions `smoother', we
shall consider an integral inclusion which can be naturally associated to the
integral equation obtained initially. This example is covered in the paper by
Glashoff and Sprekels [1].

The heat transfer process which is controlled by the thermostat is supposed
to take place in a rod that is perfectly insulated from the surroundings, except
at one of its ends where the heater is placed. The reading of the temperature is
taken at the other end of the rod. If we agree to take the length of the rod equal
to 1, then T(x, t) will denote the temperature in the cross-section of the rod at x,
and at time t (t > 0, 0 < x < 1). Since no sources of heat are located in the rod,
the heat transfer equation

T=T.,, 0<x<1, t>0, (1.2.11)

provides one of the conditions to which T(x, t) is subject during the process. At
the end x = 0, because of the insulation, we must have

Tx(0,t)=0, t>-0. (1.2.12)

At the end x = 1, where the heater is located, and where the temperature of the
surrounding medium is u(t) at time t, by Newton's law of cooling, we must have

aTx(1, t) + T(1, t) = u(t), t >_ 0, (1.2.13)

where a is a positive constant. Of course, u(t) denotes the temperature resulting
from the switching on of the heater, which in turn is determined by the tem-
perature at x = 0 (where the reading device is located). When u(t) is given (which
is not the case now), equation (1.2.11), with the boundary value conditions
(1.2.12), (1.2.13), and under the initial condition

T(x,0)=0, 0<x<-1, (1.2.14)

will have a unique solution if adequate conditions are satisfied.
In our case, the objective is to maintain the temperature at x = 0 between

certain limits, say To and T1, To < T1, by means of the action of the thermostat.
In other words, when the reading device reads a temperature T(0, t) < To, the
heater is activated, and it will continue working until T(0, t) = T1. At that time
the heater is switched off. Let y(t) = T(0, t) for positive t. Then the switching
process can be described by means of the following function:

f(y,y) = 4[1 - sign(y - To)](1 - signy) + 4[1 - sign(y - T1)](1 + signy),
(1.2.15)
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which means that fly, y) takes the value 1 when the heater has to be on, and the
value 0 otherwise. Of course, fly, y) is a discontinuous function.

The temperature u(t) at the end x = 1 of the rod is the result of burning the
fuel in the heater. If v(t), 0 < v(t) < 1, denotes the fuel supply at time t, then for
some /3 > 0 is assumed that

fia(t) + u(t) = v(t), t > 0, (1.2.16)

with u(0) = 0, in order to agree with (1.2.14).
Since from the equations (1.2.11)

T(x, t) = J

)-(1.2.14) we derive the formula

o K(x, t - s)u(s) ds, (1.2.17)
0

with the kernel K(x, t) uniquely determined by (1.2.11)-(1.2.13), we can get, taking
into account (1.2.16),

T(x, t) = J K(x, t - s)v(s) ds, (1.2.18)
0

where the kernel K(x, t) is easily obtained by the composition of K(x, t) and
/3-1 exp{-f3-'t}. The latter appears when expressing u(t) from (1.2.16) in terms

of v(t). From (1.2.18) we derive at x 0 the relationship

y(t) = J G(t - s)v(s)ds, (1.2.19)
0

with G(t) = K(0, t). Since the feedback equation of the system is

v(t) = f(y(t),$'(t)), (1.2.20)

we obtain from (1.2.19) and (1.2.20) the following integrodifferential equation:

y(t) = J G(t - s)f(y(s),y(s))ds. (1.2.21)
0

Equation (1.2.21) in y(t) = T(0, t) is obviously of convolution type. We can
replace it by an inclusion involving multivalued functions on the right hand side,
to avoid dealing with the discontinuities of fly, y). To this end, we consider the
so-called convexification of the function fly, y), which is given by the formula

[0, 1] when y = To andy<0,orTo<y<T1and5'=0,
F(y,y)= ory=T1andy>0, (1.2.22)

{ fly, y)} otherwise.

Of course, F takes R2 into the set of parts of R, say /(R). These parts happen to
be convex sets of R.

Instead of the equation (1.2.21), we shall now consider the integral inclusion

y(t) E J G(t - s)F(y(s), y(s)) ds, (1.2.23)
0
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which constitutes a generalization of the concept of an integral equation. We will
investigate some integral inclusions in Section 4.7.

Remark. The integral representation of the solution T(x, t) of the heat equation
(1.2.17), can be derived by using the Laplace transform method. Indeed, equa-
tion (1.2.11), with the initial condition (1.2.14), leads to the equation Txx(x, s) =
sT(x, s), where T(x, s) denotes the Laplace transform of T(x, t), with respect
to the second argument. Therefore, we obtain T(x, s) = A(s) cosh,/-Sx +
B(s) sinh,,/S-x. The arbitrary functions A(s) and B(s) in the formula for the
function T(x,s) can be determined from the equations obtained by taking the
Laplace transform of both sides in equations (1.2.12) and (1.2.13). In particular,
one obtains B(s) = 0. Since the final form of the transform T(x, s) is K(x, s)u(s),
the formula (1.2.17) follows immediately. We are not interested here in the
expressions for K(x, s) or K(x, t). Readers interested in these details can carry out
the necessary calculations themselves.

In system theory (engineering systems), an open loop input-output linear
system is described in many circumstances by the integral relationship

x(t) = xo(t) + J K(t, s)u(s) ds, t >O, 0, (1.2.24)
0

where u stands for the input, and x for the output. We assume u to be an
m-vector-valued function, while x is an n-vector-valued function. K(t, s) is a
matrix-valued function of type n by m, describing the linear plant, and xo(t)
represents the particular state (output) corresponding to the zero input.

If the system (1.2.24) is controlled by a feedback law of the form

u(t) = fit, x(t)), (1.2.25)

then (1.2.24) and (1.2.25) imply

K(t, s)f(s, x(s)) ds. (1.2.26)x(t) = xo(t) + ft
0

Equation (1.2.26) is a nonlinear integral equation in the variable x(t), and is
commonly known as a Volterra-Hammerstein equation. It is somewhat more
general than equation (1.1.5).

As an illustration of the considerations leading to (1.2.26), let us deal with the
control system described by the differential equation z = Ax + bu, x(0) = x°,
under the feedback law (1.2.25). Equation (1.2.26) now takes the form

x(t) = eAtxo +f eac`-S f(s, x(s)) ds, (1.2.27)
0

which is a special case of equation (1.1.5).
One more example of a problem in mechanics leading to an integrodifferential
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equation with partial derivatives will be presented. It is one of the simplest
problems in viscoelasticity, which is a major source of integral or integrodiffer-
ential equations.

Let B be an isotropic homogeneous body with a linear viscoelastic behavior
of creep type. We assume one of the dimensions of B is predominant, and
consequently we can place ourselves in the framework of the one-dimensional
linear theory of elasticity. Let u = u(x, t) denote the (scalar) displacement field,
with respect to an undeformed reference configuration, while o = o(x, t) will
designate the stress force (just one scalar component for the stress tensor). We
denote by e = e(x, t) the strain force (also a unique scalar component of the strain
tensor), and fix, t) will represent the volume density of the external forces. If p is
the (constant) mass density, then Newton's law of dynamics leads to the following
equation:

pu,,(x, t)Ax = a(x + Ax, t) - a(x, t) + f (x, t)Ax, (1.2.28)

if we consider only a thin `slice' of the body B, between x and x + Ax. From
(1.2.28) we derive, after dividing by Ax and letting Ax -> 0,

pu«(x, t) = Qx(x, t) + fix, t).

From Hooke's law in elasticity we can write

(1.2.29)

(e(x, t) = Uxlx, t), (1.2.30)

this relationship being sometimes taken as the definition of the strain force.
Finally, the elastic heredity of creep type is described by the equation relating

the strain and the stress, namely

(x, t) = J(0) La(x, t) + g(t - s)a(x, s)ds1, (1.2.31)
f-CO

e

where J(t) is the creep compliance, and g(t) = [J(0)]-1 dJ(t)ldt. In some cases
instead of (1.2.3 1) we consider a more general relationship of the form

a(x, t) =
J

e(x, t - s) dG(s), (1.2.32)

where G(t) is a function of bounded variation on the entire real axis. We shall
see that (1.2.31) can be written in the form (1.2.32), while the converse is not
necessarily true.

Considering now (1.2.31), and taking into account (according to Volterra) an
initial condition of the form a(x, s) = q(x, s), -oo < s < 0, which means that the
whole past history of the phenomenon must be known, one obtains

a (.X, t) + f
o

g(t - s)a(x, s) ds = [J(0)]-1e(x, t) - J o g(t - s)q(x, s) ds. (1.2.33)
o
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The linear integral operator on the left hand side of (1.2.33) is of Volterra
convolution type (on a finite interval!), which means that (1.2.33) can always be
inverted. (We shall discuss this matter in the next section.) Therefore, we can write

Q(x, t) = [J(0)]-1 [e(xt) + fo g(t - s)e(x, s) ds] + ¢(x, t), (1.2.34)

with q(x, t) easily obtainable from (1.2.33). From (1.2.34) we can obtain ax(x, t)
in terms of ex(x, t) (just differentiating under the integral), and since (1.2.30)
implies ex(x, t) = uxx(x, t), we obtain from (1.2.29):

utt(x, t) - [c2u(x, t) +
fo

g(t - s)uxx(x, s) ds] = f(x, t), (1.2.35)

here c2 = [pJ(0)]-1, andw

f(x, t) = P-1f(x, t) + x(x, t). (1.2.36)

Equation (1.2.35) constitutes the law of motion of the viscoelastic medium B
and, as we can see, it is an integrodifferential equation with partial derivatives
of the second order.

Of course, if we use (1.2.32) instead of (1.2.31), we obtain in a similar way the
integrodifferential equation

utt(x, t- J g(t - s)uxx(x, s) ds = f(x, t), (1.2.37)

with obvious notations. This last equation appears to be more complicated than
equation (1.2.35), and very few results are available in the literature.

If the elastic heredity is of nonlinear type, for instance such that the relation-
ship between stress and strain is represented by the equation

o(x, t) = CP(e(x, t)) + J m(s) W(e(x, t - s)) ds, (1.2.38)
0

then by eliminating e and or from (1.2.29), (1.2.30) and (1.2.38) we obtain a
nonlinear integrodifferential equation:

putt = ax 4P(ux(x, t)) + J m(s) P'(ux(x, t - s)uxx(x, t - s) ds + f (x, t). (1.2.39)
0

This equation is even more complicated than equation (1.2.37).
We will conclude the series of examples which illustrate how integral or inte-

grodifferential equations appear in applied areas of investigation by considering
a problem in population dynamics. The population need not necessarily be
human, but various biological populations, including cell populations, can be
discussed using the same mathematical apparatus. We follow here Thieme [1],

[2].
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The population under investigation is described by means of several charac-
teristics listed below.

First, we will assume the population has its habitat in a certain (large) domain
of the space R3, such that in our description we can consider the whole space R3
as the underlying space. The population density will then depend on x, x e R3,
and t, t >- 0. Since we are going to count only the mature individuals in the
population, we denote by u(t, x) the number of such individuals per unit volume
(or per unit area if we replace R3 by R2) at time t, and place x.

Second, we assume that each individual becomes reproductive after a certain
period of time a > 0, following the birth. The migration of the juvenile individuals
is neglected, in comparison with the migration of the reproductive ones.

Third, the migration is supposed to be radially symmetric, and therefore we
can describe it by means of a function k(IxI, t), which will act as a migration law,
and will appear as an integral kernel in the final count of reproductive indi-
viduals. More precisely, k(IxI, t) gives the rate at which an individual starting at
the origin x = 0, at time t = 0, will arrive at place x at time t > 0, without losing
its character of being reproductive. Moreover, the migration process is supposed
to be homogeneous. In the case of a numerous bacterial population for instance,
one could assimilate the migration process with a process of diffusion, and choose
k to be the fundamental solution of the heat-diffusion operator 0, - a2A,,.

Fourth, we assume that the fertility of a reproductive individual depends on
the number of conspecifics living at the same place, at the same time. This
dependence is expressed in terms of a so-called reproductive curve (function) g(u),
which is subject to several restrictions: (a) g(0) = 0, which means that if there are
no reproductive individuals there are no offsprings; (b) g(u) > 0 for u > 0, which
means that reproduction does not completely cease; (c) g(u)/u -> 0 as u -+ 00,
which expresses the effect of overcrowding.

In order to derive the integral equation which is satisfied by the function u(x, t),
we notice that the total number of reproductive individuals, at place x and time
t, is the sum of two numbers: the number of reproductive individuals at (x, t) that
have been reproductive from the beginning, say 40(x, t); and the number of
individuals becoming reproductive anywhere, at any moment before t, and
migrating at (x, t). If v(x, t) is the number of individuals becoming reproductive
at (x, t), then according to our assumptions this number is given by

f, f k(Iyl,s)v(x + y,t - s)dsdy. (1.2.40)
0 R3

Taking this expression into account, the relationship expressing the equality of
the two different counts for the reproductive individuals is

u(x, t) = uo(x, t) +
J

J k(I yI, s)v(x + y, t - s) ds dy. (1.2.41)
0 R3
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As seen above in our discussion, v(x, t) is related to u(x, t) by

v(x, t) = g(u(x, t - a)), t > a. (1.2.42)

One must have

v(x, t) = vo(x, t), t >- a, (1.2.43)

where vo(x, t) is known (say, determined experimentally). If we now consider
(1.2.41)-(1.2.43), we obtain the final equation for u(x, t):

u(x, t) = u0(t) + J ' J k(IyJ, s)g(u(x + y, t - s)) ds dy, (1.2.44)
0 R3

where

krt = 0 05t<a,rz0,
1.2.45(') k(r,t-a) t>a,r>-0, ( )

and

u0(x,t) = uo(x,t) + J t f k(IyI,s)vo(x + y,t - s)dsdy. (1.2.46)
0 R3

The integral equation (1.2.44) involves the known functions uo(x,t), k(Ix1,t),
and g(u), as well as the unknown function u(x, t). It is like equation (1.1.31) which
was obtained in relation to heat-transfer (diffusion) processes.

As possible examples of function g(u) one can take g(u) = 7u exp(- flu), or
g(u) = au/(# + u), where all the constants involved are positive.

Other mathematical models for population dynamics have been discussed by
many authors since 1970. The bibliographical notes at the end of this chapter
will provide more information about this topic.

1.3 Basic problems for integral equations of Volterra type
(elementary approach)

Among the various integral equations we have encountered in the preceding
sections of this chapter, let us consider first the nonlinear Volterra equation
(1.1.6),

x(t) = f(t) + f
o

k(t, s, x(s)) ds, t e [to, to + a]. (1.3.1)
0

More precisely, we assume f and k to be given n-vector-valued functions, while
x is the unknown n-vector function. It is our aim to prove the existence of
solutions to (1.3.1), at least in a subinterval of [to, to + a], say [to, to + 6], with
6:9 a. To achieve this goal, we shall use the classical method of successive
approximations. But, first, let us state adequate conditions on (1.3.1), that will
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enable us to carry out the proof of the existence and uniqueness of the solution.
These conditions are:

(1) f is a continuous map from [to, to + a] into R";
(2) k is a continuous map from d x B, into R", where

d = {(t,s);to < s < to + a} (1.3.2)

and

B,={x;xeR",Ixl<r}; (1.3.3)

(3) k satisfies in d x B, the Lipschitz condition

Ik(t,s,x) - k(t,s,y)I < Llx - yI, (1.3.4)

for some L > 0;

(4) if b = supI f(t)I, t e [to, to + a], then

b<r. (1.3.5)

The method of successive approximations consists in constructing the sequence
of continuous functions

xo(t) = f(t), f(t) + J k(t,s,xrn_1(s))ds, m >- 1, (1.3.6)o

o

on [to, to + a] when possible, or at least on some subinterval [to, to + S], S < a.
On the basis of our assumptions one easily obtains from (1.3.6) that xo(t) and

x1(t) are defined and continuous on [to, to + a]. In order to ascertain the fact
that x2(t) is defined on some interval, we have to check whether the values of
x1(t) do belong to the domain of definition of k, in other words, whether

Ix1(t)I < r. (1.3.7)

If twe se

M = sup I k(t, s, x) I in d x Br. (1.3.8)

then (1.3.6) yields

Ix1(t)I < b + M(t - to), t e [to, to + a]. (1.3.9)

But condition (1.3.7) has to be verified, which means that b + M(t - to) < r, or

t - to ,, (1.3.10)

With

S=min a, r b

M
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we see that x2(t) is certainly defined on [to, to + S]. By induction, we find out
that all terms in the sequence {xm(t)} defined by (1.3.6) are continuous on
[to, to + 8].

We shall now prove that the sequence (1.3.6) is uniformly convergent on the
interval [to, to + 6] to some continuous function x(t):

lim xm(t) = x(t), uniformly on [to, to + 6]. (1.3.12)

Since

M-00

xm(t) = xo(t) + Y- [xk(t) - xk-1(t)],M
k=1

we shall prove the uniform convergence on [to, to + S] of the series

m

Y- [xk(t) - xk-1(t)]
k=1

But we obviously have

(1.3.13)

Ixl(t) - xo(t)I < M(t - to), (1.3.14)

and for k > 1 we obtain

I xk(t) - xk-1(t)I < L t Ixk-1(S) - xk-2(S)I ds, (1.3.15)
to

if we take into account (1.3.4) and (1.3.6). From (1.3.14) and (1.3.15) one easily
derives

(t) - x (t)I <x m-1m L M!
(1.3.16)

which guarantees the uniform convergence of the sequence {xm(t) } on [to, to + S].
Since

Ik(t,s,x(s)) - k(t,s,xm(s))I < LIx(s) - xm(s)I, (1.3.17)

we obtain

lim k(t, s, xm(s)) = k(t, s, x(s)), (1.3.18)
M-00

uniformly on the set {(t, s); to < s < t < S }.
Now letting m - oo in the second equation in (1.3.6), and taking into account

(1.3.18), one obtains for x(t) defined by (1.3.12) the Volterra equation (1.3.1).
The uniqueness of the solution constructed above, under conditions (1)-(4),

can be also obtained by standard arguments. Let y(t) be a continuous solution
of (1.3.1) on [to, to + S]. Then form >-

J

1 (1.3.6) leads to the inequality

IY(t) - xm(t)I < L IY(s) - xm1(s)I ds. (1.3.19)
o

M (L(t -
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Since Iy(t) - xo(t)I < M(t - to), as seen from (1.3.1) when x(t) is substituted by
y(t), we obtain from above (by induction on m):

m+i

ly(t) - X.(01 <_
M (L(t - to))
L (m + 1)!

(1.3.20)

From (1.3.20) we see that y(t) is also the uniform limit of the sequence {xm(t)}
and since the limit is unique we obtain y(t) _- x(t) on [to, to + 6].

The above discussion leads to the following result about the existence and
uniqueness of the solution of the integral equation (1.3.1):

Theorem 1.3.1. If we assume that conditions (1)-(4) hold, then there exists a
unique continuous solution of equation (1.3.1), defined on the interval [to, to + 8],
with S given by (1.3.11). Moreover, this solution is the uniform limit of the sequence
of successive approximations (1.3.6).

Remark 1. When f (t) = x° e R", and k(t, s, x) = g(s, x), then Theorem 1.3.1
yields the classical result of Picard collcerning the existence and uniqueness of
the solution to the Cauchy problem

z(t) = g(t,x(t)), x(to) = x°. (1.3.21)

Indeed, the continuous solution of the integral equation

x(t) = x° + fto, g(s, x(s)) ds

is continuously differentiable.

Remark 2. As seen from (1.3.11), we have to restrict (in general) the interval on
which the solution of the equation (1.3.1) is defined. In other words, Theorem
1.3.1 provides a result about local existence. If we assume that k is defined on
d x R", instead of d x B,, it becomes clear that there is no need to restrict the
initial interval [to, to + a] on which all the successive approximations are defined.
The convergence of this sequence is uniform on [to, to + a], and the solution x(t)
is defined on the same interval. In this case we obtain a global existence result.

Remark 3. If condition (4) does not hold, but I f(to)I < r, then from the con-
tinuity off(t) one derives I f(t)I < b < r on some interval [to, to + a'], with a' < a.
Therefore, a local existence result is still valid.

Remark 4. Existence results for equation (1.3.1) when the Lipschitz condition
is not satisfied, as well as the existence of a solution in spaces of measurable
functions will be obtained in Chapter 3.
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Let us now consider a special case of equation (1.3.1), namely, the linear case:
k(t, s, x) = k(t, s)x, where k: A -+ 2(R", R") is continuous. Since k(t, s, x) is now
defined on d x R", we are obviously under the conditions described in Remark
2. Therefore, for the linear Volterra equation

(t, s)x(s) ds, t e [to, to + a], (1.3.22)x(t) = f(t) + ftor k

we can assert the global existence (and uniqueness) of the solution x(t), defined
as the limit of sucessive approximation constructed by means of the formulas

xo(t) = f(t), xm(t) = f(t) + J r m _> 1. (1.3.23)
ro

If f (t) is continuous on the interval [to, T), T < oo, and k(t, s) is continuous on

d' = {(t, s); to < s < t < T11 (1.3.24)

then the successive approximations (1.3.23) do converge toward the solution x(t),
which is continuous on [to, T), uniformly on any compact subinterval [to, t1] e
[to, T). Indeed, Ik(t,s)I is bounded on any subset of d' of the form to < s <
t < t1 < T Therefore, k(t, s)x verifies a Lipschitz condition which is needed in
obtaining the estimate (1.3.16) on [to, t1].

We shall now obtain a formula expressing the (unique) solution of the linear
equation (1.3.22). The so-called associate or resolvent kernel corresponding to
the kernel k(t, s) will be constructed, and its important role will be illustrated.

Let us notice that the successive approximations (1.3.23), allow us to write

xm(t) = f(t) + J r j ! k;(t,s)' f(s) ds, (1.3.25)
to J 1

where

k1(t, s) = k(t, s), km(t, s) = J r km_1(t, u)k(u, s) du, m >_ 2. (1.3.26)
s

From (1.3.26) one can derive the following estimates for the `iterated' kernels
km(t, s):

Ikm(t,s)I <- K' ((m s) _1 (1.3.27)

with K1 = suplk(t, s)I, to < s < t < t1 < T. The estimate (1.3.27) implies the uni-
form convergence of the series

00

Y km(t, s) = k(t, s),
m=1

(1.3.28)

in each compact subset ofd'.
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If we take into account (1.3.25), thenfto the following formula is validated:

x(t) = f(t) + o k(t,s)f(s)ds. (1.3.29)

This formula provides the solution of the linear integral equation (1.3.22), for any
continuous f(t). It can easily be seen that the formula makes sense for some
functions f(t) which are not necessarily continuous. Once the resolvent kernel
k(t, s) has been constructed according to formula (1.3.27), it can be used to express
in a simple fashion the solution of the equation (1.3.22), regardless of the par-
ticular choice of the function f(t).

From (1.3.28) and (1.3.26) one easily obtains the integral equation of the
resolvent kernel:

k(t, s) = k(t, s) + J " k(t, u)k(u, s) du.

Another similar equation is obtained if we notice first that

km(t, s) = J k(t, u)km_1(u, s) du, m > 1,
s

and then multiply both sides of (1.3.28), from the left, by k(u, t), and integrate
both sides with respect to t, from s to u:('

k(t, s) = k(t, s) + J t k(t, u)k(u, s) du.
s

An immediate application of the concept of a resolvent kernel, and of the
representation (1.3.29), concerns linear integral inequalities (of course, of Volterra
type).

If we assume that all intervening functions are real-valued, and we consider
the inequality

k(t, s)y(s) ds, t e [to, T) (1.3.30)oy(t) < f(t) +
fo

where f(t) is continuous on [to, T), k is continuous on d', and

k(t,s)>_0 in d', (1.3.31)

then we can easily prove that

fo
y(t) <_ f(t) + k(t,s)f(s)ds, (1.3.32)

which shows that the (continuous) solution of the inequality (1.3.30) is dominated
by the solution of the corresponding equation (1.3.22).

Indeed, if we change t to s and s to u in (1.3.30), then multiply by k(t, s) - which
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is nonnegative - and integrate the inequality with respect to s from to to t, we
obtain after(' adding f(t) to both sides'

fo
f(t) + J o k(t,s)y(s)ds < f(t) + J o k(t,s)f(s)ds + t k2(t,s)y(s)ds. (1.3.33)

to to

But (1.3.30) shows that (1.3.33) implies

fto,

y(t) < f(t) + J
r

k(t, s)f(s) ds + k2(t, s)y(s) ds, (1.3.34)
o

on the whole interval [to, T). If we now multiply both sides of (1.3.34) by k(t, s),
after changing t to s and (stou in (1.3.34), etc., we obtain by induction

y(t) < f(t) + J to

1

(
j k;(t, s)

l f (s) ds + J o kin+1(t, s)y(s) ds. (1.3.35)
r ,=1 ) ro

Taking into account the definition of the resolvent kernel and (1.3.27), (1.3.35)
leads to (1.3.32), as m -> oo.

Special cases of the inequality (1.3.30) are often encountered in the theory
of ordinary differential equations. The well-known Gronwall-Bellman inequality

k(s)y(s)ds, t >_ to, (1.3.36)At) < C + fto

with k(t) continuous and nonnegative leads to

y(t) S Cexp (J o k(s)ds ) (1.3.37)

Indeed, the solution of the associated equation

x(t) = C + J t k(s)x(s) ds,
to

is the function in the right-hand side of (1.3.37).
It is possible to extend the theory of integral inequalities to the nonlinear case.

Such generalizations will be considered in Chapter 3.
Besides the existence and the uniqueness problems for integral equations,

there are many other basic problems which are significant with respect to the
theory itself, or to applications of it. For instance, in the case of the integral
equations we derived in the preceding sections, it is important to know what kind
of behavior (at infinity, or at the end of the existence interval) they possess. And
how is that kind of behavior affected by changes in the data?

In order to approach such problems, we will here confine our investigation
to the case of Volterra integral equation (1.3.1), under the following basic
assumptions:
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(a) f : [to, co) R" is continuous;
(b) k: A' x R" -+ R" is continuous, and there exists a continuous nonnegative

function ko(t, s), defined on d', such that

lk(t,s,x) - k(t,s, y)I < ko(t,s)Ix - yj (1.3.38)

in d' x R", and

k(t, s, 0) = 0 in d'. (1.3.39)

Let us point out that (1.3.39) does not really restrict the generality. Indeed,
equation (1.3.1) can be rewritten in the form

k(t, s, 0) ds + J [k(t, s, x(s)) - k(t, s, 0)] ds,x(t) = f (t) + J r o

to to

which displays an integrand satisfying condition (1.3.39). Of course, the above
form is equivalent to (1.3.1).

We would like to determine an adequate scalar function g: [to, oo) --> R+,
continuous and such that the solution of (1.3.1) satisfies the estimate

Ix(t)I < Kg(t), t e [to, oo), (1.3.40)

where K is a positive constant.
An estimate like (1.3.40) provides some information on the growth, or behavior,

of the solution x(t) on the entire half-axis t >- to. This kind of information is
usually useful in applications.

The method we shall use in conducting this investigation will be the same
method of successive approximations that we have already used, but in its
generalized (abstract) form of the contraction mapping (or Banach fixed point)
theorem:

Let (S, d) be a complete metric space, and T: S -+ S a mapping that satisfies

d(Tx, Ty) < «d(x, y), x, y e S,

where 0 < a < 1. Then, there exists a unique x e S, such that

x=Tx.

(1.3.41)

(1.3.42)

Moreover, x = lim x" as n -> co, where xo e S is arbitrarily chosen, while x, _
Tx._,, m > 1.

The proof of this result can be found in many books. See, for instance,
Krasnoselskii [1].

We shall choose now as underlying space for our existence problem related
to the equation (1.3.1) the function space of maps from [to, oo) into R", such that
an inequality of the form (1.3.40) holds. Of course, the constant K in (1.3.40)
depends on the map x, and the real function g is yet to be determined in terms
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of our data. Since the set of those x satisfying (1.3.40) is obviously a linear space,
it is enough to introduce a convenient norm. Let

Ix1g = sup{Ix(t)I/g(t);t e [to, co)}. (1.3.43)

The right-hand side in (1.3.43) is always finite, and it is an elementary exercise
to show that x -+ IxIg is a norm on the linear space of continuous maps satisfying
an estimate of the form (1.3.40). The completeness of this space, which we shall
denote by Cg = Cg([to, oo),R"), follows from quite standard arguments. See
C. Corduneanu [4] for details.

The operator T is now defined by

k(t,s,x(s))ds, t e [to, oo). (1.3.44)o(Tx)(t) = f(t) + fto

While (1.3.44) shows that (Tx)(t) is a continuous map from [to, oo) into R", for
any x e Cg, we need to prove the inclusion

TCg c Cg. (1.3.45)

For (1.3.45) to be true, it is obviously necessary to have (TO)(t) = f(t) e Cg. In
other words, we have to assume

f e C9([to, oo),R"). (1.3.46)

On the other hand, from condition (b), we have

to
k(t, s, x(s)) ds < K

J
' ko(t, s)g(s) ds

to

for some K > 0, depending upon x e C. Therefore, if we assume

t

Ito
ko(t,s)g(s)ds < ag(t), t e [to, oo), (1.3.47)

the second term in the right-hand side of (1.3.44) will be in Cg, for any x in Cg.
The integral inequality (1.3.47) is the only restriction we have to impose on

g(t), if we want (1.3.45) to be true.
It remains only to ensure the contraction of the mapping T. Since we have

U MO - (Ty)(t)I < f t ko(t, s)Ix(s) - y(s) I ds,
to

from (1.3.43), (1.3.47) we obtain

t

ITx - Tylg < sup
9(t) to

ko(t,s)g(s)ds Ix - yI9 < aIx - ylg. (1.3.48)

Therefore, if we assume a < 1, the operator T will be a contraction on the space
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Cg, and the only condition we have to retain for the function g(t) is inequality
(1.3.47), with a < 1.

Consequently, in order to ensure the existence and uniqueness of a solution
of equation (1.3.1) in the space Cg, we have to construct a positive solution g(t)
of inequality (1.3.47), for a < 1.

Let us now solve the above problem for the function g(t). We will show how
a solution of (1.3.47) can be obtained. Define

k(t)=supko(u,s), to<s<uSt,
and consider the `smooth' function

:+1

k(t) = k(s)ds, (1.3.49)

which obviously satisfies k(t) > k(t) >_ ko(t, s).
Inequality (1.3.47) will certainly be verified if the stronger inequality

k(t) J o, g(s)ds < ag(t), t e [to, oo), (1.3.50)
to

is satisfied. But we can easily see that inequality (1.3.50) has the solution

g(t) = k(t)exp{a-1 J : k(s)ds} (1.3.51)
ll o ))

which obviously verifies g(t) > 0 if ko(t,s) does not vanish identically in any set
to < s < t < t1, t1 > to. Of course, if we take (1.3.38) into account, we realize that
the last requirement on ko(t, s) is not a restriction at all.

As a result of the discussion conducted above with regard to the integral
equation (1.3.1), the following result can be stated.

Theorem 1.3.2. Consider equation (1.3.1), and assume that the following condi-
tions are satisfied:

(1) .f e C9([to, oo), R");
(2) k: A' x R" -. R" is a continuous map verifying a generalized Lipschitz condi-

tion of the form (1.3.38), where ko(t, s) is a continuous nonnegative function
on d';

(3) g is given by the formula (1.3.51).

Then there exists a unique solution x e Cg of equation (1.3.1). This solution can
be obtained by the method of successive approximations, which converges in the
space Cg (in particular, the method converges uniformly on any compact interval of
the half-axis [to, oo)).
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Theorem 1.3.2 contains as special cases many results concerning boundedness
of solutions or other kinds of asymptotic behavior of solutions to the equation
(1.3.1). We shall illustrate here the applicability of this theorem to the stability
theory of ordinary differential equations of the form (1.1.1). In order to derive
the theorem of asymptotic stability for (1.1.1), we shall use the integral equation

x(t) = X(t)x-1(to)x° + j t X(t)X-1(s)f(s,x(s))ds, (1.1.5)
o

and indicate the convenient functions f(t), ko(t,s), and g(t) which appear in the
statement of Theorem 1.3.2.

We assume the uniform asymptotic stability of the zero solution of the differ-
ential system of the first approximation x = A(t)x (see, for instance, C. Cor-
duneanu [6]), which leads to the following type of estimate:

1 X(t)X-1(s)I < Kexp{- f3(t - s)}, t> s> to (1.3.52)

for convenient positive constants K and P. More precisely, this type of estimate
characterizes the uniform asymptotic stability.

If fit, x) is continuous from [to, oo) x R" into R", f(t, 0) = 0, and the Lipschitz
condition I f (t, x) - fit, y) I < LI x - y j holds, then we can take

ko(t,s)=Kexp{-/3(t-s)}, t>s>-to. (1.3.53)

In this case the integral inequality (1.3.47) becomes

KL J g(s)exp(fls)ds < ag(t)exp(/it), t > to, (1.3.54)
to

and is obviously satisfied by g(t) = exp(-yt), 0 < y < /3, provided

L < oc(fl - y)K-1. (1.3.55)

In remains only to check condition (1) from the statement of Theorem 1.3.2.
This condition reduces to

IX(t)X-1(to)xol < Cexp(-yt), t > to. (1.3.56)

To reconcile (1.3.56) and (1.3.52), we can proceed as follows:

IX(t)X-1(to)xoi IX(t)X-1(to)I Ix°I < KIx°Iexp{-/3(t - to)}

= KIx°IeXp(fto)exp(-lit) < KIx°Iexp(flto)exp(-yt),

and take C = KIx°I exp(/3to).
Therefore, the solution x(t) of (1.1.5), the integral form of (1.1.1), with initial

condition x(to) = x°, satisfies an exponential estimate of the form

Ix(t)I < A exp(-yt),

which implies the asymptotic stability of the zero solution of the system (1.1.1).
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Condition (1.3.55) shows that the asymptotic stability of the zero solution of
the linear system of the first approximation is preserved only for small values of
the Lipschitz constant of the perturbing term fit, x). Actually, since fit, 0) = 0,
we derive from the Lipschitz condition for fit, x) the estimate I f(t,x)i < LixI,
which shows that the perturbing term itself has to be small. This fact is in perfect
agreement with the theory of stability of ordinary differential equations.

1.4 Fredholm theory of linear integral equations with square summable
kernel

The Fredholm type equation which constitutes the analogue of equation (1.3.1)
can be written as

x(t) = f(t) +
f b

k(t, s, x(s)) ds, t e [a, b], (1.4.1)
a

where f : [a, b] -+ R", k: Q x B, -+ R", with Q = [a, b] x [a, b], and B, is the ball
of radius r > 0, centered at the origin of R.

One usually notices that for those kernels k(t, s, x), for which k(t, s, x) - 0 when
t >_ s, equation (1.4.1) reduces to the Volterra integral equation (1.3.1):

x(t) = f(t) + J t k(t, s, x(s)) ds.
a

In many textbooks or monographs the Volterra type equation is only briefly
discussed and categorized as a special case of Fredholm equations.

While this is formally correct, we should also point out that the Volterra
equation has properties we do not encounter with Fredholm equations. For
instance, as seen in Theorems 1.3.1 and 1.3.2, Volterra equations provide a valid
example of functional equations for which, under quite mild assumptions, both
local and global existence results can be obtained. This feature makes Volterra
type equations a suitable tool in investigating evolution problems. If we notice
that, for Fredholm type equations such as (1.4.1), local existence (i.e., existence
in a small interval [a, a + S]) does not make sense, because the right-hand side
involves the values of the solution x on the whole interval [a, b], we realize that
dealing with Fredholm equations is going to be more challenging than dealing
with Volterra equations.

In general, we cannot expect a Fredholm equation to be solvable. One of the
simplest examples, given by the equation

x(t) = t + J 1 k(t, s)x(s) ds, (1.4.2)
0

with k(t, s) defined by
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k(t, s) =
't2s(1 - t) 0 < s < t

tt(l - s) t <s<1

shows that the absence of solutions is quite a common feature for Fredholm
equations.

Equation (1.4.2) leads immediately by differentiation to the second-order
differential equation x" + 7<2x = 0, as well as to the boundary value conditions
x(0) = 0, x(1) = 1. It is easy to see that no solution of the obtained differential
equation verifies these boundary value conditions. It is worth while noticing
that the kernel k(t,s) is not only continuous, but also piecewise continuously
differentiable.

In relation to equation (1.4.1), we shall make the following assumptions:

(i) f e L2([a, b], R");
(ii) k: Q x R" -+ R" is measurable, k(t, s, 0) E L2(Q, R"), and

I k(t, s, x) - k(t, s, Y)I < ko(t, s)Ix - yl, (1.4.3)

for some ko(t, s) e L2(Q, R+).

Under the assumptions (i) and (ii), it is immediate that

(Tx)(t) = f(t) + J b k(t,s,x(s))ds (1.4.4)

defines an operator which takes the function space L2([a, b], R") into itself. It is
useful to notice that

Ik(t,s,x(s))I < Ik(t,s,0)I + ko(t,s)Ix(s)I, (1.4.5)

almost everywhere (a.e.) on Q, which immediately leads to the conclusion that T
is acting on the space L2([a, b], R").

Therefore, if we choose the space L2([a, b], R") as underlying space, it will
suffice to find conditions under which the operator T, given by (1.4.4), is a
contraction map on this space.

Since

I (Tx)(t) - (TY)(t)I < J b ko(t, s) I x(s) - Y(s)I ds, (1.4.6)

for almost all t c- [a, b], from (1.4.6) we derive immediately

I Tx - TYILI < aIx - YIL2 (1.4.7)

where

b b

a2 = k2(t, s) dt ds. (1.4.8)
" "
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Consequently, taking into account inequality (1.4.7) and the contraction map-
ping principle, we can state the following result.

Theorem 1.4.1. Under the assumptions (i) and (ii), formulated above, the nonlinear
Fredholm equation (1.4.1) has a unique solution in the space L2 ([a, b], R"), provided

b b

J J
ko(t, s) dt ds < 1. (1.4.9)

a a

Corollary. The linear equation

x(t) = f(t) + f
a

k(t, s)x(s) ds,
a

(1.4.10)

in which f E L2([a, b], R"), and k: Q -> 2(R", R") is measurable and satisfies

f Ja

6

I k(t,s)J2dtds < 1,

has a unique solution in the space L2([a, b], R").

(1.4.11)

Remark. Conditions like (1.4.9) or (1.4.11) are certainly very restrictive. They
do require that the kernel, or the function occurring in the generalized Lipschitz
condition, be small in the L2-norm. Generally speaking, this is a rather rare
occurrence in the theory of Fredholm equations. At least in the linear case, much
better results are available for Fredholm equations of the form (1.4.10). To be
able to state such results, it is sufficient to introduce (following Fredholm) a
parameter in equation (1.4.10), namely

x(t) = f(t) + 2
f b

k(t,s)x(s)ds,
a

(1.4.12)

and assume, instead of (1.4.11), the less restrictive condition

J b

f b
Ik(t,s)I2dtds < +oo. (1.4.13)

a a

Of course, the Corollary to Theorem 1.4.1 yields that equation (1.4.12) has a
unique solution in L2([a, b], R"), for every f belonging to this space, as soon as
CAI is small enough. More precisely, it suffices to assume

If f

1/2

JAI < Ik(t,s)12dtds , (1.4.14)
a a

in order to secure existence and uniqueness in L2, for every f E L2, for equation
(1.4.12). As we know, condition (1.4.14) also suffices for the convergence in L2 of
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successive approximations constructed in the standard manner:

x°(t) arbitrary in L2, xrn+t(t) = f(t) + 2 J 6 k(t, s)xm(s) ds, m >O.0.
a

With minor changes in comparison with the argument conducted in the
preceding section, in the case of Volterra integral equations (1.3.22), we find that
the unique solution of (1.4.12), under assumption (1.4.14), is given by the formula

x(t) = f(t) + 2
f .b

k(t, s, 2) f (s) ds, (1.4.15)

where the resolvent kernel k(t, s, A) is given by

k(t, s, A) = k;(t, s)2;-t,
=t

with

(1.4.16)

kt (t, s) = k(t, s), km(t, s) = J b km_t (t, u)kt (u, s) du, m >_ 2. (1.4.17)
a

From condition (1.4.13), all km(t, s), m >_ 1, are in L2(Q, 2'(R", R")). Moreover, the
series (1.4.16) is convergent in L2, for those values of 2 satisfying (1.4.14). Indeed,
if we let

A2(t) = fa
b

Ik(t,s)I2ds, B2(s) = J
b

I k(t,s)12dt, (1.4.18)

then both A(t) and B(s) are in L2(Q,R), and

K2 = J 6

fa

b

Ik(t,s)I2dtds
= Jrb

A2(t)dt = J bB2(s)ds. (1.4.19)
Q O a

This immediately leads to the estimate

Ikm(t,s)I < A(t)B(s)Krn-2, m >_ 2, (1.4.20)

almost everywhere on Q. Consequently, the terms of the series in the right-hand
side of (1.4.16) are dominated by those of the series

A(t)B(s)I 2I Y (IAIK)m, (1.4.21)
m=o

almost everywhere in Q. Taking into account (1.4.19), we can see that the series
(1.4.21) is convergent in L2(Q, R) for 2 satisfying (1.4.14). Moreover, the series
(1.4.16) converges absolutely, almost everywhere on Q.

What happens to (1.4.12) if condition (1.4.14) for A is not satisfied, but k is such
that (1.4.13) holds?
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In other words, what can we say about the solvability of equation (1.4.12)
when 2 is an arbitrary complex number? Fredholm succeeded in providing a
complete answer to the problem formulated above, known as the Fredholm
alternative, and we must emphasize that this result constitutes one of the master-
pieces of classical analysis, as well as the demiurge of linear functional analysis.

In order to prove the Fredholm alternative, we will limit our considerations
to the space L2([a, b], '), where W stands for the complex number field. We will
also allow 2 to take complex values. It is obvious that the discussion carried out
above for the linear equation (1.4.12) is still valid in the case of the space
L2([a, b], c"), and, in particular, for the space L2([a, b], le).

Before we state and prove the Fredholm alternative, we shall define the
so-called adjoint equation to equation (1.4.12):

y(t) = g(t) + 2 f
a

k(s, t)y(s) ds. (1.4.22)
a

Sometimes, instead of k(s, t) we will simply write k*(t, s). The kernel k*(t, s) is
called the adjoint kernel associated with k(t, s). The function g(t) in (1.4.22) is any
L2-function.

It is obvious that the adjoint equation to (1.4.22) is equation (1.4.12).
The homogeneous equations associated with (1.4.12) and (1.4.22) are

respectively

x(t) = A
J 6 k(t,s)x(s)ds, (1.4.23)

a

and

y(t) Jas k*(t,s)y(s)ds. (1.4.24)
a

Theorem 1.4.2 (Fredholm). Either equations (1.4.12) and (1.4.22) have a unique
solution in L2([a, b], ') for every f, g e L2([a, b], i'), in which case the homo-
geneous equations have only a trivial solution, or the homogeneous equations have
nonzero solutions. In this case, equation (1.4.12) has solutions if and only if f is
orthogonal to every solution y(t)('of the adjoint homogeneous equation (1.4.24):

J
b

f(t)y(t)dt = 0. (1.4.25)
a

Remark. In some cases, the statement of Fredholm's theorem provides more
information than the Fredholm alternative: for instance, the fact that the dimen-
sion of the linear space of solutions to (1.4.23) or (1.4.24) is the same. We shall
later be concerned with these matters.
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Proof of Theorem 1.4.2. The proof of Theorem 1.4.2 will consists of three steps.
In the first step we will give the proof in a rather special case when the kernel
k(t, s) has finite rank:

n

W, s) _ ai(t)bi(s). (1.4.26)

In (1.4.26) we can assume that the functions ai(t), i = 1, 2, ..., n, are linearly
independent. In the contrary case, we can rewrite that formula with a smaller
number of terms in the right-hand side. A similar remark can be made in relation
to the functions bi(s), i = 1, 2, ..., n. Of course, a, and b; are L2-functions.

In the second step we will show that any kernel k(t, s) satisfying condition
(1.4.13) can be represented in the form

k(t, s) = kn(t, s) + Rn(t, s), (1.4.27)

where kn(t, s) is a kernel of finite rank n (i.e., it can be represented in the form
(1.4.26) with linearly independent functions ai(t) and bi(t), i = 1, 2, ..., n), and
Rn(t, s) is such that

('6 (`b

f J
IRn(t,s)IZdtds = r

a a
(1.4.28)

can be made arbitrarily small, provided n is chosen large enough.
The third step will contain the proof of the Fredholm alternative for kernels

k(t, s) satisfying (1.4.13), based on the possibility of representing any such kernel
in the form (1.4.27), and on the Corollary of Theorem 1.4.1.

First step. We shall consider integral equations of the form

n

x(t) = f(t) + J 6

L
ai(t)b(s) x(s) ds, (1.4.29)

a i-1

in which f is an arbitrary L2-function. As noticed above, we can assume that the
functions ai(t), i = 1, 2, ..., n, are linearly independent, as well as the functions
bi(t), i = 1, 2,..., n. From equation (1.4.29) we see that a representation of the form

x(t) = f(t) + xiai(t),
i=t

is valid, where

(1.4.30)

b

xi = x(s)bi(s)ds, i = 1, 2, ..., n. (1.4.31)
ja

If we substitute x(t) given by (1.4.30) in equation (1.4.29), we obtain, equating the
coefficients of ai(t),
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xi i=1,2,...,n, (1.4.32)
I=1

where

aid = J 6 aa(s)bi(s) ds, fi =
fb

f(s)b;(s) ds.
a "

The existence of a solution for (1.4.29) is, therefore, equivalent to the existence of
a solution for the linear algebraic system (1.4.32). A unique solution for (1.4.32)
will exist for any free terms f, = 1, 2, ..., n, if and only if det A 96 0, where
A = (5, - Aa;;)nxn, and 5, is the Kronecker delta. On the other hand, for the
adjoint equation to (1.4.29),

(' r
y(t) = g(t) + .1 J b

I

b.(t)ai(s)I y(s) ds, (1.4.33)
a i-1 J

the system similar to (1.4.32) can be written as

n

yi Y aiy;+gi, i= 1,2,...,n, (1.4.34)
i=1

with obvious notations for yi and gi, i = 1, 2, ..., n. The matrix of the coeffi-
cients in the system (1.4.34) is obviously the adjoint of the matrix A, i.e., A* =
(8;i - ,a i)n ,,, while det A* = det A. Hence, (1.4.29) and (1.4.34) have simulta-
neously a unique solution, for any L2-functions f and g. It also follows that
the corresponding homogeneous equations have simultaneously nontrivial
solutions. If both homogeneous equations have nontrivial solutions, the
dimensions of the corresponding spaces of solutions will be the same (because
rank A = rank A*).

It only remains to discuss what happens when the homogeneous equation
attached to (1.4.29) has nontrivial solutions. In other words, what condition must
f satisfy to secure the existence of solutions to (1.4.29)?

Of course, we can look again at the system (1.4.32), which can be rewritten as
Ax = f, where x = col(xi), f = are complex n-vectors. Since (Ax, y) =
(x, A*y), for any x, y in W", one finds out that (f, y) = (x, A*y) = 0, for any solution
y of the homogeneous adjoint equation. On the other hand, if (f, y) = 0, it means
that f belongs to the orthogonal complement (in (") of the space of solutions of
the homogeneous adjoint equation. This orthogonal complement is generated
by the vectors v; = co1;A, j = 1, 2, ..., n, and consequently the vector f can be
represented as a linear combination of the vectors v;: f = c1 v1 + + cnv", or
f = Ac. This means that the system Ax = f has the solution x = c = col(c;).

We have only to notice the fact that, for any solution y(t) of the homogeneous
equation associated to (1.4.34), we have
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b b a

f(t)y(t)dt = f(t) y;b;(t)Idt = fy,,
a a j=1 j=1

to be able to establish the connection between the scalar product in L2 (see
condition (1.4.25)), and that in '".

The proof of the alternative in case of kernels of finite rank is thereby complete.

Second step. We shall now prove that any L2-kernel k(t,s), i.e., such that
(1.4.13) holds, can be represented in the form (1.4.27), with

k"(t, s) _ ai(t)bi(s), (1.4.35)
i=1

where ai(t), bi(s), i = 1, 2, ..., n, are conveniently chosen L2-functions.
In the space L2([a,b],'), let us consider the orthonormal complete system

{bi(s)}, i = 1, 2, ..., for instance the system of trigonometric functions

1 1 1 . 1 1 .
, coss,sins,..., Tcosns, 7sinns,...

,/27r /7r 7E

when a = 0, b = 2ir. Let us denote by

ai(t) =
f b

k(t,s)b;(s)ds, i = 1, 2, ... (1.4.36)
a

the Fourier coefficients of k(t, s), regarded as a function of s, with respect to the
system {b,}. Then Parseval's equation holds:

lai(t)12 = J b I k(t,s)12ds, (1.4.37)
i=1 a

almost everywhere on [a, b]. If we again apply Parseval's equation for the
function

k(t, s) - Y_ ai(t)bi(s),
i=1

we obtain

00

nE lai(t)12 =
J

b Ik(t,s) - ai(t)bi(s)I2ds. (1.4.38)
i=n+1 a i=1

But each ai(t), i = 1, 2,..., is an L2-function and, integrating both sides of (1.4.38),
we obtain

i=n+1 a

n 1, (' b (' b

J lai(t)12dt = J J k(t,s) - ai(t)bi(t) dtds. (1.4.39)
i=1a a

We have only to show that the sum of the series appearing in the left-hand side
of (1.4.39) can be made arbitrarily small, provided n is chosen sufficiently large.
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From (1.4.37) we obtain by integration

b b b

Y Ia;(t)IZdt= J J lk(t,s)j2dtds. (1.4.40)
i=1 a a a

Therefore, in the left-hand side of (1.4.39) we have the remainder of a (numerical)
convergent series. Hence, that quantity can be made arbitrarily small, provided
we take n sufficiently large.

Letting
n

R.(t, s) = k(t, s) - a;(t)b;(s),
i=1

one can assert from (1.4.38) that

6 b

lim I Rn(t, S)12 dtds = 0.
n-roo a a

(1.4.41)

This completes the proof of the statement made in the second step of the proof
of Theorem 1.4.1. Let us point out that the approximation property established
above has various interesting consequences in relation to other problems in
mathematical analysis.

Third step. Based on the possibility of representing the kernel k(t, s) in the
form

k(t, s) _ a1(t)bi(s) + Rn(t, s), (1.4.42)
i=1

for every natural number n, with R,,(t, s) satisfying (1.4.41), we shall reduce the
case of (general) kernels subject to (1.4.13) to the case of kernels of finite rank,
for which the Fredholm alternative has been proved in the first step.

Notice that (1.4.12) can be written in the form

x(t) -).
f b

Rn(t, s)x(s) ds = ,%
f b

kn(t, s)x(s) ds + f (t). (1.4.43)
a

If we let

y(t) = x(t) - ..
f b

R0(t, s)x(s) ds, (1.4.44)
a

then for any n such that (see ((1.4.14))

l
IAI

< 1f-b , l b

IRn(t,s)I2dtds}1n,

(1.4.45)

we can write (1.4.44) in the equivalent form ))1

x(t) = y(t) + A J
b

Rn(t, s, A)y(s) ds, (1.4.46)
a
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where s, A) denotes the resolvent kernel corresponding to R (t, s)2. It is worth
while noticing that, according to (1.4.41), inequality (1.4.45) holds for any
complex number A, provided n is chosen sufficiently large.

If we now substitute x(t), given by (1.4.46), into the equation

y(t) = f(t) + A
f b

s)x(s) ds, (1.4.47)
a

which is an immediate consequence of (1.4.43) and (1.4.44), we obtain for y(t) the
following integral equation:r

fb
y(t) = f (t) + A J b s) + A u) s, 2) duj y(s) ds. (1.4.48)

a a

For any solution x(t) of (1.4.12), there is a solution y(t) of (1.4.48). The converse
statement is also true because the relationship (1.4.44) between x(t) and y(t) is
one-to-one, for sufficiently large n.

The kernel of the integral equation (1.4.48) is obviously of finite rank n, because
it can be represented in the form

fb
(t) b;(s) + 2 s,1) dua.

=t a J
We proved the validity of the Fredholm alternative for such kernels in the

first step. Therefore, the validity of the alternative is also proved for equation
(1.4.12).

It remains to show that the orthogonality condition (1.4.25) is the necessary
and sufficient condition for the solvability of the nonhomogeneous equation
(1.4.12), when the corresponding homogeneous equation has nontrivial solutions.
We know that this is true in the case of kernels of finite rank (first step of the
proof). In order to establish its validity in the general case, we shall prove that
the adjoint homogeneous equation attached to (1.4.12) has the same solutions as
the homogeneous equation attached to (1.4.48).

In order to be able to write the adjoint homogeneous equation for (1.4.48), we
need to know how to obtain the adjoint kernel for

fb

a

ka(t, s, A) ds,

which appears in (1.4.48). Of course, the particular meaning of k and Ra does
not matter for our purpose. We can easily check that the adjoint kernel of

k(t, s) = J b h(t, u)m(u, s) du, (1.4.49)
a

where both h and m are L2-kernels, is given by
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k*(t,s) _
('b

m*(t,u)h*(u,s)du. (1.4.50)
0

Therefore, the adjoint homogeneous equation corresponding to (1.4.12) can
be written as

(' r ('
z(t) _ J 6 Lk,*(t, s) + 2 J 6 Rn (t, u, 2)k,*(u, s)du z(s) ds. (1.4.51)

a LL a

Let us now proceed in proving the equation (1.4.24) has the same solutions as
equation (1.4.51). In order to avoid some rather tedious calculations, we shall
adopt an operator algebra approach to writing equations (there is some resem-
blance with the matrix case). Thus, equation (1.4.51) will be rewritten in the form

[I - 2(I + 0, (1.4.52)

while equation (1.4.24) becomes

[I - 2k* - 2R*]y = 0, (1.4.53)

after using the decomposition k = k + R for the kernel.
It is useful to notice the validity of the following relationship:

(I - 2R*) (I + .1R*) = I. (1.4.54)

This is true for any complex A, provided we choose n sufficiently large. The proof
of (1.4.54) comes easily if one takes into account the equations of the resolvent
kernel, obtainable the same way in the Fredholm case as in the Volterra case.
More exactly, from (1.4.16) one obtains for small values of 2

k(t, s, A) = k(t,s) + 2
f b

k(t, u)k(u, s, A) du, (1.4.55)
a

as well as

k(t, s, A) = k(t,s) + 2
f b

k(t, u, 2)k(u, s)du. (1.4.56)
a

Of course, these equations must be adapted to the kernels appearing in equations
(1.4.53) and (1.4.54).

If we now consider equation (1.4.52), and multiply on the left by I - 2R*, we
obtain the equation

[I - 2R* - !(I - XR*)(I + .1R*)k*]z = 0,

which because of (1.4.54) reduces to

[I - 2R* - 0. (1.4.57)

Equation (1.4.57) coincides with equation (1.4.53). Therefore, any solution of
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equation (1.4.52), which is another form of equation (1.4.48), also satisfies equa-
tion (1.4.53), which is another form of (1.4.24).

Let us now start from equation (1.4.53), and obtain (1.4.52) as a consequence.
If we notice that the factors in the left-hand side of (1.4.54) commute, and multiply
both sides in (1.4.53) by 1 + 2R*, we obtain

[(I + 2R*)(I - AR*) - 1(I + .1R*)k*]y = 0,

or, using (1.4.54),

[I'- 2(I + 1R*)k*] y = 0,

which is exactly equation (1.4.52).
The proof of Theorem 1.4.1 is thereby complete.

Remark. One can prove that the homogeneous equations (1.4.23) and (1.4.24)
have the same maximum number of linearly independent solutions.

Of course, when we are in the first case of the Fredholm's alternative, both
equations (1.4.23) and (1.4.24) have only the zero solution. Therefore, this case is
not of any interest. It remains to check the validity of the statement in the second
case of the alternative.

As shown in the third step, equation (1.4.23) is equivalent to the equation
obtained from (1.4.48) for f(t) - 0, i.e.,

[I - 0, (1.4.58)

via the linear transformation x --> y given by (1.4.44), or equivalently by (1.4.46).
As noticed above, this transformation preserves linear dependence (indepen-
dence) if condition (1.4.45) is satisfied.

On the other hand, equation (1.4.24) was found to be equivalent to equation
(1.4.51), which is the adjoint equation of (1.4.58). Since both equations (1.4.51)
and (1.4.58) are equations with kernels of finite rank and adjoint to each other,
according to the first step of the proof they must have the same (maximum)
number of linearly independent solutions (n - rank A).

In view of further discussion related to Fredholm's alternative, let us define
now the concepts of eigenvalue and eigenfunction related to a given L2-kernel
k(t, s); or, if we prefer, related to the homogeneous equation (1.4.23) which is
completely determined by the kernel k(t, s).

According to Fredholm's alternative, equation (1.4.23) might have nontrivial
solutions for some values of the complex parameter A. Any such value of 2 is by
definition an eigenvalue of (1.4.23), or of the kernel k(t, s). Any nonzero solution
of (1.4.23) is called an eigenfunction of this equation, or of the kernel k(t, s),
corresponding to the eigenvalue 2.

Sometimes, one uses the term characteristic value for 1-', where 2 is an
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eigenvalue (A = 0 cannot be an eigenvalue!), and characteristic function for an
eigenfunction.

A basic problem relating to eigenvalues and eigenfunctions is: what is the
distribution of eigenvalues in the complex plane for a given L2-kernel?

As we already know, the Volterra kernel (k(t, s) = 0 for s > t) does not have
eigenvalues at all, even if it is a continuous function (because of the uniqueness
of the solution, the homogeneous equation has only the zero solution).

In the case of Fredholm equations of finite rank, we have seen in the first step
of the proof of Theorem 1.4.1 that the eigenvalues are the roots of an algebraic
equation. Therefore, for kernels of finite rank, there are eigenvalues and their
number is always finite (equal to the number of the functions ai(t), which are
supposed to be linearly independent; as well as the number of the functions bi(s)).

In the general case of an L2-kernel, the discussion is somewhat more compli-
cated. What we want to show is that the homogeneous equation (1.4.23) has at
most a finite number of eigenvalues in any disk I A I < r, r > 0 being arbitrary. In
other words, equation (1.4.23) can have nonzero solutions only for finitely many
values of 2 that satisfy I2I < r.

Indeed, as seen in the third step of the proof of Theorem 1.4.1, equation (1.4.23)
is equivalent, as far as the existence of solutions is concerned, with the homoge-
neous equation corresponding to (1.4.48), i.e.,

y(t) =1 J 6 Lkn(t, s) + 2 J b kn(t, u)Rn(u, s,1) duj y(s) ds, (1.4.59)
a a

whenever 2 satisfies (1.4.45); or, equivalently, whenever n is sufficiently large.
Therefore, we have to examine the existence of nonzero solutions to equation
(1.4.59), with 2 arbitrary in JAI < r. This problem is not so difficult because
equation (1.4.59) has a kernel of finite rank (as noticed when we considered
equation (1.4.48): the nonhomogeneous counterpart of (1.4.59)). Nevertheless, we
face a different problem from before because 2 appears in the kernel itself, and
not only in front of the integral as is the case with (1.4.23), for instance.

If we proceed as in the first step of the proof of Theorem 1.4.1, then it is obvious
that the solutions of (1.4.59) must be sought in the form

y(t, A) = A ci(2)ai(t). (1.4.60)
i=1

For ci(1), i = 1, 2,..., n, we obtain the homogeneous system A(2)c(2) = 0, where
c(2) = col(ci(2)), A(2) = (bi; -1ai;(2)), i,1 = 1, 2, ..., n, with

ai;(A) =
fa

6 ad(s) [bi(s) + A J 6 b1(u)Rn(u, s, A) du] ds.
a

Since Rn(u, s, A) is an analytic (holomorphic) function of A (being represented as
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a convergent power series in 2, for 2 satisfying (1.4.45)), it means that all a;;(2)
are also analytic within the same disk. The necessary and sufficient condition for
the existence of nonzero solutions to the equation A(2)c(2) = 0 is det A(A) = 0.
But det A(2) is obviously an analytic function of A, for 2 satisfying (1.4.45), and
it cannot be identically zero because det A(O) = 1. Since the zeros of an analytic
function # 0 have no accumulation point in the domain of analyticity, the set of
those 2 for which det A(2) = 0 within the disk I21 < r is a finite set. Of course, n
has to be chosen such that (1.4.45) holds, which is always possible because of
(1.4.41).

As a result of the discussion conducted above in relation to the distribution
of the eigenvalues of an L2-kernel, we can state the following conclusion: the set
of eigenvalues of an L2-kernel (# 0) is at most countable; if the set is infinite, the
only accumulation point of this set is oo.

Consequently, if k(t, s) is an L2-kernel, then we can always arrange its eigen-
values 2;, j = 1, 2, ..., in a sequence with increasing modules:

0<IAAI<IA21<...<_IA.1<... (1.4.61)

where co as n -+ oc. Of course, this last property has meaning only when
there are infinitely many eigenvalues. It is usually agreed to repeat an eigenvalue
in the sequence (1.4.61) as many times as its multiplicity indicates. By multiplicity
of an eigenvalue we mean the dimension of the linear space of eigenfunctions
corresponding to that eigenvalue. It is easily seen that this dimension is always
finite (see, for instance, C. Corduneanu [6]).

In accordance with (1.4.61), we consider also the sequence of eigenfunctions
of the kernel k(t, s):

01(t), 02(t),..., an(t),...

where

(1.4.62)

k(t, s)(s) ds. (1.4.63)O; (t) = A1; Ja b

While, as mentioned above, the sequence of eigenvalues might contain the
same number repeated as many times as its multiplicity indicates, the sequence
(1.4.62) contains only distinct elements. Moreover, if an eigenvalue has multi-
plicity m, then in the linear space of its eigenfunctions one chooses m linearly
independent elements which will appear in the sequence (1.4.62) consecutively:

ap(t), cp+l (t), ... , ptm-1(t)
Of particular significance is the case of Hermitian kernels:

k*(t,s) = k(t,s) a.e. in Q. (1.4.64)

Such kernels were systematically investigated by Hilbert and his followers at the
beginning of this century. One major result is:
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Theorem 1.4.2 (Hilbert). Let k(t, s) be a Hermitian L2-kernel, nonvanishing iden-
tically in Q = [a, b] x [a, b]. Then there exists at least one eigenvalue of k(t, s).

The proof of this basic result can be found in many books on the theory of
integral equations. See, for instance, C. Corduneanu [6], F. Tricomi [1]. Since a
Hermitian kernel generates a self-adjoint integral operator in L2([a,b],1), the
eigenvalues are always real, and eigenfunctions corresponding to distinct eigen-
values are orthogonal.

Indeed, using the operator algebra notations as above, we easily find that
(0, ko) = (k*qf, 0) is real, for every 0 e L2. If 0 = ),k4, 0 0, then we obtain
(0, 0) = )1(q, kq), which shows that A must be real.

For the orthogonality property of eigenfunctions we notice that 0 = 2ko and
V = pk/i imply (0, 0) = (0, pk fi) = µ(k¢, 0) = (Et/.1)(0, Eli). This is possible only if

(0, 0) = 0.
If we apply these remarks to the sequence (1.4.61) of the eigenvalues, we find

out that the eigenvalues of a Hermitian L2-kernel can be arranged into a sequence
{A.j}, j e Z - {0}, such that A, < Aj+,, .l_, < 0 < .1,. Of course, this sequence may
be infinite in both directions or only in one direction, if indeed it contains
infinitely many terms.

With regard to the sequence of eigenfunctions (1.4.62), we can make the
following important addition to what we said above, in the general case of
L2-kernels: if the kernel k(t, s) is a Hermitian L2-kernel, then the sequence of
eigenfunctions is an orthogonal sequence, provided we agree that, for every
multiple eigenvalue we choose an orthogonal basis for the space of its eigen-
functions (since a basis can certainly be chosen, it remains to apply the Gramm-
Schmidt orthogonalization procedure to obtain an orthogonal basis). Therefore,
if (1.4.62) constitutes the sequence of eigenfunctions associated with the Her-
mitian L2-kernel k(t, s), then (0j, 0) = 0, for i j.

The theory of integral equations with Hermitian kernel (Hilbert's theory) is
one of the most interesting parts of the theory of integral equations, which led
to the development of such branches of modern analysis as the theory of ortho-
gonal series/sequences, the variational methods and others.

Let us conclude this section with a result on the absence of eigenvalues for
L2-kernels. This result was proved first, under particular conditions, by Lalesco
[1], and then obtained in the form given below by Krachkovskii [1].

Theorem 1.4.3. The L2-kernel k(t, s) has no eigenvalues if and only if the following
conditions are satisfied by the iterated kernels

b

J
t) dt = 0, for n >- 3, (1.4.65)

a

where s) is the iterated kernel defined by (1.4.17).
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We omit the proof of this result, which clarifies the problem of the existence
or absence of eigenvalues.

1.5 Nonlinear equations of Hammerstein type

A class of nonlinear integral equations which appear as a direct generalization
of the linear ones was first investigated by Hammerstein [1]. The results included
in this section are due to Dolph [1].

Unlike the preceding sections of this chapter, this section will assume some
acquaintance with the basic facts of operator theory on Banach/Hilbert spaces.
See, for instance, Gohberg and Goldberg [1].

The Hammerstein type equation we want to investigate in this section can be
written in the form

x(t) =
f b

k(t, s)f(s, x(s)) ds, t e [a, b], (1.5.1)
a

where k(t, s) is an L2-kernel, and f(t, x) is a (nonlinear) map from [a, b] x R, into
R. Further details will be specified below.

In general, fit, 0) 0, so that x = 0 is not a solution of (1.5.1). It is obvious
from (1.5.1) that, if there is any solution of this equation, it must belong to the
range of the linear integral operator generated by the kernel k(t, s), namely

(Kx)(t) = f
a

k(t, s)x(s) ds, t e [a, b]. (1.5.2)
a

From the conclusion of the investigation conducted in the preceding section,
if we choose f(t, x) = yx + g(t), with y a complex number that does not coincide
with an eigenvalue of the kernel k(t, s), and g e L2, then (1.5.1) has unique solution
in L2.

We will assume in the sequel that k(t, s) is a Hermitian operator, and therefore
the eigenvalues associated with this kernel, or with the linear integral operator
(1.5.2), are real.

In the special case considered above we have fx(t, x) = y, and according to the
assumption that y does not coincide with an eigenvalue of the kernel k(t, s) we
must find a pair of consecutive eigenvalues of k(t, s) such that ),j < y < ,j+,. A
natural idea in connection with this remark is to assume that the nonlinearity
fit, x) occurring in equation (1.5.1) is such that

Aj < Nj :5; fx :! µj+1 < ,j+1, (1.5.3)

for some fixed j. The numbers pj and µj+, are also fixed, and their role is to prevent
the nonlinearity of the equation being too close to the eigenvalues, for which the
existence of a solution may not be assured.

Instead of (1.5.3), one can encounter in the literature several other conditions
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which are more or less equivalent to it. For instance, Hammerstein assumed a
condition of the form

x 1

Jf(tY)dY -<
2A,xz + C,

0

where A, is the first positive eigenvalue of the kernel k(t, s); while Dolph assumes
that f (t, x) is such that

2j<uj<f(t, _f(t,Y)<Yj+1 <A.;+i, x96 Y.

It is obvious that condition (1.5.3) is basically the same as the condition used
by Dolph. Hammerstein's condition, while not requiring anything about the
derivative fx, has been related only to the first eigenvalue.

To obtain solutions for equation (1.5.1) the basic idea is to use a rather simple
linearization technique, which can be formulated as follows: we rewrite equation
(1.5.1) in the equivalent form

fb
x(t) = y J k(t, s)x(s)ds + k(t, s) [f(s, x(s)) - yx(s)] ds, (1.5.4)

a a

where the real number y is chosen such that y 0 2;, with A, an arbitrary eigenvalue
of k(t, s). In particular, one can take y = 2(µ; + ltj+, ), when f(t, x) satisfies (1.5.3).
It is, of course, assumed that the eigenvalues ),; and 2j+, of k(t, s) are consecutive.

Equation (1.5.4) can be discussed, and the existence of a solution proved, using
the same method of successive approximations that we have already used in most
of the cases considered earlier. Starting with an arbitrary x°(t) in L2, we set

xn+, (t) = y J b k(t, s)xn+, (s) ds +
f b

k(t, s) [ f (s, xn(s)) - yxn(s)] ds, (1.5.5)
a a

for any n > 0. It is important to notice that (1.5.5) has a unique solution at each
step, because y is not an eigenvalue of the kernel k(t, s), which implies that we are
in the first case described by Fredholm's alternative. It is certainly sufficient to
assume that f(t, x(t)) is an L2-function, for any x(t) in the same space.

In order to prove the convergence of the successive approximations defined
above, which is not necessarily an easy task, we shall again appeal to the operator
notation that was used in Section 1.4.

If we take (1.5.2) into account, and let F: x(t) -> f(t, x(t)) be the operator on
L2, generated by the function fit, x), then equation (1.5.4) can be written as

x = yKx + K(Fx - yx),

or, in a slightly modified form,

(I - yK)x = K(Fx - yx).

(1.5.6)

(1.5.7)
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But the equation (I - yK)x = f e L2 always has a unique solution since we
are in the first case of the Fredholm's alternative. Therefore, the inverse of the
operator I - yK does exist and, according to Banach's theorem about inverses
of linear operators, (I - yK)-1 is continuous on L2. If we let

H = (I - yK)-1K = K(I - yK)-1, (1.5.8)

then equation (1.5.7) can be rewritten in the form

x = H(Fx - yx), x e L2. (1.5.9)

Since the operator K given by (1.5.2) is a self-adjoint operator on L2, it can
easily be seen that I - yK, its inverse, and the operator H are self-adjoint. Of
course, all these operators are also bounded on L2.

In order to prove the existence and uniqueness of the solution of the equation
(1.5.4), which is equivalent to (1.5.1), it is sufficient to show that the operator
appearing in the right-hand side of (1.5.9) is a contraction mapping on L2.

If we denote Tx = H(Fx - yx), then the following relationship is obtained:

Tx-Ty=H[Fx-Fy-y(x-y)], x,yeL2. (1.5.10)

If we notice that Fx - Fy = f7 (x - y), where f * denotes an intermediate
value of the derivative fx, then (1.5.10) leads immediately to the inequality

ITx-Ty6 < HIsuplf* - YIIx - YILZ, (1.5.11)

where H denotes the operator norm of H. Since H is a bounded self-adjoint
operator on the space L2, its norm is given by the well-known formula

IHI = sup{Iajj-1}, Q; is an eigenvalue of H. (1.5.12)

It remains therefore to find out what the eigenvalues of the operator H are,
in terms of the eigenvalues of the operator K (or kernel k(t, s)). This can be done
relatively easily. Taking into account the first expression for H, in formula (1.5.8),
we obtain from 0 = aft with ¢ e L2, 0,

(I -yK)q=aKq$, or0_(y+u)K¢,

which shows that 0 is also an eigenfunction of K, corresponding to the eigenvalue
y + Q. Conversely, if 0 is an eigenfunction of H, then it is also an eigenfunction
of K, corresponding to the eigenvalue shown in the above formula. Hence, the
operators K and H have the same eigenfunctions, and eigenvalues of these
operators are related by the formula y + Q; = A;.

Taking into account that the eigenvalues of H are given by o = A; - y, and
the formula (1.5.12) for IHI, we obtain

1IHI = sup ,
A;

.1; is an eigenvalue of K, (1.5.13)
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which, with a suitable choice of y, leads to the estimate

IHI < 2

µ1+i - µj

On the other hand, from (1.5.3) we obtain the estimate

suplf* - yI <_ (µ;+t - µ;)l2.

From (1.5.14) and (1.5.15) we obtain

IHI suplf* - yl < 1,

(1.5.14)

(1.5.15)

(1.5.16)

which combined with (1.5.11) proves that the operator Tx = H(Fx - yx) is a
contraction mapping on the space L2.

Summing up the discussion conducted in this section, we conclude:

Theorem 1.5.1. Consider the Hammerstein equation (1.5.1), in which k(t, s) is a
symmetric L2-kernel, and f(t, x) is a continuous function on [a, b] x R, with values
in R. Assume that fx does exist, and verifies the inequality (1.5.3), where Aj and A,;+,
are two consecutive eigenvalues of the kernel k(t, s), while µ; and µ;+l are two fixed
numbers. Then choosing y = (µ; + uj+1)/2, the successive approximations (1.5.5)
converge in L2 to the unique solution x(t) of (1.5.1) belonging to this space.

Remark. Under the assumptions of Theorem 1.5.1, the operator F defined
above by (Fx)(t) = f(t, x(t)) is indeed acting from L2([a,b], R) into itself. It
suffices to notice that f (t, x(t)) = (f *)x + f (t, 0), and take (1.5.3) into account, in
order to reach the stated property. In fact, the result applies to more general
functions than continuous (for instance, the functions satisfying the so-called
Caratheodory conditions).

The original approach of Hammerstein was based on what is usually known
as the variational method. More results related to the Hammerstein type equa-
tions and their applications can be found in the above quoted paper by C. L.
Dolph. More recent references on these matters can be also found in the books
by Krasnoselskii [1] and Vainberg [1].

In the remaining part of this section we will present, following C. L. Dolph, a
modified version of the process of successive approximations described above
for equation (1.5.1), still convergent in L2 to the solution of this equation. The
interesting feature of this modified process is that each approximation is a finite
linear combination of eigenfunctions of the operator K. Thus, we are dealing
with a version of the Ritz-Galerkin procedure, which can be considered as a
numerical or approximate method of solving equation (1.5.1).

To be more specific, the operator H will first be approximated by the terms
of a sequence of operators whose range is finite-dimensional: I H - HI -+ 0,
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as n -> oo. Then, the successive approximations are constructed according to the
formula xn+1 = HH(Fxn - yxn), starting with an arbitrary element of L2.

Instead of concentrating on the particular case specified above, we shall
establish a rather general result related to the equation

x = HG(x), x e E, (1.5.17)

where E stands for a Banach space, H is a linear continuous operator on E, and
G is a map from E into E - in general nonlinear - satisfying a Lipschitz condition

IG(x)-G(Y)IE<aIx-YIE, x,yeE. (1.5.18)

Since the operator occurring in the right hand side of (1.5.17) also satisfies a
Lipschitz condition with constant I HI a, it follows that equation (1.5.17) has a
unique solution in E, provided

IHIa < 1. (1.5.19)

An immediate consequence of (1.5.19) is the convergence in E of the sequence

xn+1 = HG(xn), xo e E being arbitrary. (1.5.20)

On the other hand, let us consider the sequence

xn+1 = xo e E being arbitrarily chosen. (1.5.21)

Since the sequence (1.5.20) converges in E to the unique solution of equation
(1.5.17), it will suffice to show that

Ixn-xfIE->0 asn oo, (1.5.22)

in order to conclude that the sequence (1.5.21) also converges to the solution of
equation (1.5.17).

From (1.5.20) and (1.5.21) we obtain

xn+1 - xn+1 = (H - Hn)G(xn) + Hn(G(xn) - G(xn)),

and taking the norm in E we derive the inequality

Ixn+1 - xn+1l <- IH - HHI IG(xn)I + IHni IG(xn) - G(xn)I, (1.5.23)

Since {xn} is a convergent sequence in E, this means it is bounded. Moreover,
taking into account the Lipschitz condition (1.5.18) for G we conclude that
{G(xn)} is also a bounded sequence (even convergent) in E. Therefore, we can
find a positive constant A, such that I G(xn)I < A for all natural n. If we apply
the Lipschitz condition to the second term in the right hand side of (1.5.23),
and notice that I Hn I a < Ii < 1 for n >- N, then (1.5.23) leads to the recurrent
inequality

Ixn+1-xn+1l<-AIH-HnI+/3lxn-xnl, n>N. (1.5.24)

On the other hand, because I H - HnI -+ 0 as n -+ oo, we have
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Ixn+t - 1 < f Ix - s, for n >_ m(e). (1.5.25)

The inequality (1.5.25) leads to the estimate

Ixm+p - Qpixm - xmI + c(1 - Q)-1, p ? 1. (1.5.26)

Since f3p - 0 as p -+ oo, we derive immediately (1.5.22) from (1.5.26). Hence,
the scheme of successive approximations described by (1.5.21) is convergent in
E to the unique solution of equation (1.5.17).

In view of the above discussion, we can state the following result.

Proposition 1.5.2. Let E be a Banach space, H: E --> E a continuous linear opera-
tor, and G: E -+ E a map satisfying the Lipschitz condition (1.5.18). If condition
(1.5.19) is verified, then the unique solution x e E of equation (1.5.17) can be
approximated with any degree of accuracy by means of the successive approxima-
tions (1.5.21), where is a sequence of linear continuous operators on E, such
that -+0as n->oo.

Applying Proposition 1.5.2 to equation (1.5.1), in its equivalent form (1.5.9),
is now an elementary exercise. Notice that condition (1.5.16) is actually condition
(1.5.19) in Proposition 1.5.2.

Perhaps more attention should be given to the condition I H - H I -+ 0 as
n - oo. But in Section 1.4 we showed that any L2-kernel can be approximated
in L2(Q, R) by kernels of finite rank. In particular, if the system of eigenfunctions
of k(t, s) is complete in L2, it can be used in the scheme.

Bibliographical notes

The material included in Section 1.1 is related to the work of Israilov [1] who obtained
the integral equation (1.1.16) starting from the differential system (1.1.8), with boundary
value conditions (1.1.9); C. Corduneanu [15] who considered the integral equation (1.1.23)
in connection with the first-order partial differential equation (1.1.18), motivated by the
problem of constructing Liapunov functions for ordinary differential systems of the form
(1.1.8); Saaty [1] for the nonlinear Volterra singular equation (1.1.35); Corduneanu and
Poorkarimi [1] for the integral equation (1.1.43) for the hyperbolic equation (1.1.36) with
data on characteristics (1.1.37); and Pazy [1] for the integral equation (1.1.45) which
provides the mild solution of differential equations of the form (1.1.44), with -A an
infinitesimal generator of a Co-semigroup. With regard to the integral equations generated
by inverse problems for partial differential equations, besides the monographs quoted in
the text, we also mention the paper of Kabanikhin [1]. Further references are included
in the sources mentioned above.

In Section 1.2, the examples of both Volterra and Fredholm integral equations (1.2.8)
and (1.2.9), for the motion of a sliding chain, are due to Myller [1]. The integral inclusion
for the temperature control by means of a thermostat (1.2.23) was obtained by Glashoff
and Sprekels in their papers [1], [2]. See also Prnss [2]. For integral equations occurring
in the theory of engineering systems see C. Corduneanu [4], Desoer and Vidyasagar [1],
Popov [1]. The integrodifferential equation (1.2.37), describing the motion of a viscoelastic
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body, is taken from the paper by Renno [1], which contains further references for the
linear case. For the nonlinear case, see Nohel [1], [2]. For an example of an integral
equation occurring in population dynamics we used the model presented by Thieme [1],
[2]. At least two monographs have been dedicated to the mathematical aspects of the
dynamical problems of population growth: Cushing [3] and Webb [4]. A good deal of
examples regarding the use of integral or integrodifferential equations in the modelling
of various physical systems can be found in the recent book by Jerri [1]. In particular,
Chapter 2 of Jerri's book contains examples of integral equations occurring in mechanics
and control theory. Another useful reference for those interested in the use of integral
equations in mathematical physics is the book by Guenther and Lee [1].

Section 1.3 contains a few basic results on the theory of Volterra equations in which
the unknown function depends on a single variable. By means of the method of successive
approximations (see, for instance, C. Corduneanu [6]) one obtains the existence and
uniqueness results. The method of successive approximations is also applied under the
abstract form of the contraction mapping principle. Some results that go beyond the strict
existence part, hinting at the asymptotic behavior, are also included. Most classical books
on integral equations, such as Bocher [1], Lalesco [1], Volterra [1], [2], Petrovskii [1],
include basic results of the nature of those discussed in Section 1.3. For contributions to
the theory of Volterra equations, during the period 1960-75, see the survey paper of
Caljuk [2]. This paper is mostly based on the list of those contributions to the theory of
Volterra integral equations, which were reviewed in Referativnyi Zurnal (Mathematics
Series).

The literature concerning the Volterra type inequalities is particularly rich, and we
refer the reader to the book by Martinjuk and Gutowski [1] which contains a good many
references on these topics. A recent paper by Beesack [1], surveys most of the work
conducted in this area, including inequalities of Volterra type for functions dependent on
several variables. See also references under the names of Pachpatte, A. Corduneanu, Yeh,
Turinici, as well as the references contained in these papers. Also, for integral inequalities
of Volterra type, see the standard references Lakshmikantham and Leela [1], and Walter
[1].

In Section 1.4 we tried to present the basic facts of classical Fredholm theory, without
making appeal to functional analysis. It is likely that a certain number of readers would
have preferred the more concise presentation of this theory, based on the use of the concept
of a completely continuous operator on a Hilbert or a Banach space. While there is no
doubt that the abstract approach is more economical and more general, I considered it
adequate to follow the classical approach, which actually preceded the functional analytic
apparatus and terminology, and had a decisive influence on the development of the ideas
that have finally contributed to the foundation of modern abstract analysis (including the
theory of linear spaces and operators which has become classical itself). My presentation
is, perhaps, close to that adopted in Petrovskii's textbook [1]. I have experience of
using this approach in teaching students who had completed a minimal course in real
analysis. Another approach, which could be used with students who have no knowledge
of real analysis, but a good knowledge of classical analysis and some elements of complex
analysis, has been adopted in C. Corduneanu [6]. The original approach of Fredholm
was based on substituting an integral sum for the integral thus reducing the equation to
an algebraic linear system. This system suggests the construction of the Fredholm entire
functions which play a significant role in the discussion of the equation.

The theory of Fredholm, including the alternative presented in Theorem 1.4.1, can be
found in many books on the theory of integral equations. I shall mention here Lalesco's
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book [1], which seems to be the first to include a complete presentation of what we now
understand by classical Fredholm theory; the book by Lovitt [1], which has known a
wide circulation and has been translated into several languages; the third volume of the
treatise by Goursat [1]; the books by Hamel [1], Hoheisel [1]; those of Cochran [1],
Fenyo and Stolle [1], Tricomi [1], Vivanti [1], Schmeidler [1], Heywood and Frechet
[1], Kneser [1], Wiarda [1], Yosida [2], Smithies [1].

The modern development of Fredholm theory is presented in a book edited by Ruston
[1]. Besides results pertaining to the classical heritage, such as those due to Riesz (see
also Riesz and Sz.-Nagy [1]), one finds more recent contributions by A. Grothendieck,
A. Pietsch, and many other authors. The list of references includes over 700 items, and
covers practically all significant contributions to Fredholm theory.

The material included in Section 1.5, dedicated to what we may call an elementary
introduction to the theory of Hammerstein equations, has been selected - as acknowl-
edged in the text - from the classical paper by Dolph [1]. This reference also contains
several interesting results based on the variational approach, as used by Hammerstein in
his paper [1]. More recent contributions related to the theory of Hammerstein integral
equations in various function spaces will be discussed in Chapter 4. In all the references
mentioned above with respect to Hammerstein equations one can also find applications
of the basic results (particularly) to the theory of partial differential equations. A good
deal of results concerning Hammerstein equations can be found in the book by Krasno-
selskii [1], as well as other suitable references.

Further useful references relating to the topics discussed in Chapter 1 can be found in
the survey paper by Imanaliev et a!. [1], in which the main contributions made by Soviet
mathematicians during the 1960s and the 1970s are briefly examined. Only the names of
the authors and the particular field in which they obtained results are mentioned.

For the theory of integral equations with Hermitian kernel, which we did not cover
in this book, the following references are significant: Hilbert [1], Hellinger and Toeplitz
[1], Mikhlin'[1], Zabreyko et al. [1]. Most of the references listed above (Section 1.4) also
contain the basic facts related to equations with Hermitian kernel.
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Function spaces, operators, fixed points
and monotone mappings

In this chapter we shall present various topics related to function spaces, oper-
ators on function spaces (including, of course, integral operators), as well as
certain auxiliary results from nonlinear functional analysis. All these topics will
be needed in the subsequent chapters of the book, and we think it is useful to
review them in a separate chapter. Sometimes, we might go beyond the strict
needs of the book, and reach deeper into the theory of function spaces or integral
operators. This may be motivated by the fact that most topics discussed in this
book are susceptible of further investigation and improvement.

2.1 Spaces of continuous functions

The space of continuous functions that is most often encountered is the space
usually denoted by C([to, T], R"), which consists of all continuous maps of the
closed interval [to, T] into R". The norm is the usual supremum norm, i.e.,

Ixlc = sup { I x(t)I; t e [to, T]},

where I I stands for the Euclidean norm in the space R". It is commonly known
that C([to, T], R") is a Banach space.

If the interval [to, T] is substituted by the semi-open interval [to, T), making
the case T = +oo possible, then the set of all continuous maps from [to, T) into
R" is no longer a Banach space. It is a linear metric space, with translation-
invariant metric, which is also complete. Such linear spaces are usually called
Frechet spaces.

More precisely, if x e C([to, T), R"), then for every natural number m we define
the seminorm

Ixlm = sup{ Ix(t)I;t e [to,tm]},

where tm T T Then the metric is defined by

64
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00

P(x'Y)I mi2ml+xIxYIYIm'

and it can be seen that the topology induced by this metric does not depend on
the particular choice of the sequence {t"}, with tm T T.

The topology of the space C([to, T), R"), induced by the metric p defined
above, is the topology of uniform convergence on every compact interval belonging
to [to, T).

The set M c C([to, T), R") is compact in this space, if and only if M is
uniformly bounded and equicontinuous (i.e., Arzela's criterion conditions are
satisfied) on each compact interval of [to, T). In particular, we have to check
these conditions on any [to, tm], with tm T T.

The case of the space C((to, T), R") is similar to the case discussed above,
the topology being defined by the family of seminorms

IXIm = sup{Ix(t)I;t e(Tm,tm)},

where T. 1 to and tm T T Of course, a translation-invariant metric can be defined
as above, and compactness conditions can be stated similarly.

The space C([to, T), R") contains all continuous maps from [to, T) into R",
and therefore we cannot derive too much information from the fact that
x e C([to, T), R"). We need to specialize somewhat the space of functions, to be
able to get some information about the (asymptotic) behavior of its elements.
This can be achieved in many ways, and we are led to various classes (spaces) of
continuous functions, with conspicuous applications in the theory of integral
operators/equations.

Let us indicate first a procedure for defining spaces of continuous functions,
all continuously imbedded in the space C([to, T), R"). Actually, we have already
dealt with such spaces in Section 1.3.

Assume g: [to, T) -+ (0, oo) is a continuous map. Denote by Cg([to, T), R")
the subset of C([to, T), R") consisting of those maps x: [to, T) -+ R", such that

sup{Ix(t)I/g(t); t e [to, T)} < co. (2.1.1)

It is easily seen that the set Cg([to, T), R") is a Banach space, in which the norm
is defined by

Ixlg = sup{Ix(t)I/g(t); t e [to, T)}. (2.1.2)

This space was used in Chapter 1, and more details can be found in
C. Corduneanu [4].

Since (2.1.1) means that for each x e C9 there exists a constant Ax > 0, such
that Ix(t)I < AXg(t) on [to, T), one can view Cg as the space of continuous
functions whose growth (as t -+ T) is of the same nature as the growth (or decay!)
of the function g. This property may seem too restrictive in some circumstances,
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and in order to be able to describe more nuanced behavior (not necessarily the
same for each component of x), we shall introduce (see Gollwitzer [1]) the spaces
C9([to, T), R") for which g is not necessarily a scalar function. More precisely, we
shall see that for a matrix g, whose entries are real-valued functions on [to, T),
the space C9([to, T), R") can be naturally defined, and it satisfies some basic
properties similar to those corresponding to the case when g is a scalar function.

If 2(R", R") is the linear space of all linear maps from R" into itself and, if
an orthogonal basis of R" is fixed, then .(R", R") coincides with the class of all
n by n matrices with real entries. For any matrix A e 2'(R", R"), let us denote by
NA and RA respectively, the kernel (null space) and the range of A. By PA we denote
the orthogonal projector of R" onto RA, and let A be the restriction of A to the
orthogonal complement (in R") of NA, say NA. Since A is obviously invertible
on RA = RA, we can introduce the map

A_1 = A-1PA, V A e 2'(R", R"). (2.1.3)

The above definition of A_1 implies A_1: R" - NA, and A_, Ax = x for any
x e NA. In case A is nonsingular, one has NA = {O}, NA = R", which means that
A_1 = A-1. Therefore, A_1 given by (2.1.3) should be regarded as a generalized
inverse of A. For details on generalized inverses see, for instance, Groetsch
[1] or Nashed [1]. The generalized inverse (Moore-Penrose) is completely
determined by the relations A_1 Ax = x for any x e NA, and A_1 y = 0 for any
yeNA.

Assume now that g: [to, T) - 2'(R", R") is a map, not necessarily continuous,
but such that Ig(t)I is bounded on any compact interval in [t0, T), and define
Cg([to, T), R") by means of the following properties:

(1) x e C([to, T), R"), i.e., it is continuous;
(2) P8(r)x(t) = x(t), Vt e [to, T);
(3) g_1(t)x(t) is bounded on [t0, T).

The norm in C. is defined by

Ixlg = sup{Ig_1(t)x(t)J; t e [to, T)}. (2.1.4)

We shall prove now that C9([to, T), R"), with g as described above, is a Banach
space in which convergence is stronger than the convergence in C([to, T), R").

It is elementary to see that I I. as defined by (2.1.4), defines a norm. Now let
{um(t)} be a Cauchy sequence in the space C9([to,T),R"). In this case, the
sequence {v(t)}, vm(t) = m >_ 1, is a Cauchy sequence in the space of
all bounded functions on [to, T), with values in R", with respect to the sup norm
(uniform convergence on [to, T)). Hence {vm(t)} converges uniformly on [to, T)
to a bounded function vo(t), such that vo(t) e Ng,,) for every t e [to, T). If we
let uo(t) = g(t)vo(t), then uo(t) e C9([to,T),R"), because: (1) it is continuous on
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[to, T), since, for each [t/o, t1] c [t/o, T), one has

Ium(t) - uo(t)I = I g(t)(vm(t) - vo(t))I < g l vm(t) - vo(t)I, (2.1.5)

where g > Ig(t)I on [to, t1]; (2) P9(,)uo(t) = uo(t) for any t e [to, T), according to
the definition of U0(t) = g(t)V0(t); (3) g_1(t)uo(t) = g_1(t)g(t)vo(t) = vo(t), which
is bounded on [to, T) by construction.

The above discussion shows that the space Cg([to, T), R") is complete with
respect to the norm I I,, and hence it is a Banach space.

Remark. When g(t) = go(t)1, where go(t) is a scalar positive function on [to, T),
uniformly bounded on each compact interval of [to, T), and I is the unit matrix
of dimension n, one obtains a function space of vector-valued continuous func-
tions whose components have the same order of growth (as t -> T) as go(t).
A more general situation corresponds to g(t) = diag(g 1(t), g2(t), ... , g"(t)), with
gi(t), i = 1, 2,..., n, positive and uniformly bounded on any compact of [to, T).
Then, the order of growth of the components of a function x e Cg can be different
for each of the components (for instance, some tend to zero, while the remaining
ones tend to infinity as t -+ T; such a situation takes place in the case of conditional
stability).

A basic question regarding the space C9([to, T), R") is the following: under
what conditions on the matrix-valued maps g(t) and h(t) can we assert the
identity of the spaces Cg and Ch?

This question can be satisfactorily answered, under fairly general assumptions
on g(t) and h(t) (see Pandolfi [1]).

Theorem 2.1.1. The following conditions are necessary and sufficient for the
identity (as sets) of the spaces C9([to, T), R") and Ch([to, T), R"), with both
g, h: [to, T) £(R", R") continuous:

(a) Ro o = Rh(t) {O}, for any t e [to, T);
(b) a = sup{Ih_1(t)g(t)I;t e [to, T)} < +oo;
(c) /3 = sup{ I g_1(t)h(t)I; t e (to, T)} < +oo.

It follows also that I Ig and I - Ih are equivalent norms.

Proof. Let us denote by g'(t), i = 1, 2,..., n, and h`(t), i = 1, 2, ..., n, the vectors
which represents the columns of the matrix g(t) and h(t) respectively. Since the
vector-valued functions g(t), i = 1, 2, ..., n, are continuous from [to, T) into R",
and furthermore P9(,)g`(t) = g(t), i = 1, 2, ..., n (because R9(,, is spanned by
the vectors g`(t), i = 1, 2, ..., n), we have only to show that g_1(t)g`(t), i = 1,
2, ..., n, are bounded on [to, T), in order to conclude that g`(t) E C9([to, T], R"),
i = 1, 2,..., n. Indeed, if {e;}, 1 < i < n, is the basis in R", with respect to which
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g(t) is defined, then g(t) = g(t)ej, i = 1, 2, ..., n, and hence

Ig-1(t)g`(t)I = Ig-1(t)g(t)e`1 < Ig-1(t)g(t)I =1,

taking also into account that x e N. implies g_1(t)g(t)x = x, for any t e [to, T).
If we admit now that C. and Ch have the same elements, it means that g'(t) e Ch,

i = 1, 2, ... , n. Consequently, R9() e Rh(s), and if we keep in mind the symmetric
role of g and h we obtain Rg = Rh, i.e., condition (a). But g'(t) e Ch, i = 1, 2, ... , n,
imply the boundedness on [to, T) of each function h_1(t)g`(t), i = 1, 2, ..., n. This
obviously implies the boundedness of Ih_1(t)g(t)I on [to,T), which is condition
(b) in Theorem 2.1.1. Similarly, one obtains condition (c) as a necessary condition
for the identity of the spaces C. and Ch.

Let us now assume the validity of conditions (a), (b), (c) in Theorem 2.1.1, and
prove their sufficiency, i.e., the identity (as sets!) of the spaces C9 and Ch. Assume
x e Cg([to, T], R"). From condition (a), we have Ph(l)x(t) = x(t). Furthermore, for
each t e [to, T) we have g(t)g_1(t) = Pg(,), and therefore for x e Cg we obtain

I h-1(t)x(t)I = I h-1(t)g(t)g-1(t)x(t)I < I h-1(t)g(t)I Ig-1(t)x(t)i.

By taking the supremum with respect to t e [to, T) and keeping in mind condition
(b) and x e Cg, we have

suplh_1(t)x(t)I < «IxIg < +oo.

Consequently, x e Ch, and we have

Ixlh < aIxlg

(2.1.6)

(2.1.7)

A similar argument, based on conditions (a) and (c) in Theorem 2.1.1 leads to
the conclusions x e Ch implies x e Cg, and

IxIg < IiIxlh. (2.1.8)

Therefore, the conditions of Theorem 2.1.1 imply C. = Ch, and from (2.1.7),
(2.1.8) one derives

«-' Ixlh <_ IxIg << !J IXIh, (2.1.9)

which shows that the norms I Ig and I - Ih are equivalent. Hence, the spaces C. and
C. are isomorphic.

This ends the proof of Theorem 2.1.1.

Remark. If we assume g(t) and h(t) are continuous, conditions (b) and (c) of
Theorem 2.1.1 can be replaced by the following ones:

0 < inf{Ig_1(t)h(t)l; t e [to, T)}, (2.1.10)

0 < inf{Ih_1(t)g(t)1; t e [to, T)}. (2.1.11)
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In order to derive (2.1.10) from condition (b), we need to notice that, under
assumption (a), one has (h_1g)-1 = g_1h, and also I9I > Ig-11-1. While the first
formula can be obtained from the definition of g_1, the second follows from the
considerations below:

I g I = sup( Igxl; lxi = 1} =sup{Igxl; IxI = l,x e Nl}

= I9I > I9-1I-1 = (sup{I9-1xi;Ixi = 1,x e R9})-1

= (Sup{I9-1P9xl; Ixl =1)-1 = (Sup{Ig-1xi; IxI = 1})-1

Therefore, we have

I h-1(t)g(t)I ? I g-1(t)h(t)I -1,

for any t e [to, T). Taking condition (b) into account, we obtain condition (2.1.10).
Similarly for condition (c), which implies condition (2.1.11).

The problem of the identity of the spaces C. and C,, when both g and h are
continuous positive scalar functions can be answered in the following simple
manner: C. - Ch if and only if there are two positive constants A and it, such that

2g(t) < h(t) < pg(t), t e [to, T).

This follows immediately from the Remark to Theorem 2.1.1, more precisely from
(2.1.10) and (2.1.11). It is enough to notice that R. = Rh = R" and g_1 = g-1.

The problem of the identity of the spaces Co and Ch, when g and h are
matrix-valued maps not necessarily continuous, is still open.

Let us discuss now a few other spaces of continuous functions, which will
occur in later chapters.

First, we take the subspace of C([to, T), R") consisting of all bounded func-
tions on [to, T), which coincides with the space C9([to, T), R") for g =_ 1, with
the usual supremum norm:

IxI = sup{ Ix(t)I; t e [to, T)}.

Sometimes, this space is denoted by BC([to, T),R"), for obvious reasons.
Another interesting function space is the space C1([to, T), R"), which is the

subspace of BC([to, T), R"), containing all the continuous maps from [to, T)
into R", such that

lim x(t) = XT e R". (2.1.12)
t-+T

It can easily be seen that the space C`([to, T), R") is isomorphic to the
space C([to, T], R"), when T < +oo. It suffices to identify the element x(t) of
Cc([to, T), R"), with the element x(t) e C([to, T], R") defined as follows:
x(t) = x(t) for t e [to, T), and x(T) = XT, with XT given by (2.1.12). When
T = +oo, a similar argument holds.
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The above possibility of regarding Ce as a space of continuous functions on
a compact interval leads to a rather simple, but useful, criterion of compactness
in Co([to, T), R").

The following conditions are necessary and sufficient for a set
M c Co([to, T), R") to be compact:

(a) M is bounded in Cc;
(b) M is equicontinuous on any interval [to, t1 ] c [to, T);
(c) lim x(t) = XT, as t -> T, exists uniformly with respect to x e M.

For a proof of this criterion see, for instance, C. Corduneanu [4].
A remarkable subspace of the space Co([to, T), R") is Co([to, T), R"), consisting

of those x e Ce for which XT = 0. If T = +oo, this is the natural space for
investigating asymptotic stability.

The following relationship

Cc=CoQ+R" (2.1.13)

can be obtained without difficulty. It provides better insight into the structure of
the space Ce.

Another remarkable space of continuous functions that will be encountered
in subsequent chapters is the space AP(R, (") of almost periodic functions on R,
with values in the n-dimensional complex space W".

The easiest way to define the space AP(R, "") is as follows. We consider the
space BC(R, i") of all continuous bounded maps from R into (", with the
topology induced by the supremum norm; it is obvious that any trigonometric
polynomial

"

Y- akexp(ilkt), (2.1.14)
k=1

with ak a Ir and 2k a R, k = 1, 2,..., n, belongs to BC(R, ""); the space AP(R, '")
is the closure in BC(R, "") of all trigonometric polynomials of the form (2.1.14).

Another definition of the function space AP(R, "") is the classical one, given
by H. Bohr: the continuous map x: R --> "" is almost periodic if for every a > 0
there exists 1(s) > 0, such that any interval [a, a + 1] c R contains a number r
with the property

Ix(t+z)-x(t)I <e, dteR. (2.1.15)

The number T is called an a-almost-period of x, and the definition requires that
the set of all e-almost-periods be relatively dense in R.

For details on the theory of almost periodic functions see Corduneanu [3].
In concluding this section, we notice that other spaces of continuous functions

will be useful in the sequel. For instance, the space CU)([to, T], R") consisting
of all continuously differentiable functions on [to, T], with values in R". The
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derivative is understood to be the right derivative at to, and the left derivative
at T. A convenient norm on CU )([to, T], R") is given by

Ixli = sup(Ix(t)I + Ix'(t)I; t e [to, T]). (2.1.16)

Other function spaces, necessary in the subsequent development, will be
defined when needed.

2.2 Spaces of measurable functions

Most of the spaces of measurable functions we shall deal with in this book are
function spaces whose elements are defined on measurable subsets of R or R",
with values in the same spaces. The measure will always be the Lebesgue measure
on R or R", unless otherwise specified.

The most popular spaces of measurable functions are the Lebesgue spaces
LP(I, R"), 1 < p < oo, where I stands for an interval of R (in particular, I could
be the positive semi-axis R, or even the whole real axis).

These spaces are well investigated, and their basic theory can be found in many
books. See, for instance, Kantorovich and Akilov [1], Dunford and Schwartz [1].

Among various properties of the spaces LP, we mention here some compact-
ness criteria.

Th.-orem 2.2.1. Let M c LP([to, t, ], R"), 1 < p < oo. Necessary and sufficient
conditions for the relative compactness of M in LP are:

(1) M is bounded in LP;
(2) 1,,1x(t+h)-x(t)Pdt-+0 ash->0,

uniformly with respect to x e M.
Theorem 2.2.1 is known as the Riesz compactness criterion.
Another criterion is due to A. N. Kolmogorov, and relies on the use of mean

functions associated with the functions in M c LP, given by

1 t+h

xh(t) =
h

x(u)du. (2.2.1)
J t

Theorem 2.2.2. The following conditions are both necessary and sufficient for
the relative compactness of the set M c LP([to, t, ], R"), 1 < p < oo:

(1) M is bounded in LP;
(2) xh -+ x as h -* 0, uniformly with respect to x e M.

In both Theorems 2.2.1 and 2.2.2, it is agreed that x e M is extended to
an interval (a, b) [to, t, ], by letting x(t) = 0 outside [to, t, ].
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Sometimes, the weak compactness plays an important role in the theory of
functions spaces and operators defined on such spaces.

Theorem 2.2.3. The following conditions are necessary and sufficient for a set
M c L1([to, t1], R") to be weakly sequentially compact:

(1) M is bounded in L1;
(2) The functions of M are equi-absolutely continuous, i.e., for every e > 0, there

exists S(s) > 0 such that

JE
Ix(t)I dt < e (2.22)

for any x e M, provided E c [to, t1] is a measurable set with meas E < 8(e).

This classical result is due to N. Dunford and B. J. Pettis. It is remarkable that
the result remains true when R" is substituted by a reflexive Banach space. This
case has been discussed by Brooks and Dinculeanu [1].

The spaces LP(Q, R"), where Q c R' is a measurable set, usually of finite
Lebesgue measure, have many properties in common with the spaces
LP([to, t 1 ], R"). We omit details about these spaces, and send the interested reader
to classical references such as Dunford and Schwartz [1], Kantorovich and
Akilov [1], Edwards [1].

Let us now consider other spaces of measurable functions which will occur in
the subsequent chapters.

We will first define the spaces LP with respect to a weight g. As in the case of
spaces of continuous functions, we could deal with the case when g is scalar
valued, or with the case when g is matrix valued.

The case when g = g(t) > 0 is a measurable function on [to, T) is straight-
forward, and the space La([to, T], R"), 1 < p < oo, can be defined as consisting
of those maps from [to, T) into R", such that g-1(t)x(t) a LP([to, T), R"), the norm
being given by

IxILP = ig-1(t)x(t)ILP, 1 < p < oo. (2.2.3)

This case was considered in Dotseth [1], and more details and applications of
these spaces are given in that reference.

Let us now consider the case when g: [to, T) -+ £°(R", R") is a measurable map.
In this case, g_1 (t) is defined for every t e [to, T), but in order to apply Gollwitzer's
weighting scheme to construct the spaces LP([to, T), R") we need the measurability
of the map t -+ g_1(t).

The following representation of the generalized inverse g_1(t) of g(t) can be
found in Groetsch [1]:

g_1(t) = fo
o

exp(- g*(t)g(t)u)g*(t) du. (2.2.4)
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The integral converges in the uniform topology of the space .(R", R"), i.e., with
respect to the topology induced in the linear space of matrices by the norm
I A I = sup { I Ax I : x e R", I x I < 11. From (2.2.4) we derive the measurability of
the map t - g_1(t), if we assume g(t) is measurable. Similarly, g_1 (t) is continuous
when g(t) is.

Now, we can proceed to the definition of the spaces Lg ([to, T), R"),1 <_ p <_ oo,
in the following manner: first, we require the measurability of each x e Lg; second,
we assume the condition P9()x(t) = x(t), a.e. on [to, T), holds; third, we assume
g_1(t)x(t)eLP([to,T),R"). The norm in L9([to,T),R") is defined by a formula
similar to (2.2.3):

IXILp = 19-1(t)X(t)IL" 1 < p <_ oo. (2.2.5)

It can easily be shown that the space La([to, T), R") is a Banach space.
Milman [2], has further extended the application of Gollwitzer's [1] weighting

scheme, replacing the spaces BC([to, T), R") or L"([to, T), R"), 1 <_ p <_ oo, with
a general function space E, consisting of measurable functions.

Let us assume first that we have a normed space E([to, T), R) of locally
integrable functions, such that the following conditions hold:

(1) if g e E, f is measurable and IfI < I9I a.e., then f e E, and, VIE < I9IE;
(2) if S c [to, T) is a measurable set of finite measure (meas S = +oo is

possible when T = +oo) then XS e E;
(3) if 0 < fm T f a.e., and fm e E for every m > 1, then in case { lf.IE} is bounded

on R, one has f e E and

hm IfmlE = IfIE
m-+m

In order to define E([to, T), R"), we must take the direct product of n identical
factors of the space E([to, T), R).

The function spaces E([to, T), R) defined above by means of the axioms (1),
(2), and (3) are indeed Banach spaces. Condition (3), which is in fact Fatou's
lemma, enables us to prove the completeness.

The associate space E'([to, T), R) is defined by means of

T

E'([to, T), R) = {y; y measurable and sup Jo Ix(t)y(t)I dt < oo for IXIE < 1
11 r )))

The norm in E' is the supremum appearing in the definition of E'.
The theory of Banach function spaces, as defined above, is mainly due to

W. A. J. Luxemburg and A. C. Zaanen. See Zaanen [1].
Starting from an arbitrary Banach function space E([to, T), R"), as defined

above, M. Milman has defined the space E9([to, T), R") by means of the weighting
scheme proposed by H. Gollwitzer, as follows:
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(1) x e E. is measurable on [to, T);
(2) Pg(,)x(t) = x(t) a.e. on [to, T), for any x e Eg;
(3) g_1(t)x(t) e E([to, T), R"), for any x e Eg.

It is easily seen that the norm

IxIEg = Ig-1(t)x(t)IE (2.2.6)

satisfies the usual conditions. For instance, if IxIEg = 0, this means g_1(t)x(t) = 0
a.e. on [to, T). This implies g(t)g_1(t)x(t) = 0 a.e. on [to, T). But according to the
definition of g_1(t) we have g(t)g_1(t)x(t) = x(t), which implies x(t) = 0 a.e. on
[to, T).

To show that E9([to, T), R") is a Banach space, it remains to check the
completeness condition. Let {xm} c Eg be a Cauchy sequence. This implies that
the sequence {ym(t)}, ym(t) = g_1(t)xm(t), is a Cauchy sequence in E. Therefore,
there exists y e E such that Iym - YIE -+ 0 as m - co. Consider now the map
x(t) = g(t) y(t) a.e. on [to, T). Since gm(t) e Ng ,, a.e. on [to, T), we obtain y(t) e Ng
a.e. on [to, T), which means Pq(t)x(t) = x(t) a.e. on [to, T). Moreover, from
Ixm-XIE9=IYm-YIEand ym->yin E,we obtain Eq.

The construction of the space E9 is also possible when E is a Banach function
space whose elements are maps from a given interval I c R, or from a domain
Q c Rm, into a Banach space. A basic assumption that has to be made, which is
not necessary in the finite-dimensional case, is the closedness of the range of g(t)
for almost all t e [to, T). See M. Milman [1] and C. W. Groetsch [1] for the
necessary details and background.

In Chapter 4 we shall need some properties related to measure spaces, usually
denoted by (Q, E, p). Q stands for an arbitrary set; E represents a non-empty
collection of subsets of Q which constitutes a o-algebra (i.e., any countable union
of elements of E belongs to E, the complementary set of any set in E is also in
E, and 0 e E); and p is a countably additive set function on the o-algebra E
with values in R+ = [0, oo].

The spaces Lp(Q, p), 1 < p < oo, are defined in the usual way, and the norm
is given by

l1/p
IxILP = J Ix(s)Ipdy(s) } , 1 < p < oo, (2.2.7)

('n

J)

and

IXIL. = p-ess-sup Ix(t)I,
t C _Q

(2.2.8)

where x is assumed, for instance, a real-valued function.
For basic properties of these spaces we send the reader to Dunford and

Schwartz [1], Kantorovich and Akilov [1], Yosida [1]. Function spaces on
measure spaces will be considered in the next section.
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We shall now consider some function spaces, consisting of measurable func-
tions defined on the whole real axis R, or on the positive half-axis R+ = [0, oo).
Such spaces are related to the LP-spaces, but are more complex. Moreover, they
can be taken as underlying spaces in many problems related to functional
equations, including almost periodicity problems in a broader sense than the one
encountered in Section 2.1.

Let us start with the space of locally integrable functions on R, with values
in R". This space consists of those maps from R+ into R", x: R+ - R", such that,
on any compact interval of R+, x is (Lebesgue) integrable. It cannot be organized
as a Banach space, but it can be organized as a Frechet space if we use the
seminorms

m = 1x(t)I dt 2IIxl = f 9)(2 2,, ,m
o

and define the linearly invariant metric by means of

. .

°° 1 Ix - YIm)=(x (2 2 10),YP
m

. .

2 1+Ix-YIm

The space described above, with the topology induced by the complete family of
seminorms (2.2.9), or equivalently by the metric p given by (2.2.10), is complete.
It is usually denoted by L,OC(R+, R").

The meaning of the notations L; C(R+, R"), 1 < p < oo, or L,OC(R, R") is
obvious. The space L,oJR+, R") is the space L1 C(R+, R"), with p = 1.

Of course, L,oC(R+, R") contains all spaces LP(R+, R"), 1 < p < oo, and the
topology of each LP is stronger than the topology of L,o,,(R+, R").

It is interesting to point out that a Banach function space can be constructed,
continuously imbedded in LI.,(R+, R"), and such that all LP spaces on R+ are its
subspaces. More precisely, let

+1

M(R+, R") = jx; x E L,oJR+, R"), sup Ix(s)I ds < oc, t c- R+ , (2.2.11)
j r

and take as a norm on M
+1

IxIM = sup Ix(s)Ids, t E R+. (2.2.12)
r

The spaces MP(R+, R"), 1 < p < oo, are defined similarly, and the one corre-
sponding to p = 1 is exactly the space M(R+, R") defined above.

The meaning of the notation M(R, R") is obvious.
Let us also define a subspace of M(R+, R"), consisting of those elements for

which

f
J Ix(s)I ds 0 as t oo. (2.2.13)

r
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This space is denoted by Mo(R+, R"), and it is worth noticing that it also contains
all LP-spaces, with 1 < p < oo. Indeed, we have for such values of p

t+1 t+1 1/p

x(s)I ds <_ I Ix(s)Ids , t e R+, (2.2.14)
t t

which shows that (2.2.13) holds for any x e LP,1 < p < oo. Hence, LP(R+, R") c
Mo(R+, R"), 1 < p < oo. From (2.2.14) one also derives that the imbedding of LP
into MO is continuous.

A noteworthy subspace of the space M(R, R") is the space S(R, R") of almost
periodic functions in the sense of Stepanov. We shall mention two different
definitions of this space.

The first definition can be formulated as follows: S(R, R") is the closure in
M(R, R") of the set of all (real) trigonometric polynomials of the form

N

Re Y a;exp(i),;t) , (2.2.15)
=1

where a;e"",j = 1,2,...,N,and2;eR,j = 1,2,..., N.
The second definition is similar to Bohr's definition (see Section 2.1):

x e M(R, R") is Stepanov almost periodic if, for every E > 0, there exists l(e) > 0,
such that any interval (a, a + 1) c R contains a point r with the property

Ix(t+r)-x(t)IM<e, Vt e R. (2.2.16)

Similar definitions can be formulated for the spaces M(R, W") and S(R, ")

where W" stands for the n-dimensional complex space.
The connection between the spaces of almost periodic functions S(R, "") and

AP(R, '") is very simple. First, it is obvious that AP(R,W") c because
for any x e AP(R, 9") one has for each t e R

t+1

t
Ix(s + 'G) - x(s)I ds < sup Ix(t + 2) - x(t)I. (2.2.17)

teR

Second, it can be shown (see C. Corduneanu [3], for instance) that x e S(R, "")
is also in AP(R, 16") if and only if x is uniformly continuous on R.

We shall need in Chapter 4 a property related to convolution, for functions
belonging to the spaces M or S.

('

It is known (see, for instance, (M' Massera and Schaffer [2]) that for x e M

J t Ix(s)I exp{-a(t - s)} ds, J
1D

Ix(s)I exp{a(t - s)} ds a BC(R, R), (2.2.18)
0 tt

for any a > 0. In particular, the norm in BC(R, R) of any function in the left-hand
side of (2.2.18) is a norm on M(R, R"), equivalent to the norm I' IM

A similar property to (2.2.18), corresponding to the case x e S, is
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J t Ix(s)I exp{ -a(t - s)} ds, J jx(s)I exp{a(t - s)} ds e AP(R, R), (2.2.19)
00

where a is a positive number. It states that any of the integral transforms
appearing in the left side of (2.2.19) takes the space of Stepanov almost periodic
functions into the space of Bohr's almost periodic functions.

2.3 Operators on function spaces

Most operators we shall encounter in the subsequent chapters of this book are
classical integral operators such as the Volterra linear operator

o k(t s)x(s) ds(Kx)(t) = f t e [t T) (2 1)3, ,

o

or the Fredholm linear operator

o, , . .

r
f (t s)x(s) ds(Fx) (t) = f t e [t T ] (2 3 2), ,

o

o, . . .

As standard examples of nonlinear integral operators we can quote the
Hammerstein integral operator

T

(Hx)(t) = J h(t, s)g(s, x(s)) ds, t e [to, T], (2.3.3)
to

the Volterra nonlinear operator

t, s, x(s)) ds, t e [to, T), (2.3.4)(Vx)(t) = f"O k(

the Urysohn (nonlinear) operator

T

k(t, s, x(s)) ds, t e [to, T], (2.3.5)(Ux)(t) = fo

or operators of the form

/ ('
(Ax) (t) = f (t, X(01 J t a(t, s)x(s) ds I, (2.3.6)

which are encountered in many papers.
Of course, in order to be precise about such operators, we should make clear

what function spaces are involved and what conditions are to be imposed on
such functions as k(t, s), fit, s), h(t, s), g(s, x), k(t, s, x), etc., appearing in the above
formulas. The properties of the operators, like those listed above, intervening in
the associated integral equations are basically continuity and compactness.
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We will provide results that guarantee such properties for various classes of
operators, with the main emphasis on integral operators (i.e., those operators
having representations of the form indicated above in this section).

Another type of operator which is involved in (2.3.3), for instance, is the
so-called Niemytzki operator

(Gx)(t) = g(t, x(t)), t e [to, T), (2.3.7)

which is generated by a certain map (t, x) -> g(t, x) between finite-dimensional
spaces. Some properties of this type of operator are very useful in the study of
integral equations and we shall provide some related results.

We shall also consider abstract Volterra operators, in the sense that is usually
associated with the work of Tonelli [2] and Tychonoff [1].

Another important problem which we would like to discuss here is the integral
representation of linear operators acting between two function spaces. Unlike
the case of integral representation of linear functionals, the problem of integral
representation of operators involves some difficulties. Nevertheless, several satis-
factory results in this direction are available in the literature, and we shall include
them in our presentation, in view of their application in subsequent chapters.

We shall start the series of results about operators acting on function spaces
with a result concerning the Volterra linear operator (2.3.1), in which we assume
k(t, s) to be continuous on d = {(t, s); to < s < t < TI, with values in 2'(R", R").

The pair (Ca, CG) is called admissible with respect to the operator K given by
(2.3.1) if KC9, e CG. In this case, the closed graph theorem enables us to conclude
that K is continuous.

The following theorem provides necessary and sufficient conditions for the
admissibility of the pair (Ca, CG), with respect to the operator K given by (2.3.1):

Theorem 2.3.1. The pair of spaces (C9([to, T), R"), CG([to, T), R")) is admissible
with respect to the Volterra operator K given by (2.3.1) where k(t, s) is continuous,
if and only if the following conditions are satisfied:

(a) PG(1) Ifoo k(t, s)x(s) ds = J O' k(t, s)x(s) ds, t e [to, T),
))) o

for any x e C9([to, T), R");
(b) there exists M >0, such that

J J G_1(t)k(t, s)g(s)j ds < M, t e [to, T). (2.3.8)
[o

Proof. To prove the sufficiency of conditions (a), (b), we need only prove that

sup I G_1(t) f
to

k(t, s)x(s) ds M I x 1g, t o [to, T), (2.3.9)
to
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where 1x19 is given by (2.1.4). If x e C9, one has x(t) = g(t)u(t), with
u e BC([to, T), R"). Therefore,

fo
sup G_1(t) j o k(t, s)x(s) ds sup o, G_1(t)k(t, s)g(s)u(s) dsa<

M sup j u(t) j, t e [to, T). (2.3.10)

But g_1(t)x(t) = u(t), and according to (2.1.4) suplu(t)I, t e [to, T), is exactly 1x19.
Therefore, (2.3.10) implies (2.3.9). The sufficiency of conditions (a), (b) is thus
proven. Of course, (2.3.9) also shows the continuity of K from C9 into CG.

To prove the necessity of conditions (a), (b), we will assume that (Cg, CG) is
admissible with respect to the operator K, given by (2.3.1), in which k(t,s) is
continuous from d = {(t, s); to < s < t < TI, into Y(R", R"). Then condition (a)
must hold, obviously. For condition (b), we need a more elaborate argument.
First, we notice that the admissibility of the pair (Cg, CG) with respect to the
operator K implies the continuity of K from C9 into CG. As noticed above,
the closed graph theorem applies directly. We have to keep in mind that K is
continuous from C([to, T), R") into itself, and that the topologies of Ca and CG
are stronger than the topology of C([to, T), R"). Let us denote by (e', e2, ... , e")
an orthonormal basis of R" and define for every pair i, j, 1 < i, j < n, a linear
operator

(Si,v)(t) = J <G_1(t)k(t,s)g(s)ef,e`>v(s)ds, (2.3.11)o

ro

for any v e C([to, T), R"). The inner product under the integral is exactly the
(i,j)-element of the matrix G_1(t)k(t, s)g(s) in the basis (e1, e2, ... , e"). It is now
obvious that if we can show the existence of a constant M; > 0, such that for
t e [to, T)

I J I <G-1(t)k(t, s)g(s)ei, e`> ds < Mid, (2.3.12)
to

then condition (2.3.8) of the theorem will be satisfied with M = Mid.

Therefore, we need show only (2.3.12), i, j = 1, 2, ..., n, which means that the
operator Si; is continuous from BC([to, T), R) into itself. This fact is almost
common knowledge. Nevertheless, a proof can be found in C. Corduneanu [4],
where the case T = +oo is considered.

Theorem 2.3.1 is thus proven.

Remark. A condition equivalent to condition (a) in Theorem 2.3.1 can be
formulated as follows:

PG()k(t, s)g(s) = k(t, s)g(s), (2.3.13)

for (t, s) e A = { (t, s); to < s < t < T j.
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Indeed, condition (2.3.13) implies condition (a) of Theorem 2.3.1, since the
integral can be interchanged with the projector PLO, for every fixed t e (to, T).
Conversely, if condition (a) holds, and the pair (Cg, Q is admissible with respect
to the operator K given by (2.3.1), then we can write

PG(t) J k(t, s)g(s)u(s) ds = o k(t, s)g(s)u(s) ds, (2.3.14)
to o

for every u e BC([to, T), R"). Since BC([to, T), R") contains only continuous
maps which are bounded on each compact interval that belongs to [to, T), it is
possible to extend the validity of equation (2.3.14) to any u which is piecewise
continuous on compact intervals belonging to [to, T). Indeed, this can easily be
seen if we take into account the fact that each continuous map on a compact
interval can be uniformly approximated by means of step functions, and then
apply the Lebesgue-dominated criterion of convergence of integrals. One must
also take into account the fact that the projector Pc(t) is a continuous operation
(we have also assumed G(t) to be continuous).

Let us fix now (t, T) e A, and denote by Xa the characteristic function of the
interval [T - 6,,r + S], S > 0. In (2.3.14) we choose successively u = (2S)-te`Xa,
i = 1, 2,..., n. We obtain

t T+b
PG(f)(26)-t k(t, s)g(s)e`X5(s) ds = (2S)-t k(t, s)g(s)etXa(s) ds, (2.3.15)

to T-a

for i = 1, 2,..., n. If we let S -+ 0 in (2.3.15), the following equations are obtained:

PG(,)k(t,T)g(T)et = k(t,T)g(T)e`, i = 1, 2, ..., n. (2.3.16)

Since (e t, e',..., e") is a basis in R", one derives from (2.3.16) the condition
(2.3.13).

Another admissibility result, which is due to Milman [1], relates to a triplet
(E9, Cc, K), with K given by

T

(Kx)(t) = J k(t, s)x(s) ds, to [to, T). (2.3.17)
to

The space E. is constructed as shown in Section 2.2, starting with a Banach
function space E, and applying the weighting scheme described in that section.

In order to formulate the admissibility result related to the triplet (E9, Cc, K),
with K as in (2.3.17), we need one more condition on the norm of the space E.

We say that E = E([to, T), R) has an absolutely continuous norm if the
following property holds: for every f e E, and any sequence {A.} of measurable
subsets of [to, T] such that A. 10, one has

IfXA,,,I -- 0 as m -> oo. (2.3.18)
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Motivated by the needs of the theory of integral equations, it is useful to
impose one more condition on the operator K, besides the simple admissibility
condition KE9 c CG. We shall say that the triplet (E9, CG, K) is strongly admis-
sible, if the following conditions hold:

(1) KE9 C CG;
(2) for every fixed T E [to, T), the set KB, with B c E. bounded, is equi-

continuous at T.

Theorem 2.3.2. Consider the triplet (E9, CG, K) in which E. has absolutely
continuous norm, and k(t, s) is measurable on [to, T) x [to, T). Then the following
conditions are necessary and sufficient for strong admissibility:

(a) Pc(t) J
T

k(t, s)x(s) ds = J
T

k(t, s)x(s) ds,
to to

for any t e [to, T), and any x c- E9;

(b) I G-1(t)k(t, ')9(')IE- E L°°([to, T), R);

(c) lim I [k(t, ) - k(T, )]9(.)IE- = 0,

for any r e [to, T).

t-+T

The proof of this theorem can be carried out following the same pattern as in
the proof of Theorem 2.3.1. In particular, the absolute continuity of the norm is
required in order to establish the boundedness of the operators S;, similar to
those defined by (2.3.11). It is also useful to take a look at the proof of Theorem
5.1 in C. Corduneanu [4], where only scalar weight functions are considered.

Remark. Under the conditions of Theorem 2.3.2, the operator K is obviously
a compact operator from E. into C([to, T), R"). It may not be compact from
Eg into Cc.

Similar results to those given in the last two theorems can be found in Milman
[2], Dotseth [1]. See also C. Corduneanu [4], [7].

Among various classes of operators we can consider on function spaces, the
class of integral operators is certainly the most significant with respect to the
theory of integral equations.

We shall provide here a few definitions and results related to integral operators
defined on spaces of measurable functions. Although we shall refer only to the
Lebesgue measure of sets in Euclidean spaces, most of the following considera-
tions can easily be formulated for general measure spaces (Q, Z, µ).

Let S = S(Q, R) be a linear space of real-valued measurable functions, on
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a measurable set 0 c R. The following two properties will be useful in what
follows.

(1) If x e S and y is measurable, then ly(u)l < Ix(u)I, a.e. on 0 implies y e S.
(2) If supp x = {u e 0; x(u) 0}, then U x E s supp x = Q.

Property (1) is almost the same as the corresponding property in the definition
of a Banach function space (Section 2.2). Here, one does not require the norm

I
IS to be monotone.
Property (2) states, in fact, that there is no proper subset of Q containing all

supp x, for x e S. This remark is necessary because supp x is determined up to
a part of measure zero.

A linear operator T: S -> S is called an integral operator, if there exists a
real-valued measurable function k(t, s) on 0 x 0, such that T admits the
representation

(TX) (t) = f
o

s)x(s) ds, `dx e S. (2.3.19)
n

Of course, (2.3.19) should be regarded as valid almost everwhere for t e 0. The
exceptional set will depend, in general, on x.

The definitions formulated above with respect to S = S(Q, R) and T can be
carried over to the case of the space S = S(Q, R"), with T an operator on this
space. In this case, k(t, s) e 2'(R", R"), for almost all (t, s) a Q x Q.

Theorem 2.3.3. Let S = S(Q, R") be a linear space of measurable maps, such that
conditions (1) and (2) formulated above hold, and let T be a linear operator on S,
with values in the space of all R"-valued measurable functions on 0. Then the
following conditions with respect to T are equivalent:

(1) T is an integral operator on S;
(2) if x° -+0 in measure, and the sequence is dominated in S, say Ixpl <_ Ixl,

with x e S, p > 1, then (Tx"u)(t) -> 0 a.e. on 0;
(3) if x° -* 0 a.e. on Q, and the sequence is dominated in S, then (Tx°)(t) -> 0

a.e. on Q; moveover, if Q,, c 0, p > 1, are such that meas Op -+ 0 asp -* oo,
and {Xn} is dominated in S(Q, R), then TX,ap -* 0 a.e. on 0.

The proof of Theorem 2.3.3 is given in Kantorovich and Akilov [1], and the
result is credited to Bukhvalov [1].

By means of Theorem 2.3.3, Lebesgue's dominated convergence theorem, and
elementary measure theory, one can prove the following useful (see Section 3.3)
result:

Theorem 2.3.4. Let S be a function space as in Theorem 2.3.3, and assume that
0(t, s) is a map from Q x Q into 2'(R", R"), not necessarily measurable, such that
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the function

y(t) = f
a

s)x(s) ds, a.e. for t e Q, (2.3.20)
n

is measurable and a.e. finite, for every x e S. If we define y = Tx, x e S, then there
exists a measurable kenel K(t, s), with the property that

(Tx) (t) = J K(t, s)x(s) ds
L

(2.3.21)

for almost all t e Q, and any x e S.
Under the conditions of Theorem 2.3.4, one can see that property (2) in the

statement of Theorem 2.3.3 is verified.
Based on Theorem 2.3.4, one can obtain an integral representation for abstract

operators acting on functions spaces whose elements are measurable functions.
We will illustrate here such a possibility, in view of the application to be indicated
in Section 3.3.

Assume that we are dealing with the space L2([to, T], R), on which a linear
continuous abstract operator is given: K: L2 -+ L2. We also assume that K is a
nonanticipative operator, i.e., x(s) = y(s) a.e. on [to, t], implies (Kx)(s) = (Ky)(s)
a.e. on [to, t].

Let us now consider the operator

(Lx) (t) = J (Kx) (s) ds, t e [to, T], (2.3.22)
to

which takes the space L2([to, T], R) into itself (actually, into a subset consisting
of absolutely continuous functions). For every t e (to, T], the map x -+ (Lx)(t),
from L2([tot],R) into R, is obviously linear and continuous. Hence, for every
t e (to, T), there exists a function k(t, ) which belongs to L2([to, t], R) in respect
to the second argument, such that (Riesz representation theorem) for any
x e L2([to, t], R)

(Lx)(t) = J r k(t, s)x(s) ds. (2.3.23)
to

Of course, k(t, s) is measurable in s for every fixed t e [to, T]. One can set
k(to, s) = 0, s e [to, T]. But we are not sure about the measurability of k(t, s) in
(t, s), which is a requirement for deriving the fact that L is indeed an integral
operator (of Volterra type, or nonanticipative). At this point, Theorem 2.3.4 can
be applied, and we obtain for the operator L an integral representation of the
form (2.3.23), where k(t, s) is measurable.

Of course, the above considerations hold in the case L2([to, T], R"). Carrying
over to the space L; e([to, T), R") is then straight-forward.

We shall now discuss a few basic facts concerning abstract Volterra operators,
which have been mentioned above in this section. In Sections 3.3 and 3.4, we
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shall deal in more detail with such operators, in relation to various classes of
functional equations. Such equations appear as a natural generalization of
classical Volterra equations, and their properties are strong enough to construct
a theory that has many common features with the classical theory of Volterra
integral equations. In particular, the so-called `hereditary mechanics' has been
based on the use of these kinds of operators and equations.

Let us consider the case of operators acting from a function space E _
E([to, T], R"), into another function space F = F([to, T], R"), V: E -> F.

We shall say that V is an abstract Volterra operator (as opposed to classical
Volterra integral operator), if the following condition holds: for any functions
x, y e E, such that x(s) = y(s) for s e [to, t], t < T, one has (Vx)(t) = (Vy)(t).

In other words, the value of Vx at t is determined by the values of x for s < t.
For this reason, the Volterra operators are also called nonanticipative. Such
operators are of great interest in investigating certain evolutionary processes in
which the heredity is to be taken into consideration. Sometimes, for Volterra
operators one uses the term causal.

The definition formulated above does not involve other properties of the
operator V, such as linearity, continuity, closedness, compactness, etc. Such
properties will be useful, and we shall impose them in order to derive existence,
uniqueness and other facts related to abstract Volterra equations of the form
x(t) = (Vx)(t), with V: E --> E, or the differential functional equation of Volterra
type z(t) = (Vx)(t).

Of course, the definition formulated above has meaning when we deal with
spaces of continuous functions on [to, T]. For the case of functions spaces
consisting of measurable functions, the definition has to be reformulated as
follows: V: E -+ F is an abstract Volterra operator if for any functions x, y e E,
such that x(s) = y(s) a.e. on [to, t], t < T, one has (Vx)(s) = (Vy)(s) a.e. on [to, t].
As usual, when we speak of an operator V defined on a function space E,
consisting of measurable functions, we have in mind such operators that take
classes of equivalent functions (i.e., a.e. equal), into classes consisting also of
equivalent functions. So, we really have in mind operators defined in E, with
values in F.

Certainly, one can consider various modifications of the above definitions for
Volterra operators. For instance, in case E is a space of measurable functions
and F consists of continuous functions, the definition should be adapted as
follows. V: E -- F is of Volterra type if x(s) = y(s) a.e. on [to, t], t < T, implies
(Vx)(t) = (Vy)(t). Obviously, (Vx)(s) = (Vy)(s), s e [to, t].

There are several elementary properties of abstract Volterra operators, such
as: (a) if V1, V2: E -+ F are Volterra operators, then Vl + V2 is also a Volterra
operator; (b) if V: E -+ F is of Volterra type, and a(t) is a scalar continuous/
measurable function on [to, TI, then the operator aV given by (aVx)(t) =
a(t) (Vx) (t), x e E, is also of Volterra type; (c) if V1, V2: E -+ E are Volterra
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operators, then W = V1 V2, defined by (Wx)(t) = (V1(V2x))(t) is also a Volterra
operator.

From the properties stated above we can see that Volterra operators can be
organized as algebras. Restricting our considerations, for instance, to the case of
linear Volterra operators on a given space E, we can easily see that they constitute
an algebra (over a scalar field, or even over a function field). It seems that such
a property of Volterra operators has not been yet exploited, in relation to their
applications to functional equations.

Another kind of property for Volterra type operators is related to the pos-
sibility of `localizing' such operators. More precisely, let V: E -+ F be a Volterra
operator, where E = E([t°, T], R"), and F = F([t°, T], R'°). We shall fix a
number t1, to < t1 < T Then we can consider the restrictions of the elements of
E and F to [t°, t1]. It is obvious that the operator V generates another Volterra
operator from E1([t°,t1],R"), into F1([to,t1],Rm), where E1 and F1 are the
spaces obtained from E and F, taking the restrictions of their elements to the
interval [t°,t1].

We shall now mention a property of Volterra type operators related to the
possibility of `localizing' them on an interval [t1, t2], with to < t1 and t2 < T.
Therefore, we assume that V is acting from E([t°, T], R") into F([t°, T], R'°).
This can be achieved in different ways in accordance with our purpose. Let us
illustrate this matter in connection with the continuation (in the future) of
solutions that are locally defined, for the abstract Volterra equation (Vx)(t) = f(t),
with x e E as the unknown function, and f e F. If we know a solution x = x°(t),
defined on some interval [t°, t 1 ], t1 < T, the problem that naturally arises is
whether we can construct another local solution of the same equation, defined
on the interval [t1, t2], t2 < T, which can be regarded as a continuation of the
solution x°(t) defined on [t°, t1]. Let us point out the fact that if E is a space of
measurable functions, we may not necessarily try to match the values of the
solutions defined on [t°, t1] and [t1, t2], at t1. If E consists of continuous
functions these solutions must coincide at t1. But what is the meaning of the
`restriction' of the operator V to the space of function defined on [t1, t2], as
restrictions of the elements of E? It seems that the natural way to define this
`restriction' is in the following manner. We agree to extend any function given
on [t1, t2] to [t°, t2], by letting it equal the local solution on [t°, t1]. Then,
on the space E([t1,t2],R") consisting of the restrictions of the functions in
E([t°, T], R") to [t1, t2], we define the operator (N)(t) = (V5)(t), t e [t1, t2],
where x: [t°, t2] -+ R" is defined by x(t) = x°(t), fort e [to, t1), and x(t) = 5c(t) for
t e [t1, t2). The problem of continuing the local solution x°(t) reduces now to the
construction of another local solution on [t1, t2) for the equation (N) (t) = f(t).
In such circumstances, the `localized' operator V is useful, and enables us to define
solutions on larger intervals, by piecing together several local solutions. With an
operator which is not of Volterra type, such constructions are meaningless.
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A remarkable class of Volterra type operators is the so-called Niemytzki
operators which - roughly speaking - are operators representable in the form

(Gx)(t) = g(t, x(t)), t e [to, T), (2.3.7)

where (t, x) -+ g(t, x) is a map from the set [to, T) x D c Rn+1, into R" (assuming
x e R"). These superposition operators occur in many types of integral equations,
especially Hammerstein equations, which will be considered in several sections
of Chapter 4. It turns out that rather general operators, acting between func-
tion spaces, can be represented in the form (2.3.7), with g(t, x) satisfying the
Caratheodory conditions (i.e., measurability with respect to t, for fixed x, and
continuity in x for almost all t).

The Niemytzki operator G, given by (2.3.7), is easily recognized as verifying
the following property.

(a) If x(t), y(t) are measurable functions, defined on [to, T] and taking values
in D c R", such that x(t) = y(t) a.e. on some set A c [to, T), then (Gx) (t) = (Gy) (t)
a.e. on A.

It is obvious that condition (a) is stronger than the definition of Volterra
operators (in which A can only be an interval [to, t], t < T). On the other hand,
property (a) enables us to `localize' the operator G on any interval (or subset) of
[to, T). Operators verifying condition (a) are called locally defined.

If g(t, x) satisfies the Caratheodory conditions, the Niemytzki operator (2.3.7)
is continuous in measure. In other words, if x° -> x in measure on [to, T), then
Gxp -+ Gx in measure. For the proof of this statement, under rather general
assumptions, see Krasnoselskii et al. [1; p. 355].

Various converse theorems have been obtained for the above statement. We
mention here a recent result obtained by A. V. Ponosov [1], which we particularize
to the case of operators defined on function spaces with elements measurable
functions on [to, T), whose values are in R".

Theorem 2.3.5. Let G bean operator taking the space of all measurable functions
on [to, T), with values in R", into itself. If G is locally defined and continuous in
measure, then there exists a map g: [to, T) x R" -+ R", satisfying Caratheodory
conditions, such that G can be represented by (2.3.7).

Theorem 2.3.5 allows to answer in a positive manner a conjecture of Niemytzki.
Namely, assuming that G is given by (2.3.7), in which g(t, x) does not necessarily
satisfy the Caratheodory conditions, there exists a function g(t, x) which satisfies
those conditions and generates the same Niemytzki operator G.

The answer obtained by Ponosov [1] is based on Theorem 2.3.5, and can be
formulated as follows.

Corollary. If g(t, x) is a map from [to, T) x R", such that the Niemytzki operator
G, generated by g according to formula (2.3.7), is continuous in measure, then there
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exists a map g: [to, T) x R" -+ R", satisfying Caratheodory conditions, and such
that

(Gx)(t) = g(t, x(t)) a.e. on [to, T), (2.3.24)

for any measurable x from [to, T) into R".
Generally speaking, the map OF is (essentially) different from g. Krasnoselskii

and Pokrovskii [1] have constructed an example of a map g(t,x) which does
not satisfy the Caratheodory conditions, but takes (continuously in measure!)
measurable functions into measurable ones. They make use of the continum
hypothesis.

The last property we want to discuss in relation to Niemytzki operators is
continuity. The following result is due to Krasnoselskii, and can be found in
many books (see, for instance, Krasnoselskii et al. [1]).

Theorem 2.3.6. Let g: [to, T] x R" -+ R" satisfy the Caratheodory conditions,
and consider the Niemytzki operator G defined by (2.3.7). Then G is continuous
from LP([to, T), R") into L9([to, T], R"), 0 < p, q < oo, if and only if there exists
a function a(t) e L"([to, T], R) and a positive number b, such that

Ig(t,x)I < a(t) + bIxIP/9 (2.3.25)

a.e. for t e [to, T], and for all x c R.
Let us notice that for Hammerstein operators (2.3.3), which can be represented

as the product of a linear integral operator and a Niemytzki operator, H = LG,
where G is given by (2.3.7) and L is given by

T

(Lx) (t) = J h(t, s)x(s) ds,
to

continuity or compactness conditions can be obtained from the corresponding
conditions for linear integral operators and Niemytzki operators. For instance,
if L is continuous only but G is compact, then H = LG is compact.

To conclude this section we will give some properties for convolution opera-
tors. These properties are encountered in subsequent chapters, and they are not
always found in standard references.

We shall consider operators that can be (formally) represented by the formula

(Lx)(t) = J x(t - s)du(s), (2.3.26)
R

where µ is a finite signed measure on R. (In other words, p is a function with
bounded variation on R, taking values in R, or may be in W.) We limit our
considerations to the scalar case, but the conclusions reached are obviously valid
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when x takes values in R", and p: R -+ 5t(R", R") is a matrix-valued map, whose
entries are functions with bounded variation on R.

Basically, we are interested in two properties of the convolution operator L:

(1) L is continuous on the space L'(R, R), and

ILxILI < (Varp)IxIL,, x e L'; (2.3.27)

(2) L is continuous on the space M(R, R), and

ILxIM < (Vary)IxIM, x e M. (2.3.28)

The proofs of these properties are rather similar, and they are based on
Fubini's theorem for double integrals. It is also useful to notice that, if x(t) is
measurable on R, then x(t - s) is measurable on R2.

Since p(s) = µ1(s) - p2(s), s e R, where µ1(s) and µ2(s) are positive finite
measures on R, and v = Iµ1 = pl +,u, is a positive finite measure on R, with
v(R) = Var p, we can write for any a e R

fa" 1.
x(t - s) dp(s) dt

a+1

fRJx( t - s)dp1(s) - x(t - s)dp2(s) dt
R

f"+'
a

(fR Ix(t - s)I dpt(s) + fjx(t-s)jdP2(S) R)dt

aa +t

R J

Ix(t - s)I dv(s) dt < fR

aa+t
Ix(t - s) I dt dv(s)

<- IXIM f
R

= (Varp)IxIm.
R

Then the supremum has to be taken with respect to a e R, in order to obtain
(2.3.28). This proves property (2) for the convolution operator L. Property (1)
can be obtained similarly, taking the integral on R, instead of the integral on
[a, a + 1].

In the special case dp(s) = k(s) ds, where k e L' (R, R), it is commonly known
that

Ix*kIE-<<IXIEIkILI, xeE, (2.3.29)

where E stands for any of the spaces L°(R, R), 1 < p < oo, or M.
See for instance, C. Corduneanu [4], or Edwards [2].

2.4 Fixed point theorems; monotone operators

This last section is devoted to the topics indicated in the title. These topics
pertain to nonlinear functional analysis, and their use in the theory of functional
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equations (ordinary differential equations, partial differential equations, integral
equations, integrodifferential equations, delay equations) is probably the most
powerful method in obtaining existence theorems.

We shall start with the Schauder-Tychonoff fixed point theorem, which we
choose to state in the framework of a locally convex space.

Theorem 2.4.1. Let E be a locally convex Hausdorff space, and assume T: K -+ E
is a continuous map, with K c E convex, and

TKcAcK,
where A is compact. Then there exists at least one fixed point for T, i.e. Tx = x
for some x e K.

The proof of Theorem 2.4.1 is rather lengthy. It can be found, for instance, in
C. Corduneanu [4], Edwards [2]. The following corollary is known as the
Schauder fixed point theorem, and it can be stated as follows.

Corollary. Let E be a real Banach space, and K c E a closed, bounded and convex
set. If T: K - K is compact, then T has at least one fixed point.

Proofs of the Corollary can be found in Deimling [2], Kantorovich and
Akilov [1].

We shall repeatedly apply Theorem 2.4.1 or its corollary to obtain existence
theorems for various classes of equations. Here, we want to indicate a quick
illustration of the corollary (Schauder fixed point theorem).

Let us consider the classical Volterra equation

k(t, s, x(s)) ds, (2.4.1)x(t) = f(t) + f,
0

where f and k satisfy the following assumptions:

(1) f : [0, a] -> R is continuous;
(2) k(t, s, x) is continuous on the set Aa x R, where Aa = {(t, s); 0 < s < t < a}

into R, and is bounded: I k(t, s, x) I < M.

Under conditions (1) and (2), there exists at least one continuous solution x(t)
of (2.4.1), defined on the whole interval [0, a].

Indeed, from (2.4.1) we see that if a solution does exist on [0, a], one must have
Ix(t)I _< I f(t) I + Ma, t e [0, a].

In the space C([0, a], R) we consider the convex set K defined by the inequality

Ix(t)j< I f(t)I + Ma, t e [0,a]. (2.4.2)

K is obviously closed and bounded in the space C([0, a], R).
Let us define the operator T by

(Tx)(t) = f(t) + J k(t, s, x(s)) ds. (2.4.3)
0
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This operator is defined and continuous on the whole space C([0, a], R). It
remains to show that T takes K into a compact subset of K.

Based on our assumptions, it is obvious that (2.4.3) implies

TK c K. (2.4.4)

That TK is relatively compact in C([0, a], R) follows from Arzela's test of
compactness. First, TK is uniformly bounded, being part of K which is bounded.
Second, k(t, s, x) is uniformly continuous on A. x [ - A, A], with A > I f(t) I + Ma,
t e [0, a]. Hence

I (TX) (t) - (Tx)(u)I <- I f(t) - f(u) I + fu, Us + J Ik(t,s,x(s) - k(u,s,x(s))I ds
0

-< I f(t) - f(u) I + M I t - uI + a sup I k(t, s, x) - k(u, s, x) 1,

where the supremum is taken with respect to (t, x, s), (u, s, x) e J. x [ - A, A].
One sees that I (Tx) (t) - (Tx)(u)I < E for any x e K, t, u e [0, a], provided
I t - uI < S(e), where S is chosen in such a way that I f(t) - f(u) I < e/3,
M I t - uI < e/3 and I k(t, s, x) - k(u, s, x)) < s/3.

The corollary yields the existence of at least one solution to (2.4.1) in K.
Another basic result in the theory of fixed point methods is the famous

Leray-Schauder theorem. The following formulation is taken from Gilbarg and
Trudinger [1], where a proof is provided.

Theorem 2.4.2. Let E be a Banach space, and let T: E x [0, 1] -+ E be a compact
mapping, such that T(x, 0) = x for all x e E. If there exists a constant M > 0,
such that

IxIE<-M (2.4.5)

for all (x,;t) E E x [0,1] satisfying x = T(x,A), then the mapping Ti(x) = T(x, 1)
of E into itself has a fixed point.

Notice that compact mapping means continuous mapping taking bounded
sets in relatively compact sets in E.

A special case of Theorem 2.4.2, which is also known as the Leray-Schauder
fixed point theorem, can be stated:

Corollary. Let T: E -+ E be a compact mapping of the Banach space E into itself,
and suppose there exists a constant M > 0 with the property I X IB < M for all x e E
and A e [0, 1] satisfying x = ATx. Then T has a fixed point in E.

For the proof, we refer the reader to Gilbarg and Trudinger [1]. See also
Deimling [2].

Applications of the Leray-Schauder fixed point theorem will be considered
in Chapter 4.
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The next topic we wish to discuss in view of applications to integral equations
is the concept of monotone operators. This concept, introduced in the 1960s, has
proven to be very effective in obtaining existence results in nonlinear problems.
One of the reasons is certainly the lack of compactness among the basic require-
ments. Compactness is not always easy to check and it does represent a rather
severe restriction on the operator.

Let E be a real Banach space, and denote by E* its dual space.
We shall say that the map A: E -> E* is monotone, if the following condition

is verified:

(Ax - Ay,x - y) - 0, (2.4.6)

for any x, y e E, where ( , ) is the usual bilinear pairing of E and E*,
(x, x*) = (x*, x) = x*(x), for x e E and x* e E*.

Another useful concept that we need in stating some basic results related to
monotone operators is that of hemicontinuity. The operator A: E -> E* is called
hemicontinuous on E, if limt..o A(x + ty) = Ax in the weak topology, for any

Finally, the concept of local boundedness of the operator A: E --> E* is defined
as follows: A is locally bounded at x0 e E if there exists a neighborhood Vxo, such
that A(Vxo) is bounded in E*.

The following theorem will be necessary in investigating nonlinear integral
equations in Section 4.3.

Theorem 2.4.3. Let E be a reflexive Banach space and A: E -+ E* a monotone
hemicontinuous operator with A-1 locally bounded. Then A is onto E*, i.e.
R(A) = E.

For a proof of Theorem 2.4.3, we refer the reader to Browder [1]. For results
equivalent to Theorem 2.4.3, or closely related to it, see Barbu [4], Deimling [2],
or Brezis and Browder [3]. Of course, A-1 is, in general, a multi-valued map.

Let us now give another result on monotone operators in which the condition
of local boundedness is replaced by the so-called condition of coercivity.
A: E - E* is called coercive if

(x, Ax)

1xI
-+ oo as IxI -+ oo. (2.4.7)

Theorem 2.4.4. Let E be a reflexive Banach space, and A: E -+ E* a map which
is monotone, hemicontinuous and coercive. Then R(A) = E*.

The proof of this theorem is given, for instance, in Deimling [2], Barbu and
Precupanu [1].

It is interesting that when hemicontinuity is replaced by weak continuity (i.e.,
for every fixed x0 e E, (Ay, x0) -+ (Ax, xo) for y - x in the weak topology of E),
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the monotonocity condition is no longer necessary. More precisely, the following
result can be found in Kacurovskii's paper [1]:

Theorem 2.4.5. Let E be a reflexive Banach space, and A: E -. E* a map which
is weakly continuous and coercive. Then R(A) = E*.

This result is basically a consequence (apparently, not immediate) of the
Schauder-Tychonoff fixed point Theorem (see Theorem 2.4.1).

A consequence of Theorem 2.4.5 will be needed in Section 4.5, in connection
with boundary value problems for ordinary differential equations. Its basic idea
consists in extending (continuing) an operator given on a ball, to an operator
which is defined on the whole space and is coercive. We shall assume that
E is a real Hilbert space, because this case covers the situation to be discussed
in Section 4.5.

Corollary 2.4.6. Let E be a real Hilbert space, and A: E -> E a weakly continuous
map. Denote by ES the space whose elements are the same as those of E, but endowed
with a different norm I I. If B: E -+ E is a weakly continuous coercive operator
such that Ax = Bx for I x Is < R, and {y; By = f, If I < F} c {x; I x Is < R} for some
positive constants R and F, then the equation Ax = f has at least one solution for
those f e E such that If I< F.

Proof. Since B is weakly continuous and coercive, the equation Bx = f has at
least one solution, for every f e E (according to Theorem 2.4.5). If f e E is such
that I f I < F, then any solution of Bx = f is in the ball I x I < R. But A and B
coincide on this ball, which means that Ax = f.

Remark. The procedure described in Corollary 2.4.6 is called the coercive-
continuation method. Corollary 2.4.6 is due to Gaponenko [1].

Bibliographical notes

Most of the material in Section 2.1 is common knowledge for readers interested in the
theory of integral equations. The spaces Cg, where g is a matrix-valued function, were
introduced and investigated by Gollwitzer [1]. The equivalence of these spaces was
obtained, under special conditions, by Pandolfi [1]. Contributions to the theory of these
spaces when g is a scalar function can be found in C. Corduneanu [4].

The results related to spaces of measurable functions are also common knowledge,
and adequate references have been given in the text. A special mention is due to the paper
by Milman [1] which contains a very good synthesis of various necessary results. The
paper by Brooks and Dinculeanu [1] contains the infinite-dimensional variant of the
Dunford-Pettis result on weak compactness of families of measurable functions and is
instrumental in generalizing some of the results to Banach spaces. Further basic references
are indicated in the text.
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Section 2.3 contains only a few available results concerning integral operators on
function spaces, as well as some generalities about abstract Volterra operators (also
known as causal or nonanticipative operators). In no way should this section be regarded
as an attempt to present a general picture of the theory of integral or related operators
on function spaces. As already mentioned, we are interested only in providing some
background and orientation for the discussion of the topics related to integral (both
classical and abstract) equations in the subsequent chapters of this book.

Basic facts about the theory of integral operators are included in most books on
functional analysis. The following references at least, devote substantial attention to the
theory of integral operators: Dunford and Schwartz [1], Kantorovich and Akilov [1],
Edwards [1], Fenyo and Stolle [1], Schwabik et a!. [1], C. Corduneanu [4].

The mathematical literature of the last 20 years offers several books entirely dedicated
to the theory of integral/related operators on various function spaces. Most of the results
included in these books are certainly related to the theory of integral equations in a direct
way, but there are significant results obtained for integral operators which have not yet
found expected applications to the theory of integral equations. It seems that the theory
of integral operators, which has now been successfully expanded, remains - together with
the methods of the functional analysis (mostly nonlinear) - the main source of new results
for the theory of integral equations.

There are several books available which deal exclusively with the theory of integral
operators: The books by Okikiolu [1], Krasnoselskii et al. [1], which include the best
available results on nonlinear integral operators; and those by Halmos and Sunder [1],
Jorgens [1], and Korotkov [1]. The book by Korotkov contains the latest available
results in the literature, and a list of selected references which provide a very sound
orientation to the field. The results are exclusively related to linear operators in integral
form but, unlike most of the results obtained for this kind of operators, there are significant
results related to unbounded operators (Carleman type operators, the theory of which
was initiated by Carleman [1]). Another reference relevant to the theory of linear integral
operators is the monograph by Gohberg and Krein [1] on Volterra operators (the
definition of a Volterra operator adopted in this book is as follows: a completely con-
tinuous linear operator whose spectrum contains only the number 0).

The journal literature related to the theory of integral operators is very rich, and cannot
be covered adequately here. Nevertheless, I shall mention some valuable references which
should stimulate the interest of the readers in pursuing the development of this branch of
analysis, and provide a few hints about the new directions that seem to be becoming
dominant in the theory of integral operators/equations.

A classical paper is due to von Neumann [1], in which the problem of integral
representation of abstract operators is considered. Theorem 2.3.3 constitutes an answer
to this, which was obtained by Bukhvalov [1] 40 years after it was raised by von Neumann.
During this time, partial results were obtained by several authors. A good deal of
references are listed in the book by Korotkov [1], as well as in the survey paper by
Bukhvalov [1]. von Neumann's paper is also relevant to Carleman operators, which
represent one of the first classes of unbounded linear operators to be investigated. The
condition on the kernel k(t, s) which leads to the concept of a Carleman type operator on
the L2-space can be simply written as f Ik(t,s)12ds < oo for almost all t. Instead of the
Lebesgue measure, one may consider a general measure on a measure space. Another
classical paper about integral operators on measure spaces is due to Aronszajn and
Szeptycki [1]. It was continued by Szeptycki in a long series of papers, and by many
researchers in this field. A recent contribution is that of Labuda [1]. Other pertinent
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references are: Sunder [1]; Sourour [1]; Gretsky and Uhl, Jr [1]; Schep [1]; Weis [1];
Schachermayer [1]; Victory, Jr [1]; Dodds and Schep [1]; Aliprantis, Burkinshaw, and
Duhoux [1]. A recent paper by Rubio de Francia, Ruiz and Torrea is dedicated to
convolution operators with operator-valued kernel, and contains a good many references
related to the Calderon-Zygmund theory of singular integral operators.

Developing some classical results due to Carleman and Weyl, Pietsch [1] and Elstner
and Pietsch [1] have obtained significant results in the problem of the distribution of
gigenvalues of integral operators. The underlying function spaces are the so-called Besov
spaces (very useful in the theory of partial differential operators). The apparatus is quite
sophisticated, which indicates the complexity of the problem. Even Besov spaces with
respect to a weight function had to be considered in order to deal with the eigenvalue
problem and its discussion. It is interesting to note that, under appropriate conditions for
the kernel, the sequence of eigenvalues is shown to belong to a convenient sequence space
(which provides, of course, some information about their distribution in the complex
plane).

Further useful references on the theory of integral operators on various function spaces
are: Novitskii [1], Maksimova [1], Kalton [1], Pavlov [1], Dijkstra [1], Milman [2],
and Colton [1]. Colton's paper shows how integral operators occur in problems involving
parabolic type equations, and their equivalence (i.e., by means of an integral operator,
one establishes a correspondence between the space of solutions of a rather general
parabolic equation and the space of solutions of the classical heat equation).

On the theory of abstract Volterra operators briefly sketched in Section 2.3, the
literature is rather sparse, which shows that this theory is in some sense in its early stage.
A basic problem in relation to abstract nonlinear Volterra operators, which can be traced
back to Volterra and Frechet, and which concerned Wiener [1], is the problem of
representing analytically such operators by means of the so-called Volterra series. More
precisely, one looks for representations of the form

c r r

(Tu)(t) _ ... k,(t1,tzi...,t.)u(t - t1)...u(t - t;)dt1...dt;,
i=1 0 0 0

which need to hold for t >: 0. Of course, the convergence of the series can be understood
in various senses. In many cases (see for instance Sandberg [7] or Boyd and Chua [1])
one speaks about approximations of the Volterra (causal) operators by means of (finite)
Volterra series.

The most valuable results on the use of Volterra series in representing general causal
operators were obtained relatively recently by Sandberg [1]-[7]. Applications to integral
equations are also dealt with in most of Sandberg's papers quoted above. There are also
two books dedicated to the Volterra-Wiener approach to describing linear systems:
Schetzen [1] and Rugh [1].

For the topics discussed in Section 2.4, an additional reference to those already in the
text is Zeidler [1].



3

Basic theory of Volterra equations:
integral and abstract

In this chapter we shall discuss in depth the problem of (local) existence
for Volterra equations in spaces of continuous/measurable functions. Besides
classical Volterra equations involving integral operators, we shall also deal with
general Volterra equations that involve causal (or nonanticipative) operators,
not necessarily of integral type. Applications to the existence (and related) prob-
lems for various classes of functional-differential equations, including equations
with infinite delay, will also be considered.

Certain global problems related to the existence of solutions to Volterra
equations, such as continuability of solutions, escape time, and other related
concepts, will also be discussed in this chapter. Occasionally, some problems
concerning asymptotic behavior will be considered, even though we focus our
attention on this kind of problem in Chapter 4.

3.1 Continuous solutions for Volterra integral equations

We shall discuss in this section the existence of at least one solution for the
Volterra nonlinear equation

x(t) = f(t) + J k(t, s, x(s)) ds, (3.1.1)
0

in which f and k are assumed to be continuous on their domains of definition:
f : [0, a] --+ R, and k: D - R, where D is defined by the inequalities

0<s<t<a, ixI <r, (3.1.2)

with both a and r positive numbers.
From the beginning, we want to stress that the results we shall establish here

for scalar equations can be extended without any difficulty to the case of vector-
valued functions, i.e., f e R", k e R", at each point of their domains of definition.

95
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As we shall notice immediately, it is necessary in general to restrict the interval
on which a solution to (3.1.1) can be defined. This feature was actually present
in the case we discussed in Section 1.3, where k was also assumed to satisfy a
Lipschitz type condition of the form

Ik(t,s,x) - k(t,s,y)I < LIx - yl, (3.1.3)

with L > 0 a constant, and any (t, s, x), (t, s, y) e D.
Let us now consider a sequence of continuous functions on D, {k (t, s, x)},

n = 1, 2, ... , such that

lim k(t, s, x) (3.1.4)
"-00

uniformly on D, and such that

k,,(t,s,y)I <_ yI, (3.1.5)

with a sequence of positive numbers, generally unbounded. Of course,
we can choose k to be polynomials in all three variables, according to the
Weierstrass approximation theorem (see for instance, C. Corduneanu [3]).

Another way of choosing s, x) can be described as follows: one considers
a partition of the interval [- r, r] into 2n equal subintervals by means of the
points xj = jr/n, I j j = 0, 1, 2, ..., n. We then define k(t, s, x;) and
extend k to the whole interval I x I < r (as far as x is concerned) by letting

k,,(t, s, x) = Qt, s, x;) + r s, x;+,) - s, x;)] (x - x;) for xj < x < x;+t,

(3.1.6)

I j j = 0, 1, 2, ..., n. In other words, s, x) is a piecewise linear function in x,
from which it follows that s, x) is Lipschitz in x. It is obviously continuous
in D. Moreover, we see that k,,(t, s, x) is a monotone function in x, whenever k(t, s, x)
possesses this property. Since

k(t, s, x) - k(t, s, x) k(t, s, x;) -

t
[k(t, s, x;+,) - k(t, s, x;)] (x - x;)

for a convenient j (such that xj < x < x;+, ), the uniform continuity of kin D leads
immediately to (3.1.4). One has also to take into account that n(x - x;) < r.

If we consider now the auxiliary equations

f(t) + J s, ds, (3.1.7)
0

n = 1, 2, ... , then the result established in Theorem 1.3.1 is applicable, provided
we also assume

supl f(t)I = b < r, t e [0, a]. (3.1.8)
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Therefore, equation (3.1.7) has a unique continuous solution defined on
the interval [0, S], with

blS=min a, r -
,

M

where M is such that

(3.1.9)

<MinD. (3.1.10)

Of course, such an M does exist, because of (3.1.4).
If we consider now the sequence n = 1, 2,..., in C([0, S], R), we notice:

(1) Ixn(t)I < r, for n = 1, 2,..., t e [0, S], which implies the uniform bounded-
ness property for the sequence (or simply, the boundedness of the sequence
in C([0, S], R));

(2) for every n = 1, 2, ..., and t, u e [0, S],

Ixn(t) - xn(u)I C I J (t) - f(u) +

/'u

0

J
s, ds

u

s, x (s))] ds

<If(t)-f(a)I +Mlt - ul

+ f
0

which means that the sequence is equicontinuous in C([0, S], R).

By the Ascoli-Arzela condition of compactness in C([0, S], R), we can state
the existence of a subsequence j = 1, 2, 3, ..., such that

lim x(t) in C([0, S], R), (3.1.11)
j_W

which immediately leads, from (3.1.7) with n = n;, to (3.1.1) for the continuous
function x(t) defined by (3.1.11).

Therefore, the following result has been proven:

Theorem 3.1.1. Consider equation (3.1.1) under the following assumptions:

(1) f e C([0,a],R);
(2) k e C(D, R), with D defined by (3.1.2);
(3) condition (3.1.8) holds.

Then there exists at least one solution of (3.1.1) in C([0, S], R), where S is given
by (3.1.9), with Al an arbitrary positive number such that Al > M = sup I k(t, s, x) I
in D.
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Remark. Since M can be chosen as close to M as we like, because of (3.1.10),
we can say that the interval of existence in Theorem 3.1.1 is `almost' the same as
in Theorem 1.3.1. Actually, one can prove that the theorem holds with M instead
of M, which we shall see using Tonelli's procedure [1].

A second proof of Theorem 3.1.1. The method of proof used above is based on
the construction of a sequence of approximate solutions. At the limit of this
sequence (more precisely, a convenient subsequence) provides a solution of the
equation (3.1.1).

Tonelli has provided another method for constructing approximate solutions,
with arbitrary degree of accuracy. Namely, consider the partition of the interval
[0, S], S = min {a, (r - b)/M} given by the points t = t; = j/n, j = 0, 1, 2, ..., n,
where n > 1 is an arbitrary natural number. For this fixed n, we construct the
approximate solution xn(t) of (3.1.1) by letting:

xn(t) _ f(t), 0 < t < tt,

t (S/n)

xn(t) = .f(t) + k(t, s, xn(s)) ds, tl < t < to = 6.
0

(3.1.12)

The first formula in (3.1.12) helps us to find xn(t) on [S/n, 26/n], using the second
formula. Then, we use the values of xn(t) on [S/n, 26/n] to obtain those on
[26/n, 36/n], etc. All functions xn(t), n = 1, 2,..., are continuous on [0, b] because
we obtain from the second formula in (3.1.12) the estimate

Ixn(t)I<b+M(t-1)<b+MB<r. (3.1.13)

Since (3.1.13) shows the uniform boundedness of the sequence {xn(t)} in
C([0, S], R), we need to prove that the sequence is also equicontinuous. Indeed,
one can easily see that

Ik(t,s,xn(s)) - k(u,s,xn(s))I ds,1X.(0 - xnu)I -< If(t) -.f(u)I + MIt - uI + fo u

(3.1.14)

for any n = 1,2,...,and t,ue [0, 6].
The existence of the sequence {xnf(t)} satisfying (3.1.11) is thereby proven.
In order to derive the existence of the continuous solution for (3.1.1) we can

proceed as follows: let t e [0, b] be fixed; then (S/n) < t for large enough n, so we
have to look at the second formula in (3.1.12); at the limit, when n oo, this
formula leads to equation (3.1.1). This ends the second proof of Theorem 3.1.1.
Another version of Theorem 3.1.1 can be stated as follows:
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Let us consider equation (3.1.1), under the following hypotheses:

(1) f a C([0,a],R);
(2) k e C(d, R), where d is defined by

0<s<t<a, Ix-f(t)I<b. (3.1.15)

Then there exists at least one continuous solution x = x(t) of equation (3.1.1),
defined for 0 < t < 6, where

b = min a,
b

M
, M = sup I k(t, s, x)I (3.1.16)

e

The proof is obtained, for instance, using the Tonelli's method, in the same
manner as in the second proof of Theorem 3.1.1. See for details C. Corduneanu
[6].

This variant of the basic existence theorem for Volterra integral equations is
more useful than Theorem 3.1.1 if we want to discuss such topics as continuability
of solutions, and related problems.

The next result concerning equation (3.1.1), under the assumption of continuity
for both f(t) and k(t, s, x), is related to the (nonlinear) integral inequalities, and
the existence of a maximal (minimal) solution. We shall again restrict our con-
siderations to the scalar case. Various results for both vector and scalar cases are
given in Azbelev and Caljuk [1], Lakshmikantham and Leela [1], Martinjuk
and Gutowski [1].

Let x(t) be a continuous function on some interval [0, b'] c [0, b], with 6 given
by (3.1.9), and S' < 6 (6' can be as close to 6 as we like). Assume that the integral
inequality

x(t) < f(t) + f
o

k(t, s, x(s)) ds (3.1.17)
0

holds true on 0 <- x < 6'. Of course, this implies Ix(t)I < r on [0, b']. In particular,
(3.1.17) is verified as an equality by the solution x(t) whose existence is guaranteed
by Theorem 3.1.1.

We shall again make use of the approximating functions kn(t, s, x), given by
(3.1.6), modifying somewhat these functions, such that

k(t, s, x) <- kn(t, s, x) in b, (3.1.18)

while (3.1.4) remains true. This can be achieved if we define

en = supIk(t,s,x) - in D, (3.1.19)

and consider kn(t, s, x) + e,,, instead of kn(t, s, x), as approximating functions for
k(t, s, x). Of course, kn(t, s, x) + e,, are Lipschitz continuous (because k are), and
if kn(t, s, x) is monotone in x, so is kn(t, s, x) + en.
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Therefore, without losing generality, we can assume that s, x) verifies both
(3.1.4) and (3.1.18). This means that

('
x(t) < f(t) + J s, x(s)) ds, (3.1.20)

0

for any x(t) satisfying (3.1.17).
Let us now consider the integral equations

f(t) + S + J s, ds, (3.1.21)
0

where is a sequence of positive numbers such that S -> 0 as n -+ oc. We
notice that the (unique) solution of (3.1.21) is defined on [0, 8'], provided n is
chosen sufficiently large. Of course, we can assume without loss of generality that
all solutions n = 1, 2, ..., are defined on [0,S']. This is an immediate
consequence of (3.1.9), if we notice that I s, x) I < M' in D, n = 1, 2, ..., with
some M' > M.

From (3.1.17) and (3.1.21) we obtain

x(t) - S + f
o

s, x(s)) - s, ds (3.1.22)
0

on [0, S']. Since x(0) - S < 0 for every n, we can find for fixed n a
largest number T, T < S', such that x(t) - 0 on [0, T], with x(T) - 0.

If T = S', then we can assert

x(t) < t e [0, S']. (3.1.23)

If T < S', then in any right neighborhood of T there are values of t such that
x(t) - 0. This means that we can find a pair of numbers T1, t1, with
T < T1 < t1 < 8', where T1 could be as close to r as we want, such that x(t) -

0 on [T 1, t J. From (3.1.22) we derive

Ct Ct, t

x(t) - (3.1.24)
o t t,

the integrands for each of the three integrals in (3.1.24) being the same as (3.1.22).
But on [0, T] we have x(s) - 0, and because of the monotonicity of k we
find the first integral in the right-hand side of (3.1.24) is nonpositive. The second
one can be taken arbitrarily small if we choose T1 sufficiently close to T:

J 1 s, x(s)) - s, ds <

Therefore, from (3.1.24) we obtain if we apply the Lipschitz condition to k:
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x(t) - 2 6,+ Ljx(s) - ds (3.1.25)
sl

for te[r1,t1],where
The inequality (3.1.25) is of Gronwall type, and leads to

x(t) - T1)},

which contradicts the inequality x(t) - x (t) >- 0 on [r 1, t 1 ].
Consequently, T < S' is not acceptable, and (3.1.23) is thus established for

every n.
We have already noticed above that n = 1, 2,..., are uniformly bounded

on [0, S']: r. From (3.1.21) we derive

r
I xn(t) - If(t) - f(u)I + M'1 t - ul +

J
u I kn(t, s, s, x.(s))I ds

0

(3.1.26)

on [0, S'], which proves that the sequence n = 1, 2, ..., is equicontinuous
on [0,S']. Therefore, the sequence contains a subsequence, say
k = 1, 2, ..., such that

lim XM(t), t e [0, S'], (3.1.27)
k_00

uniformly on [0, S']. Of course, we can assume that the sequence {x (t)} itself is
uniformly convergent on [0, S'] to the (continuous) function xM(t). From (3.1.23)
we then obtain

x(t) < xM(t), t e [0, S']. (3.1.28)

But xM(t) is a solution of (3.1.1), as we can find out immediately from (3.1.21),
letting n -> oo and taking (3.1.4) into account. Consequently, any solution of the
inequality (3.1.17) satisfies (3.1.28). In particular, any solution of (3.1.1) satisfies
(3.1.28), which means that xM(t) is the maximal solution of (3.1.1) on [0, S'].

The maximal solution is unique, as follows easily from the definition. Indeed,
if xM(t) is another maximal solution of (3.1.1) on [0, S'], then as seen above
zM(t) < xM(t). On the other hand, if xM(t) is maximal, one must have xM(t) < JGM(t),
which shows that xM(t) - xM(t).

We now summarize the above discussion in the following result:

Theorem 3.1.2. Let us consider equation (3.1.1) under the same conditions as in
Theorem 3.1.1. Moreover, we assume k(t, s, x) to be monotonically nondeereasing
in x. Then, there exists a (unique) maximal solution xM(t) of (3.1.1), and any
continuous solution of (3.1.17) on [0, S'] c [0, S] satisfies (3.1.28).
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Remark 1. The maximal solution can be defined on each [0, S] c [0, 6], as seen
above. Therefore, we can say it is defined on [0, S]. But from

IxM(t)-xM(u)I<-If(t)-f(u)I+M'It-uI+ f uIk(t,s,xM(s))-k(u,s,xM(s))lds,
o

one sees that lim xM(t) does exist as t -+ S. Hence, xM(t) is actually defined on

[0, b]
Of course, we have to keep in mind that two solutions which are maximal,

must coincide on their common interval of existence.

Remark 2. By using completely similar arguments to those used above for the
maximal solution, one can show that, under the same monotonicity condition
for k(t, s, x), there exists a minimal solution for (3.1.1), say xm(t), such that any
continuous solution of the integral inequality

x(t) >- f(t) + f
o

k(t, s, x(s)) ds, (3.1.29)
0

on any interval [0, S] = [0, 6], satisfies

x(t) >- xm(t). (3.1.30)

It is interesting to point out that uniqueness for (3.1.1) is equivalent to
xM(t) = xm(t). The comparison technique, which will be sketched in this section,
can be applied in obtaining uniqueness results.

In order to discuss the existence problem for the equation (3.1.1) in a global
framework, we shall assume that the following conditions are satisfied:

(1) f e C([0, a], R), with 0 < a < oo;
(2) k e C(da x R, R), where

da={(t,s);0<s<t<a}. (3.1.31)

It is easily seen that conditions (1), (2) above guarantee the existence of a
solution x(t) to (3.1.1), defined in some interval [0, 6] c [0, a).

Indeed, let us fix a', 0 < a' < a, and choose r > 0 such that r = supl f(t)I,
t e [0, a']. Then k(t, s, x) is continuous on da, x [ - r, r], and the conditions of
Theorem 3.1.1 are verified. Hence, there exists S > 0, 6 < a' and a continuous
solution of (3.1.1) defined on [0, 6].

Moreover, if we are given a continuous solution x(t) of (3.1.1), on a closed
interval [0, S], S < a, then under the above stated assumptions (1) and (2) for
(3.1.1) we can extend x(t) to a larger interval [0, S'], with S' > S.

Indeed, we can rewrite equation (3. 1. 1) in the form

x(t) = f(t) + J k(t, s, x(s)) ds, t>6, (3.1.32)
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where

f(t) = f(t) + fo k(t, s, x(s)) ds, t E [0, a]. (3.1.33)

Since x(t) is known on [0, S], (3.1.33) shows that f(t) is known. If we can show
the existence of a solution to (3.1.32) in an interval [S, S'], S' > & say x(t), then

x(t) = x(t), t a [o, a],

fx(t), t e [S, S'],

constitutes an extension (continuation) of x(t). X(t) is continuous on [0,6']
because

x(S) = x(8) = f(a) + f
o

k(8, s, x(s)) ds. (3.1.34)
0

The existence of x(t) on [S, S'] can be proven immediately based on Theorem
3.1.1, or on the variant of that theorem which was mentioned after the second
proof of Theorem 3.1.1.

Indeed, let us consider a number a' < a, and notice that k(t, s, x) is continuous
for 8 < s < t < a', I x - f(t)I < r, where r > 0 is a positive number. Let M =
sup k(t, s, x)I in the above set. Then a solution x(t) of (3.1.32) does exist on [S, S'],
with S' = min {a' - S, rM 1 }.

Let us now consider a solution x(t) of (3.1.1) which is defined on a semi-
open interval [0, a'), a' < a. If a' = a, then x(t) is maximally defined, i.e., under
conditions (1), (2) formulated above we cannot extend x(t) to an interval which
is larger than [0, a). When a' < a, then two distinct situations can occur: first, the
graph of x(t) on [0, a') does belong to some compact subset of the strip [0, a') x R;
second, the graph of x(t) on [0, a') does not belong to any compact subset of the
strip [0, a').

In the first case, we shall prove that the solution x(t) is continuable to an
interval which is larger than [0, a'). In fact, it is enough to show that x(t) can be
extended to become continuous on the closed interval [0, a'], and then apply the
remark made above regarding the continuability of solutions of (3.1.1) which are
defined on a closed interval [0, S].

Indeed, if we take into account that the graph of x(t) belongs to a compact
set, we obtain

Ix(t) - x(u)I <_ If(t) -.f(u)I + k(t, s, x(s)) ds
ufu,

+ I fo
[k(t, s, x(s)) - k(u, s, x(s))] ds

0

<-If(t)-f(u)I+MIt-uI+
Ia

Ik(t,s,x(s))-k(u,s,x(s))Ids
0

(3.1.35)
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for t, u e [0, a'). Cauchy's criterion leads to the conclusion that

lim x(t) exists as t -+ a'-. (3.1.36)

If we let x(a') = lim x(t) as t -+ a'-, then we realize that x(t) is continuous on
[0, a'], and from (3.1.1) we obtain immediately that it is a solution on [0, a'].

The second case emphasized in the above discussion of the solutions to (3.1.1)
defined on semi-open intervals generates a solution which is maximally defined,
under our assumptions (1) and (2).

Indeed, if we assume that x(t) can be continued to a solution defined on [0, a"),
a" > a', then the graph of x(t) on [0, a'] is itself a compact subset in [0, a'] x R.
Hence, the graph of x(t) on [0, a] x R belongs to a compact subset, which
contradicts the property characterizing the second case, namely, that the graph
should not belong to any compact subset of [0, a) x R.

The discussion constructed above illustrates the fact that the solutions of
(3.1.1), in [0, a] x R, can be either continuable (unsaturated), or maximally defined
(saturated).

Of course, the discussion does not guarantee the existence of saturated solu-
tions. This problem constitutes the objective of the next theorem.

Theorem 3.1.3. Consider the integral equation (3.1.1), under the continuity
assumptions for f in (0, a), 0 < a < oo, and for k in A. x R.

Then any continuable solution of (3.1.1) can be extended up to a maximally
defined solution of the same equation.

Proof. As seen above, a solution of (3.1.1), defined in [0, a'), is continuable if
and only if its graph belongs to a compact subset of [0, a) x R. Therefore, what
we need to prove is the fact that any continuable solution of (3.1.1) can be
continued until the graph of the extended solution cannot be contained by any
compact subset of [0, a) x R.

Let us notice first that [0, a) x R can be represented as the union of the
compact subsets K = [0, a - 1/n] x [ - n, n], n = 1, 2, 3, ..., when a is finite, or
as the union of the compact subsets K = [0, n] x [ - n, n], n = 1, 2, ..., when
a = +oo. For any compact K c [0, a) x R, there is a natural number m such that
K c K.. Therefore, it is sufficient to restrict our considerations to the compact
sets K., m = 1, 2, ... .

We shall now prove that each solution of (3.1.1), say x(t), 0< t < 6, whose
graph belongs to some can be continued until its graph leaves

K c Kn+1, we can find positive numbers a and /i, such that for each
(z, ) e the set { (t, x); Z < t< T + a, IX - J < #1 belongs to Ki+1. Notice that
I k(t, s, x)I is bounded by some M. > 0, when (t, x) e Kn+1 and 0 < s < t, because
(t, s, x) belongs to a compact set. As seen above in this section, we can assume
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x(t) is defined on [0, 6], because of the compactness of K. Let r = b and
= x(T) = f (T) + f o k(-r, s, x(s)) ds. Since we want to prove the existence of a

solution to the equation

('
x(t) = f (t) + J k(t, s, x(s)) ds, t > r, (3.1.37)

L

where f(t) is given by

f(t) = f(t) + f
o

k(t, s, x(s)) ds, (3.1.38)
0

it is sufficient to show (see the variant of Theorem 3.1.1) that k(t, s, x) is continuous
on a set of the form

T<s<t<T+a, Ix-f(t)I<P, (3.1.39)

with a < a, and such that it does not depend on (T, c). If we take into account
that f(T) = x(T) = , then we obtain

Ix - I < Ix-.f(t)I +If(t)-f(T)I <-,g+ R=213,

provided I f(t) - f(T)I < /3, i.e., T < t < T + a', and x verifies (3.1.39). If we let
a = min {a, a' }, then it is obvious that the set defined by T < t < T + a, I x - f (t) I <-

13 belongs to Ki+1. Therefore, if we let 8 = min {a, #M,-,'), we can assert the
existence of a solution x(t) to (3.1.37), defined on T < t < T + 8. Then defining
X (t) by X (t) = x(t), 0< t< T = 6, X (t) = x(t), S < t ::g b + 8, it is obvious we
have obtained a continuation of x(t).

At this point, it is important to notice that S is independent of (T, ), and
depends only on K. Indeed, if we show that a' can be chosen independently of
(T, ), this will obviously suffice to obtain 8 independent of (T, ) a K. But a'
has been determined from: T < t < T + a' implies I f (t) - f (T) I < fi. Since 1(t) is
uniformly continuous on any [0, a'] c [0, a), the independence of a' with respect
to (T, ) is proven.

Going back to the extended solution X(t), we have to distinguish two cases:
first, when the graph of this solution leaves K. (but will remain in Kit1!), and
second, when the graph of X(t) is still contained in K. In the second case, we
can again extend X(t), and therefore x(t), such that the new solution is defined
in [0, S + 28]. Of course, after a finite number of steps we have to leave K,,,
because in K. t remains finite, while S + m8 -> oo as m -* oo.

In both cases emphasized above, we can extend x(t), whose graph is contained
in K,,, to a solution which has the graph in Kn+1 (but not in The above
procedure, repeated indefinitely, will lead to a solution whose graph leaves any

and therefore it must be a saturated solution of (3.1.1) which is defined on
some interval [0, a'), a' < a.
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Remark 1. If x(t) is a saturated solution of (3.1.1) defined on [0, a'), with a' < a,
then x(t) must be unbounded in any left neighborhood of a': a' - e < t < a',
e>0.

Indeed, if x(t) would be bounded on [a' - s, a'), then its graph would belong
to some compact part of [0, a) x R.

Of course, this fact can be expressed as

limsupIx(t)I = oo as t->a'-. (3.1.40)

In this case, we say that x(t) has a finite escape time at a'.

Remark 2. It is interesting to notice that we can continue the maximal solution
so that it remains maximal, provided we assume the monotonicity of k(t, s, x)
in x. More precisely, in Theorem 3.1.2 we have shown the local existence of the
maximal solution, under the assumption that k(t, s, x) is monotonically non-
decreasing in x. If xM(t) denotes the maximal solution of the equation (3.1.1)
on the interval [0, S], then it can be extended to some larger interval [0,6j],
6, > S, by choosing as extension the maximal solution of (3.1.1) on [S, 81 ]. This
procedure raises the question whether the extended solution is the maximal
solution of (3.1.1) on [0, 6, ].

Let xM(t) be the solution defined on [0, S, ], obtained by means of the above
procedure. If we assume that xM(t) is the maximal solution of (3.1.1) on [0, S, ],
then xM(t) - xM(t) on [0, 6] as an immediate consequence of the definition of the
maximal solution. On [b, S, ] one must have xM(t) < xM(t) because xM(t) is the
maximal solution of the equation

x(t) = f(t) + J t k(t, s, x(s)) ds, (3.1.41)

with

f(t) = f(t) + J0 k(t, s, xM(s)) ds, (3.1.42)

and xM(t) is a solution of (3.1.41) on [S, S, ]. On the other hand, if we assume
xM(t,) < xM(t,) at some t, > S, then we contradict the definition of the maximal
solution on [0, S, ]. Hence, xM(t) =- xM(t) on [0, (S, ], and the extension method
based on taking the maximal solution at each step leads to the maximal solution
which is maximally defined (saturated).

The results already obtained in this section enable us to establish a theorem
of existence for the Volterra equation (3.1.1) in the vector case, and simultaneously
find a connection between vector equations and scalar equations. Such results
are usually called comparison results. See, for instance, Lakshmikantham and
Leela [1], Miller [1], Martinjuk and Gutowski [1].
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Theorem 3.1.4. Consider the equation (3.1.1) under the following assumptions:

(1) feC([0,a),R"),0<a<oo;
(2) k e C(da x R", R"), where d" is defined by (3.1.31);
(3) there exists K e C(da x R, R), such that

Ik(t,s,x)I <K(t,s,Ix1)on da x R", (3.1.43)

with K(t,s,r) monotonically nondecreasing in r.

Then any saturated solution of (3.1.1) does exist on the interval [0,
the (saturated) maximal solution of the comparison equation

a'), on which

X(t) = F(t) +
ft

K(t,s,X(s))ds (3.1.44)
0

is defined, with F(t) = If(t)j. In particular, if the comparison equation (3.1.44) has
its maximal solution defined on [0, a), the saturated solutions of (3.1.1) are all
defined on the same interval.

Remark. Before we provide the proof of Theorem 3.1.4, let us comment on
condition (3). This condition does not represent a severe restriction on the
function k. Indeed, one can define

K(t,s,r) = supIk(t,s,x)I, IxI < r, r > 0 (3.1.45)

for any fixed (t, s) a da. This function may not be continuous, but it is non-
decreasing in r. A smoothing procedure could be applied in order to replace K
given by (3.1.45) by a continuous function which dominates K. Of course, such
a procedure might reduce the interval of existence for solutions.

Proof of Theorem 3.1.4. Let x(t) be a saturated solution of the equation (3.1.1).
As we know already, this solution is defined on a certain interval [0, a"), a" < a.
This fact was established in Theorem 3.1.3. Moreover, it was noticed in Remark
1 to that theorem that, if a" < a, one has

lim sup l x(t) I = oo as t -+ a". (3.1.46)

If we denote Y(t) = Ix(t)I, t e [0,a"), then we obtain from (3.1.1)

Y(t) < F(t) + J K(t, s, Y(s)) ds
0

(3.1.47)

on the whole interval [0, a").
On the other hand, the maximal solution of equation (3.1.44), say XM(t), does

exist on some interval [0, a'), a' < a, as seen in Remark 2 to Theorem 3.1.3. The
key point of the proof consists in showing that a" >_ a'.
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Assume, on the contrary, that a" < a'. In such a case, the integral inequality
(3.1.47) which is valid on [0, a"), implies

Ix(t)I = Y(t) < XM(t), t a [0,a"). (3.1.48)

Indeed, this inequality holds locally, i.e., in an interval [0, 6], S < a". This was
shown in Theorem 3.1.2. The local theory is going to help us in the present global
case. Let T = sup {t; 0 < t < a", Y(t) <_ XM(s), 0 < s < t}. If i < a", then any right
neighborhood of T must contain points t such that Y(t) > XM(t). On the other
hand, inequality (3.1.47) leads to

K(t, s, Y(s)) dsY(t) <_ F(t) + f
o

K(t, s, Y(s)) ds + 1,
o

< F(t) + f
o

K(t, s, XM(s)) ds + K(t, s, Y(s)) ds
o Jr

on [T, a"), or

Y(t) <_ F(t) + J " K(t, s, Y(s)) ds, (3.1.49)

with

F(t) = F(t) + f
o

K(t, s, XM(s)) ds.
0

Since (3.1.44) can be rewritten for XM(t(

XM(t) = F(t) + J

)in the form

K(t, s, XM(s)) ds, (3.1.50)

Theorem 3.1.2 applies to (3.1.49) and (3.1.50): Y(t) <_ XM(t) on [r, a"). This con-
tradicts the definition of T. Hence, we must have i = a", which shows that (3.1.48)
holds.

Taking (3.1.46) into account, (3.1.48) leads to a contradiction. Consequently,
our hypothesis a" < a' cannot be accepted, and we must always have a' <_ a".

This ends the proof of Theorem 3.1.4.

Remark 1. An immediate application of Theorem 3.1.4 can be obtained if we
assume the following growth condition on k(t, s, x):

Ik(t,s,x)I < Z(t)p(lx1)indp x R", (3.1.51)

with A(t) continuous and positive on [0, a), and p(r) > 0 continuous, nondecreasing
on R+, and such that

°° dr

J P(r)
= cc. (3.1.52)
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Under conditions (3.1.51) and (3.1.52), the comparison equation (3.1.44) is

X(t) = F(t) + 2(t)
J

p(X(t))ds, (3.1.53)
0

where we let X(t) be the maximal solution.
In order to estimate the interval of existence for X(t), we shall reduce (3.1.53)

to an ordinary differential equation. Let us denote

Y(t) = J p(X (s)) ds, (3.1.54)
0

for those t > 0 for which X (t) is defined. We obtain for Y(t) the following ordinary
differential equation:

Y'(t) = p(F(t) + 2(t)Y(t)), (3.1.55)

and notice that X(t) and Y(t) either have a common escape time t1 < a, or are
both defined on [0, a). This fact follows from X(t) = F(t) +2(t)Y(t), if we take
into account that 2(t) is continuous and positive on [0, a).

Therefore, it suffices to show that (3.1.55) cannot have a finite escape time
t1 < a. Indeed, if we assume t1 < a is an escape time for a solution of (3.1.55),
then on [0, t1] we have Y'(t) < p(F0 + 2oy(t)), with F0 = sup F(t), 1o = sup A(t)
on [0, t1]. Hence, forte [t1 - s, t1], where e > 0 is fixed, one has

f't
AOY(s) ds<AO(t-t1+s)<A0e

, -E P(Fo + bo Y(s))

or

<.los.
JFn+d0Y(ti-E) P(u)

Fo+AOY(t) du

Since Y(t) oo as t -+ t1, the above inequality contradicts condition (3.1.52).
Therefore, under conditions (3.1.51) and (3.1.52), all (saturated) solutions of

(3.1.1) are defined on [0, a).
The reader who is familiar with the theory of ordinary differential equations

will recognize above a direct generalization of Wintner's criterion of global
existence.

In particular, conditions (3.1.51) and (3.1.52) are obviously satisfied in the case
of linear (vector or scalar) equations of the form

x(t) = f(t) + J k(t, s)x(s) ds.
0

One has p(r) __ r, while 2(t) can be chosen as supIk(t, s) I for 0 < s < t. Of course,
this result is known from Section 1.3.
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Remark 2. Theorem 3.1.4 is only one example of what is usually called the
comparison technique. Without trying to achieve now the greatest generality in
this respect, we shall provide one more example in which as a `measure' for the
solution x(t) we use a certain (Liapunov) function V(t, x(t)).

Assume first that V(t, x) is continuous on d" x R", with values in R, and is of
class Cat) with respect to x. Moreover, we assume that the gradient of V is
uniformly bounded on A. x R.

Since V(t, x(t)) = V(t, f(t) + f o k(t, s, x(s)) ds),,we can obviously write

V(t, x(t)) = V(t, f(t)) + vx V J t k(t, s, x(s)) ds, (3.1.56)
0

where the tilde on Vindicates the fact that the gradient is taken at an intermediate
value (in between f(t) and x(t)). From (3.1.56), because of the boundedness of
Ox V, we obtain the inequality

V(t, x(t)) < V(t, f(t)) + M J I k(t, s, x(s)) I ds (3.1.57)
0

Let us now assume that k satisfies an estimate of the form

Ik(t,s,x)I < K(t,s,Ix1) (3.1.58)

in the domain dQ x R", with K(t, s, r) as in Theorem 3.1.4. Then (3.1.57) and
(3.1.58) yield

V(t,x(t)) <_ V(t,x(t)) + M J K(t,s,Ix(s)I)ds. (3.1.59)
0

Of course, (3.1.59) is valid on the whole interval of existence of the solution
x(t) - assumed to be saturated.

In order to obtain an adequate comparison equation, we shall further assume
that V(t, x) satisfies a lower estimate of the form

u(1 x1)<_V(t,x), (t, x)EdaxR", (3.1.60)

where t: R+ -+ R+ is continuous, strictly increasing, µ(0) = 0, and µ(r) -+ oo as
r -±oo.

Then (3.1.59) and (3.1.60) lead to the integral inequality

V(t,x(t)) < VO(t) + M fo K(t,s,µ-t(V(s,x(s))))ds, (3.1.61)

in which Vo(t) = V(t,f(t)) is known.
The conclusion is the same as in Theorem 3.1.4. Namely, any maximally

defined solution of (3.1.1) does exist on the interval [0, a'), a' < a, on which the
maximal solution of



3.1 Continuous solutions for Volterra integral equations 111

v(t) = V0(t) + M fo K(t, s, µ-' (v(s))) ds (3.1.62)

is defined.
In particular, the requirements formulated above for V(t, x) are verified by

V(t, x) = Ixl, except for the existence of the gradient at x = 0. But this lack of
smoothness for V at x = 0 does not really matter because a Lipschitz condition
is obviously verified. Of course, this choice for V(t, x) corresponds to Theorem
3.1.4.

If instead of the boundedness of OxV we assume only the Lipshitz type
condition for V(t, x), with respect to the variable x, then (3.1.57) is still valid, and
the comparison equation can be dealt with as above.

A more general situation occurs when we allow the gradient of V to be
unbounded, but a certain upper estimate is imposed. In this case, the comparison
equation will have the form

fo
V( t, x(t)) < V(t, f(t)) + o k(t, s, V(s, x(s))) ds, (3.1.63)

where k(t, s, v) is such that

k(t, s, V(s, x(s))), (3.1.64)

with an estimate of the form (3.1.60) holding.
The last basic problem we want to discuss in this section is that of continuous

dependence of solutions with respect to the data. More precisely, we are interested
in estimating the change in the solution of equation (3.1.1), when f(t) and k(t, s, x)
are allowed to change. As one might expect, under adequate assumptions the
answer is positive.

First, we shall limit our considerations to the case in which k(t, s, x) is locally
Lipschitz in x. As we know, this assumption implies uniqueness.

Besides equation (3.1.1), we consider now the `perturbed' equation

y(t) = f(t) + h(t) + J [k(t, s, y(s)) + r(t, s, y(s))] ds, (3.1.65)
0

in which h(t) and r(t, s, x) are regarded as `small' perturbations off(t) and k(t, s, x),
respectively. We assume that f and h are continuous maps from [0, a) into R,
while k and r are continuous from A. x R into R, with k(t, s, x) satisfying a local
Lipschitz condition in A,, x R (i.e., in each compact part of A,, x R).

Let x(t) be the (unique) solution of equation (3.1.1). We assume it is maximally
defined, and its interval of existence is [0, a'), a' < a. Let y(t) be any solution of
the equation (3.1.65), also maximally defined. Then, on the common interval of
existence of x(t) and y(t) we have
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y(t) - x(t) = h(t) + f
o

[k(t, s, y(s)) - k(t, s, x(s))] ds + J t r(t, s, y(s)) ds,
0 o

which obviously implies

IY(t) - x(t)I < Ih(t)I + L f
o

I y(s) - x(s)I ds + f
o

Ir(t,s,y(s))I ds. (3.1.66)
0 o

The way the Lipschitz constant L is chosen in (3.1.66) will be made precise
immediately. Namely, let T be a fixed number 0 < T < a'. It can be chosen as
close as we want to a' (and if a' = a = oo, then T is any positive number).
For an aribtrary s > 0, let K e dQ be the compact set defined by K = {(t, x);
0 < t < T, Ix - x(t)I < e}.

What we want to prove now is the fact that the (saturated) solution y(t) of
(3.1.65) has its graph in K, for 0 < t < T, provided h and r are small enough.
Since the graph of a saturated solution must leave any compact set in da, it will
be shown that the graph of y(t) leaves K through a boundary point (T, y(T)). This
will imply that any maximally defined solution y(t) of (3.1.65) is defined at least
on the interval [0, T], and remains close to x(t) on that interval, as soon as It and
r are small enough.

Let us now assume

I h(t)I < 6, t e [0, T], (3.1.67)

and

Ir(t,s,x)ISS, (t,x)aK,O<s<t. (3.1.68)

Then (3.1.66) yields the estimate

('
I y(t) - x(t)I < 6(1 + T) + L J ' Iy(s) - x(s) I ds, (3.1.69)

0

for those t > 0 for which the graph of y remains in K. Let us point out that
for small enough 6, more precisely for 6 < e, this graph starts in K because
Iy(O) - x(0)I = Ih(0)I < 6, and therefore remains there for sufficiently small t.

But (3.1.69) is a Gronwall type inequality, and we obtain

IY(t) - x(t)I < 8(1 + T)eLT (3.1.70)

for all t > 0 such that (t, y(t)) e K. If 6 is chosen small enough, such that

6 < e(1 + T)-'e-LT = 5(e, T), (3.1.71)

then (3.1.70) shows that (t, y(t)) e K for t e [0, T]. In other words,

I y(t) - x(t)I < E, t e [0, T], (3.1.72)

provided It and r satisfy (3.1.67) and (3.1.68), where 6 = (5(a, T) is given by (3.1.71).
In summarizing the above discussion, we can state the following result on the
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continuous dependence of solutions of integral equations of the form (3.1.1), with
respect to the functions f and k.

Proposition 3.1.5. Consider the integral equation (3.1.1), with f e C([0, a), R),
k e C(da x R, R) and such that k is locally Lipschitz with respect to x in A. x R.
Let x(t) be the unique saturated solution of (3.1.1), defined on [0, a'), a' < a,
and let T be a positive number with T < a'. Then for every s > 0, there exists
6 = 8(s, T) > 0, such that any solution y(t) of the `perturbed' equation (3.1.65)
satisfies the estimate (3.1.72), provided h e C([0, a), R), and r e C(da x R, R) satisfy
(3.1.67) and (3.1.68).

The above result shows that perturbing an equation with kernel of Lipschitz
type changes its solution continuously with respect to perturbations, even though
the uniqueness property might be lost for the perturbed equations.

Now we have to consider the more general case, when equation (3.1.1) itself
does not possess uniqueness.

Besides equation (3.1.1), we will consider the auxiliary integral equations

xn(t) = .fn(t) + J k,,(t, s, xn(s)) ds, (3.1.73)
0

where the following property holds:

f (t), k(t, s, x) as n - oo, (3.1.74)

the type of convergence being that of uniform convergence, or another kind
of convergence which should be precisely defined. The sequences { and

s, x)} appearing in (3.1.74) are just any sequences of continuous functions
satisfying that condition. If denotes any solution of (3.1.73), one can prove
that the sequence on some interval [0, 6], 6 > 0, is compact (i.e., the
sequence is uniformly bounded and equicontinuous on [0,6]). Hence, from

one can extract a subsequence which converges uniformly on [0,6] to
some continuous function x(t). It is easily seen from (3.1.73) that x(t) is a solution
of (3.1.1). The case when k(t, s, x) is Lipschitz continuous in x was clarified in
Proposition 3.1.5. But, when k(t, s, x) is merely continuous in D, all we can say is
that x(t) is one of the solutions of (3.1.1). This kind of result, very likely the best
under the solely continuity assumption on k(t, s, x), does not appear to be very
profound. It can be shown that the process described above leads to any solution
of (3.1.1), provided we choose conveniently the data (the following construction
is due to O. Staffans). For instance, if x(t) is a solution of (3.1.1), then we
consider an arbitrary sequence which converges uniformly to x(t) on some
interval [0, 6]. Then let s, x) be such that the second condition (3.1.74) holds,
uniformly on a sufficiently large compact set containing the graph of the solution
x(t) on [0, 6]. Of course, we can assume each s, x) is Lipschitz in x. Finally,
let us define f,(t) by means of (3.1.73), in terms of x (t) and k (t, s, x). It is now
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obvious that the sequence of equations (3.1.73) leads to equation (3.1.1) by letting
n -> oo, and precisely to the preassigned solution x(t) of this equation. From the
discussion conducted above we can see that the continuous dependence of the
solution, with respect to k and f, does not have the same useful meaning as in
the case of uniqueness for (3.1.1).

A complimentary discussion to that conducted above for continuous data
could be envisaged when the convergence

x"(t) -> x(t) as n -a oo, (3.1.75)

is not meant in the uniform sense.
We shall now consider a rather special situation, when equation (3.1.1) has

the form

x(t) = xo +
ft

g(x(s)) ds, (3.1.76)
0

with g(x) > 0 a continuous function on some interval [xo, X] c R. Obviously,
(3.1.76) is equivalent to x' = g(x), x(0) = xo; in other words, we are dealing with
the case of an autonomous differential equation.

Since g(x) > 0, any solution of (3.1.76) is strictly increasing on some interval
[0, S], 6 > 0. One can easily establish a connection between X and S, but this is
not important at the moment.

If we denote M = sup g(x), x e [xo, X], then from the uniform continuity of
g on [xo, X] we derive the existence of a 8" > 0, such that

1g(X) - g(y)I < n for Ix - yI < MS", (3.1.77)

on the interval [0, S].
For fixed n >- 1, we consider a partition of the interval [0, 6], say

=6, (3.1.78)

such that max(t+t - t) < S", and t" = iS", i = 1, 2, ..., j" - 1, where j" is
uniquely determined by the inequalities (j" - 1)8" < S < j"S". In case S < j"S",
one takes t' as shown in (3.1.78).

For the fixed solution x(t) of (3.1.76) one denotes x, = x(t), i = 0, 1, ..., j".
Let t-," be the first number in (t; , t,+1) such that

x(t+t) - x(t") = (t+t - t)x'(t;"). (3.1.79)

This is possible because the derivative x'(t) is a continuous function.
We now introduce the numbers x; by means of x; = x(ji"). Therefore, in view

of (3.1.79) we can write

x +t - x" = (t +1 - t)g(xn ), (3.1.80)
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for i = 0, 1, 2,..., in. Notice that the monotonicity of x(t) implies the inequalities
(strict) x" < x" < x+1, i = 0, 1, ..., Jn.

We can now construct both xn(t) and gn(x), as follows:

gn(x) = g(x"), x" < x < x +1, (3.1.81)

and

xn(t)=x"+(t-t")g(x"), t7 <t<t,+1. (3.1.82)

First, notice that g(x") = gn(xn(t)), because x" < xn(t) < x,+l for t" <
t < t,+1. Therefore, apart from the points t', xn(t) is a solution of x' = gn(x). In
any case, we have

gnxn(s)) ds, 0< t< 6, (3.1.83)xn(t) = x° + [

J 0

and xn(t) are obviously continuous solutions for (3.1.83).
It remains to be shown that (3.1.75) is true. The fact that gn(x) -+ g(x), uni-

formly on [xo, X], is almost obvious. Indeed, let x e [x", x,+1) for some i. Then
Ign(x) - g(x)I = Ig(x") - g(x)I < n-1 because Ix" - xI < x,+1 - x", and

t +,

1x+1 - x"I = Ix(t+1) - x(t")I = g(x(s))ds < Msn.

On the other hand, we can write for t e (t", t,+1 ]:

xn(t) - x(t) = x(t") + (t - t")g(x(tin)) - x(t" )

g(x(s))ds = (t - t,")[g(x(t n)) - 9(x(t*))]'

ti I

with t* e [t", t], which obviously implies

Ixn(t) - x(t)I < Mn-z, (3.1.84)

if we also keep in mind that t", t* a (t", t,+1) and Ign(x) - g(x)I < n-1.

Let us point out that the example constructed above (due to N. H. Pavel)
shows that any solution of (3.1.76) can be obtained as a uniform limit of Euler
polygonals. This result seems to be new even if we limit our considerations to
ordinary differential equations. The procedure used is inspired by the problem
of the existence of solutions on closed sets, and leads to an estimate for the error.

3.2 Abstract Volterra equations and some special cases

In this section, we shall discuss existence and related problems for equations
involving Volterra operators of an abstract kind, as defined in Section 2.3. Both
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functional and functional-differential equations of the form

x(t) = (Vx)(t), t e [0, T), (3.2.1)

respectively

.z(t) = (Vx)(t), x(0) = x°, t e [0, T), (3.2.2)

will be considered, where V denotes a Volterra operator acting on a convenient
function space, x° e R", and x is a map form [0, T), 0 < T< oo, into R. Of
course, the case when x is defined only on a subinterval [0, T') c [0, T) makes
sense, a feature which will allow us to deal with local solutions.

It is obvious that equation (3.2.2), together with the associated initial condi-
tion, can be reduced to an equation of the form (3.2.1). Namely, if we have in
mind continuous solutions, and V in (3.2.2) is acting from the space of continuous
functions on some interval [0, T) into itself, then (3.2.2) can be integrated. The
result is

(Vx)(s)ds.x(t) = x° +
fo

o (3.2.3)

If we denote

(V1x)(t) = x° + fot (Vx)(s)ds, (3.2.4)

w e obtain from (3.2.3)

x(t) = (V1x)(t), (3.2.5)

and since V is by assumption a Volterra type operator, so is V1. Of course, (3.2.5)
leads (by differentiation) to (3.2.2), under the same continuity assumptions. If
spaces of measurable functions are considered, the validity of equation (3.2.1) or
(3.2.2) has to be understood only a.e. on [0, T).

There are various kinds of hypotheses under which the existence problem for
(3.2.1) or (3.2.2) can be discussed. We shall consider first the case when the
Volterra operator is acting on the space of continuous functions, and then the
case when it is acting on spaces of measurable (locally integrable) functions. It is
also interesting to discuss the case when V takes a space of continuous functions
into a space of measurable functions. This last case makes particular sense for
the functional-differential equation (3.2.2).

Notice that the following problem is still open: under what conditions can we
assert that a Volterra type operator V1 is representable in the form (3.2.4), with
V another Volterra operator?

In order to formulate the existence results for abstract Volterra type equations
of the form (3.2.1), we need to make the necessary assumptions on the operator
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V. We shall consider, first of all, the case when the operator V is acting on the
space of continuous functions on a given interval [0, a], a > 0.

The following hypotheses are basic with regard to the investigation of equa-
tion (3.2.1).

(1) V: C([0, a], R") -> C([0, a], R") is a Volterra type operator;
(2) V is continuous in the topology of the space C([0, a], R");
(3) V is compact in the topology of C([0, a], R"), which means that it takes

any bounded set in C([0, a], R") into a relatively compact set in the same
space.

One may think that these conditions are sufficient for the existence of a
solution to equation (3.2.1), especially if we have in mind the conditions required
by the Schauder-Tychonoff fixed point theorem. But conditions (1), (2), and (3)
do not suffice for the existence of a convex subset S c C([a, b], R"), such that
VS c S. Something has to be added to provide for this first condition in order
to secure the existence for (3.2.1).

Actually, if we consider the Volterra integral operator (Vx)(t) = f(t) +
f 'o k(t, s, x(s)) ds, as we did in Section 3.1, we notice that (Vx) (0) = f (O) = const.,
for every x e C([0, a], R"). This fact suggests the following condition, in addition
to conditions (1), (2), and (3):

(4) (Vx) (0) = (Vy) (0), for any x, y e Q[0, a], R").

The following result is true for equation (3.2.1).

Theorem 3.2.1. Let V be an operator satisfying the conditions (1)-(4) stated above.
Then, there exists 6 > 0, 6 < a, such that equation (3.2.1) has at least one solution
defined on [0, 6].

Proof. We shall use the Schauder-Tychonoff fixed point theorem (see Section
2.4). It can be stated, for our purpose, as follows: `If V is a continuous operator
on a closed convex set S e C([0, S], R"), such that VS is relatively compact, and
VS c S, then V has at least one fixed point in S.'

Under our assumptions, a convenient S has to be found, and then a set S has
to be constructed in such a manner that the conditions of Schauder-Tychonoff
are satisfied.

Since 6 < a, and instead of the original space C([0, a], R") we might have to
use C([0, S], R"), we will preserve the same notation V for the operator induced
by the initial operator V on the space C([0, b], R"). This is possible because
V satisfies condition (1), i.e., for x(s) = y(s), 0 < s< t, (Vx)(t) = (Vy)(t). Con-
sequently, we can consider the `restriction' of the operator V to any space
C([0, 6 ], R"), with 6 < a.
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Let us denote by x°, x° e R", the common value of (Vx)(t) at t = 0,
x e C([0, a], R"). Let S be the ball of radius r > 0 in C([0, a], R"), centered at x°.
Since S is a bounded set in C([0, a], R"), the compactness of the operator V (see
condition (3) above) allows us to determine 6 > 0, such that II (Vx) (t) - x°II =
II(Vx)(t) - (Vx)(0)II < Zr for all x e S, provided 0< t< 6 = 6(r). Therefore,
restricting our considerations to the interval [0, 6], or to the space C([0, 6], R"),
we obtain the following fact: the operator V takes the ball S c C([0, 6], R") into
a relatively compact subset of it: VS c S. Since S is obviously closed and convex
in C([0, 6], R"), while the operator V is continuous and compact, the Schauder-
Tychonoff theorem yields the existence of (at least) one fixed point in S.

Remark 1. Instead of assuming V is defined on the whole space C([0, a], R"),
one can consider the case when V is given only on an open subset of that space,
or on the closure of an open set (for instance, on a ball like S). Then Theorem
3.2.1 yields existence results similar to Theorem 3.1.1, in which case

k(t, s, x(s)) ds. (3.2.6)(Vx) (t) = f(t) + f o
0

Remark 2. More general results than Theorem 3.1.1 can be obtained from
Theorem 3.2.1. For instance, the operator V given by (3.2.6) could be chosen in
such a way that it takes C([0, a], R") into itself. However, k(t, s, x) need not be
continuous, as assumed above. In [1], Miller makes the following assumptions
on k(t, s, x):

(a) f e C([0, a], R");
(b) k: da x R" - R" is measurable in (t, s, x), and is continuous in x for each

fixed (t, s) e da;
(c) for each bonded set B c R", there exists a nonnegative measurable func-

tion m(t, s), such that

I k(t,s,x)I < m(t,s), (t,s) E Aa, x E B,

and

sup J m(t, s) ds < oo, t e [0, a];
0

(d) for every to a [0, a], and x c- C([0, a], R"), I x(t) I < M (M > 0 arbitrary),
one has

sup J a I k(t, s, x(s)) - k(to, s, x(s))I ds -> 0 as t -> to. (3.2.7)
0

It can be easily checked that under conditions (a), (b), (c), (d) the operator
V given by (3.2.6) takes C([0, a], R") into itself, and verifies other conditions
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required in Theorem 3.2.1. In particular, condition (3.2.7) implies the compact-
ness property (3).

Conditions (a)-(d) on the operator V given by (3.2.6) are what one usually
calls Caratheodory type conditions.

Remark 3. Instead of condition (4) on the operator V, one can assume only the
existence of an x(t) such that x(0) = (Vx)(0). See Neustadt [1].

We shall now consider the abstract Volterra equation (3.2.1), and assume
that the operator V is acting between function spaces whose elements are not
necessarily continuous maps. More specifically, we shall deal with the case when
the operator V takes the space L; J[0, T), R") into itself. It is then obvious that
equation (3.2.1) will be understood as holding almost everywhere. Accordingly,
in the definition of Volterra operator we have to make a change. Namely, V will
be called of Volterra type (or causal) if, from x(t) = y(t) almost everywhere on
[0, T], T < T, it follows that (Vx)(t) = (Vy)(t) almost everywhere on [0, T].

It is more or less obvious that making the kind of hypotheses encountered in
Theorem 3.2.1, we can expect the existence of a solution to equation (3.2.1) in the
space L2 c([0, T), R"). While formulating hypotheses similar to the hypotheses
(1)-(3) in Theorem 3.2.1 does not pose any problem, we see that the fourth
hypothesis in the above theorem does not make sense for measurable functions
(more precisely, for the classes of equivalent functions that constitute the elements
of the space). Instead of the hypothesis (4) in Theorem 3.2.1, we have to substitute
another condition that will assume, for instance, the inclusion VS C S, with
S c L; C([0, T), R") conveniently constructed.

Of course, this is just one possibility in dealing with this matter, but it turns
out to be quite useful. Moreover, it will allow us to obtain a global existence
theorem for equation (3.2.1), as well as a local one.

Theorem 3.2.2. Consider the equation (3.2.1), and assume V is an operator from
L2 J[0, T), R") into itself, verifying the following conditions:

(1) V is an operator of Volterra type;
(2) V is continuous in the topology of the space L 210J[0, T), R");
(3) V is compact on L oC([0, T), R");
(4) there exist two functions A, B: [0, T) -. R, with A continuous and positive,

and B locally integrable, such that x e L10 ([0, T), R") and

J0`

imply

Ix(s)12 ds < A(t), t e [0, T) (3.2.8)

I(Vx)(t)12 < B(t) a.e. on [0, T), (3.2.9)
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and furthermore

fo,
B(s)ds < A(t), t e [0, T). (3.2.10)

Then there exists a solution x e L2 J[0, T), R") of the equation (3.2.1), such that
(3.2.8) holds.

Proof. The underlying space is the locally convex space L ',([O, T), R"), and the
defined by

l

closed convex set

I

S c L C([0, T), R") i((so

)))

L o([0, T), R"); J Ix(s)12 ds < A(t), t e [0, T) } (3.2.11)S= x e

From (3.2.8)-(3.2.10) one obtains

VS C S. (3.2.12)

Since V is continuous and compact on L; ([0, T), R"), the fixed point theorem
of Tychonoff (in locally convex spaces!) applies to the operator V and set S.
Therefore, we conclude that there exists x e S, such that (3.2.1) is verified.

As far as the local result is concerned, we should notice that the existence of
the pair A, B, with the properties specified in the statement of Theorem 3.2.2,
except for (3.2.10), will always imply the validity of (3.2.10) in some right neigh-
borhood [0, S], S > 0.

This ends the proof of Theorem 3.2.2. In order to check how efficient this result
is, let us consider the classical Volterra linear equation

x(t) = f(t) + J k(t, s)x(s) ds, t e [0, T), (3.2.13)
0

with f e L; r([0, T], R"), and k(t, s) amatrix-valued kernel, of type n by n, whose
entries are in L; C(D, R), where D = {(t, s) 10 < s < t < T1.

Hence, for every tt < T, one has

r, r

I k(t,s)I2dsdt < M(tt) < co. (3.2.14)
0 o

It is easily seen that the operator V given by

(Vx)(t) = f(t) + J k(t, s)x(s) ds, t e [0, T), (3.2.15)
0

is a Volterra operator on L' ,,([0, T), R").
In order to prove its continuity on the same space, we notice that for any

tl < T one has
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fo"
I(Vx)(t) - (Vy)(t)12 dt

Jo
Ik(t,s)I2dsdt/

\Jo
Ix(t) -y(t)I2dt). (3.2.16)

5 (Jt'
The compactness of the operator V on L2 c([0, T), R") follows from the

estimates

f I(Vx)(t)I2dt < 2 f If(t)I2 dt
o Jo

+ 2 \Jo' fo Ik(t,s)I2dsdt/ (Jo Ix(t)I2dt), (3.2.17)

and, for h > 0,

J
"

I(Vx)(t + h) - (Vx)(t)12 dt < 3 f
o

f(t + h) - f(t)I2 dt
0 o

+ 3A(t, + h) J J+n I k(t + h, S)12 ds dt

('

o r

+ 3(Jo Ix(s)I2ds)(Jo Jo I k(t + h,s) - k(t,s)I2dsdt 1. (3.2.18)

Indeed, (3.2.17) shows that for any x e L; ,([0, T), R"), with f o Ix(s)12 ds < M, the
set { Vx} remains bounded in L2-norm. From (3.2.18) one obtains

lim J l I(Vx)(t + h) - (Vx)(t)I2dt = 0, (3.2.19)
h-0 o

uniformly with x, such that 10 Ix(s)I2 ds < M.
While the first and third terms in the right hand side of (3.2.18) obviously tend

to zero as h -+ 0, we notice that in the second term the integral is taken on a set
of measure that tends to zero with h.

It remains to construct the functions A(t) and B(t), such that condition (4) of
Theorem 3.2.2 is satisfied.

If we start with an arbitrary A (t), then it is easily seen that B(t) can be chosen as

B(t) = 21f(t)I2 + 2A(t) fo' I k(t, s)I2 ds. (3.2.20)

Let us denote

A(t) = fo Ik(t,s)I2 ds, t e [0, T). (3.2.21)
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Since we assumed I k I to be in L' c(D, R), x(t) is locally integrable on [0, T). If we
now take into account the condition (3.2.10), we obtain for A(t) the following
integral inequality:

fo fo
A(t) > 2 o A(s)2(s) ds + 2 If(S)12 ds, t E [0, T). (3.2.22)

For (3.2.22) we need to construct a continuous solution A(t) > 0, t E [0, T).
Notice that, for any e (> 0, the inequality

fo
A(t) >_ 2 J A(s) [A(s) + E] ds + 2 If(s)12 ds + E (3.2.23)

0

is stronger than (3.2.22). A solution A(t) for (3.2.23) is also a solution for (3.2.22).
We shall now reduce (3.2.23) to a differential inequality, by letting

y(t) = J A(s) [).(s) + E] ds, (3.2.24)
0

which implies y(O) = 0, and

y'(t) >_ 2 [.l(t) + E] y(t) + [2 J I f(s) I2 ds + El [4t) + E] (3.2.25)

for t e [0, T). More precisely, (3.2.25) has to be considered only a.e. on [0, T).
Obviously, a solution y(t) for (3.2.25) can be obtained if we solve the linear
differential equation corresponding to the inequality, with the initial condition
y(O) = 0. This choice gives

fo
A(t) = y'(t) [2(t) + E]2y(t) + 2 I.f(s)I2 ds + E, (3.2.26)

which shows that A(t) > 0 is continuous.
Summarizing the above discussion in relation to equation (3.2.13), with

f e L,c ([0, T), R"), and ikl E L ,(D, R), we can state the existence of a solution
x e L2 J[0, T), R") which verifies the equation almost everywhere on [0, T).

We leave to the reader the task of showing that the solution is unique in
L to ([0, T), R").

An L2-existence theory for (3.2.13), using the method of successive approxi-
mations, can be found in Tricomi's book [1]. The resolvent kernel is also
constructed under various assumptions in Neustadt [1], Schwabik et al. [1],
Miller [1].

Finally, we point out the fact that Theorem 3.2.2 can be applied to the
nonlinear case

x(t) = f(t) + J k(t,s,x(s))ds, (3.2.27)
0



3.2 Abstract Volterra equations and some special cases 123

assuming among other things the validity of an estimate of the form

Ik(t,s,x)I << ko(t,s)IxI, (3.2.28)

where k° e L ',,(D, R). The so-called Caratheodory's conditions must be imposed
on k(t, s, x), in order to be able to construct the pair of functions A(t) and B(t).
The reader is encouraged to try to get through the details.

We shall discuss now the existence problem for functional differential equa-
tions of Volterra type. Such an equation is usually given in the form (3.2.2), with
the associated initial condition:

x(t) = (Vx)(t), t e [0, T), x(0) = x° e R". (3.2.2)

As we mentioned earlier in this section, it is adequate to assume that V is
acting on a space of continuous functions on [0, T), or on a subinterval [0, T) c
[0, T), while the range of V is in a space of measurable (locally integrable)
functions defined on [0, T), or on a convenient subinterval. This kind of assump-
tion is easily understandable if we take into account (3.2.2), which shows that
x(t) must be absolutely continuous.

Since (3.2.2) is equivalent to the Volterra equation x(t) = (V1x)(t), with V1
given by (3.2.4), i.e. (V1 x) (t) = x° + f o (Vx) (s) ds, we realize that the existence
problem is basically solved for (3.2.2). Indeed, equation (3.2.4) is a Volterra
equation of the form (3.2.1), and therefore we can apply both Theorems 3.2.1 and
3.2.2 to produce existence results for the problem (3.2.2). It is interesting to point
out that V1 is acting from the space of absolutely continuous functions into itself,
even though V does not possess this property (under our assumption). Therefore,
applying Theorem 3.2.1 to the equation (3.2.4) makes sense.

We shall give a theorem that is closer in formulation to Theorem 3.2.2, and
which can be also proved by means of the Schauder-Tychonoff fixed point
method.

The following assumptions will be made about the operator V in equation
(3.2.2).

A1. V is a continuous Volterra operator from the space C([0, T), R") into the
Banach (or Frechet) space B c L10 ([0, T), R"), the topology of B being stronger
than the topology of L,.,([0, T), R").

A2. There exists a pair of maps from [0, T) into R, say A(t) and B(t), such that
A(t) is continuous and positive, while B(t) is locally integrable and nonnegative,
with the property that x e C([0, T), R") and

Ix(t)I < A(t), t e [0, T) (3.2.29)

implies

I (Vx) (t) I < B(t) a.e. on [0, T), (3.2.30)

where
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A(t) - A(0) >- f
o

B(s) ds, t e [0, T). (3.2.31)
0

The following result can now be formulated regarding equation (3.2.2).

Theorem 3.2.3. Assume that conditions Al and A2 hold with respect to the
operator V. Then the problem (3.2.2) has a solution x e AC,,,,,([0, T), R")
C([0, T), R"), such that (3.2.29) holds, provided Ix°I < A(0).

Proof. We shall deal with the equivalent equation (3.2.4), involving the Volterra
operator V1.

It is obvious that inequality (3.2.29) defines in C([0, T), R) a convex closed
set, say S. The operator V1 takes, under our assumptions, the set S into itself:
Vl S c S. We have only to show that V1 is continuous on S, and V1 S is relatively
compact in C([0, T), R").

The continuity of V1 follows easily from the continuity of V Indeed, if x'° -> x
in C([0, T), R"), then (Vxm')(t) - (Vx)(t) in B, as m -> oo, But convergence in B
implies convergence in L10( [0,T),R"), i.e., L1-convergence on each [0, t1] c
[0, T). This means that (V1 x'°) (t) -+ (V1 x) (t) in C([0, T), R"), because (V1 x) (0) = x°

for any x e C([0, T), R").
In order to show that V1 S is relatively compact in C([0, T), R"), we need to

show that this set is uniformly bounded and equicontinuous on each [0, t1 ] c
[0, T).

Since x e S implies II(Vx)(t)Ij < B(t) a.e. on [0, T), one easily obtains from A2

I(V1x)(t)I < A(t), t e [0, T),

and

I(Vix)(t + h) - (V1x)(t)I <-
('[+h

J B(s) ds

The local integrability of B suffices to assure the equicontinuity of V1 S.
The proof of Theorem 3.2.3 is thereby completed.
As an application of Theorem 3.2.3, let us consider the existence problem for

one of the most often encountered integrodiffere\ntial equation, namely

z(t) = f
\I

t, x(t), fo k(t, s)x(s) ds/ I, x(0) = x°, (3.2.32)

in which, x, f e R", t e [0, T), and k(t, s) is a matrix-valued kernel defined on
D = {(t,s)10 < s < t < T}. We assume that fit, x, y) is measurable in t for fixed
(x, y), and continuous in (x, y) for fixed t, a.e. on [0, T). Moreover, we assume that

Ilf(t,x,Y)II <_ «(t)Ixl + /(t)IYI + Y(t), (3.2.33)
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where a, i, y are nonnegative locally integrable functions on [0, T). The kernel
k(t, s) is assumed continuous on D, even though measurability conditions could
be allowed.

The operator V is defined by

(t,
('

(Vx)(t) x(t), J o k(t, s)x(s) ds/I, (3.2.34)
o

and it is obviously a Volterra operator. The continuity of V, from C([0, T), R")
into L,o,,([0, T), R"), is easily obtained by using the estimate (3.2.33).

It remains to construct the pair of functions A(t) and B(t), with the properties
indicated in the hypothesis A2. In other words, assuming Ix(t)I < A(t) on [0, T),
with x e C([0, T), R"), we must satisfy the inequality

A(t) - A(0) Ic (s)A(s) + fl(s) J S I k(s, u)I A(u) du + y(s) Ids. (3.2.35)
Jo 0

In order to handle this inequality, we will assume that A(t) is nondecreasing on
[0, T). This allows (u's to deal with the stronger inequality

fo
A(t) - A(0) J Ia(s) + fl(s) J s Jk(s, u)I duI A(s)ds + y(s)ds. (3.2.36)

o 0

The inequality (3.2.36) has the same form as inequality (3.2.22). Therefore, an
absolutely continuous, positive and nondecreasing function A(t) can be con-
structed as shown above. The function B(t) can obviously be chosen as

B(t) = a(t)A(t) + fl(t)A(t) f
o

I k(t, s) I ds + y(t). (3.2.37)
0

Remark. The result of Theorem 3.2.3 was given, in a slightly different form, in
Corduneanu [12]. The linear estimate on f helps in obtaining a global result.
Without such an estimate, only a local result can be obtained.

Let us consider now functional-differential equations of Volterra type depend-
ing upon a functional parameter:

.z(t) = V(x, 0) (t), t e [0, T), (3.2.38)

with the usual initial condition

x(0) = x° e R". (3.2.39)

The functional parameter 0 is supposed to belong to a certain function space S,
endowed with convenient structures in order to make possible the study of
dependence of the solution with respect to 0. More precise assumptions will be
made in the sequel.
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Our immediate goal is to show that differential equations with delay can
be treated, at least with regard to the existence of solutions, as functional-
differential equations depending upon a parameter. As an illustration of this,
consider the infinite-delay equation

x(t) = J
00

k(t, s)x(s) ds + f (t), t e R+, (3.2.40)

with the initial condition (3.2.39), and the functional initial data

x(t) = q(t), t e R_. (3.2.41)

Formally, this problem is equivalent to the following Volterra functional-
differential equation

z(t) = f
o

k(t, s)x(s) ds +
Co

k(t, s)b(s) ds + f (t)
o

on t > 0, with (numerical) initial data (3.2.39). In other words, V(x, 0) is given by

V(x, ¢) (t) = J
o

k(t, s)x(s) ds + f-.
ok(t,

s)¢(s) ds + f (t),

a formula which illustrates the following feature: (x, 0) -- V(x, 0) is a map from
the product space X x S, with X a function space whose elements are given on
R+ and take values in R" into another function space Y. If we take into account
the discussion carried out above in relation to equation (3.2.2), it is a reasonable
assumption that Y has its elements defined on R, with values in R". In contrast
to X, whose elements have to be `smoother', the elements of Y will be assumed
to be only locally integrable.

Going back to equation (3.2.38), under initial condition (3.2.39), we will see
that the existence of solutions can be obtained without difficulty by applying
Theorem 3.2.3. Indeed, if we assume that V(x, 0) in (3.2.38) satisfies for every fixed
0 e S the conditions A 1 and A2, then the existence of a solution to (3.2.38), with
the initial condition (3.2.39) is assured by Theorem 3.2.3. Such a result does not
really provide valuable information, and extra hypotheses are needed in order
to make it meaningful.

Without intending to cover the greatest generality, let us assume the following
conditions are satisfied by the operator V in (3.2.38).

(1) V is a Volterra operator (with regard to the first argument) from
C([0, T), R") x S into L10 ([0, T), R"), where S stands for a Banach or
Frechet function space whose norm or linearly invariant metric is denoted
by

(2) There exists a nonnegative locally integrable function A(t) on [0, T), such
that
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I V(x,O)(t) - V(YM(t)I < 40 sup I X(U) - Y(u)I + 10 - 0Is(3.2.42)1[ue
[O, t]

a.e. on [0, T), and for any x, y e C([0, T), R"), and any 0, Eli, e S.

Let us point out that (3.2.42) implies that V(x, 0) is Volterra in x.
Hence, the method of successive approximations is applicable to the integral

equation equivalent to (3.2.38), (3.2.39), namely

x(t) = x° +
fo

t V(x, 0) (s) ds, t e [0, T), (3.2.43)

and its convergence in C([0, T), R") is an elementary result, which is left to the
reader.

We shall establish an inequality for Ix(t) - y(t)I, where x denotes the solution
of (3.2.38) corresponding to 0 e S and x° E R", while y is the solution of the same
equation (3.2.38), corresponding to 0 e S, and y° a R" as initial value.

From (3.2.43) and the similar relationship corresponding to y, one obtains in
view of (3.2.42):

IX(t) - Y(t)I < Ix° - y°I + ft A(s) [ sup Ix(u) - Y(uI + 10 - OIs] ds
J0 uE[O,s]

which easily yields for t e [0, T)

sup Ix(s) - Y(s)I < Ix° - Y°I + 10 - OIs f t 2(s) ds
SE[°,t] o

+ J 2(s) sup Ix(u) - y(u)I ds. (3.2.44)
° ue[O,s]

The inequality (3.2.44) is an integral inequality of Gronwall's type. As seen in
Section 1.3, it implies

sup Ix(s) - Y(s)I <_ K(t)(Ix° - Y°I + 10 -'Is) (3.2.45)
S e [O,t]

for some nonnegative continuous function K(t).
Consequently, under conditions (1) and (2) for the operator V(x, 0) the (unique)

solution of the problem (3.2.38), (3.2.39) is Lipschitz continuous (on any finite
interval!) with respect to the initial data, and the functional parameter.

Let us show now how existence results for delay equations can be obtained
from the existence of a solution to equation (3.2.38), with the initial condition
(3.2.39).

We shall choose the case of equations with unbounded (infinite) delay. The
case of finite delays can be dealt with similarly.

Let us consider the equation

z(t) = f(t, xt), t e [0, T), (3.2.46)
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under initial data

x° =0ES, x(0)=x°eR", (3.2.47)

with x e R", S = S(R_, R") being a function space to be made precise below,
xt(u) = x(t + u) for any u e R_, and f : [0, T) x S --> R" a map with the property
f(t, x,) e L10 ([0, T), R"), for any x e C([0, T), R").

Of course, this is the most common description of functional-differential
equations with unbounded (infinite) delay (see, for instance, Corduneanu and
Lakshmikantham [1]).

In order to reduce the delay equation to an equation of Volterra type depend-
ing upon a parameter, we have to define the operator V(x, 0) in terms off and
0 from (3.2.46) and (3.2.47), in such a way that any solution of (3.2.46), (3.2.47) is
a solution of (3.2.38), (3.2.39), and vice versa.

Let us now proceed formally and, for x e C([0, T), R") and 0 e S, let

V(x,0)(t) = fit, x,), t c [0, T), (3.2.48)

where according to (4.2.47)

x° _ 0 E S, (3.2.49)

and for every t e [0, T)

xJu) - {(t + u), u < - t,
x(t + u), -t < u < 0. (3.2.50)

From this notation it is obvious that the infinite delay equation (3.2.46)
becomes (3.2.38), while the first initial condition (3.2.47) is now absorbed in
V(x, ¢). The second condition (3.2.47) is identical to (3.2.39), and therefore the
reduction is achieved.

It remains to clarify a few details that will make the above reduction meaning-
ful, in other words, we have to provide adequate conditions on (3.2.46), (3.2.47),
such that the resulting V(x, 0) satisfies conditions that will allow us to ascertain
the existence of solutions for (3.2.38), (3.2.39).

Of course, the above problem does not have a unique answer. It depends on
what kind of conditions we expect for V(x, 0). Since our aim is only to illustrate
how the above scheme works, we will choose conditions that do not lead to
significant technical difficulties. We shall soon realize that in order to obtain a
convenient V(x, 0), besides the conditions to be imposed on f (t, ¢) in (3.2.46),
certain assumptions have to be made on the space S of initial functions.

Let us assume first that f is a continuous map from [0, T) x S into R",
satisfying a Lipschitz type condition

If(t,0) -f(t,0I < 2(t)Iq - 0Is, (3.2.51)

with ,.(t) a nonnegative continuous function on [0, T).
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Now let x, y e C([0, T), R"), and q$, 0 e S be arbitrary, and define x0 = ¢,
yo = 0, in agreement with (3.2.49). Then, from (3.2.48), (3.2.51), we obtain for
t e [0, T)

I V(x,#)(t)-V(Y,f)(t)I =If(t,x)-f(t,y,)I <-A(t)Ixt-Ytls, (3.2.52)

provided x, yt e S.
Of course, we are interested in deriving (3.2.42) from (3.2.52), which appears

to be immediate when an inequality of the form

sup Ix(u) - Y(u)I + I $ -'Is(3.2.53)Ixt - Ytls <- k(t) fue[o,t]

is valid for any t e [0, T), with k(t) a continuous nonnegative function, or, more
generally, a nonnegative locally integrable function on [0, T).

We shall now impose some restrictions on the function space S, such that
(3.2.53) is satisfied for any x, y e C([0, T), R"), and 0, 0 e S.

Notice first that

xt(u) = xt(u)X[-t,o](u) + 0(t + u)X(-.,-t)(u),

where X(a,b)(u) is the characteristic function of the interval (a, b). Hence

Ixt - Ytls <-1[xt(u) - Yt(u)]x[-t,o](u)Is

+ 1100 + u) - fi(t + u)]x(-.,-t)(u)Is, (3.2.54)

and (3.2.53) will follow from (3.2.54) if we assume

Ixt(u)x[-t,01(u)I < m(t) sup Ix(u)I (3.2.55)
UE[O,t]

for any x e C([0, T), R") and a fixed locally (continuous) integrable function m(t)
on [0, T), and also

I0(t + u)x(-.,-t)(u)Is <- n(t)I01s, (3.2.56)

for any 0 e S, and a function n(t) with the same properties as m(t) in (3.2.55).
Combining (3.2.54)-(3.2.56), one derives (3.2.53), with k(t) = max{m(t),n(t)}.

In turn, (3.2.52) and (3.2.53) imply (3.2.42), with 2(t)k(t) instead of A(t).
Summing up the above discussion, we can state the following existence and

uniqueness result for equations with infinite delay of the form (3.2.46), under
initial data (3.2.49).

Proposition 3.2.4. Consider the infinite delay equation (3.2.46), under initial data
(3.2.47), and assume the following conditions are satisfied:

(a) f : [0, T) x S -. R" is a continuous map, such that (3.2.5 1) holds for some
nonnegative locally integrable function A;
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(b) the `phase space' S = S(R_, R") is either a Banach space or a Frechet space,
in which the norm or the linearly invariant metric is denoted by I -Is, such
that the following properties are valid:
(1) for every 0 e S and x e C([0, T), R"), xt defined by (3.2.50) belongs to S,

and the map t -+ x, is continuous;
(2) there exists m: [0, T) R+, continuous, such that (3.2.55) holds for any

x e C([0, T), R");
(3) there exists n: [0, T) - R+, continuous, such that (3.2.56) holds for any

0eS.

Then, there exists a unique solution x = x(t, x°, 0) of the problem (3.2.46), (3.2.47)
defined on [0, T). This solution is continuously differentiable with respect to t and
uniformly Lipschitz continuous in (x°, 0) on any compact interval of [0, T).

Remark 1. Condition (3.2.55) makes sense because of assumption (1) in (b).
Indeed, xt(u)x[_t,O](u) e S, because it coincides with zero on (-oo, -t), and with
x(t + u) on [- t, 0]. It is, in fact, the construction of x, defined by (3.2.50),
corresponding to 0 = 0 e S. Similar comment is valid for (3.2.56), in which case
¢ is arbitrary in S, while x(t) __ 0.

Remark 2. The reader familiar with the theory of equations with infinite delay,
will easily realize that in (b) we have retrieved the axioms of the phase space (see,
for instance, Hale and Kato [1]) starting from the idea of treating infinite delay
equations as functional-differential equations depending upon a parameter.

Remark 3. It is obvious that the conditions of Proposition 3.2.4 cover the linear
case. In other words, if f is linear in 0, and therefore (3.2.46) becomes

.z(t) = L(t, x,) + f(t), t e [0, T), (3.2.57)

in which

I L(t,0)1 <_ 2(t)10Is, 0 e S, (3.2.58)

for some nonnegative continuous .l(t) on [0, T), the existence and uniqueness of
the solution of (3.2.57) verifying (3.2.47) are guaranteed. Also, the continuous
dependence on (x°, ¢) is assured.

Remark 4. It is useful to provide some examples of function spaces that satisfy
the conditions (b) of Proposition 3.2.4.

A first choice is S = L1(R_,R"), with I < p < eo, Indeed, for 0 e L1(R_,R")
and x e C([0, T), R"), x, e L1(R_, R") for each t e [0, T), and it can be represented
as

xJu) = x(t + u)xt_r,ol(u) + q(t + u)X(-.,-r)(u).
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If we keep in mind the well known property limn..° Ix(t) - x(t + h)ILP = 0 for
x e L°, 1 < p < oc, then it is obvious that t - x, is continuous as a map from
[0, T) into S.

We need only to check the validity of conditions (2) and (3) in (b). This is
particularly simple, and the reader will easily find out that one can choose
m(t) = tfl", and n(t) = 1.

Another possible choice is when S consists of integrable functions on R_, with
values in R", such that their restrictions to some fixed interval [ - r, 0], r > 0, are
continuous. S is endowed in such case with a mixed norm, namely

I0Is = I r I0(u)I du + sup I0(u)I. (3.2.59)
J -oo ue[-r,01

In this case, ¢(0) is defined for each 0 e S, and the initial condition x(0) _
x° e R" is usually replaced by the more natural condition x(0) = 0(0). In this way,
x, e S for any t E [0, T), and t -+ x, is continuous. To check the last assertion we
refer again to the same property as in the case S = L°, plus the uniform continuity
of continuous functions on [ - r, 0].

With regard to property (2) in (b), one can easily see that for

m(t) = Si,
l +t-r,

0<t<r,
r<t< T,

(3.2.55) is satisfied, while n(t) = 1 is convenient for condition (3.2.56).
The mixed norms like (3.2.59), and their analogues for 1 < p < oo, have been

extensively used in regard to infinite delay equations.

3.3 Linear Volterra equations: the resolvent and some applications

We shall consider the linear Volterra equation

x(t) = (Lx)(t) + f(t), t E [0, T), (3.3.1)

where L is a linear Volterra operator on the space C([0, T), R"), and
f e C([0, T), R"), satisfying further conditions to be specified below.

Our aim is to show that equation (3.3.1) has a unique solution x(t) e
C([0, T), R"), for every f(t) e C([0, T), R"), and this solution can be expressed by
means of the formula

x(t) = f(t) + (Rf)(t), t e [0, T), (3.3.2)

where R is also a linear Volterra type operator on C([0, T), R"), called the re-
solvent of L.

In order to achieve this, we shall proceed as follows: first, we will obtain the
existence of a local solution by applying Theorem 3.2.1; second, we will prove the
uniqueness of the solution for linear equations; third, we will show that any
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solution of (3.3.1) can be continued until we obtain a solution of the same
equation, defined on the maximal interval [0, T); fourth, we will prove the
existence of the resolvent operator R, and the validity of formula (3.3.2).

Then several illustrations and applications of the formula (3.3.2) will be
considered: either constructing R when L has a particular form, or using the
representation to derive a variation of the constants formula for linear functional-
differential equations of the form

.z(t) = (Lx)(t) + f(t), x(0) = x° e R". (3.3.3)

The first step of our discussion requires the proof of local existence for (3.3.1),
which does not pose any problem if we accept the conditions (1)-(4) of Theorem
3.3.1. More precisely, we assume that L: C([0, T), R") -+ C([0, T), R") is causal,
compact, and of fixed initial value: (Lx) (0) = (Ly)(0) for any x, y e C([0, T), R").
Since the compactness of linear operators implies continuity, while (Lx)(0) =
(LO)(0) = 0 (the null vector), conditions (1)-(4) of Theorem 3.2.1 are satisfied
by Vx = Lx + f, and therefore (3.3.1) has a solution on some interval [0, 6],
0<6<T

The second step consists in proving that the homogeneous equation x(t) _
(Lx)(t), associated with (3.3.1), has only the zero solution on [0, T). This result
can be obtained if we preserve the hypotheses on L, stated in the first step of the
discussion.

Indeed, if we assume that the equation x(t) = (Lx) (t) has a continuous solution
x1 (t) on some interval [0, t1] c [0, T), such that x1 (t) 0 on this interval, then
we can reach a contradiction.

As noticed above, one must have x 1 (0) = (Lx, ) (0) = 0. On the other hand,
there must be a T, 0 < T < t1, such that x,(t) = 0 for any t with 0 < t < r, while
in any right neighborhood of T there are points such that x1 (t) 0.

Because of the compactness of L, there exists b, > 0 with the following
property: for each x(t) e C([0, t,], R") with Ix(t)I < 1 on [0, t,], one has

I (Lx) (t) - (Lx) (s) I < 1, (3.3.4)

for any t, s e [0, t1], such that It - sI < 61.
Going back now to the solution xt(t), we choose a positive number 6 <

min{61, t1 - T}, and notice that we can assume without loss of generality

suplx1(t)I = 1, t e [T,T + 6]. (3.3.5)

Indeed, since x(t) = (Lx)(t) is linear and homogeneous, cx,(t) is also a solution
for any real c. Denote by s, s e [T, T + 6], a number such that I x, (s) I = 1. Then

Ix1(s) - xt(T)I = 1, Is - TI < 6 < S,. (3.3.6)

Now define x2(t) = x1(t), 0 <- t <- T + 6, x2(t) = xl (T + 6),T + 6 < t < t, . One
has x2(t) e C([0, t1 ], R"), I x2(t) I < 1, t e [0, t1 ]. Therefore (3.3.4) should be satisfied
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by x2(t). But (3.3.6) shows that (3.3.4) cannot be true for x2(t), which coincides
with x, (t) on [0,,r + 6], and moreover x, (t) = (Lx,) (t) on that interval.

It remains only to point out that t, < T is arbitrary, in order to conclude that
equation (3.3.1) possesses the property of uniqueness in C([0, T), R").

The third step of our discussion is aimed at showing that any solution of (3.3.1)
can be assumed, without loss of generality, to be maximally defined on the whole
interval [0, T). This is a well-known feature for all kinds of linear equations that
we are familiar with (ordinary differential equations, integral equations, integro-
differential equations etc.).

First of all, notice that in the first step of our discussion we saw that equation
(3.3.1) has a local solution. In other words, for some t,, 0 < t, < T, there exists
a function x(t) e C([0, t,], R"), such that x(t) = (Lx)(t) + f(t), for all t e [0, t,].

Let us now denote by t, 0 < T< T, the least upper bound of those t,, 0 < t, <
T, such that equation (3.3.1) has a solution x(t), defined on [0, t,]. We can easily
show that equation (3.3.1) has a unique solution x(t) defined on [0, T). Obviously,
the interval [0, t) is the maximal interval of existence for the solution of equation
(3.3.1). Then it will be shown that [ = T (because of the linearity!).

The definition of x(t) is as follows: let t' < T be an arbitrary number, as close
as we wish with respect to t, or as large as we wish if t = oo. Then equation (3.3.1)
must have a solution x(t) defined on [0, t,], with t' < t,. We set x(t') = x(t'), and
note that x(t') is uniquely determined, regardless of the (possible) choice of x(t).
Indeed, the uniqueness result, discussed in the second step, guarantees that. It is
obvious that x(t) is a solution of (3.3.1) on [0,t).

In order to conclude the third step of our discussion, it remains to show that,
necessarily, we have t = T This result can be achieved if we rely again on the
compactness of the operator L in (3.3.1).

Notice the fact that

lim sup I x(t) I = oo as t T t. (3.3.7)

If (3.3.7) does not hold, then the family of functions defined by xs(t) = x(t),
0 < t < s < t, xs(t) = x(s), s < t < t + go (for some go > 0 fixed) is uniformly
bounded on [0, t + so]. From the compactness of L we easily obtain the existence
of lim x(t) = xo e R", as t T t, as a result of Cauchy's criterion.

Hence, x(t) could be assumed continuous on [0, T], letting x(c) = xo. Then
x(t) becomes a continuous solution on [0,T] for (3.3.1), (Vx)(t) = x(t ), and
therefore it could be continued beyond t (see Remark 3 to Theorem 3.2.1). This
contradicts the fact that [0, t) is the maximal interval of existence for x(t), which
means that (3.3.7) must hold.

Let us now assume that t < T, and choose t, such that t < t, < T. From the
compactness of L we have

I(Lx)(t) - (Lx)(s)I < 41 (3.3.8)
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for all x e C([0,t1],R"), with Ix(t)I < Ion [0,t1], and t, s e [0,t1] such that
It - sI < 6, where S > 0 is a small number (S < 2t at least). Denote /i =
sup {Ix(t)I;0<t<t-S/2},and y=1+ 2(3+8sup {If(t)I;0<t<t-S/2}. By
t' we denote the smallest t such that I x(t) I = y. According to (3.3.7), there are such
values of tin any left neighborhood of t, and obviously t > T > t - 6/2.

We now define x1(t) a C([0,t1],R") by letting x1(t) = 7-1x(t) on [0,t"], and
x1(t) = y-'z(i) on [c,t1]. We have immediately

Ix1(t)I < 1 on [O,tt], x11 t - 8)
< 2, Ixt(t)I = I.

Consequently,

xl(t) - x1 t
1

> 2'
(3.3.9)

while (3.3.8) yields

(Lxl)(i)-(Lxl)I r-2/
4.

(3.3.10)

Notice now that (3.3.1) leads to

x1(t)=(LX1)(t)+y-'f(t), te[0,t], (3.3.11)

and consequently

xi(t)-xll t 2 < (Lx1)(t) - (Lxl)(T-
2)

+y-tlf(t)-fI t-2II <

+y-'2 sup{If(t)I;0<t<t-2}

1 1 1

<4+4 2'

a contradiction to (3.3.9).
This ends the third step of our discussion.
Finally, the fourth step can now be carried out. In other words, we have to

prove the existence of the (Volterra) operator R on C([0, T), R"), such that the
unique solution of (3.3.1) is given by (3.3.2).

We shall adopt the operator notation as specified above, and rely to some
extent on operator algebra.

Equation (3.3.1) can be written in the form

(1 - L)x = f, I = Identity operator. (3.3.12)
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Since I - L is a continuous operator from C([0, T), R") onto itself - because
equation (3.3.1) has a unique solution in C([0, T), R") for any f belonging to this
space - it follows that (see, for instance Yosida [1]) there exists a continuous
inverse (I - L)-1. Hence, (3.3.12) leads to x = (I - L)-'f, and if we let

R = (I - L)-1 - 1, (3.3.13)

we can write the solution of (3.3.1) in the form x = f + Rf, which is exactly (3.3.2).
It remains to show that R is of Volterra type, and compact. This follows from

the identity

R = L(I - L)-', (3.3.14)

which is an immediate consequence of (3.3.13). The compactness of R is a
consequence of the well-known property that the product of a continuous
operator and a compact one is compact. The fact that R is a Volterra operator
also follows from (3.3.14), in which both factors are Volterra operators (check
that (I - L)-1 is a Volterra operator if L is).

The conclusion of the discussion conducted above in relation to the linear
equation (3.3.1) can be formulated in the following theorem.

Theorem 3.3.1. Consider equation (3.3.1) in C([0, T), R"), where Lisa compact
linear Volterra operator. Then (3.3. 1) has a unique solution in C([0, T), R") for every
f e C([0, T), R"). This solution is given by (3.3.2), where the resolvent operator
R = L(1 - L)-' is also compact and of Volterra type.

Remark 1. In the algebra of linear bounded operators on C([0, T), R"), the
relationship between L and R can be also written as (I - L)(I + R) = I, which
shows that the resolvent operator corresponding to - R is - L. The relationship
can be also written as L - R + LR = 0, which reminds us of the integral equa-
tion of the resolvent kernel (see Section 1.3).

Remark 2. In the case of the classical Volterra operator

(Lx)(t) = J k(t, s)x(s) ds, t E [0, T), (3.3.15)
0

with k(t, s) a matrix whose entries are continuous on A = {(t, s); 0 < s < t < T},
we have constructed the resolvent, and found out that it can be expressed in the
same form as L:

(Rf)(t) = J o k(t,s)f(s)ds, t E [0, T), (3.3.16)
0

where k is the resolvent kernel of k (see again Section 1.3).
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Remark 3. If instead of the space C([0, T), R") we deal with L oC([O, T), R"),
and the operator L is still given by (3.3.15), with k(t, s) having its entries in
L 'JA, R), then R is given by (3.3.16), with k(t, s) defined in the same way as
in the continuous case, the uniform convergence being substituted with con-
vergence in L 'JA, '(R", R"). See Neustadt [1] for details.

Remark 4. The resolvent (kernel) operator has been constructed, under various
hypotheses, in Schwabik et al. [1], the underlying space being the space of
functions with bounded variation, and in Honig [1], when the underlying space
consists of regulated functions (i.e., having only discontinuities of the first kind).
In both cases the operator is represented by

(Lx)(t) =
ft

dsk(t,s)x(s), (3.3.17)
0

where the index s shows the variable with respect to which integration is
performed.

For instance, in Neustadt [1] it is shown that the resolvent is determined by
the kernel R(t, s) which is the unique solution of

R(t, s) = I + fs, d"k(t, u)R(u, s), (3.3.18)

with kR standing for the matrix product in the case of finite dimensional spaces,
or the operator product in the case of Banach spaces of infinite dimension.

The precise conditions under which such scheme works are given in the above
indicated references (Schwabik et al., and Honig).

Let us consider now the functional differential equation (3.3.3), in which
L stands for a linear Volterra operator from L ',,([O, T), R") into itself, and
f e L oC([0, T), Re). This equation together with the initial condition x(O) _
x° a R", can be reduced by integration to a Volterra linear equation of the form
(3.3.1):

x(t) = foo (Lx)(s)ds + x° + Jf(s)ds, t e [0, T). (3.3.19)

We need only notice that

(L t x) (t) = J (Lx) (s) ds, t e [0, T), (3.3.20)
0

is a linear operator of Volterra type on L oj[0, T), R"). More precisely, its range
consists of locally absolutely continuous functions from [0, T) into R", whose
derivatives (a.e.) are in Lo ,,([0, T), R").

If we let g(t) = x° + f0 f (s) ds, t e [0, T), then equation (3.3.19) becomes
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x(t) = J (Lx)(s) ds + g(t), t e [0, T). (3.3.21)
0

For equation (3.3.21), the classic scheme of successive approximations is appli-
cable, and uniform convergence is assured on each compact interval [0, t1]
[0, T).

Indeed, we can start with x°(t) = g(t), and for m >_ 1 let

xm(t) = fo (Line-1)(s)ds + g(t), t e [0, T). (3.3.22)

The sequence {xm(t)}, m > 0, consists of locally absolutely continuous functions
from [0, T) into R", which means {xm(t)} c C([0, T), R"). Convergence will be
established in this space, which is a subspace of L ;c,([0, T), R") and has a stronger
topology.

Before we prove the above assertion, let us notice the following fact about the
operator L: there exists a positive nondecreasing function L(t), t e [0, T), such
that

fo, I(Lx)(s)IZ ds < L(t1) fo Ix(s)I2 ds, 0 < t < t1, (3.3.23)

for any x e L C([0, T), R").
Indeed, let us write the continuity condition for L on L C([0, T), R"):

fo, I(Lx)(s)12 ds < L(t)
fo

Ix(s)I2 ds, t e [0, T), (3.3.24)

here L(t) > 0 is understood to be the smallest possible in (3.3.24). If we noww

write the condition (3.3.24) at t + h, h > 0, we have

1(Lx)(s)12 ds < L(t + h) J
t+h

Ix(s)I2 ds. (3.3.25)f
'+h

0 o

But if x e L2 J[0, T), R"), then for any 0 < t < T the function x,(s) = x(s),
0 < S:!5; t, xe(s) = 0 for s > t, is also in L o,([0, T), R"). Therefore, (3.3.25) yields

I(Lx)(s)I' ds +
f +n

I(Lx,)(s)I2 ds
f,+h

I(Lx,)(s)12 ds = fo
o

< L(t + h) f Ix(s)I2 ds,
0

for any x e L C([0, T), R"). Comparing the inequality just obtained with the
inequality (3.3.24) we conclude L(t) < L(t + h).

The inequality (3.3.24) leads immediately to the following inequality for the
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successive approximations defined above:

Ixm+l(t) - Xm(t)12 <
L(t1) fo Ixm(s) - xm-1(s)I2 ds, m 1, 0 < t < t1. (3.3.26)

Since we have for some M > 0

Ix1(t) - x°(t)I2 < M, t E [0,t1], (3.3.27)

the inequality (3.3.26) easily leads to

m
Ixm+1(t) - xm(t)I2 < M

(Lt)!
, t E [0, t1], (3.3.28)

m

for m -- 1.

The estimate (3.3.28) shows not only the convergence of the series
Y I xm+1 (t) - xm(t)I2, but also the (absolute and uniform) convergence of the series

Y[xm+1(t) - xm(t)]. Indeed, we have to notice that the series >(Ltj)m12(ml)-112

is convergent.
If we let

x(t) = lim xm(t), t e [0, T), (3.3.29)
M-00

then x(t) is a solution of (3.3.19) or, equivalently, a locally absolutely continuous
solution of (3.3.1), with x(0) = x°.

The uniqueness of the solution also follows from the method of successive
approximations. We omit the details which are standard.

The above discussion related to equation (3.3.3) can be summarized as follows.

Theorem 3.3.2. Consider the Volterra functional differential equation (3.3.3)
under the assumptions: L is a linear continuous operator from L' c([0, T), R") into
itself, and f e L orj[0, T), R").

Then, there exists a unique solution x(t) E C([0, T), R"), which is locally
absolutely continuous on [0, T), and such that x(0) = x° e R.

Remark 1. Since (3.3.3) is equivalent to the `integral' equation (3.3.19), one can
think of applying the result in Theorem 3.3.1 to the last equation. This approach
can be used, but requires slightly different assumptions from those involved in
Theorem 3.3.2.

Remark 2. The integral equation (3.3.21) can be written in the classical form,
namely

x(t) = f k(t, s)x(s) ds + g(t), t E [0, T), (3.3.30)
0

where the kernel k is determined by the operator L. The representation
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J , (Lx)(s)ds = J o k(t,s)x(s)ds, t e [0, T), (3.3.31)
0 o

for any x e L1.J[0, T), R") was obtained in Section 2.3.
Therefore, if we denote by k the resolvent kernel associated with k, the solution

of (3.3.30) can be represented in the form

x(t) = g(t) + J k(t, s)g(s) ds. (3.3.32)
0

Taking into account that g(t) = x° + f O f (s) ds, the formula (3.3.32) can be
rewritten as

x(t) = x° + J' f(u) du + J' k(t,s)[ o + JS f(u)du]ds,

which leads immediately to

x(t) = X(t,0)x° + J X(t,s)f(s)ds, (3.3.33)
0

where

X (t, s) = I + J " k(t, u) du for 0 < s < t < T. (3.3.34)
s

The formula (3.3.33) is the variation of constants formula for equation (3.3.3).
The (matrix-valued) function X (t, s) defined by (3.3.34), which in the case of
ordinary differential equations is given by X (t, s) = X(t)X' (s), with X (t) a
fundamental matrix for z = A(t)x, does verify certain functional relations, such
as 8X/8s = - k(t, s), a.e. on [0, t], for all t e (0, T). If one takes into account the
integral equations of the resolvent kernel, then further relationships can be
obtained for X(t, s).

Remark 3. If instead of equation (3.3.3) one considers a similar equation in-
volving a functional parameter 0, with 0 belonging to the space S, say

z(t) = (Lx)(t) + (B4')(t) + f(t), (3.3.35)

where B: S -+ L, c,([0, T), R") is a linear operator, then the solution of (3.3.35) can
be represented as

x(t) = X(t,0)x° + J o X(t,s)f(s)ds + J X(t,s)(Bq)(s)ds, (3.3.36)
0 o

with X (t, s) defined by (3.3.34).
In concluding this section, we shall apply the above results - particularly the

formula (3.3.36) - to the case of functional differential equations with infinite
delay. Such equations were considered briefly in the preceding section in relation
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to the existence of solutions, and they are usually written in the form (3.2.46),
with initial data (3.2.47).

Since only linear equations are now of interest to us, we shall write such
equations in the form (3.2.57), namely

x(t) = L(t, xt) + f(t), t e [0, T), (3.3.37)

with initial conditions

xo=/beS, x(0+)=x°eR". (3.3.38)

We shall assume that L(t, 0) is linear in the second argument, continuous in
(t, 0) e [0, T) x S, and satisfying an inequality of the form

IL(t,o)I <<A(t)IkIs, (3.3.39)

where A is nonnegative and locally square integrable on [0, T). The function f in
(3.3.37) will be assumed continuous on [0, T), even though more general assump-
tions could work in this respect. Finally, the function space S will be chosen as
described in Proposition 3.2.4, condition (b), and it is in fact the space of initial
functions.

Since the representation

xt(u) = xt(u)xl-t,ol(u) + 0(t + u)xt-.,-t>(u)

holds for any 0 e S and x e C([0, T), R"), we can rewrite equation (3.2.57) in the
form (3.3.35), where

(Lx)(t) = L(t, x,xl_t,ol), t e [0, T) (3.3.40)

and

(BO) (t) = L(t,¢(t +')X(-.,(3.3.41)
Therefore, taking into account the results established above in this section, as

well as the general existence result given in Proposition 3.2.4, we can say that
equation (3.3.37) has a unique solution (continuously differentiable in t) on [0, T)
which is representable in the form

fo
x(t) = X(t,0)x° + X(t,s)f(s)ds + X(t,s)L(s,¢(s + ))ds.

(3.3.42)

Obviously, the procedure to obtain (3.3.42) can be adapted to different hypo-
theses from those used above.

3.4 A singular perturbation approach to abstract Volterra equations

We shall now illustrate the method of singular perturbation in providing some
existence results for the abstract Volterra equations
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x(t) = (Vx)(t), t E [O,a], (3.4.1)

and its perturbed versions, where V satisfies the conditions listed at the beginning
of Section 3.2, but not necessarily with respect to the space C([O, a], R"). The
spaces LP([O, a], R"), 1 < p < oo, will be also dealt with.

The singular perturbation method should be regarded, in this case, as a
regularization/approximation procedure for the solutions of equation (3.4.1),
even though what we have in mind is to obtain an alternative proof of the basic
existence result in the continuous case, and new results in LP-spaces.

Roughly speaking, we are trying to construct approximate solutions to (3.4.1)
by means of the solutions of the functional-differential equation of Volterra type

eiie(t) = -xE(t) + (Vxe)(t), (3.4.2)

where e > 0 is a small parameter. As we shall find out subsequently, this pro-
cedure can be relatively simply validated.

Concerning the initial condition to be associated with (3.4.2), we notice the
following feature in the case when V is acting on the space of continuous maps
C([0, a], R"): since V has the property of being of constant initial value, i.e., there
exists x° e R" such that (Vx) (0) = x° for any x c- C([0, a], R"), the solution of
(3.4.1), if any, will satisfy the initial condition x(0) = x°. Hence, it is a reasonable
assumption to impose on x,(t) the initial condition

x,,(0) = x° = the fixed initial value of V. (3.4.3)

If V is given on spaces of measurable functions such as LP([0, a], R"),
I < p < oo, we shall see that it is immaterial which solution we choose among
the solutions of (3.4.2), in order to approximate the solution of (3.4.1).

Notice first that the functional-differential equation (3.4.2) can be put in
integral form, namely

xg(t) = Ce-tjt + e-(t-S)i`(Vx,)(s)ds, (3.4.4)

where C is an arbitrary constant vector in R.
If we introduce the notation

t<0

t e R+,
(3.4.5)

then (3.4.4), with C = x°, becomes

fo
x,(t) = x°e-t/` + q(t - s,s)(Vx,)(s)ds. (3.4.6)

It is useful to point out the following properties of the (scalar) function 0(t, s):
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(a)

oo

O(s, s) ds = 1 - e"e, t c- R+;

T

(b) lim q(s, s) ds = 1, T > 0;
C-0 o

T

(c) lim 0(s, E) ds = 0, S > 0, T > 0.
g

Because of the properties (a), (b), (c), the family of functions {¢(t, E); E > 0}
provides an approximate identity for the convolution, on any interval [0, T].
Therefore, as shown in Edwards [2], for any {Em}, such that em 10, we have

lim J 0(t - S,Em)f(s)ds = f(t), f E C([0, T],R"), f(0) = 0, (3.4.7)
M-00 o

uniformly on [0, T], and

tlim J 0(t - s,Em)f(s)ds = f(t), f E LP([0,T],R"), (3.4.8)
m-ao o

in the convergence of LP([0, T], R"), I < p < oo. (3.4.8) holds for almost all
t E [0, T], as shown for instance in Sadosky [1].

Let us go back now to equation (3.4.6), and assume that V is a Volterra type
operator, continuous and compact on C([0, a], R"), with fixed initial value x°. If
we take into account (a), then (3.4.6) can be rewritten as

xe(t) - x° = J q(t - s, e) [(VxE)(s) - x°] ds. (3.4.9)
0

The form (3.4.9) of the equation (3.4.6) is very convenient for the application
of the Schauder fixed point theorem. More precisely, we shall obtain a local
existence theorem for (3.4.6), or, equivalently, for the functional-differential equa-
tion (3.4.2), under initial condition (3.4.3).

First, notice that, for any s > 0, the operator appearing in the right hand side
of (3.4.9) is a continuous compact operator on C([0, a], R"). Indeed, if we let

(Tu)(t) = x° + fot O(t - s,e)[(Vu)(s) - x°]ds, (3.4.10)

or any u e C([0, a], R"), then T. is the product of two continuous operators onf
C([0, a], R"), one of which is also compact [in our case, (Vu)(t) - x°]. Hence, T
is a continuous compact operator on C([0, a], R"). It remains to show only that
Te takes into itself a certain convex closed set of C([0, a], R").

We shall consider the ball of radius r > 0, centered at x°:

Sr = {xlx e C([O,a],R"), Ix(t) - x°I < r}.
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The number r can be chosen arbitrarily, or we may assume that V is given only
on the ball Sr.

Since the operator V (and therefore V - x°) is compact on S there results
the existence of a positive number q = q(r) > 0, such that I(Vu)(t) - (Vu)(s)I < r
for each u c- Sr, as soon as It - sI < q(r), t, s e [0, a]. But V is of fixed initial value
x°, and consequently I(Vu)(s) - x°I < r for 0 < s < q.

Therefore, if we restrict V and T to the interval [0, q], and we take into account
property (a) of the approximate identity, we obtain from (3.4.10)

I(T,u)(t)-x°I <r(1-e-`/E)<r, 0<t<q,
which obviously shows that T ,,S, c S where S, consists now of functions
restricted to [0, q].

On the other hand, S, is closed and convex in C([0, q], R"), which implies, as
a result of Schauder's fixed point theorem, the existence of at least one solution
x,(t) of equation (3.4.9), such that x, e Sr.

Now let {Em} be a sequence of positive numbers such that e. 10. For each m,
let x,_(t) be a solution of (3.4.9) defined on [0, q], and such that x,_(t) e Sr,
t a [0, q],

xjt) - x° = JI , 0(t - s, em) [(Vx,_) (s) - x°] ds. (3.4.11)
0

We can take advantage of the compactness of the operator V, and assume -
without loss of generality - that { Vx,_ } is convergent in C([0, q], R"). Then,
because of property (3.4.7) for the approximate identity of the convolution, the
existence of the limit in the right hand side of (3.4.11) implies the convergence of

to some x(t) a Sr, and therefore, letting m -+ oo in (3.4.11), we obtain
x(t) - x° = (Vx)(t) - x°. This is the same as (3.4.1).

The discussion conducted above clarifies completely the case of continuous
solutions to (3.4.1). The result is the same as in Theorem 3.2.1. The extra
information provided by the above procedure consists mainly in the possibility
of constructing approximate (or regularized) solutions for the abstract equation
(3.4.1).

We can now discuss the existence problem for equation (3.4.1) in the case of
L"-spaces, 1 < p < oo.

First, we shall notice that le-`I`Ip - 0 ass 0, 1 <- p < oo. This means that
instead of the integral equation (3.4.6), we can limit our considerations to the
simpler equation

;E(t) = J 0(t - s,e)(Vx.)(s)ds, t e [0, a]. (3.4.12)
0

In other words, for the functional-differential equation (3.4.2) we choose the
zero initial condition instead of (3.4.3). We should point out that this last
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condition does not make sense when we are looking for measurable solutions
(not continuous!).

Equation (3.4.12) can be shown to possess a solution xe(t) in LP([O, a], R"),
provided adequate assumptions are made on the operator V. Also, local existence
is what we should expect, unless really restrictive conditions are accepted on the
operator V.

We will assume that V is a continuous compact operator of Volterra type on
LP([0, a], R"), 1 < p < oc, with a certain fixed p, and e > 0 is fixed. Then we
consider the operator

on a certain ball, say

(Tu)(t) =
ft

0(t - s,e)(Vu)(s)ds (3.4.13)
0

B, = {x I x e LP([0, a], R", I x IP < r}, (3.4.14)

and prove that T, or rather its restriction to some LP([0, 6], R") with 6 < a, has
a fixed point.

Indeed, if we use a well-known property of convolutions, namely, for f e Lt
and g e LP, 1< p< oo, one has f* g e LP, and If * g l P -< If 11 I g IP, then we see

that T is continuous and compact on LP([0, a], R"). On the basis of the above
inequality one can easily show that B possibly with [0, a] replaced by a smaller
interval, is taken into itself by the operator T. Wfo e obtain from (3.4.13) on [0, t]:

JI(Tu)(s)IPds < (1- a-uk) I (Vu)(s)IPds (3.4.15)

for any t e [0, a], and u e B,. It is now obvious that the inclusion TB,. c B, will
follow from

o0

I(Vu)(s)IPds < rP, u e B (3.4.16)

if t e [0, 6], for some 6 < a.
The validity of the inequality (3.4.16) on some interval [0, 6] can be established

based on the compactness of the set of images {VuI u e B,} c LP. Indeed, since
the set of images is relatively compact in LP, it admits a finite a-net for every
at > 0. On the other hand, if {uk}, k = 1, 2, ..., m, is the finite a-net, then (3.4.16)
holds for every u =uk, k = 1, 2, ..., m, for some 6 > 0, 6 :!5; a. For an aribtrary
u e B, we then have

0J,
I(Vu)(s)IPds < 2a, 0 < t < 6. (3.4.17)

It suffices to choose 2a < rP, in order to establish the validity of (3.4.16).
The Schauder fixed point theorem can now be applied to the operator T. and
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the ball B, on the interval [0, S], with S constructed as shown above. Hence, the
existence in LP([0, S], R") for (3.4.12) is established for every e > 0. It should be
pointed out that 6 does not depend on c, as seen from the construction.

The next, and last, step in proving the existence in LP, 1 < p < oo, for (3.4.1),
proceeds in a completely analogous way to the continuous case examined above.
The only differences consist in dealing with LP-compactness instead of compact-
ness with respect to uniform convergence, and the application of the property
(3.4.8) of the approximate identity for convolution, instead of (3.4.7).

Summarizing the discussion of equation (3.4.1), conducted in this section, we
can state the following basic result.

Theorem 3.4.1. Let the operator V in equation (3.4.1) be of Volterra type, con-
tinuous and compact from E into itself, where E stands for C([0, a], R"), or
LP([O, a], R"), 1 < p < oo. In the case E = C one also assumes that V has fixed
initial value. Then, there exists at least one solution of (3.4.1) that belongs to the
space E (possibly restricted to some interval [0, S], S < a).

Moreover, the singularly perturbed equation (3.4.2) is solvable in E for a > 0,
and its solutions can be regarded as regularized solutions for (3.4.11).

Remark 1. As noticed above in this section, in relation to the type of conver-
gence involved in the basic property of the approximate identity for convolution,
if we deal with the LP-spaces we can also assert the convergence almost every-
where for the sequence of approximate solutions to the exact solution of (3.4.1).

Remark 2. The continuous case requested one extra condition (the fixed initial
value property) for the operator V. This can, of course, be explained if we keep
in mind that the LP-spaces are much richer than the space C, and therefore fewer
restrictions are necessary to secure the existence of a solution.

Since the continuous case for equation (3.4.1) has been discussed separately
in Section 3.2, and the classical type of Volterra integral equations has been dealt
with in detail in Section 3.1, we shall consider here only one example illustrating
the case of LP-spaces. This example is, in fact, an extension of the result stated in
Section 3.2 regarding the nonlinear equation

t, s)g(s, x(s)) ds, t E [0, a], (3.4.18)k(x(t) = f(t) + fO'

known as the Volterra-Hammerstein equation.
The following assumptions will be made with regard to equation (3.4.18):

(a) f e LP([0, a], R"), 1< p < oo;
(b) the n x n matrix kernel k(t, s) is measurable on 0 < s 5 t < a, and such

that
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(fa \ 1/P
I k(t,s)lPdt I e L9([0,a],R), (3.4.19)

J

where p-1 + q-1= 1;
(c) g is a map from [0, a] x R" into R", satisfying the Caratheodory condition,

and such that

jg(t,x)I < c(t) + blx1P/a, (3.4.20)

where c e L9([0, a], R), and b > 0.

Under conditions (a), (b), and (c) one can easily see (on the basis of Section
2.3) that the operator

(Tx)(t) = f(t) + J k(t, s)g(s, x(s)) ds
0

is a continuous compact Volterra operator on LP([0, a], R"). Therefore, Theorem
3.4.1 applies directly and yields the existence of a local solution x (on some [0, 8],
S < a) for equation (3.4.18), such that x e LP([0, 8], R").

In concluding this section, we shall deal with the Volterra linear equation of
the first kind

0Jt
A(t,s)x(s)ds = f(t), t e [0, T], (3.4.21)

where x, f e R", and A e If(R", R") for every (t, s) e A = {(u, v); 0 < u < v < T j.

We shall apply the technique of singular perturbation in order to approximate
the solution of (3.4.21).

The following conditions will be assumed in relation to (3.4.21):

(1) f e C")([0, T], R"), f(0) = 0, with f defined only as a right derivative at
t = 0, and as the left derivative at t = T;

(2) A e C(A, T(R", R")), and 8A/at e C(A,1(R", R")), with similar precisions
as above for the derivative 8A/0t.

(3) A(t, t) = I (the unit matrix), t e [0, T].

Condition (3) is not a real restriction when det A(t, t) 0 0 on [0, T]. Indeed,
in order to assure (3), one can multiply both sides of (3.4.21) by the inverse of
the matrix A(t, t).

It is well known that, under conditions (1), (2), (3), equation (3.4.21) is equiv-
alent to the Volterra linear equation of the second kind

x(t) + J o at A(t, s)x(s) ds = f'(t), (3.4.22)

which has a unique solution in C([0, T], R").
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Consider now the Volterra equation of the second kind

exg(t) + J A(t, s)xe(s)ds = f(t), t E [0, T], (3.4.23)
0

where e. > 0 is a `small' parameter. This equation has a unique solution xE(t) for
every E > 0, and it is defined on the whole interval [0, T]. We are interested in
estimating the function

yE(t) = xe(t) - x(t), t e [0, T],

where x(t) is the unique solution of the equation (3.4.21).
From (3.4.21) and (3.4.23) we obtain the equation

yE(t) + J
0

E-1A(t, s)yE(s) ds = -x(t). (3.4.24)

Let us now convolve both sides of (3.4.24) with the function q(t, s) defined by
(3.4.5), and then subtract the result from (3.4.24).

The following integral equation is obtained

fo
yE(t) + fo A,(t, s)y,(s) ds = -x(t) + O(t - s, e)x(s) ds, (3.4.25)

in which the kernel AE(t, s) is given by

('
AE(t, s) = CA (t, s) - O(t - s, E)I - E-1 J t ¢(t - t, E)A(t, s) dr. (3.4.26)

s

Integrating by parts in the last integral on the right hand side of (3.4.26), and
taking condition (3) into account,' AE(t, s) can be written in the form

AE(t, s) = J t q$(t - t, E) A(t, s) dt. (3.4.27)
E O-T

Because of condition (2), the derivative 8A/(fit is bounded in the norm on A,
which allows us to obtain from (3.4.27) an inequality of the form

IAE(t,s)I < C[1 - e(")18], (3.4.28)

where I I is a matrix norm (for instance, the Euclidean one).
Equation (3.4.25) and inequality (3.4.28) lead to the following Gronwall type

inequality for yE(t):

IyE(t)I < K(e) + C

where

k(c) = sup
te[0,T]

It

0
yE(s)I ds, t e [0, T], (3.4.29)

¢(t - s,E)x(s)ds-x(t) + ft
0

(3.4.30)
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Inequality (3.4.29) implies

I YE(t)I < K(e)eIT, t e [0, T], (3.4.31)

which means

Ixe(t) - x(t)I < K(s)eIT, t c [0, T]. (3.4.32)

Taking into account the properties of an approximate identity for convolu-
tion, from (3.4.32) we derive lim xE(t) = x(t) as a -> 0, provided x(0) = 0 (see
formula (3.4.7)).

Consequently, under the extra assumption x(0) = 0, xE(t) converges uniformly
on [0, T] to the solution x(t) of the first kind of Volterra equation (3.4.21). If
x(O) 0 0, then uniform convergence can be shown to hold on any interval [to, T],
with to > 0.

A more general problem related to the singular perturbation method is the
following:

Given the first kind of Volterra equation in abstract form

(Lx)(t) = f(t), t c- [0, T], (3.4.33)

and considering the perturbed equation

exE(t) + (LxE)(t) = f(t), t e [0, T], (3.4.34)

find conditions under which x6(t) --> x(t) as a -+ 0 in convenient norms. One could
also choose as perturbed equation the following one:

e..* (t) + (LxE)(t) = f(t), t e [0, T]. (3.4.35)

More information about the singular perturbation (regularization) method
applied to Volterra equations can be found in the book by Lavrentiev, Romanov,
and Shishatski [1].

Bibliographical notes

The topics discussed in Section 3.1 pertain to the classical heritage in the theory of Volterra
integral equations. Most books on integral equations do include some results on Volterra
classical equations, particularly the existence (and sometimes) uniqueness theorems. In
Tricomi's book [1], the existence theorem is proven in the case of measurable solutions
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discussed in Section 3.1. Of the journal papers on the basic theory of Volterra integral
equations, sometimes including results related to integral inequalities, I mention the
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Kiffe [1], [2]; the monographs by Kurpel' and Shuvar [1], Mamedov and Ashirov [1],
Miller and Sell [1] are also useful references. The comparison method and the theory of
continuous dependence of solutions with respect to the data seems to be as yet insufficiently
developed. See Burton [1], [2] and Staffans [8].

In Section 3.2 a theory of abstract Volterra equations is sketched. This theory origi-
nates in Tonelli's paper [2], and the ideas contained in this paper have been continued
by Cinquini [1] and Graffi [1], who considered existence, uniqueness and continuous
dependence problems related to the abstract Volterra equation. Tychonoff [1] devoted a
notable paper to this subject emphasizing the role that such equations are playing
in the description of physical phenomena (which are causal). More recently, Neustadt
[1] investigated some basic problems related to equations involving abstract Volterra
operators, pointing our their significance for the development of a control theory for
systems governed by them. During the 1970s and 1980s many authors contributed to the
development of this theory (in Soviet literature such equations are sometimes called
`Tychonoff equations'), especially in journal papers: Caljuk [1], Bachurskaja and Caljuk
[1], Corduneanu [2], [12], Karakostas [1], Szufla [1], [2], Turinici [1], [2], [3], Visintin
[1].

Section 3.2 also contains a discussion of the problem of how delay equations can be
treated as Volterra functional-differential equations. The case of infinite delay equations
is treated in some detail, because their theory is significantly more complicated than the
theory of equations with finite delay (when the choice of the phase space, or of the initial
space, is not as difficult as it is for infinite delays). It turns out that this approach is efficient
enough and also allows a higher degree of generality in formulating the problem (it is
almost trivial to show that any delay equation can be regarded as a Volterra type
equation), a better understanding of the theory and the solution of some problems.

In Section 3.3 the linear case of equations with Volterra operators is discussed, and
the resolvent operator is constructed (again, in the abstract setting). The proof is that
given by Neustadt [1]. The case of linear functional-differential equations with Volterra
operators is also considered in this section, a global existence result being obtained. One
of the most interesting results of this section is related to the construction of the variation
of constants formula for the abstract Volterra linear differential equation. This formula
is then applied to the special case of equations with infinite delays, with an initial space
given axiomatically. The literature pertaining to this problem is very rich. I will mention
here the basic paper by Hale and Kato [1], the paper by Naito [1], as well as those of
Sawano [1] and Tyshkevich [1]. The survey paper by Corduneanu and Lakshmikantham
[1] contains most of the significant contributions to this topic until 1980. A more recent
survey paper is due to Azbelev [1]; see also Azbelev and Maksimov [1]. For a different
approach to the problem of infinite delays see Coffman and Schaffer [1], and Schaffer
[1]. The paper by Marcus and Mizel [1] also deals with problems related to infinite delays.

In Section 3.4, a singular perturbation approach to abstract Volterra equations is
illustrated. These results appeared for the first time in C. Corduneanu [ 14]. The procedure
was inspired by reading the paper of Reich [1]. The significance of the method in
the abstract setting follows from the fact that the solution of the abstract Volterra
equation, even in spaces of measurable functions, can always be approximated by means
of absolutely continuous functions. Of course, the method has been applied earlier, but
only the classical Volterra operator has been considered. Recent contributions to this
subject are due to Angell and Olmstead [1], and Imanaliev [1]. The book by Groetsch
[2] is a good source for the regularization procedure for integral equations, the case of
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Fredholm type equations being considered. The application of the regularization method
to the Volterra linear equation of the first kind given in this section is due to Imomnazarov
[1]. With regard to Volterra integral equations of the first kind, see the recent contri-
butions of Magnickii [1] and Myshkis [1].



4

Some special classes of integral and
integrodifferential equations

In this chapter we shall discuss various kinds of asymptotic behavior of the
solutions for several classes of nonlinear integral equations. Usually, such equa-
tions will be considered on a half-axis, or on the whole real axis (as it follows
from the nature of the problem when, for instance, we deal with existence of
almost periodic solutions).

Each kind of asymptotic behavior is usually described by the fact that the
solution belongs to a certain function space (among those investigated in Chapter
2). This means that we shall look for the existence of solutions in such function
spaces.

Most of the integral equations to be considered will belong to the so-called
Hammerstein type, which in abstract form could be written as x = f + LGx,
where L is a linear operator, and G is - generally - nonlinear.

We shall use fixed point methods, as well as other tools available from
functional analysis (for instance, monotone operators).

Attention will be paid to some classes of convolution equations, for which the
frequency domain technique can be successfully applied.

Boundary value problems for ordinary differential equations and Volterra
functional differential equations will be also investigated within this chapter.

4.1 Hammerstein equations and admissibility technique

We shall begin with some classes of nonlinear integral equations that can be
written in the form

x(t) = h(t) + J k(t,s)f(s;x)ds, (4.1.1)
0

where x, h take values in R", k is an n by n matrix whose entries are real-valued
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functions defined on R+ x R+, and f stands for an operator acting between
convenient function spaces with elements defined on R.

The case k(t, s) = 0 (the zero matrix) for t > s leads to the Hammerstein-
Volterra equation

x(t) = h(t) + J k(t, s) f (s; x) ds. (4.1.2)
0

In both equations (4.1.1) and (4.1.2), we have a superposition of operators,
one of which is a linear integral operator. This is the reason for relying on
admissibility results in relation to such operators.

Let us also point out that the procedure we shall follow in this section is
applicable to equations of the form

x(t) = h(t; x) + J k(t, s)x(s) ds, (4.1.3)
0

to mention only the Volterra case. If we denote by k(t, s) the resolvent kernel
corresponding to k(t, s), then an equivalent form of the equation (4.1.3) is

x(t) = h(t; x) + J k(t, s)h(s; x) ds (4.1.4)
0

Before we consider the abstract form of Hammerstein equations, let us provide
some relatively simple results relating to the equations mentioned above. These
results are obtainable by means of the contraction mapping principle, taking into
account the admissibility results given in Section 2.3.

First, let us deal with the case of equations of the form (4.1.1). In this case, we
shall rely on the admissibility result given in Theorem 2.3.2.

Theorem 4.1.1. Consider the integral equation (4.1.1), under the following as-
sumptions:

(1) the triplet (E9, CG, K) satisfies the conditions (a), (b), (c) of Theorem 2.3.2,
which assure the strong stability of the linear system (E9, CG, K);

(2) the map f : CG -+ E9 is Lipschitz continuous, i.e.

(4.1.5)

with A sufficiently small;
(3) h e CG,

Then equation (4.1.1) has a unique solution x e CG.

Proof. On the space CG(R+, R"), we consider the operator

(Tx)(t) = h(t) + f
o

k(t,s)f(s;x)ds, (4.1.6)
0
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which is obviously defined on the whole space. It is easy to show that T: CG - CG
is a contraction, provided 2 is sufficiently small. Indeed, (4.1.6) yields for x, y E Co:

(Tx)(t) - (Ty)(t) = f
o

k(t,s)[f(s;x) - f(s; y)] ds. (4.1.7)
0

As seen in Theorem 2.3.2, (4.1.7) implies the inequality:

ITx - TYIc6 < 2IG-i(t)k(t; YlcG.(4.1.8)
Therefore, it suffices to assume

A < (IG-j(t)k(t; (4.1.9)

in order to assure that T is a contraction on CG.
This ends the proof of Theorem 4.1.1. We shall now consider equation (4.1.2),

which is of Volterra type, provided f is a Volterra operator.

Theorem 4.1.2. Assume that the following conditions are satisfied with respect to
equation (4.1.2):

(1) the triplet (C9,CG,K) satisfies the conditions required by Theorem 2.3.1,
which assure the (strong) admissibility of the linear system (C9, CG, K);

(2) the map f : Co -+ C9 is Lipschitz continuous, i.e.

-.f(';Y)IcG < AIx - YlcG, (4.1.10)

for any x, y e Cr, with 2 sufficiently small;
(3) he C..

Then equation (4.1.2) has a unique solution x e CG.

The proof can be immediately reduced to the contraction mapping principle
for the operator

(Tx)(t) = h(t) + J k(t,s)f(s;x)ds.
0

The details are left to the reader, including finding an upper bound for 2 in
(4.1.10).

It is to be noted that C. is not an E9, in which case Theorem 4.1.2 would be
a special case of Theorem 4.1.1.

The degree of generality reached in Theorems 4.1.1 and 4.1.2 is considerable.
Most of the results based on admissibility technique in C. Corduneanu [4] are
special cases of these two theorems. In particular, the weight functions g, G can
be chosen of scalar type (i.e., g = g0I with go scalar and I the unit matrix).

Let us notice now that equation (4.1.3) is a perturbed version of the linear
equation
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x(t) = h(t) + J k(t, s)x(s) ds, (4.1.11)
0

in which the term h(t) is replaced by h(t; x) - in general, a nonlinear operator
acting on the space in which the solution is sought.

Besides the admissibility concept we defined in Chapter 2, in relation to
an operator and a pair of spaces, we shall now consider the admissibility with
respect to the integral equation (4.1.11). Namely, we shall say that the pair of
function spaces (B, D) is admissible with respect to (4.1.11), if for every h E B,
the (unique) solution x of (4.1.11) belongs to D.

Notice that this concept of admissibility is somewhat more general than the
stability concept for integral equations considered, for instance, in Vinokurov
[1], [2].

The following result provides a necessary and sufficient condition for the
admissibility of the pair (C9, Cc,), with respect to equation (4.1.11):

Theorem 4.1.3. The pair of spaces (CA, CG) is admissible with respect to equation
(4.1.11) with continuous kernel k(t,s) in d, if and only if the following conditions
are verified:

(1) PP(t)g(t) = g(t), Vt E R+;
(2) PG(t)k(t, s)g(s) = k(t, s)g(s), V(t, s) e d;

(3) there exists a positive constant A, such that

I G_,(t)g(t)I + f
o

JG_1(t)k(t, s)g(s)j ds < A, Vt e R+. (4.1.12)
0

The proof of Theorem 4.1.3 can be carried out following the same lines as in
the case when g and G are scalar weight functions (see C. Corduneanu [4]).

We notice the fact that the conditions of Theorem 4.1.3 involve the resolvent
kernel k(t, s), associated with k(t, s), which is not a desirable feature. Indeed, given
k(t, s), k(t, s) is uniquely determined (see, for instance, C. Corduneanu [4], [11],
Tricomi [1]) but finding it and checking conditions (2) and (3) of the theorem
might be quite difficult.

Therefore, it remains as an open problem to find conditions for admissibility
involving only the assigned data.

Based on the above discussion, it is possible to conduct an investigation of
the nonlinear equation (4.1.3), obtained by perturbing the free term h(t) in the
linear equation (4.1.11). Using again the contraction mapping principle, one can
easily obtain an existence (and uniqueness) result for (4.1.3). We leave this task
to the reader.

We shall now define a more general concept of admissibility with respect to
an equation, following Cushing [1], [2]. We will use an abstract formulation of
the problem, applying the result to the case of integral equations.
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Let us consider the equation

Lx = h, (4.1.13)

where x, h e F, with F a Frechet space, and L a closed linear operator that maps
one-to-one F onto F. This means (closed graph theorem) that both L and L-t
are continuous from F onto F.

For instance, if we let

fo
(Lx)(t) = .x(t) - o k(t,s)x(s)ds, (4.1.14)

then equation (4.1.13) reduces to equation (4.1.11). Assuming k to be continuous
on d, and taking F = C(R+, R"), one finds out easily that L in (4.1.14) satisfies
the conditions imposed on L in (4.1.13). The results given in Section 3.4 provide
the basis for reaching the above conclusion, even in the case of an abstract
Volterra operator (instead of f o k(t, s)x(s) ds).

The new concept of admissibility will be formulated in relation to equation
(4.1.13). Let us denote by B and D some normed subspaces (not necessarily closed)
of F, and assume that B admits a decomposition B = B, Q+ B2.

The following assumption is the basic support of the new concept of
admissibility:

H: For any h2 a B2, there exists hl a Bl such that h, + h2 e L(D).

In other words, for each element h2 a B2, there exists at least one element
hl a B,, with the property that for h = hl + h2 a B, equation (4.1.13) has at least
one solution x e D.

Let us notice the fact that, in a sense to be specified below, this new concept
of admissibility with respect to an equation can be reduced to the admissibility
concept defined before we stated Theorem 4.1.3. Indeed, if we look for solutions
in D to equation (4.1.13), when h e B n L(D) = Bo, then the pair (Bo, D) is
obviously admissible with respect to L (or equation (4.1.13)) and, regardless of
which concept of stability we refer to, we ultimately end up with the same set of
solutions for (4.1.13).

Nevertheless, starting with a given decomposition B = B, Q+ B2 of the space
B gives us more options in conducting the investigation of equation (4.1.13).
Simultaneously, one obtains a generalization of the admissibility concept in
ordinary differential equations as defined and used by Massera and Schaffer [1].
Classical concepts such as conditional stability, partial boundedness (i.e., only
part of the components of the solution are bounded) are fully covered by using
Cushing's concept of admissibility with respect to an equation.

Before we define and can take advantage of the new concept of admissibility,
let us make an important remark.

Let C be any subspace of B1, complementary to the subspace B, n L(D).
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Then, for any h2 e B2, there exists a unique ht e C for which h1 + h2 E L(D).
If we let ht = Ah2, the map A is linear from B2 into C.

Indeed, for any h2 e B2 there exists according to H an element hl a B1,
and u* e D, such that Lu* = hi + h2. Let us represent hi = f + g, with
f e B1 n L(D) and g e C. Denote by u the element of D such that Lu = f, and
let u = u* - it e D. Since Lu = g + h2, one has g + h2 E L(D). To see that g is
unique in C, assume for g' e C we have also Lu' = g' + L2, for some u' C- D.
Then L(u - u') = g - g' e Bt n L(D), and since g - g' c- C one must have g = g'.
The linearity of A is a consequence of the linearity of L.

Definition. We shall say that the pair (B, D), with B = Bt Q+ B2, is admissible
with respect to equation (4.1.13), if: both operators L and L-' are continuous
from F to F; for any h2 E B2 there exists ht a Bt such that h1 + h2 E L(D); and
the operator A, from B2 into C, is continuous.

Remark. The continuity of L and L-1 is a simple consequence of the closed
graph theorem, if we assume only the closedness of L and the fact it maps
one-to-one F onto F.

It is significant to notice the fact that the continuity of the operator A is
a consequence of certain (rather mild) restrictions imposed on the subspaces
involved in the above definition of admissibility.

Proposition 4.1.4. If B and D are Banach spaces and B21 C are closed (as
subspaces of B), then A is a continuous operator from B2 into C.

Proof. Let us consider the space E = {x; x e D, Lx e C Q+ B2 } c D with the norm
WE = IXID + ILxIB. We prove first that E is a Banach space. The properties of
the norm being obviously verified, we need only notice that the completeness of
D and C Q+ B2 implies the completeness of E.

If p: C Q+ B2 B2 is the projection operator (hence bounded), let us consider
the linear operator L = pL: E - B2. It is bounded, being the product of two
bounded operators. We notice that L is one-to-one and onto B2. Indeed, if
pLx = pLy, then p(Lx - Ly) = B, or L(x - y) e C. Since L(x - y) e L(D) n Bt
and C is complementary to L(D) n B1, we have Lx = Ly. But L is invertible and
therefore x = y. That L is onto B2 can be seen immediately from its definition
and the admissibility assumption. Hence, L is invertible and L-1 is a continuous
operator from B2 into E (Banach's theorem on the inverse).

If x e E implies Lx = h1 + h2, with h1 E C and h2 e B2, then h1 = Ah2
according to the definition of A. Since Lx = pLx = h2, it means x = Lh2, and
therefore

IAh2 + h21B2 = ILxIB, <_ IL-1h21e, + ILxIB2

= IL-1h2IE < IL-1IIhIB2
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This means

IAh2IB2 <- (IL-1I + 1)IhIB2,

which shows that A is bounded.
This ends the proof of Proposition 4.1.4.
We shall now state the main result related to the new concept of stability

defined above in this section, and discussed in Proposition 4.1.4.

Theorem 4.1.5. Consider the equation

Lx = h + Nx, (4.1.15)

where N: D -+ B2 is such that

INx-NyIB<AIX-YID, dx,yeS(r), (4.1.16)

with S(r) = {x;xeD,IxID <r}, andA>0.
Assume further that L and L-1 are continuous on F, while the pair of spaces

(B, D), with B = B1 Q+ B2, is admissible with respect to L, and both D and B2 are
Banach spaces.

Then the following conclusions hold: (i) there exists k > 0, such that if A < k
and I NBIB < k, to each h2 e LS(kr) there corresponds h1 e C with the property that
(4.1.15) has a unique solution in S(r) for h = h1 + h2; (ii) there exist constants
F and k satisfying 0 < F < r, 0 < k < k, such that A < k, I NBIB < k imply the
existence of a homeomorphism Q between the set of those y e S(kr) for which
Ly e B2, and the set of those x e S(r) for which Lx - Nx e B2. Moreover, x = Qy
satisfies P(Lx - Nx) = Ly, where P is the projector from B1 onto B1 n L(D), with
respect to C.

Proof. (i) The linear operator L = L-1 (A + 1), from B2 into D, is continuous.
Indeed, one can easily see that L is closed. Assuming h - h e B2 and
Lh ho e D, then Ah + h -* (A + 1)h in B2, and therefore in F. Since L-1 is
continuous on F, one hasLh -p Lh, which implies ho = Lh. Hence L is closed,
and by the closed graph theorem one obtains its continuity.

We shall now define an operator T from S(r) into itself, which will result in
a contraction under our assumptions. Given h2 e LS(kr), let y = L-1h2. Then
define T by

Tx = y + LNx, x e S(r).

Let us now choose k in such a way that

k < min{ILI-',r(r + ILI(r + 1))-1}. (4.1.17)

Taking into account the estimate

I LNx - LNz I D< k I L I l x- z I D, (4.1.18)
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which holds for x, z e S(r), we obtain from (4.1.16) and our assumptions:

ITxID<-IYID+ILI(INx-NBIB+INeIB)

<kr+ILI(klxlD+k)<r

for any x e S(r), or TS(r) c S(r). But (4.1.18) shows that T is a contraction, if
(4.1.17) is assumed.

The completeness of D shows that there exists a unique x e S(r) with Tx = x.
Then LTx = Lx, which is the same as (4.1.15) for h1 = ANx, because LTx =
Ly+L(LNx)=h2+(A+I)Nx=h1+h2+Nx=h+Nx.

(ii) For each y e S(kr), with Ly e B2, we have according to (i) a unique fixed
point x of T in S(r). Let x = Qy. Since x is satisfying x = y + LNx, we can see
easily that Qy = Qz implies y = z. For y, z in the domain of Q we have when
u = Qz:

Qy - Qz = x - u = y - z + L(NQy - NQz),

which implies according to our assumptions (see (4.1.16)).

IQY - QzID < (1 - kILI)-'IY - zID, (4.1.19)

where k satisfies (4.1.17). One obtains also by similar manipulations

IQ-lx-Q-IUID<-(1 +klLI)Ix-UD,

which together with (4.1.19) yield the continuity of both Q and its inverse Q"1.
Since Q is one-to-one, Q is homeomorphic from the set of those y e S(kr) for
which Ly e B2 onto the image set.

We now choose k < min{k,ILI/2kr} and r" < min{r,1/2kr(1 + kILI)}. We
need to show that the set of those y e S(kr) for which Ly e B2 is taken by Q onto
the set of those x e S(rj, with Lx - Nx e B2. Choose any x satisfying both
conditions specified above. We will show that y = x - LNx e D, and Qy = x,
provided I NOIB < k. We then have Ly = Lx - Nx - ANx, taking into account
L = L-1(A + I). This implies Ly e B2 because Lx - Nx e B2 and ANx e B2.
We have further

IYID < IXID + ILI(kIxID + INeIB) < kr,

because of the choice we made for i and k. Hence, y e S(kr) and Ly a B2,
which means Qy is defined and Qy = x* e S(r). We need to show x* = x = the
element used above to construct y. By the definition of Q and T we have
x* = Tx* = y + LNx*, which leads to x* = x - LNx + LNx*. We now obtain
Ix* - XID < kILI lx* - XID, which implies x* = x, because of our assumption
k I L I < 1. Therefore, Q is onto the set of those x for which x e S(r"), and
Lx - Nx e B2, which is exactly what we wanted to prove.

The relationship P(Lx - Nx) = Ly for x =vQy follows immediately from
the definition of Q: indeed, from x = y + LNx we derive Ly = Lx - L(LNx) =
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Lx - Nx - ANx, and taking into account that C is a complementary subspace of
B2 with respect to B2 n L(D), one obtains PLy = Ly = P(Lx - Nx) - P(ANx).
Since A: B2 - C, one has P(ANx) = 0, and the relationship is established.

Remark. Part (ii) of Theorem 4.1.5 states, in fact, the existence of a local
homeomorphism between the set of those elements of B yielding solutions in D
for the linear equation Lx = h, and the set of those elements in B yielding
solutions in D for the nonlinear equation (4.1.15).

Theorem 4.1.5 is a very general result in the sense that the operator L and the
spaces B, D can be chosen in a variety of ways.

Let us consider first the case when the operator L is given by (4.1.14), and
assume the matrix kernel k(t, s) is continuous on A. As noticed in this section, if
one takes F = C(R+, R"), then L and L-' are both continuous from F to F. This
assertion is easily verifiable if one takes into account the fact that the (unique)
solution of the equation Lx = f can be represented by means of the resolvent
kernel k(t, s) in the form

x(t) = f(t) + J k(t,s)f(s)ds. (4.1.20)
0

This shows that when fm --+ f in C(R+, R"), i.e., it converges uniformly on any
compact interval of R+, one has x in the same topology. By xm(t) we denote
the solution of Lx= fm, m >_ 1.

We shall now choose the spaces B and D, letting B = D = C,(R+, R"). Since
Cc = R" Q CO, we can let Bl = R", B2 = CO, obviously, CO is closed in Cc.

Therefore, we want solutions in Cr(R+, R") for the equation (4.1.15) or its linear
counterpart when the term h e C`(R+, R"). But this property is not expected to
hold for any h e Cc(R+, R"), in which case full admissibility would take place.
According to our admissibility assumption, for every h2 e Co(R+, R"), there must
be an element x° a R", such that the linear equation Lx = x° + h2 has its solution
in C,,(R+, R"). For given h2 e Co, there might be several x° a R" with the stated
property. If we want uniqueness for x°, then we have to restrict it to a subspace
C c R" which complements the subspace R" n L(C°). Since both B. and C are
closed (C is finite dimensional), the conditions required in Theorem 4.1.5 are
satisfied.

It remains only to choose the operator N occurring in (4.1.5) in such a way
that Theorem 4.1.5 can be applied. Since N: D --+ B2 and must satisfy (4.1.16), we
can take, for instance,

(Nx)(t) =
J

ko(t,s)x(s)ds, t e R+,

where the kernel k°(t,s) is measurable on R+ x R , satisfies an estimate of the
form Iko(t,s)l < K(s), with K E L'(0, oo), and
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J
,k0(t+h,s)-ko(t,s)Ids-->0 ash

r

The last condition guarantees that N takes functions from C, into continuous
functions on R+. As a result of these conditions on N, it is clear that NC, c Co.
A condition of the form (4.1.16) is also secured, but one has to assume that

J0"

K(s)ds = .1

is small enough.
With the choices shown above for various elements occurring in the statement

of Theorem 4.1.5, equation (4.1.15) now becomes

x(t) = J r k(t, s)x(s) ds + J k0(t, s)x(s) ds + h(t), (4.1.21)
0 r

and the main conclusion of the theorem asserts: for each h2 E Co(R+, R"), there
exists x° e C c R" uniquely determined (x° = Ah2), such that equation (4.1.21)
has a unique solution x E C,(R+, R") corresponding to h(t) = x° + h2(t); more-
over, the set of all those functions h(t), for which (4.1.21) has solutions in C,,
is topologically equivalent (locally) with the corresponding set for the linear
equation obtained from (4.1.21) when k0(t, s) is the zero matrix.

The admissibility theory for ordinary differential equations, as developed by
Massera and Schaffer [1], is a special case of the above concept of admissibility.

Indeed, the differential system x = A(t)x + f (t) generates the family of integral
equations

x(t) = x° + fo f(s) ds + fo A (s)x(s) ds, (4.1.22)

ith x° e R" arbitrary (or in a Banach space, if x takes values in such a space). Ifw

we let h(t) = x° + 1, f (s) ds, with f e B0, a Banach space of measurable functions
from R+ into R", and B = R" Q+ B2, where B2 = i f o f(s) dsj f E B. } with an
adequate topology (for instance, that of C(R+, R")), then letting B, = R" we
obtain the desired decomposition for B. By D we denote a Banach space of
(measurable) functions from R+ into R". It is then clear that B, n L(D) consists
of z = A(t)x.

This special framework of admissibility leads to deeper results about the
solutions of the differential system, and allows us to establish more meaningful
relationships between the admissibility concept and the data involved in the
problem (than in the case of integral equations). The reader is refered to Massera
and Schaffer [1], [2].
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4.2 Some problems related to resolvent kernels and applications

We know (Section 1.3) that the solution of the linear Volterra equation

x(t) = h(t) + J , k(t,s)x(s)ds, t e [0, T) (4.2.1)
0

can be represented by the formula

x(t) = h(t) + J k(t, s)h(s) ds, t c- [0, T), (4.2.2)
0

where k(t, s) is the resolvent kernel associated with k(t, s).
The existence (construction) of the resolvent kernel has been shown in Section

1.3, for continuous kernels, as well as for kernels which are locally L2. It is, of
course, possible to establish the existence of the resolvent kernel under different
assumptions than those specified above. But more important, perhaps, than the
existence of the resolvent kernel is some information about the properties that
might help in finding adequate results on the behavior of solutions.

Let us illustrate the idea sketched above by examining the formula (4.2.2). For
instance, if we know that k(t, s) is such that

/'r

0
Ik(t, s) I ds < M < oo, t c- [0, T), (4.2.3)

then from (4.2.2) we easily derive that equation (4.2.1) has only bounded solutions
on [0, T) when h(t) is bounded on the same interval. If instead of (4.2.3) we
assume

f
T

I k(t, s)I dt < N, se [0, T)), (4.2.4)

then one obtains from (4.2.2) that the solution of (4.2.1), which corresponds to
h E L'(0, T), belongs to the same space. Indeed, one has only to prove, according
to (4.2.2), that

I

T

dt
f,

Jk(t,s)h(s)I ds < +oo, (4.2.5)
0 o

for any h e L'(0, T). If one takes (4.2.4) into account, then (4.2.5) follows
immediately.

In this section we would like to discuss more general problems about the
properties of the resolvent kernel than those outlined above.

With regard to the equation (4.2.1), we want to answer some questions of the
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following nature: what conditions should we impose on the kernel k(t, s), such
that the pair of spaces (L9, LG), or (Lg , LG), where g and G are scalar weight
functions, are admissible with respect to equation (4.2.1)? The admissibility here
is understood in the simplest sense, i.e., for each h e L9 (or Lg ), the unique
solution of (4.2.1) belongs to L' (or L').

In the book C. Corduneanu [4], I dealt with such problems, and typical results
are similar to Theorem 4.1.3 in the preceding section. Since the conditions involve
the resolvent kernel k(t, s), which does exist under rather general assumptions
but might be hard to calculate, it is obviously very desirable to provide such
results in a form that involves only the assigned data.

First, we shall prove a simple result which is the starting point of a series of
auxiliary results to be established.

Lemma 4.2.1. Assume the kernel k(t, s) is measurable from A = {(t, s); 0 < s <
t < T} into 5t(R",R"), and such that

ess sup I k(t, s) I ds < A < 1, (4.2.6)
0 <s<T 0

Then, there exists a resolvent kernel k(t, s) satisfying

ess sup f Ik(t,s)Ids < +oo.
0<t<T o

(4.2.7)

If the kernel k(t,s) verifies

T

ess sup
0 <s<T J

I k(t, s)I dt < 2 < 1,
s

(4.2.8)

then there exists a resolvent kernel k(t, s) that satisfies

T

ess sup
05s<T

I k(t, s) I dt < +oo.
Js

(4.2.9)

In both cases, k(t,s) and k(t,s) are related by

and

k(t, s) = k(t, s) + J k(t, u)k(u, s) du,
s

(4.2.10)

k(t, s) = k(t, s) + fs, k(t, u)k(u, s) ds, (4.2.11)

which hold for almost all (t, s).
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Proof. Let us consider the iterated kernels (see Section 1.3)

k1(t,s) = k(t,s), (4.2.12)

krn+1(t, s) = J k(t, u)km(u, s) ds, n > 1, (4.2.13)
s

which are defined a.e. on A. Taking into account (4.2.6), from (4.2.12), (4.2.13) one
obtains by means of Fubini's theorem that k"(t, s), n >_ 1, are all measurable
(of course, by induction with respect to n). Moreover, the following estimate can
be obtained by induction:

ess sup f ( s)Ids < A,".
0<t<T 0

If we set

(4.2.14)

k(t, s) = E km(t, s), (t, s) E A, (4.2.15)
M=1

then from (4.2.14) we see that for almost all t e [0, T) the series (4.2.15) converges
in L1(0, T) with respect to s. It is an elementary exercise to prove that (4.2.9) and
(4.2.10) hold.

Notice now that the iterated kernels also verify the recurrent equation

kin+1(t, s) =
J

km(t, u)k(u, s) du, m >_ 1. (4.2.16)
s

To prove (4.2.16) one has to proceed by induction, and apply Fubini's theorem
to derive the measurability of km(t, s), m >_ 1.

By using (4.2.16), we easily obtain (4.2.11) if we take into account (4.2.14).
The next result is also an auxiliary type statement, which we formulate as

Lemma 4.2.2. Assume that k(t, s) verifies

tess sup J I k(t,s)Ids < +oo. (4.2.17)
0<t<T o

Let k(t, s) be a solution a.e. of (4.2. 10) and (4.2.11) for 0 < s < t < T < T, such that

esssup J Ik(t,s)Ids < +oo. (4.2.18)
o<t<T o

Further, let k(t,s) be a solution a.e. of (4.2.10) and (4.2.11) for T< s < t < T,
satisfying

t

ess sup I k(t, s) Ids < +oo. (4.2.19)
T <t<T ff
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Define k(t,s)=k(t,s)for 0<s<t<T,k(t,s)=k(t,s)for T<s<t<T,and
T

k(t, s) = k(t, s) + J k(t, u)k(u, s) du + f
T

k(t, u)k(u, s) du
s T

+ J - k(t, u) du J T k(u, v)k(v, s) dv
T s

(4.2.20)

for 0 < s < T < t < T. Then k(t, s) satisfies (4.2.7), and for almost all (t, s) it also
satisfies (4.2.10) and (4.2.11).

A completely analogous statement holds when instead of (4.2.17) k(t, s) satisfies

T

ess sup J k(t, s)I dt < +oo.
o<s<T s

(4.2.21)

Proof. First of all, let us explain the meaning of the formula (4.2.20) which helps
us to construct the resolvent kernel for 0 < s < T < t < T. If we assume k(t, s) is
defined for 0 < s < t < T, then equation (4.2.10) can be rewritten as

T

k(t, s) = k(t, s) + J k(t, u)k(u, s) du + J k(t, u)k(u, s) du.
s T

Now, we can express k(t, s) by means of resolvent formula if we fix s, and notice
that k(t, u) is the kernel of the equation for t < s < t < T, while

k(t, s) + J
T

k(t, u)k(u, s) du
s

stands for the free term of the equation (like h in equation (4.2.1)). One obtains

TCr
k(t, s) = k(t, s) + J k(t, u)k(u, s) du + J t k(t, u)k(u, s) du

s T

+
fT

k(t, u) du J T k(u, v)k(v, s) dv,
s

which reduces to (4.2.20) if we substitute k(u, s) for k(u, s) in the first integral in
the right hand side, k(t, u) for k(t, u) in the second and third integrals, and again
k(v, s) for k(v, s) in the third integral.

Therefore, if a resolvent kernel k(t, s) does exist for 0 <_ s < t < T, such that it
coincides with k(t, s) or k(t, s) in the corresponding domains, then it must be
constructed by (4.2.20) for 0 < s < T < t < T.

Now let k(t, s) be constructed as shown in the statement of Lemma 4.2.2, and
let us prove that it verifies the equations of the resolvent kernel (4.2.10) and
(4.2.11). Of course, these must hold a.e. in (t, s), and it suffices to check only (4.2.10)
because of the analogy between those equations. Moreover, (4.2.10) is verified by
hypothesis for 0 < s < t _< T, and for T < s <_ t < T Therefore it remains only
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to check the validity of the equation (4.2.10) for 0 < s < T < t < T, which means
that we have to relate to the formula (4.2.20) only.

Formula (4.2.20) can be rewritten in the form

T

Tk(t, s) = k(t, s) + J k(t, u)k(u, s) du + J t k(t, u) Ik(u, s) + J k(u, v)k(v, s)dv du
s T s

which means that it expresses the (unique) solution of the equation

T

k*(t, s) = k(t, s) + J k(t, u)k(u, s) du + J k(t, u)k*(u, s) du.
s T

Therefore we can write

k(t, s) = k(t, s) + J
T

k(t, u)k(u, s) du + J k(t, u)k(u, s) du (4.2.22)
s T

for T < t < T and 0 < s < T. Of course this must hold a.e. with respect to (t, s),
according to the assumptions we made on k and k. But in the first integral in the
right hand side of (4.2.22) k(u, s), 0 < s < u < T, can be substituted by k(u, s)
according to the definition of k(t, s), 0 < s < t < T. Hence, (4.2.22) yields

k(t, s) = k(t, s) + J k(t, u)k(u, s) + f' k(t, u)k(u, s) du
s T

which obviously reduces to (4.2.10).
Since the proof of (4.2.11) can be accomplished in exactly the same way, we

leave it to the reader.
Finally, we must show that k(t, s), defined in Lemma 4.2.2, satisfies condition

(4.2.7).

In order to avoid repetition, we omit the proof here. In the proof of Lemma
4.2.5, this part of the proof will be provided under more general conditions than
assumed in Lemma 4.2.2.

We can now consider an application of Lemmas 4.2.1 and,4.2.2, which con-
stitutes an intermediate result for what we want to prove in this section.

Proposition 4.2.3. Assume that k(t, s) satisfies (4.2.17) for 0 < s < t < T, and
suppose there exist two positive constants e and y with the property

t I k(t, s) I ds < y < 1, (4.2.23)ess sup
fTS<t<T

when 0 < S < t < T < T, and T - S < e. Then there exists a unique measurable
function k(t, s) from A = {(t, s): 0 < s < t < T} into S(R", R"), such that (4.2.7)
holds and both (4.2.10) and (4.2.11) are satisfied a.e. in (t, s).

A similar statement holds when k(t, s) verifies (4.2.8) instead of (4.2.17), and k(t, s)
will satisfy (4.2.9) instead of (4.2.7).
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Proof. Let us divide the interval [0, T) into a finite number of subintervals, the
length of each subinterval being smaller than e. Of course, this is possible only
if T < +oo. Then Lemma 4.2.1 guarantees the existence of a solution to both
(4.2.10) and (4.2.11), such that a condition of the type (4.2.7) holds, on any
subinterval of the subdivision. By applying Lemma 4.2.2 repeatedly, one obtains
the existence of k(t, s) in the whole d, such that (4.2.7), (4.2.10) and (4.2.11) are
satisfied.

To prove the uniqueness of k(t, s) as a solution of (4.2.10), (4.2.11), under
condition (4.2.7), we proceed as follows: let kt(t,s) and k2(t,s) be two functions
with the above mentioned properties; multiplying equation (4.2.11) (with k
replaced by k2) by kl(t,s) on the right, and integrating from s to t, then, from
Fubini's theorem and the fact that kl satisfies equation (4.2.10), with k replaced
by kt, we obtain for almost all (t, s):

ff,
k(t,u)k2(u,s)du = J kt(t,u)k(u,s)ds.

0

This equation, taken into account with (4.2.10) and (4.2.11) for kl and k2,
respectively, leads to k 1 (t, s) = k2 (t, s) a.e.

Remark. As we saw in Section 1.3, the existence of the resolvent kernel, i.e., of
such a function that verifies equations (4.2.10) and (4.2.11), allows us to represent
the (unique) solution of the equation

fo
x(t) = h(t) + k(t, s)x(s) ds (4.2.1)

by the formula

x(t) = h(t) + J k(t, s)h(s) ds, (4.2.2)
0

for every h e L(0, T), while the solution of the adjoint equation

r
y(s) = g(s) +

J
y(t)k(t, s) dt,

s

with g e L(0, T) is given by the similar formula

r
y(s) = g(s) + J g(t)k(t, s) dt.

s

The validity of these statements was obtained in Section 1.3 under continuity
conditions, but the proof remains essentially the same under the measurability
conditions assumed above.

In order to better emphasize the properties of the resolvent kernel k(t, s)
in terms of the properties of the kernel k(t, s), we shall proceed now with the
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investigation of the case when weighted L°-spaces with scalar weights are con-
sidered, instead of the usual L°-spaces.

Lemma 4.2.4. Let the assumptions in the first part of Proposition 4.2.3 hold and
suppose further that for some 6 > 0

ess sup Jt [G(s) + S ]k(ts)Ids < 1. (4.2.24)
ost<T 0 G(t) G(t)

Then the resolvent kernel k(t, s) satisfies

I k(t, s)I g(s) ds < 6-1. (4.2.25)ess sup [G(t)]-' f'
0<t<T 0

If the assumptions in the second part of Proposition 4.2.3 hold and for some
6>0

ess sup J T [6 G + g(t)J I k(t, s) I dt < 1. (4.2.26)
O<s<T s

Then the resolvent kernel k(t, s) satisfies

T

ess sup g(s) J [G(t)]-' Ik(t, s)I dt < 6-'. (4.2.27)
O<s<T ,

Proof. As usual, we consider only the first part of the statement. Let us define
cp(s) = G(s) + Sg(s). If we multiply (4.2.11) by cp(s) and integrate, then on behalf
of (4.2.24) one obtains

ess sup [G(t)] -'
J t

Ik(t,s)Itp(s)ds
O<t<T 0

< ess sup [G(t)]
J t

I k(t, s) I T(s) dt
O<t<T 0

u Ik(u, s)I cp(s) dst+ ess sup [G(t)]-' J Ik(t, u)I du fo
0<t<T 0

< 1 + esssup [G(t)] J Ik(t,u)IG(u)du.
0<t<T 0

If the last term is finite, then shifting it into the first side of the inequality yields
exactly (4.2.25). If the last term is infinite, then we restrict our considerations to
an interval [0, T], T < T, in which both G and G-' are continuous and positive,
and therefore we can apply Proposition 4.2.3. In this case we obtain

ess sup [G(t)]-' J Ik(t, s)I g(s) ds < b-',
o<t<T o
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and since T can be chosen arbitrarily close to T, (4.2.25) follows from the above
inequality.

Lemma 4.2.5. Assume that the conditions of the first part of Proposition 4.2.3
are satisfied, and that a T < T exists such that

Ik(t, s)I [g(s) + G(s)] ds < oo. (4.2.28)ess sup I(++ 1/

f TT<t<T g(t) G(t) 0

Moreover, assume that k(t, s) satisfies

and

Then k(t, s) satisfies

ess sup [G(t)]-1 J Ik(t,s)jg(s)ds < oo (4.2.29)t
0<t5T o

I
ess sup [G(t)]-1 jk(t,s)Ig(s)ds < +oo. (4.2.30)
T <t <T

ess sup [G(t)]-1
05t<T

t

JT

f0t

jk(t,s)Ig(s)ds < +oo. (4.2.31)

A similar statement holds when the conditions of the second part of Proposition
4.2.3 are verified, and (4.2.28) is substituted by

ess sup [G(s) + g(s)] J T
C

1 + 1
J

I k(t, s) I dt < oo. (4.2.32)
0<s<T TG(t) g(t)

Proof. Since k(t, s) satisfies (4.2.29) and (4.2.30), all it remains to show is that

ess sup [G(t)]-1 J
T

I k(t, s)l g(s) ds < oo. (4.2.33)
T<t<T 0

Notice that for 0 < s < T < t < T, k(t, s) satisfies the equation

T

k(t, s) = ko(t, s) + J ko(t, u)k(u, s) du, (4.2.34)

where ko(t, s) is given a.e. by

ko(t, s) = k(t, s) + J t k(t, u)k(u, s) du. (4.2.35)
T

This follows easily from (4.2.11) by splitting the integral, and then applying the
resolvent formula (see remark above) to the obtained equation. For almost all
t e (T, T) we have from (4.2.35)
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[G(t)]-' f
T

Iko(t, s)l [g(s) + G(s)] ds
0

< [G(t)]-' f
T

Ik(t, s) I [g(s) + G(s)] ds
0

Ik(t,u)Idu J T I k(u, s) I [g(s) + G(s)]ds,+ [G(t)]-'
T' o

and taking into account (4.2.30), (4.2.28) and (4.2.34) we derive

ess sup [G(t)] '
T

J k(t, s)j g(s) ds
T<t<T

/'o

T

< ess sup [G(t)]-'
I

ko(t, s)I g(s) ds
T<t<T o

r
+ esssup [G(t)]-' J Iko(t,u)Idu J " Ik(u,s)lg(s)ds < oo. (4.2.36)

T < t < T 0 o

This ends the proof of Lemma 4.2.5.
We can now state the main result of this section, which provides an answer

to the question of finding admissibility conditions for the resolvent kernel k(t, s),
in terms of the given kernel k(t, s).

Theorem 4.2.6. Let k(t, s) be a measurable map from [0, T) into Y(R", R"), such
that (4.2.17) is satisfied, and there exist two positive constants &, y for which (4.2.23)
holds. Assume further that there exist 6 > 0 and T < T (T > 0) such that

G(s) g(s)
ess sup + 8 I k(t, s)I ds < 1, (4.2.37)
T<t<T G(t) G(t)

while (4.2.28) is true for any T < T Then the resolvent kernel k(t, s) constructed in
Proposition 4.2.3 satisfies the condition

ess sup [G(t)] ' j k(t, s)jg(s) ds < +oo. (4.2.31)
0<t<T fo

A similar statement holds when k(t, s) satisfies (4.2.21) instead of (4.2.17), as well
as the analogous conditions to (4.2.37):

ess su
T

6
g(s) + G(s)

I s) I dt < 1. (4.2.38)
o<s<Tp s G(t) G(t)]

in which case the resolvent kernel k(t, s) satisfies the condition

ess sup g(s) J [G(t)]-' I k(t, s) I dt < oo. (4.2.39)
O<s<7' s



170 Some special classes of integral and integrodifferential equations

In both situations considered above the solution of (4.2.1), expressed by (4.2.2),
is unique for each h e L9 ([0, T), R") and belongs to the space L'([0, T), R"),
respectively for each h e L'([0, T), R"), while a similar statement with respect to
the adjoint equation to (4.2.1), i.e.

y(s) = g(s) + f
S

k(t, s) y(t) dt,

holds with G(t) replaced by [g(t)]-1, if g(t) [G(t)]-1 is bounded on [0, T).

Proof. Since our assumptions imply those of Proposition 4.2.3, the existence of
k(t, s) is guaranteed. Moreover, k(t, s) satisfies (4.2.7).

Let us now consider some T, 0 < T < T, and note that condition (4.2.7)
implies condition (4.2.29). This follows from the fact that our weight functions g
and G are continuous and positive on [0, T]. From (4.2.37) and (4.2.28), by means
of Lemma 4.2.4, one obtains condition (4.2.30) in Lemma 4.2.5. Now by applying
Lemma 4.2.5 we find out that k(t, s) satisfies condition (4.2.3 1).

It remains to prove the last statement of Theorem 4.2.6 concerning equation
(4.2.1) and its adjoint. In other words, we need to show that (4.2.2) is a solution
of (4.2.1) belonging to LG, for every h e LG([0, T), R"). If we notice that our
hypotheses imply

I t Ik(t,s)I [g(s) + G(s)] ds < oo,ess sup [G(t)]-1
JoO<t<T

then the proof continues on the same lines as in Section 1.3. More precisely, if
we multiply (4.2.2) from the left by k(u, t), integrate with respect to t from 0 to u,
and use (4.2.10), then we obtain

k(u, t)h(t) dt.I

"

k(u, t)x(t) dt = f U
0 0

This equation, together with (4.2.2), leads immediately to (4.2.1). Also, the formula
(4.2.2) can be obtained from (4.2.1) by means of (4.2.10), which shows the
uniqueness.

4.3 Hammerstein equations on measure spaces

The results of existence we shall discuss in this section relate to integral equations
of the form

u(x) + f
Q

y)f(y,u(y))dy = h(x), (4.3.1)
n

when dy stands for a a-finite measure on Q (see Yosida [1] or Edwards [1]).
It would be more common notation if dy on the left hand side of (4.3.1) was
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replaced by dy(y), where y is the measure in the triplet (0j, µ). Since no
confusion can occur, we shall use the simpler notation in (4.3.1).

It will be assumed throughout this section that u and h are maps from Q into
R", and f is a map from Q x R" into R", while k is a map from Q x Q into
1(R", R"), the space of n x n matrices with real entries.

As we have done several times in this book, let us introduce the operators

(Kv)(x) = f
Q

y)v(y)dy, x E Q, (4.3.2)
n

and

(Fw)(x) = f(x,w(x)), x E Q, (4.3.3)

which means that K is a linear integral operator (only formally), while F can
be nonlinear. We shall refer in the sequel to F as the Niemytzki operator (see
Section 2.3) generated by the map (function) f.

By using (4.3.2) and (4.3.3), the Hammerstein equation (4.3.1) can be rewritten
in the operator form

(I + KF)u = h. (4.3.4)

Of course, we need to make precise a series of concepts involved in the original
integral equation (4.3.1), or in its abstract counterpart (4.3.4). For instance, what
is the domain of the operator K, when is K compact or continuous, etc? All these
details will be made precise in what follows, when we state various results related
to (4.3.1).

Before we get into details concerning the integral equation (4.3.1), we shall
provide a general existence result for the equation (4.3.4) due to Brezis and
Browder [1-3]. Then, by choosing the data conveniently, we shall be able to
obtain the desired results for (4.3.1).

Theorem 4.3.1. Let X and Y be two real Banach spaces with a bilinear real
pairing denoted by (y,x), such that I(y,x)I < IYIr' IxIx. Assume F is a continuous
map of X into Y, taking bounded sets of X into bounded sets of Y. Further, assume
K is a continuous map of Y into X, taking any bounded set of Y into a relatively
compact set of X, and such that (v, Kv) >_ 0 for any v c- Y. If there exists a map
c: (0, oo) - [0, oo), such that for each k >- 0

(Fu, u) > k I FuI y - c(k), u E X, (4.3.5)

then equation (4.3.4) has at least one solution u c- X, for each h e X.

Proof. The proof will be carried out by means of the Leray-Schauder fixed point
theorem (see Section 2.4), applied in the space X.

Notice first that the map KF: X -> X is compact. Therefore, if we consider the
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equation with parameter

(I + .tKF)u = v, (4.3.6)

with 2 E [0, 1] and v E X fixed, it suffices to prove that a constant R > 0 can be
found, such that for any solution u of (4.3.6) Jul, < R.

If we assume u is a solution of (4.3.6), then the pairing of the spaces X, Y
leads to

(Fu, u) + A(Fu, KFu) = (Fu, v),

and since (Fu, KFu) >_ 0 we obtain

(Fu, u) < (Fu, v) < I Fu I r I v I x

If we choose now k > iv1x + 1, then our hypothesis implies

(Fu, u) > kIFu IY - c(k).

Comparing the last two inequalities we obtain

kIFuIY<(Fu,u)+c(k)<IvIXlFulx+Ivlx,

which, because of the choice of k, reduces to

I Ful Y < c(k).

From (4.3.6) and A E [0, 1] we derive

lulx <_ IKFul x + Ivlx.

(4.3.7)

(4.3.8)

Since K maps bounded sets into bounded sets, there exists a function p: R+ --> R+
such that

IKWIx-µ(IWIY), we Y

From (4.3.7), (4.3.8) and (4.3.9) we easily obtain the estimate

lulx <- µ(c(k)) + Ivlx = R,

(4.3.9)

which ends the proof of Theorem 4.3.1.
In order to apply Theorem 4.3.1 to the integral equation (4.3.1), we need to

make convenient hypotheses to obtain satisfactory properties for the operators
K and F, given by (4.3.2) and (4.3.3). We will distinguish two situations: first,
when the underlying space is the space L"(Q), 1 < p < oo; second, when the
underlying space is L°°(Q).

The hypotheses can be formulated as follows:

H": (a) K is a compact linear map from LP (S2) to L"(S2), where p' is the
conjugate index to p, I < p < oo;

(b) F maps L"(d2) into L"'(Q).
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H°°: (a) K is a compact linear map from L'(Q) into L°°(Q);
(b) for each R > 0, there exists a function gR E L1(Q), such that

I f(Y, u)I y E S2, l ul < R.

Remark 1. In terms of the kernel k(t, s), generating the integral operator K,
sufficient conditions for property (a) to be verified have been indicated in Section
2.3.

Remark 2. For condition (b) of hypothesis H", we refer the reader to
Krasnoselskii's book [1].

As pointed out in Section 2.3, condition (b) implies the existence of a constant
a> 0, and a function g E L"'(Q), such that

Ifly, u)I <_aIul"-'+9(Y), (4.3.10)

holds for any y e Q and all real u.
Moreover, the Niemyzki's operator F turns out to be continuous from L" to

LP', and takes (obviously!) bounded sets into bounded sets.
Before we can apply Theorem 4.3.1 to equation (4.3.1), we need to derive two

auxiliary results which are related to condition (4.3.5) of the theorem.

Lemma 4.3.2. Assume f satisfies condition (b) of the hypothesis H°°, and for some
c > 0 the inequality (fly, u) u) > c I fly, u) I I u I holds for I u I >- Ro > 0. Then, for
each k > 0, there exists a constant c(k) such that

(Fu, u) >- k I Fu I L, - c(k), u e L°°(Q).

Proof. We shall consider only the case when k is sufficiently large. Let R >- Ro
be given. Then

(Fu, u) _ f(x, u (x)) - u(x) dx + I f(x, u(x)) - u(x) dx
uI<R uI_R

=I1+I2.
For Il we have the following estimate:

I'll I 9R(x)lu(x)Idx < RI9RILI(n)
uI<R

For I2, we can write, as a result of the inequality f(x, u(x)) u(x) >- c I f(x, u(x)) I

lu(x)I >- cR If(x, u(x))I,

ful
1121 ? cR I FuIL I(12) - cR If(x,u(x))I dx

<R

> cRIFuIL,(.a) - cR19RILI(Q)
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Combining the above inequalities we obtain

(Fu,u) > cRIFuILI(Q) - (R),
where

y(R) = cRI9RIL<(n) + RI9RILI(Q)

Now we take k = cR, and Lemma 4.3.2 is proven.
In the case of hypothesis HP, a similar result to Lemma 4.3.2 can be obtained.

Lemma 4.3.3. Assume f satisfies condition (b) of hypothesis HP, and for some
c > 0 the inequality c I fl y , I u I holds f o r I >- Ro. Then if
meas(Q) < oo, there exist two constants c1 > 0, c2 >- 0 such that

(Fu, u) >- cl I FuILP- - c2i u e LP(Q), (4.3.11)

and, therefore, for each k > 0 there exists c(k) such that

(Fu, u) >- k I Fu I LP, - c(k), u e LP(Q). (4.3.12)

Proof. We write

f(x, u(x)) u(x) dx(Fu, u) = J f (x, u(x)) u(x) dx + J
uI>Ro

=I1+12.

Since f satisfies (4.3.10), we can estimate Il as follows:

II1I <- a Iu(x)IPdx + I Iu(x)Ig(x)dxI
uI<Ro

< aRg meas(Q) + I9I LP'( I u(x) IP dx
IuI<Ro

< aRg meas(Q) + {meas(Q)} 1/PROI9ILP

)
1/p

For I2 we have f(x, u(x)) u(x) > c I f(x, u(x)) I Iu(x)I, and taking (4.3.10) into
account we obtain

Iu(x)I >-
C2If(x,u(x))I1nP-1) - c39(x)1/(P-1) (4.3.13)

for suitable constants c2, c3. Indeed, if a, b, c are positive numbers, then a < b + c
implies aP < (b + c)P <- 2P(bP + c"), for any p > 0. Applying this inequality to
(4.3.10), with (p - 1)-1 instead of p, we obtain (4.3.13).

If we take (4.3.13) into account, we obtain the inequality

f(x, u(x)) u(x) > c4I(Fu)(x)I1+1/(P-1) - c5I(Fu)(x)I g(x)1nP-1)

which by integration leads to
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I2 C4 I Fu I LP' - c4 f I (Fu) (x) I n dx - c 5 I Fu I LP' - 19 I LP

uI<Ro

> c4JFuJPp, - c6I FuILP- - c7.

It remains only to notice that for each e > 0, with p' > 1 (p' = 1 + (p - 1)-'),
the inequality A < sAp' + c(s) holds on A > 0, where c(E) is chosen conveniently.
Then, from the last inequality for I2, combined with that obtained above for I,,
we easily obtain (4.3.11). Finally, (4.3.11) implies (4.3.12).

This ends the proof of Lemma 4.3.3.
By means of the lemmas proven above, Theorem 4.3.1 can be applied to obtain

the following results about the integral equation (4.3.1).

Theorem 4.3.4. Consider equation (4.3.1), and assume the following conditions
are satisfied:

(1) k: Q x 0 -+ 2'(R", R") is a measurable map, such that the operator K defined
by (4.3.2) is compact from L'(Q, R") into L°°(Q, R"), and

(v, Kv) = J k(x, y)v(y)v(x) dxdy >0 (4.3.14)J
nx12

for every v e L' (Q, R");
(2) f : Q x R" -- R" satisfies the Caratheodory condition, and for each R > 0

there exists gR e L'(Q,R), such that I f(y,u)I < gR(y) on 0;
(3) there exist ' E L' (Q, R"), and constants Ro > 0, c > 0, such that

(f(y,u)-l(y))-u>cIf(y,u)-4(y)I-IuI.foryES2,lul >Ro;
(4) h e L°°(Q, R").

Then equation (4.3.1) has a solution u e L°°(Q).

Proof. This follows from Theorem 4.3.1, and Lemma 4.3.2.
Indeed, we choose X = L°°(Q, R"), Y = L' (Q, R"). The pairing is given by

(x, y) = f
Q

y(t) dt,
sz

and it obviously satisfies the requirement of Theorem 4.3.1.
It is now easy to check all the conditions in Theorem 4.3.1, by means of those

listed in the statement of Theorem 4.3.4. The continuity of F, for instance, follows
from applying Lebesque's dominated criterion. The operator K is the one given
by (4.3.2). Finally, conditions (2) and (3) of Theorem 4.3.4 assure, by Lemma 4.3.2,
the validity of the inequality (4.3.5) required by Theorem 4.3.1.

Since there is a certain difference between the way condition (3) is expressed
and the similar condition in Lemma 4.3.2 (in which = 0), it is useful to notice
that equation (4.3.1) is equivalent to
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(x, y)fl(y, u(y))dy = h1(x) (4.3.15)u(x) + fo k

where

.f1(y, u) = f(y, u) - i(y), h1(x) = h(x) - (KJ)(y)

This remark ends the proof of Theorem 4.3.4.

Remark 1. It is, of course, interesting to have conditions under which
K: L 1(Q, R") -. L°°(Q, R") is a compact operator. While this question seems to
be unanswered yet, we notice that the case K: L1(Q, R") - C(Q, R") is clarified,
at least under some extra assumptions. See, for instance, Krasnoselskii [1],
C. Corduneanu [4].

Remark 2. This is concerned with condition (3) in the theorem. If we assume
for f a monotonicity condition (f (x, u) - f (x, v)) (u - v) > 0, and notice that
according to condition (2) one has f(x,0) e L1(Q,R"), then for n = 1 (scalar
case), and c = 1, condition (3) is obviously verified: the monotonicity condition
becomes (f (x, u) - f (x, 0)) u >- 0, and consequently (f (x, u) - f (x, 0)) u =
I f(x, u) - f(x, 0)I - I u 1.

In the case 1 < p < oo, Theorem 4.3.1 and Lemma 4.3.3 yield the following
result.

Theorem 4.3.5. Consider equation (4.3.1), and assume the following conditions
are satisfied:

(1) k: 0 x Q -+ Y(R", R") is measurable, and the operator K defined by (4.3.2)
is a compact operator from LP'(Q, R") into LP(Q, R"), such that (4.3.14)
holds for any v e LP'(Q, R");

(2) f : Q x R" -+ R" satisfies the Caratheodory condition, and the Niemytzki
operator F given by (4.3.3) takes LP(Q, R") into L° (Q, R");

(3) there exist >G e LP'(Q, R"), and constants Ro > 0, c > 0, such that

(f(x, u) - Ox))' u > c l f(x, u) - fr(x)I ' 1 u I,

for Jul > Ro and x e Q;
(4) he LP(Q, R").

Then equation (4.3.1) has a solution u e LP(Q, R").

Proof. In Theorem 4.3.1 we take X = LP(Q, R") and Y = LP'(Q, R"), the pairing
being given (as usual) by

(u, v) = f
o

v(x) dx.
a
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Based on Lemma 4.3.3, it is almost routine to check the conditions required
by Theorem 4.3.1. In particular, the continuity of F, given by (4.3.3), is guaranteed
by Krasnoselskii's result discussed in Section 2.3.

In both Theorems 4.3.4 and 4.3.5, the operator K is supposed to be compact.
Certainly, this is quite a severe restriction and removing the compactness con-
dition would lead to a substantial improvement of the existence results.

Of course, as long as we have to rely on Theorem 4.3.1, there is no hope of
removing the compactness condition. Therefore, another tool from nonlinear
analysis should be used. It turns out that the theory of monotone operators
provides such a tool. The abstract result which now takes the place of Theorem
4.3.1 has already been formulated in Section 2.4.

While preserving some of the assumptions made in establishing Theorems
4.3.4 and 4.3.5, new concepts are necessary in order to be able to formulate the
new result(s).

Definition. Let A: X -+ X* a mapping, where X is a Banach space and X* is its
dual. A is called angle-bounded if there exists a positive constant a, such that

(Au-Aw,w-v)<o(Au-Av,u-v), (4.3.16)

for all u, v,waX.

Notice that (4.3.16) implies the monotonicity of the operator A. Indeed, if
one takes w = v in (4.3.16) one obtains (Au - Av, u - v) > 0 for any u, v e X.
Hence, angle-bounded operators constitute a subclass of the class of monotone
operators.

Lemma 4.3.6. Let A: X -+ X* be angle-bounded and hemicontinuous. If u, v a X
are such that (Au - Av, u - v) = 0, then Au = Av.

Proof. If the condition in Lemma 4.3.6 is satisfied, then for all w a X we obtain
from (4.3.16)

(Au - Aw, w - v)<0.

If we choose now w = v + tz, with t > 0, (4.3.17) yields

(Au - A(v + tz), z) < 0,

(4.3.1 7)

and, letting t -+ 0, we obtain because of the hemicontinuity of A the inequality
(Au - Av, z) < 0. Since the inequality holds for arbitrary z e X, we must have
Au = Av.

Lemma 4.3.6 will be used to prove uniqueness of the solution to equation
(4.3.1).
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Theorem 4.3.7. Consider equation (4.3.1), and assume the following conditions
are satisfied:

(1) k: Q x Q -+ 2(R", R") is measurable, and the operator K given by (4.3.2)
takes bounded sets from L"'(0, R") into bounded sets of L"(Q, R"),
1 < p < co, also verifying the monotonicity condition (4.3.14);

(2) f : Q x R" -> R" satisfies the Caratheodory conditions, while the operator
F defined by (4.3.3) is a tr-angle-bounded operator from L"(Q, R") into
L""(Q, R");

(3) h e L"(Q, R").

Then there exists a unique solution u e L"(Q, R") of equation (4.3.1).

Proof. In order to apply Theorem 2.4.3 to obtain the existence of the solution,
we shall consider the space X = L"(Q, R") x LP (Q, R") as underlying space. It is
obviously a reflexive Banach space.

In order to define a monotone operator A on X, let Fu = v e L"'(Q, R") for
u e L"(Q, R"), and notice that our equation (I + KF) u = h is equivalent to the
system

Fu-v=0, u+Kv=h.
We now defineA:X ->Xby

A(u, v) = (Fu - v, u + Kv)

(4.3.18)

(4.3.19)

(Please note that parentheses in (4.3.19) have nothing to do with the pairing of
the spaces L" and L"'.)

We need to prove that A is a monotone hemicontinuous operator from X into
its dual X* = L"'(Q, R") x L"(S2, R"). The hemicontinuity is obvious, while the
monotonicity means

(Fu-Fu-(v-v),u-u)+(u-u+K(v-v),v-v)>-0
for u, u e L" and v, v e U. The monotonicity of F and K implies the monotonicity
of A.

It remains to prove the local boundedness of A-' in order to obtain the
existence of a solution to (4.3.18). In other words, if we consider the equation
A (u, v) = (f, g), we need to show that for (f, g) belonging to a bounded set in X*,
the solutions of A(u, v) = (f, g) - if any - constitute a bounded set in X.

Since A(u, v) = (f, g) means Fu - v = f and u + Kv = g, from u+
K(Fu - f) = g we easily obtain

(Fu, u) + (Fu, K(Fu - f )) _ (Fu, g),

and, since K is monotone, (KFu, Fu) > 0. Hence, we obtain

(Fu, u) < (Fu, Kf + g). (4.3.20)
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But F is a-angle-bounded, and therefore we can write the inequality (4.3.16) for
v = 0, i.e., (Fu - Fw, w) < a(Fu - F0, u), from which we obtain for any p > 0
and u c LP(Q, R")

pIFu l = sup (Fu,w) < a(Fu - FO, u) + p sup IFwI, (4.3.21)
Iwl=p Iwl=p

the norms involved in (4.3.21) being either LP'-norms (for Fu and Fw), or
LP-norms (for w). As seen above, at the end of proof of Theorem 4.3.4, there is
no loss of generality if we assume FO = 0. Hence, taking into account (4.3.20)
and (4.3.21) we obtain

p I Fu J.,, < I Kf + 9I LP I Fu I LP' +
P

sup I Fw I LP'
a a Iwl=p

Since p is arbitrary, we can choose it such that p > a I Kf + g I Lp, and from the
last inequality we derive a bound for I Fu I Lp in terms of (f, g). This enables us to
find an upper bound, for the norms of u and v in terms of f and g, if we take into
account that v = -f + Fu, and then u = g - Kv.

This ends the existence part of the proof of Theorem 4.3.7.
The uniqueness of the solution of the equation (4.3.1) follows without difficulty.

Indeed, if u + KFu = h is verified by u, u e LP, then u - u + K(Fu - Fu) = 0.
This means that (Fu - Fu, u - u) + (Fu - Fu, K(Fu - Fu)) = 0, and since
both F and K are monotone we must have (Fu - Fu,u - u) = 0 and
(Fu - Fu, K(Fu - Fu)) = 0. By Lemma 4.3.6, from (Fu - Fu, u - u) = 0 we
obtain Fu = Fu. Hence KFu = KFu, or h - u = (h - u), which shows that
u=u.

This ends the proof of Theorem 4.3.7.

Corollary. Owing to the uniqueness of a solution to (4.3.1), we can assert the
existence of the operator (I + KF)-', and write the solution of (4.3.1) in the form
u = (I + KF)-'h. It is worth pointing out that (I + KF)-' is a continuous operator
on LP(Q, R").

Indeed, assume h e LP(Q, R") is given, and consider the equation v + KFv = g,
with g e LP(Q, R"), and generally speaking close to h. Since K is monotone, from
u - v + K(Fu - Fv) = h - g we obtain

(Fu - Fv, u - v) < (Fu - Fv, h - g). (4.3.22)

The angle-boundedness of F leads to

(Fv-Fw,w-u)<a(Fu-Fv,u-v)<-Qlh-gllFu-Fvl, (4.3.23)

for every w e LP. From (4.3.22) and (4.3.23) we derive, if we take into account

(Fv - Fu,w - u) = (Fw - Fu,w - u) + (Fv - Fw,w - u),

the following inequality
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(Fv-Fu,w-u)< w-ul-IFw-FuI (4.3.24)

In (4.3.24) we take w = u + z, I z I = A, and obtain

2IFv-FuI <Asup IF(u+z)-FuI +oIh -gI-IFu - FvI. (4.3.25)
Izl=A

But F is a continuous operator from LP(Q, R") into L"'(Q, R"), and a continuity
modulus at u does exist: flu + z) - Ful < co(A) for Izi < A. Hence, (4.3.25) leads
to

IFu - FvI < (o(2) + 7 IFu - FvI Ih - gI. (4.3.26)

If we now assume Ih - gJ < 2(2a)-1, then (4.3.26) yields J Fu - FvI < 2c0(A) and,
since co(2) - 0 as A - 0+, the continuity of the map g -+ Fv = F(I + KF)-1g
is assured.

But (I + KF)-1 = I - KF(I + KF)-1 and, since K is continuous, we obtain
the continuity of (I + KF)-1 from L"(92, R") into itself.

Remark. The proof of Theorem 4.3.7 relies substantially on the condition
1 < p < oo, which means the reflexiveness of the underlying space is involved.
There are results available using monotone operators in nonreflexive spaces: see
Brezis and Browder [2], for instance.

4.4 Ultimate behavior of solutions to certain Volterra
functional-differential equations

The ultimate behavior of solutions to various classes of functional equations,
including integral or integrodifferential equations, has been the object of many
investigations and publications. It is my aim here to illustrate the kind of
ultimate (asymptotic) behavior which is similar to that encountered in ordinary
differential equations.

A prototype of result in this category is due to Moser [1], and it can also be
found in C. Corduneanu [4]. Some recent generalizations have been obtained
by C. Corduneanu [11] and Cassago and Corduneanu [1].

To be more specific, let us consider the functional-differential equation

z(t) + (Lx)(t) + f(x(t)) g(t), t e R+ (4.4.1)

where x, f and g are n-dimensional vector-valued maps, and L is a linear abstract
Volterra operator acting between convenient function spaces.

In the existing literature on equations involving abstract Volterra operators,
there are two distinct methods used in discussing the asymptotic behavior of their
solutions. The first method is based on monotonicity assumptions that allow us
to compare the behavior of solutions of the Volterra equations with those of
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convenient ordinary differential systems. This method was initiated by Moser
[1], and in the case of nonconvolution integral operators has been used by
myself [4], and by Cassago and Corduneanu [1]. This method applies without
difficulty to the case of equations involving abstract Volterra operators, as we
shall emphasize in what follows. A second method is based on admissibility
techniques and has its origin in Massera-Schaffer admissibility theory for or-
dinary differential equations (see Massera and Schaffer [1], [2]). In both areas,
there are still a good many problems to be investigated.

The conditions under which our results will be derived are related to the first
method of investigation mentioned above, and the problem of the asymptotic
behavior of solutions to (4.4.1) will be reduced to the similar problem for the
more common system of ordinary differential equations

z(t) + f (x(t)) = 0, t e R, (4.4.2)

Before we consider the asymptotic behavior of solutions to the systems (4.4.1),
it is appropriate to make a few comments on the existence of solutions, verifying
an initial condition of the form

x(O) = x° c- R". (4.4.3)

As shown in Chapter 3, equation (4.4.1) with the initial condition (4.4.3) can
be reduced to the nonlinear Volterra integral equation

x(t) + foo k(t, s)x(s) ds +
fo

fix (s)) ds = x° +
fo

g(s) ds, (4.4.4)

for which local existence can be obtained by means of standard methods. The
kernel k(t, s) results from the representation

(Lx)(s)ds = J0 k(t,s)x(s)ds,

fo,

and does possess some regularity properties, which help in investigating (4.4.4)
in relation to the local existence problem.

The hypotheses we shall assume on (4.4.1) will be of such a nature that the
global existence of solutions, as well as their boundedness (on R+), will be
assured.

Let us consider now equation (4.4.1) under the following hypotheses:

(a) The linear operator L is of Volterra type, and is continuous from
C(R+, R") - the space of continuous maps from R+ into R", with the
topology of uniform convergence on any compact - into L,OC(R+, R"), and
it takes the bounded functions on R+ into functions belonging to
M°(R+, R"): LBC(R+, R") c M°(R+, R"), i.e.

J J(Lx)(s)jds - 0 as t -> oo, b'x e BC(R+, R"). (4.4.5)
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(b) f : R" -> R" is continuous, and such that

f , <(Lx) (s) + f (x(s)), x(s)> ds > 0, t e R+, (4.4.6)
0

for any x e C(R+, R").

(c) g e L 1(R+, R").

The following result can be stated in relation to equation (4.4.1):

Theorem 4.4.1. Assume that conditions (a), (b), (c) are satisfied for equation (4.4.1).
Then any solution is defined on R, it is bounded there, and its limit set coincides
with that of a convenient solution of the ordinary differential equation (4.4.2).

Proof. Let x = x(t) be a solution of (4.4.1) such that x(0) = x° e R". This solution
is defined on some interval [0, T), T< oo (possibly, for small T only).

From (4.4.1) by scalar multiplication with x(t), t e [0, T), we obtain

2
dtIx(t)IZ + <(Lx)(t) + f(x(t)),x(t)> = <g(t), x(t)>, (4.4.7)

which implies (on the same interval)

Ix(t)I2 +
fo

<(Lx)(s) +.f(x(s)), x(s)> ds = 2 Ix012 + f <g(s), x(s)> ds. (4.4.8)
0

Taking condition (b) into account, we obtain from (4.4.8) the inequality

1<g(s),x(s)>Ids, (4.4.9)Ix(t)I2 << Ix0I2 +2
fot

valid on [0, T). If we now let X(t) = sup Ix(s)I, 0 < s < t < T, then (4.4.9) yields

X2(t) < Ix°12 + 2X(t) fo I g(s)I ds,

n [0, T). By (c), (4.4.10) leads too

(4.4.10)

X2(t) <_ Ix°12 + 2X(t) f
o

ds, (4.4.11)
0

also on CO, T). But (4.4.11) implies

X(t) < fo
Ig(s)I ds + {Xo2

+
(foo Ig(s)I ds)2 }1/2, (4.4.12)

0

on [0, T), from which we obtain

IW01 < f Ig(s)I ds + {Ix°I2 + (f- Ig(s)I ds) }1/2, (4.4.13)
0 o / )))
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on [0, T). Since the right-hand side in (4.4.13) is a constant (with respect to t), we
see that x(t) must remain bounded on its maximal interval of existence. This
means that x(t) can be extended on the whole semi-axis R+, and it remains
bounded there. Hence, the limit set of x(t) is nonempty.

In order to prove that the limit set of x(t) coincides with that of a con-
venient solution to (4.4.2) an important property to be established for x(t) is
the compactness of the family {x(t + h); h e R+} in the space C(R+, R"). First,
{x(t + h); h e R+} is uniformly bounded on R+ because x(t) is bounded there.
Second, this family of functions is equicontinuous on each compact interval of
R. Indeed, the equicontinuity is a consequence of the uniform continuity of
x(t) on R+.

From (4.4.1), taking into account the boundedness of x(t) on R+, we see
that on R+ we have x'(t) e L°° Q Mo. We claim that this implies the uniform
continuity of x(t) on R+. To prove this, let x' = v + w, with v e L°°(R+, R") and
w e Mo(R+, R"). Then

IX(t) - x(u)I =
Jtu

x'(s) ds

and since

il. Iw(s)I ds

<KIt - ul +
J

t Iw(s)I ds , (4.4.14)

/'s+l
<_ J lw(s)I ds, r =min{u, t}, It - ul < 1,

we see that (because w e Mo)

f.,
I w(s) I ds <2 for u, t - T(E), It-ul<1. (4.4.15)

But w e L' ([O, T], R"), and consequently

Iw(s)Ids <i for u, t E [0, T], I t - uI < b(E). (4.4.16)

From (4.4.15) and (4.4.16) we derive

Uu

I w(s) I ds < 2 for It - uI < b(E) < 1, (4.4.17)

for arbitrary u, t e R+. From (4.4.14) we easily obtain for u, t e R+

Ix(t) - x(u)I < E when I t - uI < min{b(E), E/2K},

which shows the uniform continuity of x(t) on R+. Hence {x(t + h); h e R+} is
compact in C(R+, R"). This implies the existence of a sequence {h.} c R+,
hp -+ oo as p -+ oo, such that

lim x(t + hp) = z(t), t e R+, (4.4.18)

uniformly on any compact interval of R+.
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We want to prove now that z(t) is a solution of (4.4.2), while its limit set
coincides with that of y(t). Let us fix an interval (t, t + h) in R, and integrate
both sides of (4.4.1) on this interval, after changing t into s + hp:

J
t+h

{(s + h) + (L)(s + h)} ds + f
t+n f(x(s

+ h))ds =
f t+k g(s

+
t

(4.4.19)

Since x(t + hp) -+ z(t) uniformly on each compact of R+, and conditions (a), (c)
allow us to state

t+h t+hp+h
(Lx) (s + hp) ds = (Lx) (s) ds - 0 as p -+ co,

t+hp

and

rt+h t+hp+h

g(s + hp) ds = g(s) ds 0 as p -+ oo,
t t+hp

(4.4.19) yields
h

f

+

z(t + h) - z(t) + f(z(s))ds = 0, (4.4.20)

from which equation (4.4.2) follows immediately, owing to arbitrariness of h.
Let us now denote by X the limit set of the solution x(t) of equation (4.4.1),

and by Z that of the solution z(t) of (4.4.2). It is easy to see that Z c X. Indeed,
if z(tk) -+ z E Z, taking into account that z(tk) = Jim x(tk + im) as m -+ oo, we
obtain

z =1im x(tk + as k --f oo,

where {r ,k} is chosen in such a way that

IZtk) - x(tk +'Cmk)I < k

Conversely, let x e X. Therefore x(tk) -+ x as k -+ oo, with tk -* oo. Let z(t) be
the solution of (4.4.2) with z(0) = x. Without loss of generality, we can assume
x(t + tk) -> z(t) as k -> oo, uniformly on any compact interval of R+ (the com-
pactnss property). Let us now choose a subsequence {tkm} c {tk}, such that
tkm > 2tm. Then I'm = tk.n - tm > tm --> oo as m -> oo, and

IX(tm + tm) - Z(tm)I = Z(tk, - tm)I 0

as m -+ oo. Hence, x = 1im x(tkm) =1im z(tkm - tm) E Z.
This ends the proof of Theorem 4.4.1.

Remark. There are many possibilities for satisfying condition (4.4.6) in (b) of
Theorem 4.4.1. For instance, one may assume that both L and f satisfy the
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conditions

J0

, <(Lx) (s), x(s)> ds >- 0, fo
<f x(s)), x(s)> ds >0

for any continuous x(t), t e R. The last condition is practically the same as
< f(x), x> > 0 for any x e R". The first condition states, basically, the monotonicity
of L regarded as an operator on the space L oC(R+, R").

Of course, condition (4.4.6) in (b) is satisfied when

Jo0

<(Lx)(s) - 2x(s), x(s)> ds >- 0, 1 > 0,

which means that L is strictly monotone, while f is subject to the less restrictive
assumption

J, <f(x(s)),x(s)>ds> -A J lx(s)l'ds.
0 0

For instance, such a condition holds (in the scalar case) when f (x) Ax + ax3,
with a > 0.

It is interesting to apply Theorem 4.4.1 to the integrodifferential system

z(t) + f
o

k(t,s)x(s)ds + f(x(t)) = g(t), t e R+, (4.4.21)
0

which means that in (4.4.1) we choose the operator L as follows:

(Lx)(t) =
J

k(t, s)x(s) ds. (4.4.22)
0

The following statement is a consequence of Theorem 4.4.1:

Corollary. Assume that conditions (b) and (c) of Theorem 4.4.1 are satisfied, with
L given by (4.4.22). Moreover, let k(t, s) be a measurable matrix kernel defined for
0 < s < t < oo, with values in 2'(R", R"), such that

J I

,

I k(t, s)I ds e Mo(R+, R). (4.4.23)
0

Then the conclusion of Theorem 4.4.1 remains valid for equation (4.4.21).
The proof of the Corollary is immediate, if we notice the fact that condition

(4.4.23) assures that any x e BC(R+, R") is taken by the operator L defined by
(4.4.22), into a function belonging to Mo(R+, R").

Let us now consider the Volterra functional-differential system

z(t) + (Lx)(t) + f(x(t)) = g(t); t e R+, (4.4.24)

in which L stands for a linear Volterra abstract operator acting on the space
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L1 C(R+, R"). The following result, similar to Theorem 4.4.1, holds and provides
conditions for the existence of convergent solutions.

Theorem 4.4.2. Consider the system (4.4.24) in which L stands for an abstract
Volterra linear operator, acting continuously on L2 JR+, R"), and such that

J0t

<(Lx)(s) + rix(s), x(s)> ds >- 0, t e R+, (4.4.25)

for any x e L ;JR+, R"), with n real and n < 1. Moreover, L is assumed to take the
space L2(R+, R") into Mo(R+, R").

Furthermore, let f : R" -+ R" be such that

where

f(x) = VU(x), U e C1)(R", R), (4.4.26)

U(x) -+ oo as lxi -+ oo. (4.4.27)

If g e L2(R+, R"), then the system (4.4.24) has all its solutions defined on R+,
they are bounded there, and the limit set of each solution of (4.4.24) coincides with
the limit set of a convenient solution of the ordinary differential system (4.4.2).

Proof. Let x = x(t) be a solution of (4.4.24) with the initial condition x(0) =
x° e R". Such a solution does exist locally, say on some interval (0, T), T< ao.
We shall prove that x(t) can actually be continued to R, and remains bounded
there.

Indeed, let us multiply scalarly both members of (4.4.24) by .pi(t), and integrate
over [0, t), t < T We obtain

fo
fo, <x(s) + (Lx)(s), z(s)> ds + U(x(t)) = U(x°) + <g(s), X(s)> ds, (4.4.28)

if we take into account

fo,
<f(x(s)), z(s)> ds = U(x(t)) - U(x°),

which is a consequence of (4.4.26). Let 6 = 1 - it > 0, and notice that (4.4.25),
(4.4.28) yield the inequality

6 J l i(s)i2 ds + U(x(t)) < U(x°) + <g(s), z(s)> ds (4.4.29)
0

J
o

on the same interval [0, t). Since

J2<g(s),z(s)> ds <
b
- JIg(s)I ds + 1x(s) ds,

2
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we obtain from (4.4.29) the inequality

r (sds + U(x(t)) < U(x°) + Ig(s)Ids. (4.4.30)
J J 0

Because of assumption (4.4.27) on U(x), (4.4.30) implies the boundedness of
x(t) on [0, T), as well as that .z(t) belongs to L2([0, T), R"). Hence x(t) is uniformly
continuous on [0, T), and lim x(t) as t T T must exist and be finite. That means
the continuability of x(t) is assured beyond T, which shows that T cannot be
finite. This ends the proof of the assertion that any (local) solution of (4.4.24) can
be extended to a saturated solution, defined on R+, and that this solution is
bounded. Indeed, (4.4.30) implies

U(x(t)) < U(x°) + J lg(x)I2 ds,
0

teR+,

which together with condition (4.4.27) lead to the boundedness of x(t) on R+.
In order to prove the last part of Theorem 4.4.2, i.e., the identity of the limit

set of a solution of (4.4.24) to that of a solution of (4.4.2), we can proceed in exactly
the same way as in the proof of Theorem 4.4.1.

The compactness of the family {x(t + h); h e R+} with x(t) a given solution
of (4.4.24), is the consequence of the boundedness of x and its uniform con-
tinuity on R+. Since z e L2(R+, R"), according to our assumption we have
Lx e Mo(R+, R"), which implies

r+1

J I (Lx) (s) I ds - 0 as t -+ oo,

a type of condition that was used in the proof of Theorem 4.4.1.
This ends the proof of Theorem 4.4.2.

Remark. If z(t) = lim x(t + hp) asp -> oo, with h, - oo for p -> oo, then z(t) is a
solution of (4.4.2). This solution is bounded on R, and its boundedness implies
that of i(t). Hence, z(t) is uniformly continuous on R+. But (4.4.2) shows that i(t)
is also uniformly continuous and bounded on R+, from which one derives the
uniform continuity of 22(t) on R+. This property, together with i e L2(R+, R"),
leads to the conclusion i(t) -+ 0 as t -+ oo. From (4.4.2) we see that f(z(t)) -+ 0 as
t -oo.

If U has only a finite number of critical points (i.e., is such that f vanishes at
these points), it is obvious that f(z(t)) -> 0 as t -+ oo implies z(t) - e R", being
one of the critical points (the limit set is connected).

Therefore, each solution of (4.4.24) converges (as t -> +oo) to a critical point
of the function U.
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Corollary. Assume the following conditions are verified with respect to equation
(4.4.21):

(1) k is a measurable kernel from A = {(t, s); 0 < s < t < oo} into Y(R", R"),
such that for some A > 0

J
` S)12 ds < A2, Vt e R+, (4.4.31)

o

and for every T > 0

(2) for every t >- 0

Jfor
Ik(t, s)I2 ds e Co(R+, R); (4.4.32)

+nlim
L J

I k(t + h, S)12 ds + J I k(t + h, s) - k(t, S)12 ds I = 0. (4.4.33)
h-0 [ 0

Then, the conclusion of Theorem 4.4.1 holds for equation (4.4.2 1).

The proof of the Corollary will follow from the fact that the Volterra integral
operator

(Kx) (t) = f
o

k(t, s)x(s) ds, t e R+, (4.4.34)
0

is continuous from L2(R+, R") into Co(R+, R"). If x e L2(R+, R"), then (4.4.31)
guarantees that (Kx)(t) is defined for every t e R, and

I(Kx)(t)I < AIxIL2, Vt e R. (4.4.35)

Condition (4.4.33) yields easily the continuity of (Kx) (t), as a function of t e R.
It only remains to prove that

Kx e Co(R+,R"), (4.4.36)

using also (4.4.32). Indeed, for t > T > 0 one can write

0J,

T 1/2 T 1/2

<
0

Ik(t,s)IZ ds Ix(s)IZ ds
(Jo

k(t, s)x(s) ds

1/2

+ ( Ik(t,s)I2ds)
(Jt

Ix(s)12ds I . (4.4.37)
T T

Given v > 0, let us choose T = T(c) large enough such that

Tf 'o

Ix(s)12 ds < (s2-A-' )2. (4.4.38)

Therefore, for t > T we have
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U:
1/2 t 1/2

I x(s) I2 ds <
2*

(4.4.39)I k(t, s) I2 ds
(fT

On the other hand, (4.4.32) allows us to write for t >- T1(s):

I T I k(t, s)12 ds < ( Z I x IL2 I2. (4.4.40)
\ /OT

Hence, choosing t > max(T, T1) we can write as a result of (4.4.37), (4.4.39) and
(4.4.40)

fo,

k(t, s)x(s) ds
E E<+22 =E, (4.4.41)

which shows that (4.4.36) holds.
From (4.4.35) we see that the mapping K: L2(R+, R") -+ Co(R+, R") is con-

tinuous. But Co c M0, which ends the proof.

Remark. If one assumes k(t, s) = k(t - s), where k e L2(R+, P(R", R")), then all
the conditions in the Corollary are verified. Indeed, condition (4.4.31) is obviously
satisfied. Condition (4.4.33) is a consequence of k e L2, while condition (4.4.32)
reduces to

t+T
J Ik(s)12 ds e Co(R+, R),

which again follows from k e L2.
An immediate application of Theorem 4.4.1 or 4.4.2 can be obtained if we

consider infinite delay equations of the form

y(t) + f-00 k(t,s)y(s)ds + f(y(t)) = g(t), t e R+, (4.4.42)

with the initial condition

y(s) = t/i(s), -co < s < 0. (4.4.43)

Since because of (4.4.43), (4.4.42) can be rewritten in the form

At) + J t k(t, s)y(s) ds + f (y(t)) = g(t), t e R+, (4.4.44)
0

with the initial condition y(O) = 0(0), and with

NO = g(t)
- Co

k(t,s)i/i(s)ds, t e R+, (4.4.45)
JD

the only real concern is to assure the properties required for g(t), keeping the
same assumptions we made in Theorem 4.4.1 or Theorem 4.4.2 for other data in
the equation (4.4.44).
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To be more specific, let us consider the case when Theorem 4.4.1 is to be
applied to (4.4.42), under condition (4.4.43).

It is obvious that to secure the condition W(t) e L' (R+, R"), it suffices to assume
g(t) e L'(R+, R") and

1.
0

k(t, s)O(s) ds e L' (R+, R"). (4.4.46)

Condition (4.4.46) will be satisfied, for instance, if we assume that k(t, s) is
measurable on R+ x R_, and such that

f
o

Ik(t,s)IdseL'(R+,R), (4.4.47)

while >/i is continuous and bounded on (-oc, 0].

In summarizing the above discussion in relation to the infinite delay equation
(4.4.42), we can say that the ultimate behavior of its solutions is the same as in
the case of the equation (4.4.2), provided the following conditions hold: k, f and
g are as in Theorem 4.4.1; for (t, s) a R+ x R_, k(t, s) is measurable and satisfies
(4.4.47); the initial condition (4.4.43) is verified for some 0 which is continuous
and bounded from R_ into R".

In concluding this section we will discuss the problem of positiveness of the
operator K given by (4.4.34). This condition appears in both Theorems 4.4.1 and
4.4.2, and our purpose is to illustrate how the positiveness can be secured, by
means of certain assumptions on the kernel k(t, s). We follow here Gripenberg
[3], and restrict our considerations to the scalar case.

Theorem 4.4.3. Let k(t, s) be a real-valued functional defined on d =
{(t, s); 0 < s < t < co}, satisfying the following conditions:

(1) k(t, s) >- 0 and, for every t > 0, k(t, s) is absolutely continuous and non-
decreasing in s on [0, t];

(2) j u k(t, s) ds e L oC(R+, R);
(3) k(t, 0) is left continuous and nonincreasing for t > 0;
(4) for almost all s > 0, kS(t, s) is left continuous and nonincreasing on (s, oc).

Then for any T > 0, and y(t) continuous from R+ into R, the following inequality
holds:

C J

T

k(T, s)y(s) ds IZ < 4k(T, T) f0T y(t) dt J0o k(t, s) y(s) ds. (4.4.48)
/

Proof. Taking into account conditions (1), (2) and (3) in the statement of Theorem
4.4.3, we conclude that the functions tk(t, 0) and f o (t - s)ks(t, s) ds are locally
bounded on R. Integration by parts yields
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J t k(t, s)y(s) ds = k(t,O) J t y(u) du + J t ks(t, s) J t y(u) duds, 0 < t < T
0 0 o s

(4.4.49)

Let k(t, 0) - k(T, 0) = a(t). Qn behalf of property (3), a(t) is a nonnegative mea-
sure: a(t) = meas[t, T), t > 0. We obtain as a result of integration by parts

u) du 12 +y(u) du)2 da(t).J
T

y(t)k(t, 0)
J

t y(u) du dt = k(T, 0) (fOT y(
O o 2 2 0 0

(4.4.50)

For every s for which ks(t, s) is nondecreasing according to condition (4), we
denote k,(t, s) = ks(T, s) + fs(t), with $s being a nonnegative measure. Since ks(t, s)
is a measurable function of (t, s) from conditions (1) and (4), the theorem of Fubini
can be applied and, using integration by parts, we obtain

J0T

fT t

y(t) k(t, s) y(u) du ds dt = ks(T, s) y(u) du ds
s

(fat
y(u)du)2dfs(t)/Ids.

+ JTo (J,T
(4.4.51)

Based on (4.4.49) we have

\
k(Ts)y(s)ds)< 2[k[T,0)]1 JT y(u)du)

(JT

+ 2 (J T ks(T, s)
f T

y(u) duds)2, (4.4.52)
0 s

and by means of Holder's inequality and condition (1) we obtain

(J:

T

k,(T, s) y(u) duds) < k(T, s) ds k(Ts) ( y(u)du)
s fO fo s

Combining this last inequality with (4.4.49)-(4.4.52), we obtain (4.4.48) if we also
take into account

0 < J T ks(T, s) ds = k(T, T) - k(T, 0) < k(T, T).
0

This ends the proof of Theorem 4.4.3.

In concluding this section, let us notice that in the case of convolution
kernels, k(t, s) = k(t - s), the positiveness conditions on k(t) can be expressed in
terms of its Fourier transform k(is). For some illustrations of this see, for instance,
C. Corduneanu [4].
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4.5 Hammerstein integrodifferential equations and boundary
value problems

In this section we shall consider some Hammerstein integral equations arising
in connection with boundary value problems for ordinary differential equations,
or Volterra functional differential equations. The existence of solutions will be
obtained by again using results on monotone operators, or fixed point theorems.

As seen in Section 1.1, quite general boundary value problems for ordinary
differential equations can be reduced to integral equations of Hammerstein
type. In this section we shall consider first classical two-point boundary value
problems for second-order differential equations of the form

x"(t) + f (t, x(t), x'(t)) = h(t), t e [0, T], (4.5.1)

under boundary value conditions

x(0) = a, x(T) = b, (4.5.2)

or

x(0) = a, x'(T) = b. (4.5.3)

Before we state the conditions under which existence results can be obtained,
notice that by a simple substitution, namely x = y + (b - a)T-1t + a, the prob-
lem (4.5.1), (4.5.2) reduces to

y"(t) + f(t, y(t) + (b - a)T-It + a,y'(t) + (b - a)T-1) = h(t), t e [0, T],
(4.5.4)

with homogeneous boundary value conditions

y(O) = 0, y(T) = 0.

If we introduce the Green's function

Tt-Ts, 0<s<t<T,

(4.5.5)

G(t,s) = (4.5.6)

Ts-Tt, 0<t<s<T,

then for any y(t) satisfying (4.5.5), and such that y"(t) e L2([0, T], R), we can write

Y(t) = J T G(t, s)y"(s) ds,
0

G,(t, s)y"(s) ds,Y'(t) = f T0

where G,(t, s) denotes the partial derivative of G with respect to t. Notice that this
derivative exists in the square 0 < s, t < T, and is piecewise continuous there.
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Equation (4.5.4) can now be rewritten as an integrodifferential equation,

y(t) =
J

T G(t, s) [h(s) - f(s, y(s) + (b - a)T-1s + a, y'(s) + (b - a) T-')] ds.
0

(4.5.7)

Moreover, from the formulas above we derive on [0, T] the inequalities

3 T
IY(t)I S [.481V IV, IY'(t)I <L 3]VIL2.

Indeed, using the Schwartz inequality we obtain

T 1/2

IY(t)1 < G2(t,s)ds IY"IL2,
0

and taking into account

(4.5.8)

1

G2(t,s)ds = 3Tt2(T - t)2,
f0T

the first inequality in (4.5.8) follows immediately. One proceeds similarly with
the second one.

Without fear of confusion we can denote by the same letter G the linear
integral operator generated by the Green's function G(t, s), and by G' the
one generated by GG(t, s). Both are obviously acting from L2([0, T], R) into
C([0, T], R) c L2([0, T], R). Then we can write y = Gy" and y' = G'y", for y" e
L2([0, T], R), provided y(O) = y(T) = 0.

We shall now consider y" = z as the new variable in L2([0, T], R"), and notice
that (4.5.4) can be rewritten in the form

z + f(t,Gz + (b - a)T-1t + a,G'z + (b - a) T-1) = h(t). (4.5.9)

If we assume that f (t, u, v) is a continuous map from [0, T] x R x R into R,
then it follows that for each z e L2([0, T], R) the left hand side of (4.5.4) is in
L2([0, T], R), i.e., the operator given by

(Az) (t) = z(t) + f (t, (Gz) (t) + (b - a) T -1 t + a, (G'z) (t) + (b - a) T-1) (4.5.10)

is acting on L2([0, T], R). Equation (4.5.4) is, in fact,

Az = h, (4.5.11)

and, if we assume h E L2([0, T], R), our problem reduces to proving that the
operator A given by (4.5.10) is onto L2([0, T], R). While this may not necessarily
be easy to prove directly, we can come up with a construction that will allow us
to apply the Corollary to Theorem 2.4.5.

Let us consider, for given p > 0, the following set:

S2o={(t,u,v);0<t<T,Iul <p+max(lal,lbl),Ivl <p+lb-aIT-1}.
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Let us also consider a continuous map f,(t, u, v) from [0, T] x R x R into R,
such that f,(t, u, v) - f (t, u, v) for (t, u, v) e QP, and

I Mt, u, v)I < sup If(t, u, v)I = q5(p). (4.5.12)
ov

To obtain ff(t, u, v) one can proceed in many ways. For instance, for (t, U, V) E 0
one can define f,(t, U, V) = fit, u, v) where (t, u, v) a Q is the closest point to
(t, U, V) on the ray joining (t, U, V) to (t, 0, 0).

Let us now consider the equation analogous to (4.5.11) namely

APz = h, he L2([0, T], R), (4.5.13)

where the operator A. is defined by means of fP in the same way A is defined in
terms of f.

It is easy to show that AP: L2 -. L2 is a coercive operator. Indeed, one has

<APZ,z) = Iz12 + <fP,z) ? IzI2 - 0(P)IzI = (IzI - 0(P))IzI,

and since IzI - ¢(p) -+ co as IzI -+ oo, the assertion is proven.

Moreover, the operator A. is weakly continuous because AP(z + y) - APz
tends to zero in the weak topology of L2, as y - 0 in the same topology. Taking
into account the continuity of f,,, the above statement is easily checked. Indeed,
for any w e L2 one has

<AP(z + y) - APz, w) = <y, w) + <f,(t, (Gz) (t) + (Gy)(t)

+ (b - a)T-'t + a, (G'z)(t) + (G'y)(t)

+ (b - a) T -') - f,(t, (Gz) (t)

+ (b - a) T-'t + a,(G'z)(t) + (b - a)T-'),w).

By definition, <y, w> -+ 0 as y -+ 0 weakly, for any w e L2. Applying the Cauchy-
Schwartz inequality to the second scalar product, we find that it suffices to show
that

f,(t, (Gz) (t) + (Gy) (t) ...) - f,(t, (Gz) (t) ... )

in L2, when y -* 0 weakly. It is obvious that the dominated Lebesque's criterion
can be applied since fP is bounded. On the other hand, for every t e [0, T],
(Gy) (t) -+ 0 and (G'y) - 0 as y - 0 weakly (because (Gy) (t) = <G(t, ), y(.)>). This
shows the correctness of the statement.

Consequently, equation (4.5.13) has a solution for every h e L2([0, T], R).
In order to apply Corollary 2.4.6 and obtain equation (4.5.11), we need to

check the validity of the second condition in the statement. Hence, let us assume
I hI < H = const. Taking into account the definition of AP and (4.5.13), we obtain
I z I2 + <f,( ), z) = <h, z) from which we derive the estimate
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I zI <H+d'(p),/T, (4.5.14)

with ¢(p) defined by (4.5.12).
Since (4.5.8) holds for any y vanishing at 0 and T, and such that y" C-

L 2( [0, T], R), we obtain, keeping in mind that z = y" and (4.5.14),

IYIi = max{suplyl,suply'I} < max , 48 }[H + 0(p),/T]. (4.5.15)
U3

3

In In our underlying space L2([0, T], R) we now introduce the new norm

IzIs = JGzl1, z e L2([0, T], R), (4.5.16)

and notice that, according to (4.5.15),

( 3

IzIs<_max T gj}[H+0(p),/T]]
for the solution z of Az = h. Therefore, if we can determine p > 0 such that

3T T
max

3 , 48
[H + 0(p),/T] < p, (4.5.17)

then Corollary 2.4.6 allows us to conclude that equation (4.5.11) is solvable in
L2([0, T], R), for each h, such that I h I <_ H.

We can now state the following existence result for equation (4.5.11), which is
equivalent to the Hammerstein integrodifferential equation (4.5.7), or to the
boundary value problem (4.5.1), (4.5.2).

Theorem 4.5.1. Consider the boundary value problem (4.5.1), (4.5.2), under the
following assumptions on the data:

(1) fit, u, v) is a continuous map from [0, T] x R x R into R, where T > 0;
(2) the real numbers a, b, T and H > 0 are such that inequality (4.5.17), with

q(p) given by (4.5.12), has at least one positive solution in p;
(3) h e L2([0, T], R).

Then there exists at least one solution x(t) for (4.5.1), (4.5.2), with x'(t) absolutely
continuous on [0, T] and x"(t) e L2([0, T], R), provided I hIL2 < H. This statement
is equivalent to the solvability of equation (4.5.7) in the space W2',2 T], R), or
to the solvability of equation (4.5.11) in the space L2([0, T], R).

Remark 1. It is obvious that the result in Theorem 4.5.1 can be extended to the
case when x(t) takes values in R" instead of R. Only superficial adjustments are
required to obtain the proof in the vector-valued case.
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Remark 2. A key condition in Theorem 4.5.1 is, of course, the inequality (4.5.11).
It is evident that this condition imposes a certain restriction on the growth of
O(p). The following special case is, none the less, signficant.

Assume that the function f (t, u, v) is continuous and bounded on [0, T] x
R x R. Then we can take O(p) - Const. > 0, and (4.5.17) is verified by any p > 0
sufficiently large, and for any H > 0. The result obtained under this assumption
generalizes a similar one in the case f(t, u, v) - fit, u), h(t) - 0 obtained by
Caccioppoli in the 1930s [1].

Another acceptable assumption on q(p) is

O(P) 3 4 31
lim inf < min T ' T Ja-i P

(4.5.18)

If this condition holds, then (4.5.17) is solvable in p, for any H > 0. Condition
(4.5.18) is verified if q(p) has linear growth, and T is chosen sufficiently small. It
has been known since Picard that (4.5.1), (4.5.2), with h - 0 and f Lipschitz
continuous, has a solution, provided the length of the interval [0, T] is small
enough.

Let us now consider the problem (4.5.1), (4.5.3). The discussion is very much
like the one conducted above, and we shall limit ourselves to the most basic steps
of the procedure.

First, the substitution to be performed, in order to reduce the boundary value
conditions to the homogeneous ones, is x(t) = y(t) + bt + a.

Second, the Green's function associated with the boundary value conditions
y(0)=0,y'(T)=0is

G(t,s)={s, 0<s<t,
it, t<s<T.

Then

G(t, s)y"(s) ds,y(t) = f r0

(4.5.19)

y'(t) =
J

T GG(t, s)y"(s) ds,
0

for any y(t) satisfying the homogeneous boundary value conditions, and such
that y"(t) e L2([0, T], R).

Third, the problem (4.5.1), (4.5.3) is equivalent to the Hammerstein integro-
differential equation (4.5.7), in which G(t, s) is given by (4.5.19). The equivalence
should be understood within the class of continuous functions.

Fourth, the following estimates hold for any y(t) satisfying y(O) = 0, y'(T) = 0,
such that y"(t) e L2([0, T], R):

[J]YL2IY(t )I <_, IY'(t)I < [,IT]Iy"ILZ. (4.5.20)
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Fifth, in defining the operator analogous to (4.5.10), the following formula
should be used instead of (4.5.10):

(Az)(t) = z(t) + f(t,(Gz)(t) + bt + a,(G'z)(t) + b), (4.5.21)

with G standing for the integral operator generated by the Green's function
(4.5.19).

Sixth, the set 0, to be used in constructing the function f, and defining 4'(p)
is given by

12o={(t,u,v);0<t<T,Jul <p+max(Ial,la+bTI),IvI <p+IbI}. (4.5.22)

Seventh, the inequality (4.5.17) must be replaced by

{!T
3

max , 3
JT} [H + 0(s),JT] < p, (4.5.23)

and it must be solvable for some p > 0.
The conclusion of the above sketched discussion in regard to the boundary

value problem (4.5.1), (4.5.3) can be summarized as follows:

Theorem 4.5.2. Consider the boundary value problem (4.5.1), (4.5.3), under the
following assumptions:

(1) and (3), as in Theorem 4.5.1;
(2) the real numbers a, b, T, and H > 0 are such that inequality (4.5.23), in which

O(p) is given by (4.5.12), and Slo by (4.5.22), has at least one positive solution.

Then, there exists at least one solution x(t) for (4.5.1), (4.5.3), with x'(t) absolutely
continuous on [0, T], and x"(t) e L2([0, T], R), as soon as IhIL2 H. This
statement is equivalent to the solvability of the equation y(t) = f o G(t, s) x
[h(s) - f(s, y(s) + bs + a, y'(s) + b)] ds with G(t, s) given by (4.5.19), in the space
of functions y(t) satisfying y(0) = 0, y'(T) = 0, and such that y"(t) e L2([0, T], R),
or to the solvability of (4.5.11), with A given by (4.5.21), in the space L2([0, T], R).

Remark. The Cauchy problem x(0) = x, x'(0) = b for (4.5.1) can be treated by
the same method. The substitution to be performed in order to reduce the initial
data to the homogeneous one is still x(t) = y(t) + bt + a. Instead of equation
(4.5.7) or its equivalent, one has to use the equation obtained by integrating
equation (4.5.1) twice:

x(t) = a + bt + J (t - s) [h(s) - f (s, x(s), x'(s))] ds.
0

The equivalent equation for y(t) is

y(t) = J (t - s) [h(s) - f(s, y(s) + bt + a, y'(s) + b)] ds, (4.5.24)
0



198 Some special classes of integral and integrodifferential equations

and instead of a Hammerstein-Fredholm equation like (4.5.7), we obtain a
Hammerstein-Volterra integrodifferential equation. Equation (4.5.24) has to be
considered in the space of functions satisfying y(O) = y'(0) = 0, and such that
y"(t) e L2([0, T], R).

Another proof of Theorem 4.5.1. Let us go back now to equation (4.5.7), with
G(t, s) given by (4.5.6), and investigate the existence problem in W.0,2 2([0, T], R)
by means of the fixed point method. We shall see that we can obtain the same
result as in Theorem 4.5.1, by using the Schauder fixed point theorem (see Section
2.4).

First, notice that any solution of (4.5.7) also satisfies y"(t) e L2([0, T], R).
Therefore, it is enough to deal with (4.5.7) in the space O'1([0, T], R). And, to be
more specific, we should say that we can deal with the subspace of C(')([0, T], R)
consisting of those elements that vanish at 0 and T.

The norm in Ctl"([O, T],R) will be defined as in (4.5.15), and we look for
a number p > 0, such that the ball of radius p, centered at the origin of
Ctl"([O, T], R), is taken into itself by the operator

(Uy)(t) = J T G(t,s)[h(s) - f(s, y(s) + (b - a)T-1t + a,y'(s) + (b - a) T-')] ds.
0

(4.5.25)

According to (4.5.8) and (4.5.14), if we assume Iy(t)I, I y'(t)I < p on [0, T] we
obtain from (4.5.12)

U3I(UY)(t)I,I(UY)'(t)I <max' 8}[H+O(p)jT],

provided jhIL2 < H. Consequently, the condition that U take the ball of radius
p in 01) ([0, T],R), centered at the origin, into itself is precisely (4.5.17).

It suffices to show that U is continuous and takes the ball of radius p into a
relatively compact subset of the ball. The continuity of U in the topology of
C(1)([O, T], R) follows easily from (4.5.25), and the similar equation obtained by
differentiation

(UY)'(t) = f T

G,(t,s)[h(s) -fl ...)]ds,
0

in which f is continuous. The compactness of the image of the ball by U follows
also immediately from (Uy)"(t) = h(t) - f(..) e L2([0, T], R), an upper bound
for the right hand side (in L2) being H + 0(p) ,,1T

Consequently, the operator U given by (4.5.25) satisfies the conditions required
by Schauder's fixed point theorem, which means that (4.5.7) has at least one
solution under the hypotheses of Theorem 4.5.1.

This second proof of Theorem 4.5.1 is more in the spirit of using integral
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equations for solving boundary value problems. It also shows that monotone
operator techniques and classical fixed point theorems can lead to the same
conclusion.

We shall now consider the linear functional-differential equation

z(t) = (Lx)(t) + f(t), t E [0, T], (4.5.26)

where L is a linear continuous Volterra operator on L2([0, T], R"), and f E
L2([O, T], R"). Such equations have been dealt with in Section 3.3 and, as shown
there, the solution of (4.5.26) which satisfies the initial condition x(0) = x° is given
by the variation of parameters formula

('
x(t) = X(t,0)x° + J X(t,s)f(s)ds. (4.5.27)

0

The construction of the kernel X(t, s) has also been discussed in Section 3.3.
Let us assume now that we want to find a solution of (4.5.26) such that the

following two-point boundary value condition holds:

Ax(0) + Bx(T) = c, (4.5.28)

where A and B are n by n matrices with real entries, i.e., A, B E 1(R", R"), and
c e R".

If we substitute (4.5.27), for t = 0 and t = T, in (4.5.28), then the following
equation is obtained for x°:

[A + BX (T, 0)] x° = c - B f
o

X (T, s) f (s) ds. (4.5.29)
0

It is clear that the problem (4.5.26), (4.5.28) will have a unique solution for any
c c- R", if and only if

det [A + BX (T, 0)] 0 0. (4.5.30)

Assuming condition (4.5.30), we have

x° = [A + BX(T,0)]-i Ic - B for X(T,s)f(s)ds], (4.5.31)

which together with (4.5.27) provides the unique solution of the boundary value
problem (4.5.26), (4.5.28). It is useful to notice that the solution of this boundary
value problem can be represented by means of the formula

x(t) = xo(t) +
f r

X (t, s) f (s) ds, (4.5.32)
0

where

x°(t) = X(t,0)[A + BX(T,0)]-'c, (4.5.33)
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and

X(t,s) - X(t,0)[A + BX(T,0)]-1BX(T,s), 0 < s < t,
X(t,s) = -X(t,0)[A + BX(T,0)]-1BX(T,s), t < s < T

(4.5.34)

Formula (4.5.32) plays a basic role, not only because it provides the unique
solution of problem (4.5.26), (4.5.28), under assumption (4.5.30), but because it
also allows us to reduce nonlinear boundary value problems to Hammerstein
integral equations.

Let us substitute for (4.5.26) the nonlinear functional differential equation

z(t) = (Lx)(t) + (fx)(t), t e [0, T], (4.5.35)

and look for a solution that also verifies the boundary value condition (4.5.28).
We assume, as above, that L is a linear continuous Volterra operator on
L2([0, T], R"), while f is a map, not necessarily of Volterra type, between
two convenient function spaces. Then (4.5.35), (4.5.28) are equivalent to the
Hammerstein integral equation

x(t) = xo(t) + f r X(t,s)(fx)(s)ds. (4.5.36)
0

In the classical theory of Hammerstein equations, f is usually an operator of
Niemytzki type. While this remains a valid choice, it is obviously not necessary
to limit our investigation to this particular case.

We shall now concentrate our attention on the Hammerstein equation (4.5.36)
in order to obtain an existence result. Such a result will imply, under conditions
that have been partially specified, the existence of at least one solution to the
boundary value problem (4.5.35), (4.5.28).

Let us point out first that the kernel X (t, s) appearing in (4.5.36) is constructed
by means of the formula (4.5.34) in terms of the kernel X (t, s) that occurs in
the variation of parameters formula (4.5.27). On the other hand, X(t, s) was
constructed in Section 4.3 by means of the formula

X (t, s) = I + J k(t, u) du, (4.5.37)
s

where k(t, u) represents the resolvent kernel associated with the kernel k(t, s) in
the representation of f o (Lx) (s) ds:

J
` (Lx) (s) ds = J o k(t, s)x(s) ds. (4.5.38)

0 o

Formula (4.5.38) holds for any x e L2([0, T], R") and t e [0, T]. Since the left
hand side in (4.5.38) is an absolutely continuous function on [0, T], and hence
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in L2([0, T], R), k(t, s) satisfies the Hilbert-Schmidt condition

JI

dt J t Ik(t,s)12ds < +oo.
o 0

This condition on k(t, s) guarantees the existence of the resolvent kernel R(t, s)
(see Section 1.5), belonging to the same Hilbert-Schmidt class.

The above mentioned facts enable us to conclude that X (t, s) and X (t, s)
possess certain useful properties that will allow us to investigate equation (4.5.36)
without difficulty. First, from (4.5.37) we see that X(t, s) is defined for every t, and
every s, in [0, T]. Second, X(t, s) is absolutely continuous in s, for every fixed
t e [0, T]. Third, the map t X(t; ) is L2-continuous, as is the map t -+ X(t; ).
In particular

te[O, T] 0

T

J lX(t,s)I2ds = y2 < oo.sup (4.5.39)

With regard to the operator f involved in (4.5.36) we can assume, for instance,
that it is continuous from C([0, T], R") into L2([0, T], R"). But because any
solution (if any) of (4.5.36) is absolutely continuous, the space L2([O, T], R") does
not seem to be naturally involved, and without serious loss of generality we can
assume f to be a continuous operator from C([0, T], R") into itself. This will
enable us to apply Schauder's fixed point theorem in order to prove the existence
result for (4.5.36), using the space C([0, T], R") as underlying space.

A growth condition on f, with respect to IxIc = supIx(t)I, t e [0, T], has to be
imposed. We notice that the continuity of f, which in general is not a linear
operator, does not imply its boundedness on a ball I x Ic < p. Therefore, it appears
quite natural to assume

sup IN = q'(p) < oo, (4.5.40)
IXIc_P

with q(p) a positive nondecreasing function for p > 0.
Equation (4.5.36) can be written as x(t) = (Ux)(t), where

(Ux)(t) = x°(t) + f
o

X(t,s)(fx)(s)ds, (4.5.41)
0

and since the right hand side of (4.5.41) is nothing other than the right hand side
of (4.5.27), with f(s) replaced by (fx)(s), and x° is given by (4.5.33), we obtain the
result that x -+ Ux is an operator from C([0, T], R") into itself.

The continuity of U on C([0, T], R") follows easily from the continuity of f,
and from the continuity of the integral operator

x->
f T

X(t,s)x(s)ds.
0
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More precisely, one has

I Ux - UYIc < (y-,/T)I.fx - .fylc,

which implies the continuity of U on C([0, T], R").
The compactness of the operator U follows from the following considerations.

Let v = Ux for x c- C([0, T], R"), with Ixlc < p. From (4.5.39)-(4.5.41) we obtain

Ivlc < Ixo(t)Ic + (y\/T)O(p), (4.5.42)

which also implies the boundedness of I VIL2. Hence I LvIL2remains bounded when
Ixlc < p. Consequently, the set {v'; v = Ux, I xlc < p} is bounded in L2([0, T], R").
This property immediately implies the equicontinuity of the set {v; v = Ux,
Ixlc < p} on [0, T]. Indeed, one has

Iv(t)-v(s)12<It-slI Iv'(u)I2du.
0

It remains to assure the inclusion condition I UxIc < p for Ixlc < p, for some
p > 0. If we take (4.5.42) into account, the condition of the inclusion is

Ixo(t)Ic + (y,I T)O(P) < p. (4.5.43)

Summarizing the discussion conducted above in regard to the boundary value
problem (4.5.35), (4.5.28), we can formulate the following result.

Theorem 4.5.3. Assume the following conditions are satisfied in respect to the
boundary value problem (4.5.35), (4.5.28):

(1) L is a linear continuous Volterra operator on L2([0, T], R");
(2) f is a continuous map of C([0, T], R") into itself, such that the inequality

(4.5.43) has a positive solution in p, with ¢(p) given by (4.5.40);
(3) the condition (4.5.30) holds.

Then there exists at least one solution x(t) of our problem, satisfying (4.5.35) a.e.
on [0, T], and such that Ixlc < p.

Remark 1. Condition (4.5.43) can be viewed as a condition limiting the growth
of f. A stronger form of this condition is, for instance,

lim inf O(P) = 0. (4.5.44)p-P
In other words, if the order of growth off is dominated by the linear growth,
then (4.5.43) always has positive solutions.

Remark 2. In the proof of continuity of U, we obtained the inequality
I Ux - UyIc < (yN/T)I fx - fyIc. It is obvious that if f satisfies a Lipschitz
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condition I fx - fylc <_ AIx - ylc, with . small enough, the operator U is a
contraction on C([0, T], R"). Therefore, the problem (4.5.35), (4.5.28) has a unique
solution.

Remark 3. Instead of assuming f : C([0, T], R") -> C([0, T], R"), one could
assume f : L2([0, T], R") -+ L2([0, T], R"). Equation (4.5.36) can be treated in the
same way as in Theorem 4.5.3, using the space L2([0,T],R") as an underlying
space. Of course, the solution will always be considered in the Caratheodory
sense (i.e., a.e. on [0, T]).

Remark 4. Different kinds of boundary value conditions could be dealt with.
For instance, if we substitute for (4.5.28) the condition

('T
A(t)x(t)dt = b,

oJ

with A e L2([0, T], .(R", R")) and b e R", we also obtain a linear equation
(system) for the coordinates of x°, and we are led to a condition similar to (4.5.30)
for the solvability of the linear system in x°.

4.6 Periodic and almost periodic solutions to some integrodifferential
equations

We shall first consider equations of the form

z(t) = f
R

- s) + f(t), t e R, (4.6.1)
R

where x and f take values in W", and A is an n by n matrix whose entries are real
valued functions with bounded variation on R. As usual, we will assume that A
is left continuous.

Equation (4.6.1) has well-known special cases, such as

x(t) = Ax(t) + f(t), (4.6.2)

in which A is any n by n matrix with real entries (which means that linear ordinary
equations with constant coefficients belong to the class denoted by (4.6.1)). To
obtain (4.6.2) from (4.6.1) one has to assume A(s) _- 0 for s < 0, and A(s) = A =
(ai;) for s > 0. Another noteworthy special case of (4.6.1) corresponds to the
choice A(s) = 0 for s < 0, which means that (4.6.1) reduces to the following
integro differential equation with delayed argument:

x(t) = f
o

[dA(s)]x(t - s) + f(t), (4.6.3)
0
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representing a rather general form for infinite delay equations. From (4.6.3) we
can obtain as special cases systems of the form

N

z(t) = Y Akx(t - tk) + f(t), (4.6.4)
k=1

which are more commonly encountered in the literature on delay equations. In
(4.6.4), the Ak, k = 1, 2,..., N, stand for arbitrary n by n matrices with real entries,
while tk, k = 1, ... , N, are distinct nonnegative numbers.

We shall seek periodic solutions, of period co > 0, for (4.6.1), assuming that
f(t) e L2([0, w], %"), t e [0, co], and satisfies the periodicity condition f(t + (0) =
f(t) a.e. for t e R. In particular, f(t) could be chosen as any continuous periodic
function of period co.

Since periodic or almost periodic functions are uniquely determined by the
corresponding Fourier series, it is natural - especially if we keep in mind the
linearity of the equation - to try to construct such series for the periodic solutions
of (4.6.1), if any.

Suppose that

2kni
f(t) kY fkexp t). (4.6.5)

Since f e L2([0,co],W"), one has the so-called Bessel-Parseval relationship

k
Ifk12 = w If(t)I2 dt. (4.6.6)

Let us seek now the solution of (4.6.1) as a Fourier series, namely

C2k ri 1
x(t) _ xk exp t).

keZ
(4.6.7)

We certainly want the series in the right-hand side of (4.6.7) to converge in some
sense. And, to be practical, we should look for the best available kind of con-
vergence. Nevertheless, it should be pointed out that if we have the Fourier series
of a periodic/almost periodic function, the function can be reconstituted. More-
over, there are constructive procedures to obtain the function if its Fourier series
is available (see, for instance, Edwards [2]). Cesaro's summability procedure is
an example. Substituting x(t) and z(t) in (4.6.1) one has

lcokxk = (1 [dA(s)] exp(-icoks)/ I xk + fk, keZ, (4.6.8)
R

where cok = 2kn/co, k e Z. These can be rewritten as

[1cvkI - A1(vk)]xk = fk, k e Z, (4.6.9)

where
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S/(is) = f
R

exp(-ist) (4.6.10)
R

is the Fourier-Stieltjes transform of A. It does exist owing to our assumption on
the matrix A(t).

If we make the assumption

det[isl - h(is)] 0, s e R, (4.6.10)'

then each system (4.6.9) has unique solution (for any (o > 0!). But condition
(4.6.10)' requires too much for fixed co > 0. It is, indeed, sufficient to impose the
weaker condition

det[icokl - .ci(icok)] 0, k e Z, (4.6.10)"

in order to derive the existence of a unique xk, k e Z. Moreover, it appears that
even condition (4.6.10)" requires too much from A (t), in order to secure the above
property. This becomes clear if we prove the following

Lemma 4.6.1. If s e R satisfies

det[isI - .sz?(is)] = 0, (4.6.11)

then necessarily

= y < oo.Isl < f (4.6.12)
RR

Proof. If condition (4.6.11) holds for some s e R, then the linear system is =
.sar(is) g has nontrivial solutions e "". This implies I s l

I I <- I .sar(is) I I I, where I I

denotes the Euclidean norm in c", and I j(is)I is the matrix norm induced by the
Euclidean norm for vectors. Therefore, keeping in mind that I 0 0, we obtain
I s I < I ,sar(is) I.On the other hand, from (4.6.10) one derives

I-(is)I < f
o

IdA(t)I,
0

which means that (4.6.12) is satisfied.

Remark. The main consequence we can derive from the Lemma 4.6.1 is the fact
that the system (4.6.8) may fail to produce a unique solution Xk only in the case
I Wk I < y, which means 21 k I n < coy (i.e., there are only finitely many values for
k e Z, for which (4.6.8) might not be uniquely solvable). Of course, (4.6.8) fails to
produce a unique solution only when s = cok, with I k I < (oy/(2n), satisfies (4.6.11).
One can also say that cok is a characteristic root of the equation (4.6.1).

Before we state the main result on the existence of periodic solutions for (4.6.1),
let us notice the fact that there exists a unique nonnegative integer p, such that
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CUP < Y < wP+i, (4.6.13)

where wk = 2kx/w, k e Z.

Theorem 4.6.2. Consider the equation (4.6.1) in which f e L2([0, w], "),
fit + co) = f(t) a.e. on R, and A(t) is a matrix of type n by n whose entries are
functions with bounded variation on R, continuous from the left.

If condition (4.6.10)" holds for I k1 < p, where p is determined by (4.6.13), then
there exists a unique periodic solution x(t) of (4.6.1) satisfying this equation a.e.
The Fourier series of the solution is

{{E [ico I - A(lwk)]-' k exp(l(okt), (4.6.14)
kEZ

and it converges uniformly and absolutely to x(t).

Proof. The series (4.6.14) can be constructed if the hypotheses of Theorem 4.6.2
are verified, with condition (4.6. 10) IkI < p, playing the central role.

The uniform and absolute convergence of series (4.6.14) (on R) follows
immediately from the estimate

I[lwkl - s (lwk)]_lfkI < AO(wk 2
+ IfkI2), (4.6.15)

which holds for I kI > p + 1, with Ao > 0 conveniently chosen. This is always
possible, because q(i(0k)/wk -+ 0 as I k I -+ co, and (4.6.6) holds.

If we denote by x(t) the sum of the series (4.6.14), it only remains to show that
x(t) is indeed a solution of (4.6.1). We shall achieve this conclusion by comparing
the Fourier series of both sides of equation (4.6.1), after substituting (4.6.14) for
x(t).

The series obtained by formal differentiation of (4.6.14) has the coefficients
iwk[twkl - bk, k e Z. It is easily seen that EkEz IbkI2 < oo, and
therefore there exists a unique element in L2([0, co], %") whose former coefficients
are exactly bk, k e Z. As we know, this function can only be x'(t).

On the other hand, the integral in the right hand side of (4.6.1) does exist for
x(t) constructed above, and we can easily calculate (because of the uniform
convergence) the Fourier coefficients of the convolution product. We have

J.
[dA(s)]x(t - s) =

SR

[dA(s)] xkexp{icok(t - s)}
kEZ

= k> (JR
[dA(s)]exp(-icoks)/ Ixkexp(iwkt)

Z

J (Iwk)xkexp(lwkt),
kEZ

with xk given by (4.6.9). Hence, the Fourier coefficients of the right hand side of
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(4.6.1) are

A(twk) [twkI - -0(001 lfk + fk

= 110(9k) + 1Wk1 - A(lwk)] [1wkI - A(lwk)]-lfk

= Iwk[1wkl - . (iwk)]_lfk = bk.

Since bk are the Fourier coefficients of x'(t), Theorem 4.6.2 is thereby proven.

Remark 1. The estimate (4.6.12) for the solutions of the (characteristic) equation
(4.6.11) is certainly not the best possible in all cases (think, for instance, of the
case when (4.6.1) reduces to (4.6.2)). Consequently, the condition (4.6.10)" for
I k I < p might contain some superfluous assumptions (i.e., the inequality is auto-
matically verified when iWk does not belong to the smallest interval [-iT,iT]
which contains all the roots of (4.6.11)).

Remark 2. Of course, a very interesting situation with regard to the existence
of periodic solutions of (4.6.1) is the one in which condition (4.6.10)" is violated
for some ks with I kI < p. In such a case, the system (4.6.9) is either deprived of
solutions, or it has more than one solution. Accordingly, the system (4.6.1) does
not possess periodic solutions of period co, or it has more than one periodic
solution of period to.

We postpone the answer to this problem until we show that system (4.6.1) is
equivalent in the class of periodic functions to another system in which the
interval of integration is finite (equal to the period).

Remark 3. Under the assumptions of Theorem 4.6.2 we easily derive from (4.6.9)
an inequality of the form Ixkl <- AlfkI, k e Z, with A > 0 depending only on A(t).
If we take into account Parseval's equality for functions in LZ([0, co], ""), then
we obtain

I XIL2 < Al f I L2, (4.6.16)

where x stands for the (unique) periodic solution, of period to, to (4.6.1).
If instead of the linear system (4.6.1) we consider the nonlinear system

z(t) = J [dA(s)] x(t - s) + f(t;x), (4.6.17)
R

with f(t; x) = (fx)(t) an operator such that f : L2([0, w], ") -+ L2([0, w], i") and
verifies a Lipschitz condition of the form

Ifx-fyIL2 <-AIX-YIL2,

then (4.6.16) shows that for 2A < 1, the system (4.6.17) has a unique periodic
solution of period to.
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We leave it to the reader to carry out the details of the proof of the above
statement (contraction mapping).

We shall now consider the system (4.6.1) from the point of view of transforming
it into another integrodifferential system, in which the range of integration is
finite. This transformation is aimed only at the investigation of periodic solutions.

If x(t) is a periodic solution of (4.6.1), with period co, then for every k e Z we
have

(k+1)w

kw

[dA(s)]x(t - s) =
fow

[dA(s + kw)]x(t - s)

{d[A(s + kw) - A(kw)]}x(t - s), t e R.= fo
w

Let

B(s)= Z [A(s + kw) - A(k(o)], 0< s < w. (4.6.18)
keZ

Owing to our assumptions on A(s), there results the uniform and absolute
convergence of the series in the right hand side of (4.6.18), which implies that B(s)
is continuous from the left on [0, w], and of bounded variation there.

From the above considerations we see that (4.6.1) can be written as

:i(t) = f [dB(s)]x(t - s) + f(t), t e [0,w], (4.6.19)
0

where x(t) denotes any periodic solution of (4.6.1), of period Co.
Conversely, if we now start with a periodic solution, of period w, for (4.6.19),

in which B(s) is defined by (4.6.18), then this periodic solution will also satisfy
the system (4.6.1).

The equivalence of the system (4.6.1) and (4.6.19), with respect to the existence
of periodic solutions of period w is thereby established. Of course, those systems
might have solutions which are not common, and even periodic ones, provided
the period is different from co.

More general systems than (4.6.19) have been investigated by many authors.
For instance, systems of the form

..i(t) = f w

[d5B(t, s)] x(s) ds + f (t), t e [0, w], (4.6.20)
0

are investigated in Schwabik et al. [1], under constraints such as

Mx(0) + fo
w

L(t)x'(t) dt = r, (4.6.21)

where M and L(t) are matrices, and r is a vector. Choosing these elements
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conveniently, we can write (4.6.21) in the form x(0) = x((o), which characterizes
the periodic solutions of (4.6.20), of period w.

As shown in Schwabik et al. [1], under appropriate conditions which are
verified in the special case of the system (4.6.19), the problem (4.6.20), (4.6.2 1) with
r = 0 has an absolutely continuous solution for a given f e L2([0, co], c"), if and
only if the orthogonality condition

fO'O

y*(t)f(t)dt = 0

holds for any solution y*(t) of the adjoint problem

y*(t) + f
o

y*(s)B(s, t) ds + 2*L(t) = 0,
0

'O y*(s)B(s, 0) ds = 0,2*M + J
0

where 2 is a convenient finite-dimensional vector. For the periodic case, M = 0,
L is an aribtrary n by n nonsingular matrix, and r = 0. The conditions for the
adjoint problem become

y*(t) + f
o

y*(s)B(s, t) dt = 0, fo
y*(s)B(s, 0) ds = 0.

0 0

As we can see, the solutions y*(t) of the adjoint problem need not be periodic.
In some special cases (see Halanay [1]), when the adjoint equation is also a
differential functional equation, the solutions y*(t) involved in condition (4.6.22)
are periodic, of the same period as f. This seems to be a more appropriate form
for the Fredholm alternative in the case of systems of the form (4.6.20).

Let us now consider equation (4.6.1), and investigate almost-periodic solutions
under the basic assumption that f(t) is almost periodic in some sense soon to be
specified. It is well known that the almost periodicity concept of H. Bohr has been
generalized in several interesting ways, and we shall confine our discussion to
the case when f (t) is almost periodic in the Stepanov sense. This concept of almost
periodicity has been discussed in some detail in Section 2.2, and we refer the
reader to that section for more information.

Since S(R, ") c M(R,W"), we can restrict our considerations to the case of
solutions of (4.6.1) which belong to the space M(R, W").

The following problem is a variant of the classical Bohr-Neugebauer problem
for ordinary differential equations (see C. Corduneanu [3], for instance): let
x(t) e M(R,(g") be a solution of (4.6.1), in which f(t) a S(R,1"). Show that x(t) e
S(R, '"). In other words, does the boundedness of the solution in the norm of M
imply almost periodicity in Stepanov's sense?
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Before we get into details with the investigation of the above formulated
problem, we shall notice that it is not really more general to require x(t) E M,
than to require the usual boundedness of x: x e BC(R, i").

Indeed, if x(t) e M(R,"") is a solution of (4.6.1), then we derive from that
equation .z(t) E M(R, cf"), because A * x e M (see Section 2.2). Hence, both x and
x are bounded in the norm of M, which implies that.z(t) + x(t) = h(t) e M(R, W").
But the only solution of x + x = h which belongs to M is

x(t) =
J -00

e-(-')h(s) ds = (e * h) (t),

where e(t) = exp(- t) for t >- 0, e(t) = 0 for t < 0; and, as seen in Section 2.2, this
is bounded on R.

Going back to (4.6.1) we find that A * x + f c- BC(R, "") u S(R, W"). Con-
sequently, x(t) is uniformly continuous on R, and this implies the (Bohr) almost
periodicity of x(t).

Therefore, we do not loose generality if we reformulate the above problem in
the classical form: show that any bounded solution (on R) of the equation (4.6.1)
is Bohr almost periodic.

We shall now reduce the investigation of the problem (Bohr-Neugebauer)
formulated above to the investigation of the similar problem in relation to an
integral equation (also of convolution type). Let us formulate this result as

Lemma 4.6.3. Consider the system (4.6.1) with A as described above, and f e
S(R, W"). Then any bounded (on R) solution of (4.6. 1) is also a solution of the integral
equation

x=a*x+f, (4.6.22)

where

a(t) = e(t) I + (e * A) (t), (4.6.23)

and

f(t) = (e*f)(t) (4.6.24)

Proof. If x is a bounded (on R) solution of (4.6.1), i.e. x e BC(R, '"), then x'
can be represented as the sum of a function in BC(R, v"), and another function
in S(R, W"). This is easily seen from (4.6.1), taking into account the fact that
A * x e BC(R, v") when x e BC(R,'W"). This means that x' e M(R,W"), since both
BC(R, W") and S(R, "") are subsets of M(R, z"). Hence, the convolution e * x'
makes sense, and an integration by parts yields

(e * x') (t) = x(t) - (e * x) (t). (4.6.25)
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If we now take the convolution product of both sides of equation (4.6.1) by
e(t), and take into account (4.6.23)-(4.6.25), then we obtain the integral equation
(4.6.22).

This ends the proof of Lemma 4.6.3.

Remark 1. As noticed in the proof of the Lemma 4.6.3, the derivative x' of a
bounded solution of (4.6.1) can be represented as a sum of a term in BC(R, W"),
and another in S(R, W"). This implies the uniform continuity of the solution x,
on the entire real axis. See Section 2.2 for details.

Remark 2. In what follows we shall need a relationship between the Fourier
transform of U - a and the (matrix-valued) function

D(i(o) = icol - q (ico). (4.6.26)

This is motivated by the fact that the equation (4.6.22) can be written as
(8I - a) * x = f. Since(8r-

(iw) = I - (1 + iw)-1 [. (i(o) - I],

by substituting Q (i(o) from (4.6.26) we obtain

(H - a)(iw) = (1 + i(o)-1D(i(o). (4.6.27)

Therefore, (M - a)(iw) is a singular matrix if and only if D(i(O) is singular.
From now on, our attention will be concentrated on equation (4.6.22). We

want to show that any bounded (on R) solution of (4.6.22), with f(t) almost
periodic in the sense of Bohr and a(t) given by (4.6.23), is Bohr almost periodic.

Actually, the only fact that remains to be established is the uniform continuity
on R of any bounded solution of (4.6.22). Then, a spectral characterization of
almost periodic functions can be used in order to obtain the almost periodicity
of any bounded solution x(t).

We notice first that under our assumptions one has I a I E L' (R, R), while f is
Bohr almost periodic from R into 9". From elementary considerations concern-
ing Banach algebras of Fourier transforms (see, for instance, C. Corduneanu [4] ),
one derives the existence of a kernel b with the properties I b I e L1(R, R), and

[I + b(iw)] [I - a(iw)] = I (4.6.28)

for l w l >- 0 > 0. We have to keep in mind that I a(i(o) I -> 0 as I w I oo (Riemann-
Lebesque property of the transform).

Now let it be a scalar L1-function whose Fourier transform n has compact
support, and such that ry(iw) - 1 for 1wi < 0 + 1. As usual, 6 will denote the
Dirac distribution: 6 * ¢ = 0. If we take the convolution product of both sides of
(4.6.22) by 6 - rl, we obtain
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(Ib - a) * (x -I* x) =I- n * f. (4.6.29)

The (distribution) Fourier transform of x - q * x vanishes on (- Q - 1, 0 + 1),
and taking (4.6.28) into account we have

(Ib+b)*(Ib-a)*(x-I*x)=x-n*x.
Hence, taking the convolution product of both sides in (4.6.29) by (Ib + b), we
obtain

x-q*x=f-h*f+b*f-b*q*f. (4.6.30)

The right-hand side of (4.6.30) is uniformly continuous, and hence x - n * x
is also uniformly continuous on R. Since the Fourier transform of rl * x has com-
pact support, rl * x is uniformly continuous on R. Consequently, x is uniformly
continuous.

The property characterizing the almost periodic functions can be stated as
follows: If x: R - "" is bounded and uniformly continuous, then its (Bohr) almost
periodicity is equivalent to the property that its (distribution) Fourier transform
is almost periodic, except perhaps for a countable set.

For details concerning this property, see Staffans [7] (a reference in book form
does not seem to be available).

Summing up the discussion conducted above, we can formulate the following
result on almost periodicity of solutions to equation (4.6.1).

Theorem 4.6.4. Consider equation (4.6.1) with A(t) consisting of real entries which
are left continuous functions and with bounded variation on R. Assume further that
det D(iw) = 0 only for a countable set of values of w. If f : R -+ W" is Stepanov
almost periodic and x: R -+ (" is a solution of (4.6.1) which belongs to M(R, c"),
then x is necessarily bounded on R, and Bohr almost periodic.

4.7 Integral inclusions of Volterra-Hammerstein type

The inclusions we shall consider in this section are of the form

x(t) e (VFx)(t) + g(t), t e [to, T], (4.7.1)

where x and g are n-vectors, V stands for the linear Volterra operator

(Vh)(t) =
J
f` v(t,s)h(s)ds, (4.7.2)
to

and F stands for a multivalued map generated by the map (t, x) -> f (t, x) e 2R" by
means of the formula

(Fx)(t) = f(t, x(t)), t e [to, T]. (4.7.3)
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More precise conditions on the functions involved in the inclusion (4.7.1) will
be given subsequently. We only want now to point out that (4.7.1) can also be
written in the form

v(t,.s)f(s, x(s)) ds + g(t), t e [to, T], (4.7.4)x(t) e f
loto

where

f'
t v(t, s)f(s, x(s)) ds = { y(t): y(t) = J o v(t, s)h(s) ds, h(s) e f(s, x(s)) }, (4.7.5)
o l to )))

while h stands for a measurable function, and therefore the equalities or inclu-
sions should be understood as valid almost everywhere.

We will show that, under adequate conditions on the data, there exist solutions
x(t) to (4.7.1), their set is connected and compact, and the dependence of this set
with respect to the `initial' g is upper semicontinuous in a natural metric.

Let us recall first a few concepts related to the multivalued maps, as well as
the concept of distance between subsets of a metric space (Hausdorff).

If (X, p) is a metric space, and A, B c X, then we first define the function

#(A, B) = sup{ p(a, B), a e Al = inf{E, A e Be), (4.7.6)

where BE stands for the s-neighborhood of the set B. The equivalence of the two
definitions is an elementary matter.

Then we define the Hausdorff metric by

a(A, B) = max { /3(A, B), /3(B, A)}. (4.7.7)

If P is a multivalued map from the metric space X into another metric space
Y, more exactly

P: X -+ 2Y,

then P is called upper semicontinuous at the point x e X, if the following property
holds: for any sequence {xk } c X which converges in X, Xk -+ x as k -- oo, we
have /3(Pxk, Px) -> 0, as k -> oo.

A similar definition can be formulated for the lower semicontinuity of P at x:
for any sequence {xk} c X which converges in X, xk -+ x as k -+ co, we have
/3(Px, Pxk) -4 0, as k --> oo.

The continuity of P at x is defined as the simultaneous validity of both upper
and lower semicontinuities. It is obvious that the continuity means a(Pxk, Px) -> 0,
for any sequence {xk} c X, such that xk -+ x as k -> 0.

The continuity or semicontinuity on a set means such a property holds at any
point of that set.

The multivalued map P: X -+ 2' is closed if for any sequence {xk} c X, such
that xk x as k -+ oo, and any sequence I YO c Y, with yk c PXk, such that
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Yk -p y, then y E P. This property is obviously equivalent to the closure of the
graph of P in X x Y.

The definition of compactness of the multivalued map P can be formulated as
follows: for any bounded set M c X, the image PM = {U Px;x E M} C Y is
compact.

A multivalued map P, which is both closed and compact, is upper semi-
continuous. Indeed, if {xk} c X is such that Xk - x in X, we need to show that
fi(Pxk, Px) -. 0. Assuming this is not true, we can determine a sequence {k} of
natural numbers, k, -* oo, such that /3(Pxkm, Px) >_ EO > 0 for some co. We now
choose yk, e Pxk,, such that p(ykm, Px) >_ 2E0 > 0. Since the set U Pxkm is com-
pact in Y, we can assume without loss of generality that ykm -+ y as m -+ oo. But
the closedness of P implies y e Px, which contradicts the inequalities p (ykm, Px)
ZED>0.

Many other properties can be established for multivalued maps. An example
is the following one, whose proof can be found in Berge [1].

P, . Let P: X -> 2'a multivalued map which is upper semicontinuous, and
such that Px is compact and connected for every x e K c X, with K
connected. Then PK is also connected.

Another property which we shall use in this section can be found in
Kuratowski [1] and can be stated as follows.

P2. Let Ak C X, k >_ 1, be connected, and assume a(Ak, A) -+ 0 as k - oo.
Then A is also connected.

If Y is a Banach space, the multivalued operator P: X -+ 2' is called weakly
closed if the following property holds: for any sequence Xk -> x in X, and any
sequence yk -> y weakly in Y, with yk e PXk, k >_ 1, one has y c- Px.

This concept will be useful in the construction of the solution of the inclusion
(4.7.1).

Let us now state the basic assumptions on the functions involved in the
inclusion (4.7.1).

(a) f : [to, T] x R" - 2R" takes only nonempty convex compact values;
(b) f(t, ) is upper semicontinuous on R";
(c) fl-, x) possesses a measurable selection;
(d) I fit, x)I < v(t) on [to, T] x R", where v e L1([to, T], R);
(e) v(t, s) is measurable for to < s< t < T, and k(t) = ess-sup I v(t, s)j, to < s< t

is bounded on [to, T];
(f) the map t - v(t, ), from [to, T] into L°°([to, T], 2'(R", R")) is continuous.

With regard to the condition (f), we point out that, as usual for Volterra
kernels, v(t, s) = 0 for to < t < s < T.
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Still with regard to v, we notice that for every x e L'([to, T], R") we have

sto

v(t, s)x(s) ds - J v(i, s)x(s) ds
to

< sup k(t) IJ Ix(s)Ids

T

+ I v(t, ) - v(r, )IL-
J

Jx(s)I ds, (4.7.8)
to

which shows that the integral operator V, given by (4.7.2), takes the space
L1([to,T],R") into the space C([to,T],R"). Its continuity follows from the
estimate

J t v(t, s)x(s) ds
to

< sup k(t) i
T

Ix(s)Ids, t E [to, T]. (4.7.9)

The following property for the operator V will be needed in what follows.

Lemma 4.7.1. Under assumptions (e) and (f), the operator V has the property: if
hk -+ h weakly in L1, as k -+ oo, then there exists a subsequence {hkm} c {hk} such
that Vhk_ - Vh in C, as in -+ oo.

Proof. Since {hk} c L1 is weakly compact, the Dunford-Pettis theorem says
that { Vhk} c C is compact. Indeed, the estimate (4.7.8), taken for x = hk, shows
the equicontinuity of the sequence {Vhk}, because

1 Ihk(s),ds <eforit - iI < S(r), k>_

Therefore, from the sequence {Vhk} one can extract a subsequence which con-
verges in C([to, T], R"). The next property relates to the multivalued map f, or
Niemytzki operator F given by (4.7.3).

Lemma 4.7.2. Under assumptions (a), (b), (c), (d), the operator F: S --+ 2L1

is

weakly closed.

Proof. Assume xk -+ x in S = S([to, T], R"), i.e., xk converges in measure to x,
and let hk -+ h weakly in L1, with hk e Fxk, h >- 1. Without loss of generality we
can assume xk(s) -+ x(s) a.e. on [to, T], replacing {xk} by a convenient sub-
sequence, if necessary. Let e > 0 be arbitrary, and considers such that xk(s) -+ x(s)
as k -> co. Then, in view of condition (b), we can state hk(s) e f '(s, x(s)), for
k >- K(s, s). At this point, in order to conclude h(s) e f(s, x(s)), we will apply a
well-known result on weakly convergent sequences (see Dunford and Schwartz
[1], p. 422). We have h(s) e f '(s, x(s)) for every r > 0, which implies h(s) e f (s, x(s)),
because the set f (s, x(s)) c R" is compact. Since this is true for almost all s e [to, T],
we conclude h e Fx, which proves Lemma 4.7.2.
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C o r o l l a r y . I f xk -+ x in S as k - + oo, and Fxk # 0, k > 1, then Fx A Q . In
particular, Fx 0 for any x e S, because one can choose for given x a sequence
xk of step functions such that xk -+ x in S, and rely on property (c).

Indeed, FS is weakly compact from (d) and the Dunford-Pettis theorem, and
using Lemma 4.7.2 one easily obtains the conclusion.

It is also true that Fx is convex in Lt for any x e S.
A few remarks are necessary about the product VF, which is obviously a map

from S into 2c. It is shown that VFx is convex for any x e S. Then, based on the
weak compactness of the set FS, we conclude that the set VFS is compact in C.
Finally, the operator VF is closed. If xk -+ x in S, as k -+ oo, and Zk -+ z in C, with
Zk = Vhk e VFxk, then from the weak compactness of FS and the weak closedness
of F we can infer the existence of a subsequence {k} of positive integers, k,,, -+ oo
as m -+ oo, such that hkm -+ It e Fx, as m -+ oo, weakly in L'. If we take Lemma
4.7.1 into account, we obtain z = Vh e VFx, which proves the closedness of the
operator VF.

Let us now introduce the operator

T(x, g) = VFx + g, (4.7.10)

which is, in fact, the right hand side of the inclusion (4.7.1). The following property
can be easily obtained based on the assumptions of this section, and is useful
subsequently.

Lemma 4.7.3. Under assumptions (a), (b), (c), (d), (e), (f ), and g e C([to, T], R"),
the following conditions are satisfied:

(1) T(x, g) c C for any x E S, g e C, and is nonempty and convex;
(2) for any compact set M e C, the set T(S, M) is compact in C;
(3) the map (x, g) -+ T(x, g) is closed.

Proof. Condition (1) is obvious. Condition (2) is immediately obtained by means
of Arzela's criterion of compactness in C. In particular, assumption (d) yields
the equicontinuity. With regard to condition (3) in the Lemma 4.7.3, it is the
consequence of the closedness of the operator (multivalued map) VF established
above.

In what follows, we shallneed a few facts related to the operator

(Vabx)(t) = J r v(t, s)x(s) ds, t e [a, b] c [to, T], (4.7.11)

and to the multivalued map

fab(t, x) = f(t, x), t e [a, b] c [to, T], x e R", (4.7.12)

and fab(t, x) = 0 elsewhere. The meaning of Fabx is then obvious. In accordance
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with previous notation, we have VoT = V, and F,0T = F. Let us point out that
the case a > b is not excluded. Then in (4.7.11) we will consider b < t < s < a.

If we take into account (4.7.11) and (4.7.12), we see that the operators Vab and
Fab have the properties we have established already for V and F. Moreover, the
following result holds.

Lemma 4.7.4. Let the function h be the weak limit of the sequence {hk}, hk E
Fakbkxk, k = 1, 2, ..., where xk -> x in S, ak -+ a and bk -> b, as k - oo. Then
h e Fabx.

Proof. We assume a < b. Let c > 0 arbitrary, and so > 0 such that a + so <
b - so. If we take into account conditions (a) and (b) for f(t, x), and proceed as
in the proof of Lemma 4.7.2, we obtain for almost all s e [a + so, b - so], h(s) E
f'(s, x(s)). It means that, almost everywhere on [a, b], h(s) e f (s, x(s)). Of course,
for s e [to, T]\[a,b] we have h(s) = 0.

Lemma 4.7.4 is thereby proven.

We now start a construction which is a generalization of the Kneser's procedure
in the theory of differential equations without uniqueness (see C. Corduneanu
[6], for instance). This construction will enable us to obtain the basic result of
this section.

Let DD be a partition of the interval [to, T], say to < tl < t2 < . . . < t; = T.
Consider the multivalued maps Ai and B., i, i = 0, 1, 2,..., j - 1, z e C([to, T], R"),

Ai: C([to, ti], R") - 2c(tt0q],R"),

B 1: [ti, ti+1] -a 2c((to,t1+1],R")

given by:

Aix = {(V.,,+, h)(-) + e F,;,,+,y}, (4.7.13)

where y = x(ti), q5(t) = x(t) for t c- [to, ti], and 0(t) = g(t) - g(ti) + x(ti) for t E

[ti, ti+1 ];
B.,i(T) = {(Vat,+ih)(') + 0(-);h e Ft,.+,y}, (4.7.14)

where y = z(ti), 0(t) = z(t) for t e [a, T], fi(t) = g(t) - g(T) + z(T), for t e [T, ti+1]
The following statements are true: for any x c- C([to, ti], R") and any r E [ti, ti+1 ]

the sets Aix and B i(T) are nonempty, and convex; the set AiM, with M C
C([to,ti],R") compact, is also compact; BB,i([ti,ti+1]) is compact; the maps
x -+ Aix and T -> BZ,i(T) are closed.

The definition formulas (4.7.13) and (4.7.14) lead easily to the properties stated
above. Lemma 4.7.4 is required to obtain the closedness of the multivalued maps
T-+Bi(T),i= 1,2,..., j- 1.

Moreover, from the compactness and the closedness of the maps Ai and B=,i
we derive the fact that both are upper semicontinuous.
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Let

BZAT) = A,-i'A,-2...A,+1'BZjT), (4.7.15)

and, for any t e [t;, ti+, ], i = 0, 1, ..., j - 1,

Bz(t) = BB,;(t), (4.7.16)

and define the multivalued maps

BZ,1: [ti, t;+i] -2c, BZ: [to, T] -+2c. (4.7.17)

From the definitions above one derives immediately that any x e BB(T) can be
represented in the form

(4.7.18)

where q$(t) = z(t) fort a [to, T], ¢(t) = g(t) - g(T) + z(T) fort e [T, T], and h e FT Y,
with j - 1.

We can now state the last lemma we need for the final existence result.

Lemma 4.7.5. (1) The set B.-(T), T e [to, T], defined by (4.7.16) is nonempty and
connected; (2) for any compact set M c C([to,T],R"), the set BM([to,T]) _
U.. M B.-([to, T]) is compact; (3) the map (T, z) -+ BB(T) is closed.

Proof. The connectedness of the set BB(T) is a consequence of the definition and
of property P, stated above, taking into account the properties of the maps A,
and Bz,i. The fact that B.-(T) is nonempty is obvious (see (4.7.13) and (4.7.14)).
From (4.7.18) we derive that BM([to, T]) is compact, if M is. So, the property (2)
in Lemma 4.7.5 is verified. It remains to check the validity of (3). Let zk -+ z in C,
Tk -+ T, and Xk -+ x as k -+ oo, where xk a Bzk(Tk), k = 1, 2, .... Let us construct
the step functions yk, k = 1, 2, ..., and y, such that yk(t) = xk(t;) for t e [t;, t;+,),
and y(t) = x(ti). The points t; belong to the partition D,, j = 0, 1, 2, ..., j - 1.

Let us also construct the functions 0k and 0, by putting qk(t) = Z5(t) for t e [to, Tk),
Ok(t) = g(t) - g(rk) + Zk(Tk) for t e [Tk, T], q(t) = z(t) for t e [to, r), O(t) = g(t) -
g(T) + z(T) on [T, b]. If we take (4.7.18) into account, we can write

with hk e F,,kTyk. But in the space S we have yk - y, and in the
space C we have ¢k - 0, as k -+ oo. From property (3) in Lemma 4.7.3, we
conclude (Vh) letting k -+ oo, where h e FT Y is the weak limit in
L' of a weakly convergent subsequence of {hk}. This means x e BB(T), which
proves the closedness of the map (T, z) -+ Bz(T).

Remark 1. It can be shown, also based on Arzela's criterion, that for every
compact set M c C([to, T], R"), the set U BM([to, T], D), where the union is
taken with respect to all partitions D of [to, T], is also compact.
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Remark 2. If in the proof of Lemma 4.7.5, part (3), instead of Zk -+ Z, Tk -+ T, and
xk -+ x where xk a Bzk(Tk), k = 1, 2, ..., we assume Zk - z, Tk -+ T, and xk -+ x,
where Xk a BZk(Tk, Djk), k = 1, 2,..., with {Djk} a sequence of partitions of [to, T],
such that b(Djk) = max { I t;+1 - ti I; ti, ti+1 a D;,} -+ 0 ask -+ oo, then in accordance
with the construction of step functions {yk}, this sequence converges pointwise
to x on [to, T]. From (4.7.18), the limit function x satisfies the inclusion

x(t) e (VFTx)(T) + 0(t), t e [to, T],

where 0(t) = z(t) for t e [to, T), and ¢(t) = g(t) - g(T) + z(T) for t e [T, T]. It is
clear that if z satisfies (4.7.1), then x in (4.7.18) is also a solution of (4.7.1).

Let us denote by H(g) the set of all (continuous) solutions of (4.7.1). Then the
following basic result holds.

Theorem 4.7.1. Assume the conditions (a), (b), (c), (d), (e), (f) are satisfied. Then
for every g e C([to, T], R"), the set H(g) is nonempty, connected and compact. For
every compact set M c C([to, T], R"), the set H(M) of all solutions of (4.7.1) with
arbitrary g e M is also compact. The map g -+ H(g) is closed (and, therefore,
semicontinuous).

Proof. In order to show that H(g) 0 for every g e C([to, T], R"), we will rely
on Remark 2 to Lemma 4.7.5. Let us choose the sequence {xk}, Xk -+ x, such that
Xk a Bzk(Tk, Dk), k = 1, 2, ... , with Tk = to, g(to), the sequence of partitions
{Dk} of [to, T] being such that b(Dk) -+ 0 as k -+ oo. It can easily be seen that the
sequence {xk} is compact in C. Hence, the limit of any convergent subsequence,
say {xkm}, is a solution of the inclusion (4.7.1). This proves that H(g) 0.

The compactness of the set H(M), with M c C compact, can be obtained from
property (2) in the statement of Lemma 4.7.3.

The closedness of the map g -+ H(g) follows without difficulty from property
(3) in Lemma 4.7.3. As noticed at the beginning of this section, the closedness
and the compactness of H(M) for every compact M, imply the upper semi-
continuity.

It remains only to show that H(g) is connected. Let us consider the sequence
of sets in C

Ek= U BX([to,T],Dk), k = 1, 2,...,
xeH(g)

with b(Dk) -+ 0 as k -+ oo. Property P1 stated at the beginning of this section and
Lemma 4.7.5 allow us to conclude that Ek are connected sets, if we also take into
account the fact that x1, x2 e H(g) implies Bx1(to;Dk) = Bx2(to;Dk). According to
Remark 1 to Lemma 4.7.5, we conclude /l(Ek, H(g)) -+ 0 ask -+ co. But H(g) c Ek,
k > 1, which means that fi(H(g), Ek) -+ 0 as k -+ oo. Hence, a(Ek, H(g)) -+ 0 as
k -> oo, which means that H(g) is connected (see Kuratowski [1]).

Theorem 4.7.1 is thus proved.
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S

Integral equations in abstract spaces

The theory of integral equations in Banach/Hilbert spaces is more recent than
the theory of integral equations in finite-dimensional spaces. Practically, the
theory of integral equations in infinite-dimensional spaces, involving not neces-
sarily bounded operators, has come to life during the 1970s and 1980s. Most of
the significant contributions were made in the 1980s, especially with regard to
the various applications found for such equations in applied science (primarily,
in continuum mechanics).

Several approaches can be encountered in the literature on this subject: fixed
point methods in various function spaces, in relation to the existence problem;
use of the concept of measure of noncompactness; semigroup theory; construc-
tion of the resolvent kernel, and its applications; transform theory methods.
Classical types of Volterra equations, various classes of integro-partial differential
equations, and to some extent abstract Volterra equations (i.e., involving an
abstract nonanticipative operator) have been investigated by many authors. This
kind of research illustrates the growing role of Volterra equations as mathe-
matical models for evolution phenomena.

To date, there are only a few references in book form, related to Volterra
equations in infinite-dimensional spaces: Honig [1], Priiss [1], and Renardy,
Hrusa and Nohel [1]. This last book particularly illustrates semigroup methods
in the mathematical theory of viscoelasticity, but has also a good many basic
theoretical results.

The aim, in this chapter, is to provide results relating to the above mentioned
directions of research, and illustrate the methods that have already been success-
fully applied to further the investigation in this area.

As is probably the case with all chapters of this book, we shall succeed in
covering only a rather limited number of results on the theory of integral
equations in spaces of infinite dimension: it is hoped, among some of the most
significant available in the literature.
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5.1 Equations with bounded operators

It is known that even continuous nonlinear operators in spaces of infinite
dimension need not be bounded (i.e., take bounded sets into bounded sets). Such
operators might be very useful in various problems if we can attach in some con-
venient fashion a semigroup of (bounded) operators by means of which existence
and behavior results can be obtained (in both linear and nonlinear cases).

In this section we shall examine only integral equations or Volterra functional
equations involving bounded operators (or special cases, such as compact opera-
tors). The case of equations involving unbounded operators will be discussed in
subsequent sections of this chapter.

Despite the fact that most of the equations with bounded operators have not
found as significant applications as those involving unbounded operators, their
analysis is nevertheless instructive.

Let us start with the most elementary result in this regard, which bears some
resemblance to the results obtained in Section 1.3.

Theorem 5.1.1. Consider the integral equation

x(t) = f(t) + J k(t, s, x(s)) ds, t e [0, T] (5.1.1)
0

where x, f and k take their values in a Banach space X. Assume that the following
conditions hold:

(1) f(t) is strongly continuous from [0, T] into X (i.e., continuous in the norm
of X);

(2) k(t, s, x) is strongly continuous in (t, s, x) on the set

0<t<T, 0<s<t, Ix-f(t)1 <r, (D)

where r is a positive number;
(3) k satisfies on D a Lipschitz condition

I k(t, s, x) - k(t, s, y) I <_L1x-y1. (5.1.2)

Then, there exists a unique (strongly) continuous solution x = x(t) of (5.1.1),
defined on the interval

0 < t < S, S = min { T, M-lr}, (5.1.3)

where M = supD I k(t, s, x) I.

Proof. The proof can be easily carried out by the method of successive approxi-
mations. Let us obtain the existence and uniqueness by contraction mapping,
considering the operator T defined by
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(Tx)(t) = f(t) + f
o

k(t, s, x(s)) ds, t c- [0, 6], (5.1.4)
0

on the space C([0, S], X). More precisely, T is defined only on the ball
S, C([0,6],X) of radius r, centered at f.

Instead of using the usual supremum norm of C([0,5],X), we shall use an
equivalent norm, namely

Ixl, = sup{lx(t)lexp(-Lt); t e [0,S]}. (5.1.5)

Let us point out the fact that we always have M < +oo, because (5.1.2) implies

Ik(t,s,x)l sLlx-f(t)I+Ik(t,s,f(t))I, (5.1.6)

and the right hand side in (5.1.6) is obviously bounded on D.
From (5.1.4) we obtain

fo
(Tx)(t) - (Ty)(t) = {k(t, s, x(s)) - k(t, s, y(s))} ds (5.1.7)

for any x, y e Sr. Based on (5.1.2) we obtain' from (5.1.7)

ol Tx - Tyl, < lx - A J Lexp(-Ls)ds, (5.1.8)
0

or

JTx - TYI1 < [1 - exp(-LS)]Ix - ylt, (5.1.9)

if we notice that 1 - exp(-Lt) < 1 - exp(-LS) forte [0, S].
Since 1 - exp(-LS) < 1, we obtain from (5.1.9) that the operator T is a

contraction mapping on S,.
On the other hand, x e S, implies Tx e Sr. This property is easily obtained

from (5.1.4) which leads to

ITx-fl<MS<r.
The above considerations conclude the proof of Theorem 5.1.1.

Remark 1. If D is substituted by the set

0<-t-<T, 0<s<t, xeX, (D.)

and k(t, s, x) is (strongly) continuous on Dec,, while (5.1.2) holds in D., then
obviously r can be taken as large as we want, and S = T In other words, existence
and uniqueness are guaranted on the interval [0, T].

Remark 2. In particular, the linear equation

x(t) = f(t) +
J

[ k(t, s)x(s) ds, (5.1.10)
0

in which k(t, s) is a map from the set 0 <- s <- t -< T into the space £(X, X) of
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linear bounded operators on X, continuous in the uniform topology of 2'(X, X),
obviously satisfies the condition specified in Remark 1. Therefore, equation
(5.1.10) has a unique continuous solution x(t) on [0, T]. A resolvent kernel k(t, s)
can be constructed, following the same steps as in the finite-dimensional case.

Remark 3. The norm I ' I1 defined by (5.1.5), was first used by A. Bielecki (see
C. Corduneanu [11] for developments related to this topic), and only has the
role of improving the length of the interval [0, 6] on which the existence is
assured.

Let us now consider the abstract Volterra equation

x(t) = (Vx)(t), t e [0, T], (5.1.11)

where x: [0, T] -+ X is a map belonging to some function space E([0, T], X), and
V: E -+ E is a Volterra operator, in general nonlinear.

Equation (5.1.11) was discussed in Sections 3.2-3.4, for the case when X = R".
It is possible to generalize some of the results obtained in those sections, to the
case when X is an infinite-dimensional Banach space.

For instance, if E([0, T], X) = C([0, T], X), the conditions to be imposed on
the operator V are the same as in the finite-dimensional setting (see Theorem
3.2.1). More precisely, the following result holds.

Theorem 5.1.2. Consider equation (5.1.11) under the following conditions:

(1) V is a Volterra operator from the space C([0, T], X) into itself;
(2) V is continuous and compact on the ball S, c C([0, T], X) of radius r > 0,

centered at x° e X c C;
(3) x° is the fixed initial value of the operator V.

Then, there exists 6 > 0, S < T, such that (5.1.11) has at least one solution on
[0, a].

The details of the proof are left to the reader. The Schauder-Tychonoff fixed
point theorem applies exactly as in the finite-dimensional case (see Theorem
3.2.1).

We notice that a good many existence results, encountered in the literature,
represent special cases of Theorem 5.1.2 (particularly, the results concerning
existence of continuous solutions).

On the other hand, if we are interested in existence results involving spaces of
measurable functions (in which case Lebesque's spaces must consist of Bochner
integrable maps from [0, T] into X), then Theorem 3.4.1 should be taken as a
model. We are not going to elaborate on this type of result, because of its close
resemblance to the finite-dimensional case.

A somewhat different type of result could be obtained using weak topologies
in the spaces L°([0, T], X), 1 < p < oo (and accordingly, weak continuity, weak
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compactness, etc.). Apparently, this kind of result has not yet been dealt with in
the case of integral equations in Banach spaces. All necessary tools seem to be
available, including the variant of the Dunford-Pettis theorem on compactness,
provided X is a reflexive Banach space (see Theorem 2.2.3 and the comments
related to it).

Let us now consider equation (5.1.11), under the assumptions of Theorem
3.2.1, with the difference that instead of the finite-dimensional space R", we deal
with an arbitrary Banach space X. Let x° E X be the fixed initial value of the
operator V.

A function x e C([0, T], x) will be called an s-approximate solution of the
equation (5.1.11), if it satisfies the conditions

x(0) = x°, Ix - VxIC < E. (5.1.12)

It is obvious that the restriction of x at an interval [0, S] c [0, T], also
represents an c-approximate solution of (5.1.11) on the interval [0, S].

For Volterra equations like (5.1.11), it is possible to construct approximate
solutions following Tonelli's procedure that we used in Section 3.1 (the second
proof of Theorem 3.1.1), in the case of classical Volterra operators.

Following Szufla [1], we shall construct approximate solutions for equation
(5.1.11), in the case of Banach spaces. The fact that we possess a method of
constructing such approximate solutions has some implications for the numerical
approach for this class of abstract equations.

First, notice that the compactness of the operator V implies the existence of
a modulus of continuity, common to all Vx with x belonging to a bounded set
in C([0, T], X). More precisely, if we consider the ball Sr c C, centered at x°,
then for all x e Sr we shall have

I(Vx)(t) - (Vx)(s)I < cor(It - sl), (5.1.13)

provided t, s e [0, T], The function co,. is such that cor(0) = 0, is positive for r > 0,
and is continuous from the right at the origin (i.e., cor(n) -> 0 as u - 0+).

Let us now consider a partition of the interval [0, T] into n(n >- 1) equal sub-
intervals, and denote h = n-' T The following construction provides an approxi-
mate solution for (5.1.11), depending on n:

0<t<h,
h), h < t < nh = T. (5.1.14)

The second equation in (5.1.14) allows us to determine x,#), in n - 1 steps equal
to h, on the interval [h, T]. It is enough to point out that the construction
indicated in (5.1.14) is possible because V is a Volterra operator, and we can
always work with restrictions to subintervals [0, S] c [0, T] (see Section 2.3).
It is also appropriate to notice that xn(t), as constructed in (5.1.14), is a contin-
uous function on the interval [0, T]. Since V takes continuous functions into
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continuous ones, even when we restrict our functions to subintervals [0, 6] c
[0, T], it remains only to show that is continuous at each t = kh, k = 1,
2, ..., n. This fact easily follows from (5.1.14), which allows the simultaneous
construction of both and as soon as is given on [0, h]. We
proceed with one step ahead of

The problem we need to discuss now is whether really does represent an
approximate solution, and what the degree of accuracy is as far as equation
(5.1.11) is concerned. We obtain from (5.1.14)

Ixn(t) - (Vxn)(t)I =
Ix0 - (Vxn)(t)I = I(Vxn)(0) - (Vxn)(t)I, 0 G t G h.

Hence, taking into account that x° on [0, h], we obtain from above

wr(h), 0< t < h. (5.1.15)

Furthermore, (5.1.14) leads also to

Ixn(t) - I
h) - (Vx.)(t)I < w,(h)

on the interval [h, T], provided does not exit the ball of radius r in X,
centered at x°. Assuming this property takes place, we obtain from above

I Wr(h), h < t< T. (5.1.16)

Combining (5.1.15) and (5.1.16), we obtain the estimate

w,(h), 0 < t < T, (5.1.17)

under the assumption that as constructed in (5.1.14), does not exit the ball
of radius r in X, centered at x°.

It is clear that the right hand side in (5.1.17) can be made arbitrarily small,
provided n is chosen sufficiently large.

On the other hand, if we want to estimate the number of steps in (5.1.14) that
we can make in order to keep in the ball of radius r, centered at x°, then we
have to notice that

k-1

x° - x (t) = Y 1)h) -
j=1

+ 1)h) - h)],

and assuming t e ((k - 1)h,kh] we obtain from (5.1.13)

Ix° - kw,(h). (5.1.18)

The condition (5.1.18) leads to a necessary condition for to belong on [0, kh]
to the ball of radius r in X, centered at x°:

kcw,(h) < r. (5.1.18)'

Conversely, if (5.1.18)' holds, the first k steps in (5.1.14) are possible, and the
estimate (5.1.17) for the approximate solution occurs on the interval [0, kh].
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The reader can easily check the validity of this assertion, based on the represen-
tation for x° - we have used above.

We shall go back now to equation (5.1.1), which we will discuss under the
assumption that the underlying Banach space X is separable. The result we shall
provide is due to Orlicz and Szufla [1], [2]. It states the existence of a solution
to (5.1.1), belonging to an Orlicz space, under conditions involving an integral
inequality of the type encountered in comparison techniques (i.e., a scalar integral
inequality which is associated to the given equation, and implies certain prop-
erties for solutions).

We shall denote by L0([0, T], X) the Orlicz space of all strongly (Bochner)
measurable functions u: [0, Ttr ] -> X, such that

l
JuIo=inf>0: f0T0(Iu(s)I/r)ds<oo (5.1.19)

)))

Th e function 0 is assumed to be an N-function (see Krasnoselskii and Rutickii
[1]). It is known that L0([0, T], X) is a Banach space. The closure in LO([0, T], X)
of the set of all bounded functions is again a Banach space, with the norm (5.1.19),
and it will be denoted by E0([0, T], X).

Let us recall the definition of the measure of noncompactness. If (S, p) is a metric
space and A c S, then the measure of noncompactness of the set A, denoted by
/3(A), is the infinum of these e > 0, with the property that A has a finite coverage
by balls of radius e. Of course, for noncompact A one has /3(A) > 0.

Theorem 5.1.2. Assume the following conditions are satisfied for equation (5.1.1)
and the Orlicz space Lo([0, T], X):

(a) the map (t, s, x)->k(t, s, x), from A x X into X, where A = {(t, s): 0< s< t< T),
is continuous in x for almost all (t, s) e A, and for every x e X is strongly
measurable in (t, s);

(b) Ik(t,s,x)l < K(t,s)[b(s) + H(Ixl)] on A x X, with a nonnegative K E
EM(A, R), b e LN([0, T], R), and H a nonnegative nondecreasing continuous
function on R+;

(c) N: R+ -> satisfies N(uv) < AN(u)N(v) for some A > 0, and u, v > u° >- 0;
(d) 0 is an N -function, and there exist a, y, uo > 0 with the property

N(aH(u)) < y¢(u) < yM(u), u> u°, (5.1.20)

where N and M are complementary N -functions;
(e) for every bounded set A c X one has

/3(k(t, s, A)) < h(t, s, /3(A)), (5.1.21)

for almost all (t, s) e A, where h(t, s, u) is nonnegative on A x R+, and such
that f o h(t, s, u(s)) ds exists almost everywhere on [0, T], for any
u e L'([O, T], R);
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(f) for any 6 > 0, a < T, u = 0 is the only nonnegative integrable function on
[0, E], satisfying almost everywhere the comparison inequality

u(t) < fo, h(t, s, u(s)) ds; (5.1.22)
J

(g) if we let

(Kx) (t) = f
o

k(t, s, x(s)) ds, t e [0, T], (5.1.23)
0

then

lim J r I(Kx)(t + h) - (Kx)(t)I dt = 0, (5.1.24)
h-o 0

uniformly with respect to x in the unit ball of E0([0, T], X).

Then, for any f e E0([0, T], X), there exists an interval [0, a], a < T, such that
the set of all solutions of equation (5.1.1), belonging to the unit ball of E0([0, a], X)
is nonempty and compact.

The proof of Theorem 5.1.2 involves a good deal of technicalities and auxiliary
results. We refer the reader to the papers of Orlicz and Szufla [1], [2], where the
proof is provided, and where other similar results are given.

Remark. In (5.1.24), the functions involved are assumed to be extended from
[0, T] to R, by letting them equal zero outside [0, T]. The condition (5.1.24) is
obviously one of the conditions appearing in the criterion of compactness for the
operator K, in the space L' ([0, T], X), when X = R" (see Section 2.3). Of course,
we cannot make any conclusions about the compactness of K, given by (5.1.23),
in the Orlicz space involved.

5.2 Equations with unbounded operators in Hilbert spaces

We have usually dealt with integral operators that are bounded on the spaces
they are defined on. But there are significant examples of linear integral operators
that are unbounded. For instance, if k(t, s) is a real-valued measurable function
on [a, b] x [a, b], such that k(tJa ,s) = k(s, t) a.e., and

(t,s)I'ds < (5.2.1)a Ik

then the integral operator

(Kx) (t) = J b k(t, s)x(s) ds (5.2.2)
a

has - in general - a dense domain of definition in L' ([a, b), R), and is unbounded.
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The integral operator K, given by (5.2.2), under assumption (5.2.1), is called a
Carleman operator. Basic references relating to the theory of Carleman operators
are: Carleman [1], von Neumann [1], and Korotkov [1].

A necessary and sufficient condition for the operator K, densely defined in
L2([a, b], R) and with symmetric kernel k(t, s), to be bounded on L2([a, b], R) is
the existence of a positive measurable function A: [a, b] -> R, and a positive
constant C, such that

fb

a

k(t, s) I A (s) ds < CA(t) a.e. on [a, b]. (5.2.3)

Then I K I < C.
The proof of this result can be found in Korotkov [1] (Theorem 4.1). It is

useful because it does characterize the bounded operators (and, consequently,
the unbounded ones).

If the symmetry of k(t, s) is dropped, then the Hilbert-Schmidt condition

fa

('b Ik(t,s)I2dtds < +oo (5.2.4)

assures the continuity (boundedness) of K on L2( [a, b], R), and as we know (see
Section 1.4), K is also compact. For details on these matters see Halmos and
Sunder [1], or Korotkov [1].

It is easy to produce examples of linear integral operators which are unbounded.
For instance, if k(t, s) is measurable from R+ x R+ into R, and such that

fO'O

jk(t,s)I2ds < M < oo a.e. on R+, (5.2.5)

then the integral operator

(Kx)(t) = J k(t, s)x(s) ds (5.2.6)
0

is bounded from L2(R+, R) into L°°(R+, R). Since L1(R+, R) n L2(R+, R) is dense
in both L'(R+, R) and L2(R+, R), it happens that K, defined by (5.2.6), is densely
defined on L1(R+, R), with values in L°°(R+, R). If k(t, s) is such that

ess-sup Ik(t,# = oo a.e. on R, (5.2.7)
se R,

then we cannot expect K to be bounded from L1(R+, R) into L°°(R+, R). Indeed,
we can choose k(t, s) = k(s) on R+, with k(s) unbounded (essentially), but in
L2(R+, R). It is necessary to keep in mind that the dual of L' (R+, R) is L'(R+, R).

In order to deal with integral equations such as

J
r

k(t, s)x(s) ds = (Fx)(t) a.e. on R+, (5.2.8)
0
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in which F is an operator acting between convenient function spaces, and the
integral operator on the left hand side is unbounded, we shall follow Amann [5],
who considered the abstract equation

Ax = Fx, x e H. (5.2.9)

In (5.2.9), A stands for a linear self-adjoint operator A: DA c H --+ H, and
F: H -+ H is an operator which admits a symmetric Gateaux derivative F. By H
we mean a real Hilbert space.

In what follows, we attempt to provide a generalization of the main result in
Section 1.5. This abstract version of the Hammerstein-Dolph theory of nonlinear
integral equations, obtained by Amann [5], covers many particular situations,
including partial differential equations, ordinary differential equations (classical
or abstract), and other types of nonlinear equations.

The following lemma is helpful with regard to the main existence result of this
section.

Lemma 5.2.1. Assume the real Hilbert space H is the direct sum of its closed
subspaces H, and H2. If Pi: H -+ Hi, i = 1, 2, are the projectors of H on Hi, and
R = P, - P2, then the following properties hold:

(a) R is a continuous automorphism of the space H;
(b) if A: DA c H -+ H is a linear self adjoint operator with PiDA c DA, i = 1, 2,

the restriction of R to DA is a bijection;
(c) the linear operator L = AR is closed, and DL = DL. = DA.

Proof. (a) Let{x,} c H be a sequence such that xj -+ x, and Rxx - y. Then,
taking into account P,xx = 2-'(xj + Rxj) and P2x3 = 2-'(xj - Rxj), one obtains
P, xx -). 2-1(x + y) and P2 xx -- 2-'(x - y), as j --,. oo. But both P, and P2 are
closed, which implies P, x = 2-'(x + y), and P2x = 2-'(x - y). These imply
Rx = P,x - P2x = y, which means that R is closed. The closed graph theorem
implies the continuity of R. Since R = P, - P2, it means that Rx = 0 implies
P, x = P2x = 0, i.e., x = 0. Hence, R is a bijection. It is onto H because R2 = P, +
P2 = I (the unit operator on H).

(b) Since DA is invariant for both projectors P, and P2, the bijection property
is obtained without difficulty as in (a).

(c) Since R is continuous, L = AR is closed (because A is closed). It is obvious
that DL = DA. If y e DA, then <Lx, y> = <x, R*Ay>, Vx e DA. This implies y e DA..
On the other hand, if y e DA., we have

I<Lx,y>I = I<ARx,y>I <«lxl <«IR-'IIRxI,
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for a convenient a > 0, and all x e DL = DA. Hence, since the restriction of R to
DA is a bijection onto DA,

I<Az,y>I <aIR-'lIzi, dzEDA.

This shows that y c- DA = DL. Therefore, DL = DL., which proves (c).
Before we state existence result for equation (5.2.9), let us recall that for two

symmetric linear operator on H, say B and C, the relationship B >t C means that
<(B- C)x,x> >-0, foranyxeH.

Theorem 5.2.2. Consider equation (5.2.9), and assume that the following condi-
tions are verified:

(1) A: DA c H - H is a linear self-adjoint operator;
(2) H is the direct sum of two closed subspaces H1 and H2, and DA is invariant

for both projectors P1, P2, P;: H -+ Hi, i = 1, 2;
(3) F: H -+ H has a symmetric weak Gateaux derivative F'(x), at each x e H;
(4) there exist two linear symmetric operators B and C, such that

B<F'(x)<C, `dxEH; (5.2.10)

(5) there exists y > 0 such that

<(A-B)x,x> < -yIxI2, `dxEDAnHl,
(5.2.11)

<(A - C)x,x> < y I x 12, Vx E DA n H2.

Then there exists a unique solution x* e DA of equation (5.2.9), and the estimate

max{Ix*I,IRx*I} <2y-tlF(9)I (5.2.12)

holds.

Proof. We will consider first the operator M = (A - F)R = L - FR, from DL
into H, and show that the inequality

<Mx-My,x-y>Zmax{Ix-yI2,IRx-RYIIx-yI} (5.2.13)

holds for all x, y E DL.
Indeed, let x, y e DL be fixed. Then, there exists t e (0, 1) with the property

<FRx - FRy, x - y> = <DR(x - y), x - y>, (5.2.14)

with

D = F'(Ry + t(Rx - Ry)) (5.2.15)

a linear operator on H, which is self-adjoint according to assumption (3). Hence,
A - D is also self-adjoint on H. Therefore
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<Mx - My,x - y> = <AR(x - y),x - y> - <FRx - FRy,x - y>
=(A-D)[Pi(x-y)-P2(x-y)],P1(x-y)+P2(x-y)>

= <(A - D)P,(x - y),P1(x - y)>

- <(A - D)P2(x - y),P2(x - y)>

> <(A - C)P1(x - y), P, (x - y)>

- <(A - B)P2(x - y),P2(x - y)>

Y(IPt(x - y)12 + IP2(x - y)12).

But we have for every z E H

IPIZ ± P2z12 = IPtz12 ± 2<P1z1P2z> + IP2z12

IPlz12 + 2IPlzl IP2zl + IP2z12 < 2(IPiz12 + IP2z12),

and taking into account Pl + P2 = I and Pl - P2 = R, the inequality (5.2.13) is
proven.

Now, we notice that equation (5.2.9) is equivalent to the equation Mx = 0,
where M = L FR. Indeed, we have M = (A - F)R and, since R is a bijection,
the assertion follows.

The inequality (5.2.13) for the operator M shows that M is strongly monotone.
More precisely, (5.2.13) does imply for x = z and y = 0,

<Mz,z>>LZIzI-M0IJIzI, `dzEDL, (5.2.16)

which also proves the coerciveness of M.
Therefore, M: DL c H -* H is monotone and coercive (not continuous!).

According to a result of Browder [1] (Theorem 16), there exists x* E DL, such
that M(x*) = 0. This means, as seen above, that Ax* = Fx*.

The uniqueness is an immediate consequence of the strong monotonicity of
M: if Mx = My in (5.2.13), then x = y.

Finally, to obtain the estimate (5.2.12) we use (5.2.16) for z = x*, and notice
that MO = FO. Moreover, if we let y* = Rx* and keep in mind the relationship
R2 = I, then we obtain x* = Ry*, and again use (5.2.16).

Theorem 5.2.2 is thereby proven.

Remark 1. Browder's result used in the proof is in line with those stated at the
end of Section 2.4 in relation to the range of monotone operators. Unlike the
results quoted in Section 2.4, the result under discussion does not require the
operator M to satisfy strong restrictions.

Remark 2. The conditions (5.2.11) are conditions related to the spectrum of the
operator A, which being a symmetric operator satisfies a(A) c R. More precisely,
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these conditions imply that a(A) has gaps on R. From (5.2.10) we see that C >_ B,
which combined with (5.2.11) leads to the above conclusion. That this situation
(existence of gaps) really occurs in applications follows from discussions related
to Schroedinger's operator (see, for instance, Reed and Simon [1]).

Remark 3. Sometimes, instead of conditions (5.2.11), one encounters the fol-
lowing type of condition: there exist two real numbers a, /3, with a < /3, such that
[a, /3] c p(A), the resolvent set of the operator A, and

<Fx-Fy,x-y><
Ix - YIZ

for all x, y e H, x y. This is the typical condition on nonlinearity which we
used, in the scalar case, for Hammerstein equations in Section 1.5. In that
particular situation, a and /3 represent two consecutive eigenvalues of the kernel.
In Theorem 5.2.2, there is no condition on the nature of the spectrum of A outside

10C, #1

In concluding this section, we shall apply Theorem 5.2.2 to the case of linear
integrodifferential equations of the form

('

dt [p(t)d
]

+ q(t)x = J b k(t, s)x(s) ds + f(t), (5.2.17)
a

where p(t), p'(t), q(t) are continuous functions on [a, b], with values in R, and
p(t) > 0. The function k(t, s) is assumed symmetric and measurable on [a, b] x
[a, b], and such that Hilbert-Schmidt condition (5.2.4) takes place. The function
f(t) belongs to the space L2([a, b], R).

The following boundary value conditions will be associated with the equation
(5.2.17):

a, x(a) + x2,i(a) = 0, #,x(b)+#2.k(b)=0, (5.2.18)

where Ia11+Ia21>O,and I/31I+1#21>0.
One more basic assumption is needed, concerning the (linear) integral opera-

tor K in the right hand side of equation (5.2.17) (see (5.2.2)). Before we can
formulate it, let us specify in more detail how this problem can be treated in the
framework provided by Theorem 5.2.2.

First, the Hilbert space H is chosen to be the L2([a, b], R) space.
Second, the operator A: DA c H - H is given by

(Ax)(t) = -dt [p(t) dt] + q(t)x, (5.2.19)

where DA consists of all x e L2([a, b], R) which are continuously differentiable,
possess a second-order derivative belonging to L2([a, b], R) and verify the bound-
ary value conditions (5.2.18). It is easily seen that DA is dense in L2([a, b], R). It
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is well known (see, for instance, C. Corduneanu [6]) that A is a self-adjoint
operator which admits a compact inverse, if we assume that the problem Ax = 0,
(5.2.18) has only the trivial solution x = 0. Moreover, this inverse can be repre-
sented as an integral operator whose kernel - the Green's function - is symmetric
and continuous on [a, b] x [a, b]. The eigenfunctions of A and A-1 are the same,
and they provide a complete orthogonal system in L2([a, b], R), say {1//j}, j > 1,
with <I j, i/ik> = 0 for j k. The eigenvalues of A, say {) j}, j > 1, are the same as
those of the integral operator A-1: //j = )jA-1t//j, j > 1 (according to the tradi-
tional notation, which we adopted in Chapter 1). It is known that we can label
them in such a way that .1j < ),j+,. Then ),j -+ co as j -+ oo, and only a finite
number of 2js can be negative.

Since the Gateaux derivative of the right hand side in (5.2.17) is the symmetric
operator generated by the kernel k(t, s), i.e., the operator K given by (5.2.2), we
will assume that the following conditions are satisfied.

If u < v are two real numbers such that for some natural m one has

2m < µ < V < Am+j, (5.2.20)

then we define H1 to be the (finite-dimensional) subspace generated by 1//1,
02, , 0m, while H2 is its orthogonal complement in L2([a, b], R). Of course,
we can say that H2 is the subspace of L2([a, b], R) generated by the elements
0j,j>m+1.

The operator K, given by (5.2.2), will be required to satisfy the conditions

iIxI2 <_ <Kx,x>, Vx e H1 n DA, (5.2.20)

<Kx,x> <vIxI2, bxEH2nDA. (5.2.21)

One can easily check that (5.2.20) and (5.2.2 1) are basically the same as conditions
(5.2.11) of Theorem 5.2.2. The number y in (5.2.11) can be chosen as any positive
number such that y < min {P - .1m, Am+1 - v}.

The conclusion of the above discussion is that (5.2.17) has a unique solution
in DA, if the problem Ax = 0, (5.2.18) has only trivial solution, and the operator
K verifies (5.2.20), (5.2.21). It is worth while noticing that if the problem Ax = 0,
(5.2.18) has nontrivial solutions, instead of the operator A defined by (5.2.19) one
has to consider an operator of the form A - sI which is invertible.

Finally, let us point out that this result cannot be derived from the theory of
Hammerstein equations as presented in Section 1.5.

5.3 The semigroup method for integrodifferential equations

We shall consider in this section some integrodifferential equations of the form

x'(t) = Ax(t) + J B(t - s)x(s)ds + f(t), t E R+, (5.3.1)
0
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under the initial condition

x(O) = x° e DA c X, (5.3.2)

where X stands for a Banach space (real or complex). The operator A is, in
general, unbounded on X, and the main hypothesis will be that A generates a
semigroup in X. Then, under convenient assumptions on B(t), one can attach a
semigroup S(t), t e R+ to (5.3.1), which allows us to represent, roughly speaking,
the solution of (5.3.1), (5.3.2) by means of the variation of constants formula

x(t) = S(t)x° + fo S(t - s) f (s) ds, t e R+. (5.3.3)

On the other hand, if a resolvent operator R(t), t e R+, can be constructed for
(5.3.1), then a similar formula to (5.3.3) holds

x(t) = R(t)x° + J1 R(t - s)f(s)ds, t e R+. (5.3.4)

If we compare (5.3.3) and (5.3.4), taking into account the arbitrariness of
x° e DA and f e E = a function space, we conclude that S(t), t e R, and R(t),
t e R, must be the same. Therefore, looking for a semigroup of continuous
operators that describes the family of solutions to (5.3.1), and looking for a
resolvent operator attached to (5.3.1) represent, more or less, the same thing.

Following Desch and Schappacher [1], we shall prove that from the construc-
tion of a semigroup we can always derive the existence of the resolvent operator.
At the same time, by means of a convenient example, we will show that this
procedure has its limitations, and we cannot count on it as a `universal' method.
Nevertheless, this is an efficient method in obtaining exponentially bounded
resolvent operators.

The following hypotheses will be admitted with regard to the operators A and
B(t), t e R+, appearing in (5.3.1).

(a) A is the infinitesimal generator of a semigroup of bounded linear operators
acting in X. Since A is closed, DA can be organized as a Banach space with
the graph norm: x IxI + IAx1. This Banach space will be denoted in the
sequel by (Y, I - Ir)

(b) {B(t); t e R+} is a family of bounded linear operators from Y into X.
(c) For every x e Y, the function (Bx)(t) = B(t)x is Bochner measurable (from

R+ into X).
(d) There exists w > 0, such that

e-w"IB(t)I
e L1(R+, R), (5.3.5)

where IB(t)I means the usual norm of the (bounded) linear operator B(t)
from Y into X.
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These hypotheses will be somewhat strengthened subsequently, in order to
obtain existence results.

Let us now define the resolvent operator corresponding to (5.3.1). A family
{R (t); t e R+} of bounded linear operators on X is called a resolvent operator for
(5.3.1), if the following conditions are satisfied.

R1. R(0) = I = the unit operator of X.
R2. For any x e X, the map t -> R(t)x is continuous on R.
R3. For any x e Y, the map t -* R(t)x belongs to C(R+, Y) n C(1)(R+, X), and

verifies

R'(t)x = AR(t)x +
ft

B(t - s)R(s)xds. (5.3.6)
0

R4. For any x e Y, the following equation holds on R+:

R'(t)x = R(t)Ax +
ft

R(t - s)B(s)xds. (5.3.7)
0

The following lemma will be needed for our discussion on the connection
between the semigroup of operators attached to (5.3.1), and the resolvent opera-
tor corresponding to the same equation.

Lemma 5.3.1. Assume that {R(t); t e R+} is a family of bounded linear operators
on X, satisfying R1 and R2, and such that

IR(t)I < Me", t e R+, (5.3.8)

for some constants M and w. Then the following three conditions are equivalent:

(1) R(t) satisfies R3;
(2) R(t) satisfies R4;

(3) the Laplace transform of R(t)

i(s) = f
o

dt, Res > co, (5.3.9)
0

is given by

i(s) = [sI - A - i(s)]-1. (5.3.10)

Proof. Let us notice first that the inverse operators of sI - A - i(s) does exist
and is bounded for sufficiently large Res. Indeed, we can write

sI - A - i(s) = [I - _4(s)(sI - A)-1](sl - A), (5.3.11)

provided both 4(s) and (sl - A)-1 are defined. Since (sI - A)'1, as an operator
from X into Y, is uniformly bounded for sufficiently large s, while Res -> eo
implies I i(s) I -> 0, we obtain
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Ii(s)(sl - A)-tI < 1, Res > so. (5.3.12)

Therefore, the operator I -.(s)(sI - A)-' has an inverse operator for suffi-
ciently large Res. Consequently, for such s we have

[sI - A - i(s)]-' = (sI - A)-'[I - _4(s)(sI - A)-']-', (5.3.13)

which proves our statement.

We shall assume now that A-' does exist as a bounded operator from X into
Y. The general case requires the existence of (A - aI)-', with the same property.
We can reduce this situation to the special case, by substituting e-°`R(t) for R(t).
The family of operators B(t), t e R+, can now be represented as B(t) = C(t)A,
with C(t) = B(t)A-' a family of bounded operators from Y into X. Let us now
determine the family of operators L(t), t e R+, from the equation

(6 +L)*(8+C)=(6+C)*(8+L)=6, (5.3.14)

which actually stands for

L(t) = C(t) - J C(t - s)L(s) ds, t e R+. (5.3.15)
0

The existence of the family L(t), t e R, is a consequence of Theorem 5.1.1.
Let us now prove the equivalence of the properties (1), (2), (3) in the statement

of Lemma 5.3.1.
First, let us show that (2) (3). If we take the Laplace transform in (5.3.7) we

obtain

si(s)x - x = 4(s)Ax + i(s)i(s)Ax,

which can be rewritten as

PP(s)[sx - Ax - Q(s)Ax] = x, Vx E Y.

If we now let x = [sl - A - ?(s)]-'y for y e X, we obtain from above

_4(s)y = [sI - A - ii(s)]-'y = x, Vx e Y,

which shows that (3) is true.
Second, let us prove that (3) (2). We notice that (5.3.7) can be written in

integral form as

R(t)x - x = J LR(s)Ax + J R(s - u)C(u)Ax du Ids. (5.3.16)
o 0

Since R(s)Ax + !o R(s - u)C(u)Ax du is a continuous function of s, (5.3.7) can be
obtained from (5.3.16) by differentiation. If we now take the Laplace transform
on both sides of (5.3.16), we obtain

-4(s)x - s-'x = s-'[.4(s)Ax +

which easily follows from (5.3.10).
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We will now prove that (1) (3). If in (5.3.6) we integrate both sides from 0
to t, and take the Laplace transform, we obtain

i(s)x - s-'x = [I + (5.3.17)

noticing that the integrated version of (5.3.6) can be written as (6 + L) *
(Rx - x) = A(I * Rx), where L is as defined above, and (6 + L) * (6 + C) = 6.
From (5.3.17) we obtain easily (sl - A - 10(s)A)_4(s)x = x, for any x e Y, which
implies (5.3.10), i.e., property (3).

The last statement to be proven is (3) (1). Since we have shown that (3) (2),

we know that (5.3.7) holds, and therefore R'(t)x is exponentially bounded on
R+, for every x e Y. We notice that A-' (S + L) * R'x = Rx, because it is the same
as (S + L) * R'x = ARx, and this means R'x = (8 + C) * ARx, which coincides
with (5.3.6). The Laplace transform of A-'(6 + L) * R'x - Rx is

A-' [I + §'(s)] {s[sI - A - -4(s)]-'x - x} - [sI - A - .4(s)]-'x

=A-' [I + §'(s)] {s[sI - A - .4(s)] -'x

- x - [I + i(s)]A[sI - A - _4(s)]-'x}

= A-' [I + ms(s)] { [sI - A - .P(s)] [sI - A - _4(s)] -'x - x} = 0,

which concludes the proof of Lemma 5.3.1.

We shall now prove that a semigroup of operators can be attached to equation
(5.3.1), under the initial condition (5.3.2). This construction will allow us to obtain
the resolvent operator associated with (5.3.1), as well as the representation
formula (5.3.4).

It will be assumed that the function f in (5.3.1) belongs to a convenient function
space F = F(R+, X). The pair (x°, f) E Y x F will be considered as the state of
the system at time t = 0. To see how this system changes in time, let us first
proceed by formal calculation. We have

x'(s + t) = Ax(s + t) + f
o

B(s - u)x(u + t) du + g(t, s), (5.3.18)
0

where g(t, s) is given by
('

g(t, s) = J B(s + t - u)x(u) du + f (s + t). (5.3.19)
0

For s = 0 we have from (5.3.18) x'(t) = Ax(t) + g(t, 0), while (5.3.19) leads to

d

it g(t, s) = B(s)x(t) + J B'(t + s - u)x(u) du + f'(t + s)
0

c l
= B(s)x(t) + d B(t + s - u)x(u)du + fit + s)J

0

B(s)x(t) + ds g(t, s).
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This relationship, together with (5.3.1), suggests the fact that the pair (x, g) can
be regarded as the solution of the system

(x', g') = d(x, g), (5.3.20)

under initial condition

(x(0), g(0)) = (x°,.f ), (5.3.21)

where

S1(x, g) = (Ax + g I . (5.3.22)

In order to give a precise meaning to the above considerations, we need to
specify the function space F, as well as the properties necessary for B to assure
that sl is the generator of a semigroup of operators on the product space X x F.

We shall choose the space F to be the space ew`L' (R+, X), with the natural
norm

x(t)le-widt.I
x -> foo

Another possible choice would be the space ew`L2(R+, X), and even an axiomatic
approach (see Miller [5]) is available.

It is useful to notice that the shift semigroup T(-), which is given by the
formula (T(t)f)(u) = f(t + u), is strongly continuous and its infinitesimal genera-
tor D. has as domain the Sobolev space e` 1 W' °' (R+, X). This fact implies that
the Dirac operator b: 6f = f(0), is defined on the space ew` W' ' (R+, X), and it is
continuous: (R+, X) -+ X.

The following results shows that the possibility of attaching a semigroup to
(5.3.1) implies the existence of a resolvent operator.

Theorem 5.3.2. Under the general assumptions (a), (b), (c), (d), let us define
D,, = Y x ew` W'.' (R+, X) c X x ew`L' (R+, X), sl(x, g) = (Ax + 8g, Bx +
If 4 generates a semigroup Y(t) on X x ew`L' (R+, X), then (5.3.1) admits a
resolvent operator R(t), such that R(t)x is the first component of 9'(t)(x,0). For
any f a eW`L' (R+, R), the first component of ."(t)(0, f) is R *f

Proof. Let us denote by R(t)x the first component of ."(t)(x, 0). For sufficiently
large Res, . (s)x is the first component of y in the pair (y, g) = (sI - .sad)-' (x, 0).
This means that sy - Ay - g(0) = x, and sg - By = 0. The second equa-
tion leads to

e-`ST(t)Bydt,g = (sI - D.)-'By = foo

which means
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g(u) = fO'O e-`sB(t + u)ydt,

and therefore g(O) = P(s)y. From the first equation we obtain sy - Ay -
.4(s)y = x, or y = [sI - A - i(s)]"1x. According to Lemma 5.3.1, R(t) is the
resolvent operator for (5.3.1).

For an arbitrary f e eo"L 1(R+, X), let u(t) be the first component of .?(t) (0, f ).
Then u(s) is the first component of the pair (y, g) = (sI - sl)-1(0, f). This means
sy - Ay - g(0) = 0, sg - Dug - By = f, and therefore g = (sI - D.)-'(By + f).
As above,

g(u) = J e-`S[B(t + u)y +fit + u)] dt,
0

and g(0) = 4(s)y + I (s). The first equation yields sy - Ay - _4(s) y = f (s), whence
y = u(s) = [sI - A - 4(s)]-1f(s) = i(s) f(s). As we know, the last equation is
equivalent to u = R * f, or

u(t) = J R(t - u)f(u)du.
0

This ends the proof of Theorem 5.3.2.

Remark 1. Since strongly continuous semigroups (see Pazy [1]) always pro-
duce exponentially bounded resolvent operators R(t), t e R+, any resolvent
which is not in this category cannot be obtained by the procedure indicated in
Theorem 5.3.2. In fact, there are exponentially unbounded resolvent operators,
as the following example illustrates.

Let X = 82(x), and define A by Ax,, = n = 1, 2,..., with domain DA =
Y = x e X, E 1 n2 x < oo}. The operator B(t) is defined by B(t)x,, =

n = 1, 2, ..., with

0

'"`

when t < k,, = (Inn)112Jne
when t > k,,.

For each fixed t >- 0, only finitely many are not identically zero. Hence, for
each t e R+, B(t) is bounded from X into X. Since each is piecewise con-
tinuous on R+, one can easily see that general hypotheses (c) and (d) satisfied for
any w > 0 (because IB(t)I < 1, as an operator from Y into X).

For the resolvent operator R(t), let us try R(t)x = n >- 1. The
following relationship is easily obtained from equation (5.3.6) or (5.3.7):

0 when t <

r;,(t) = .. -k-
nr (s) ds when t >- k,,.

We see that each is positive and nondecreasing.
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The following estimates are obtainable from the equations for
i+3k fs-k

r(t + 3k) = r(t) + nr(u)duds
i o

i+3k s-k
nr(u) du ds >_ nk r(t).

t+2k s-2k

Consequently, r(t + 3k)/r(t) _> nk, n >- 1 and, since ln(rikn)/3k-+oo as n-+00,
we obtain that R(t) grows faster than exponentially.

Remark 2. The requirement of Theorem 5.3.2 that the operator d generates
a (strongly continuous) semigroup can be illustrated in various ways, under
different types of assumptions. Such an illustration is provided in the following
result.

Theorem 5.3.3. Consider the operator 4 of Theorem 5.3.2, under the general
assumptions (a), (b), (c), (d). Moreover, assume that the map t -+ e-wtB(t)x is of
bounded variation on R+, for any x e Y. Then, there exists a resolvent operator for
the equation (5.3.1).

Remark. Before we can provide the proof of Theorem 5.3.3, a few concepts are
necessary. We will present them, in order to facilitate the reader's approach to
the proof of Theorem 5.3.3.

First, the following definition: if T(t), t e R+, is a linear semigroup of bounded
operators on the Banach space E, then the Favard class associated with T(t) is
the set

jx;x e E, limsup t-'l T(t)x - xI < oo }
l t 4 o )J

Second, a perturbation result for semigroups of linear operators on E is
needed. This result can be stated as follows (see Desch and Schappacher [2]):
Let E be a Banach space, and A: DA c E -+ E be the infinitesimal generator of a
(strongly continuous) semigroup T(t), t e R. Let B: DA -+ E be continuous with
respect to the graph norm of A on DA, such that the range of B belongs to the
Favard class of T(t). Then A + B generates a semigroup on E.

Proof of Theorem 5.3.3. In view of Theorem 5.3.2, we need to prove that the
operator given by

d(x, g) = (Ax + Sg, Bx + Dg)

generates a semigroup on E = X x e0'tL1(R+, X).
We construct first the unperturbed semigroup .9' (t), t e R, by letting
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(t) (x, g) = (S(t)x + J S(t - s)g(s) ds, T(t)g/ I , (5.3.23)
o

where S(t), t e R+, is the semigroup generated by the operator A on X. It is easy
to derive from (5.3.23) that 9-(t), t e R, is a strongly continuous family of
bounded operators on E. Indeed, one has according to the definition of .% (t):

9-(09-(U) (x, g)

S(u - v)g(v)dvI + Jot S(t - v)(T(u)g)(v)dv, T(t)T(u)g= (S(t) LS(u)x + Jou

J

S(t+ u-v)g(v)dv+ fo t(S(t-v)g(u+v)dv,T(t+u)g)=(S(t +u)x+Jou

J

= .%(t + u)(x,g).

Let 1 be the infinitesimal generator of the semigroup (t), t e R+. Then
(y, f) = W(x, g) is equivalent to the relationships

y = lim t-' LS(t)x - x + J S(t - u)g(u)du
tlo o

and

f = lim t-' [T (t)g - g] = Dug.
tlo

The last formula implies the continuity of g which, taken into consideration in
the formula for y, implies

y = lim t-' [S(t)x - x] + S(O)g(O) = Ax + Sg.
40

This means that I(x, g) = (Ax + Sg, Dug), the domain of being Y x DDu. But
.d = W + B, with -4 given by M(x, g) = (0, Bx), the range of 9 consisting of those
elements of the form (0j), ), where f is such that e--!f(t) is of bounded variation
on R.

In order to apply the perturbation result stated above, we need only prove
that these elements belong to the Favard class for .% (t), t e R+. To esti-
mate t -' I (t) (0, f) - (0, f) I, we have to estimate t-' I f o S(t - u) f (u) du l and
t-' I T(t)f -f I. The first term is bounded by supiS(u)I supl f(u)I, 0< u< t, which
is finite because f is of bounded variation on any [0, t], t > 0. The second term
leads to

t-'
e-w"l.f(t

+ u) - .f(u)I du < t-1 j
0

e-W(t+u)(e0
- i)I f(t + u)I du

Jo

+ Cl f u) - e-WU.f(u)I du.
Jo
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When t 10, the first term on the right hand side of the last inequality is bounded
by

2co
J o"

e-wulf(u)I du,
0

while the second term (see Brezis [1]) tends to the variation of e-' !f(t) on R+, as
t 10. Consequently,

limsoup t-115(t)(0,f) - (O,f)I

is finite, and this means that the range of -4 belongs to the Favard class of the
semigroup 9-(t).

Theorem 5.3.3 is thereby proven.

Remark. If S(t), t e R+, is a strongly continuous semigroup on X, and A is its
infinitesimal generator, then (see Desch and Schappacher [1]) the Favard class
of S(t) is precisely DA...

Sometimes, the definition of the resolvent operator is modified slightly so that
its existence can be shown under milder conditions. Let us briefly describe here
the approach used by Priiss [1], [2] in relation to the construction of the
resolvent operator for the equations of the form

x'(t) = Ax(t) + J [dB(u)]x(t - u) + f(t),
0

(5.3.24)

under the initial condition (5.3.2).
The following hypotheses are assumed in relation to A and B(t), t e R+.

(a') A is the generator of an analytic (strongly continuous) semigroup T(t)
in X.

(b') B(t), t e R+, is a family of closable linear operators in X, such that

DB(,) DA for all t e R+, B(0) = 0, and B(t) is continuous and of
bounded variation on any finite interval [0, T] c R+ (as a map from
R+ into the space of bounded linear operators from Y into X).

The definition of the resolvent operator is modified as follows: the family of
bounded linear operators R(t), t e R, on X is called a resolvent operator for
(5.3.24) - or its homogeneous counterpart - if conditions R1 and R2 are verified,
R(t) DA c DA for all t >_ 0, AR(t)x is continuous and R(t)x is locally Lipschitz
and differentiable a.e. on R+, for any x e DA; moreover, for any x e DA, and a.e.
on R+, the resolvent equations

fo
R' (t)x = AR(t)x + [dB(u)]R(t - u)x,

and
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R'(t)x = R(t)Ax + f
o

R(t - u) dB(u)x,
0

are satisfied.
It is worth mentioning that the second equation for R(t), which is similar

to (5.3.7), involves the convolution integral which might not necessarily make
sense as a Riemann-Stieltges integral. However, in integrated form, the second
equation is

R(t)x - x = U(t)Ax + f
o

U(t - u)dB(u)x, (5.3.25)
0

with U(t) = j O R(u) du, and this always makes sense under our hypothesis. In
what follows, (5.3.25) will be considered as a variant of the second resolvent
equation.

With this modified version of the resolvent operator, the following result
holds.

Theorem 5.3.4. Consider the integrodifferential equation (5.3.24), under the
assumptions (a'), (b') formulated above. Then, there exists a unique resolvent
operator R(t), t e R+, which allows us to represent the solution of (5.3.24), (5.3.2)
by means of the formula (5.3.4), for any f(t) locally integrable from R+ into X.
Moreover, the map t - R(t) is continuous as a map from (0, oo) into the space of
bounded linear operators on Y, or on X.

For the proof of Theorem 5.3.4, which is far more technical than the proof of
Theorem 5.3.3, we refer the interested reader to the references Priiss [1], [2].
Actually, a somewhat more general result is given, together with applications to
partial integrodifferential equations of the form

u,(t, x) = Au(t, x) + J db(s)Au(t - s, x) + f (t, x), (5.3.26)
0

with initial and boundary value conditions.
In concluding this section, we want to point out that integrodifferential

equations such as those discussed above are usually called of parabolic type. This
terminology is supported by the fact that the results obtained for these abstract
equations are applicable to partial integrodifferential equations such as (5.3.26).

5.4 A nonlinear Volterra equation and the associated semigroup of
operators

Let E be a real Banach space, and consider the nonlinear integral equation of
Volterra type
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x(t) = f(t) + J g(t - s,x(s))ds, t e R+, (5.4.1)
0

where the unknown function x: R+ -* E, the given term f : R+ -+ E, as well as
the integrand g: R+ x E -* E, are assumed to satisfy certain conditions (to be
specified subsequently) which will assure that it is possible to treat (5.4.1) as a
nonlinear semigroup of operators in a convenient product space.

In order to associate with (5.4.1) a nonlinear semigroup of operators, we shall
transform this integral equation into a functional equation which can be written
in the form

x(t) = h + G(x,) - G(q$), t e R+,

under the initial conditions

x(0)=heE, xoeS,

(5.4.2)

(5.4.3)

where G stands for a nonlinear operator acting on a convenient function space
S. As usual, x, represents the restriction of x: (- oo, T) -+ E to (- oo, t), t < T, and
our hypotheses will be formulated in such a way that x, a S, for any t e R+.

If we proceed formally, then G is defined by

= oG(q) J g( -s, q(s)) ds, q e S, (5.4.4)

which substituted in (5.4.2) leads to

o ox(t) = h + J g(- s, x,(s)) ds - J g(-s,q(s))ds, (5.4.5)
00

or

If in the second integral above we make the substitution t + s = u, then we obtain
from (5.4.5) the equation (5.4.1), in which

o of(t) = h - g(- s, ¢(s)) ds + g(t - s, 0(s)) ds. (5.4.7)

Conversely, if f(t) given by (5.4.7) is substituted into (5.4.1), then after ele-
mentary transformations one obtains (5.4.2).

We must now provide the conditions that will legitimate the above considera-
tions. First, we need to choose a convenient function space S, which will serve
as the initial function space for the problem (5.4.2), (5.4.3).

Let us choose S = S((- oo, 0), E) to be the weighted LP-space LP(R_, E),
1 < p < oo, with p: R_ -* (0, oo) nondecreasing (see C. Corduneanu [4] for prop-
erties of these spaces, when E = R"). More precisely, S = LP consists of all



5.4 A nonlinear Volterra equation and the associated semigroup of operators 247

Bochner measurable maps from R_ into E, such that

1

0.
Ix(t)Ipp(t)dt < +oc, (5.4.8)

the norm being defined as usual by

Ixlp,p = If. (x(t)I°P(t)dt }1/p. (5.4.9)

This notation is somewhat different from the one used in Section 2.3.
Next, we must make precise the conditions on g, such that the operator G

which is formally given by (5.4.4) makes sense as an operator from Lo into E. The
following hypotheses will be accepted in what follows.

(a) g: R+ x E -+ E is measurable in t, t a R+, for every fixed x a E, and
g(t,0)=0for teR+.

(b) g satisfies the generalized Lipschitz condition

I g(t, x) - g(t, y) I <_a(t)Ix-yl, (5.4.10)

with a: R+ -> R measurable, and such that

a(-t) [p(t)]"p a L4(R_, R) (5.4.11)

where p >- 1(p 1 + q-' = 1). As usual, p = 1 means q = oo. The L9 norm
of the left hand side in (5.4.11) will be denoted by 3, f3 > 0.

Lemma 5.4.1. Under assumptions (a) and (b), the operator G defined by (5.4.4)
maps the space L° (R_, E) into E, and is Lipschitz continuous with constant /J.

Proof. Let q, a LP. Then

IG(O) - G(O)i -< J a(-s)Iq$(s) - 0(s)Ids. (5.4.12)e

For p > 1, (5.4.12) yields

IG(O) - G(P)I < \J 0
{a(-s)[P(s)] ltp}9ds)1/9(J 0 10 (s) - 0 (s) I PP(s)ds

Il/p

<- PI - OLo, (5.4.13)

while for p = 1 we obtain directly from (5.4.12)

IG(O) - G(P)I <- fl J Id(s) - 0(s)IP(s)ds = PI -ILo. (5.4.14)
0

(5.4.13) and (5.4.14) prove Lemma 5.4.1, if we notice that G(0) = 0, and choose
0 = 0 in both inequalities.
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A better result than in Lemma 5.4.1 can be obtain if we strengthen the
hypotheses (a) and (b). More precisely, the new hypotheses can be formulated as
follows.

(a') g(t, x) is Frechet differentiable at each x e E for every fixed t e R, and
the derivative g2(t, x) is measurable in t, t e R+, for each fixed x e E.

(b') There exists a constant C > 0, such that

19(t,x +Y) - 9(t,x) - 92(t,x)YI 5 CP(t)IYI", (5.4.15)

for any x, y e E.
(c') There exists a measurable function c: R+ -+ R+, such that

c( - t) [ p(t)]-1/p e Lq(R_, R), (5.4.16)

and for allteR+, and x, y,. x,yeE,

192(t,x)Y - 92(t,x)yI<c(-t)(Ix - xI + IY - YD, (5.4.17)

192(t,x)YI <_ c(t)IYI (5.4.18)

Lemma 5.4.2. Under assumptions (a), (b), (a'), (b'), (c'), and p > 1, the operator
G defined by (5.4.4) is Frechet differentiable at each ¢ e LP, and the following
inequalities hold:

IG'(O)i-G'(O)VlI<C(1q$-01+10-0I), (5.4.19)

IG'(q)41I < C(1 + 101)111 (5.4.20)

Proof. If 0, >/i e LP, then (5.4.18) yields g2(-t, ¢(t))O(t) e L1(R_, E), because

f-0. 192(-t,O(t))f(t)I dt <
J

c(t)I/(t)Idt
o

<- (J:c fc(t)[P(t)]-11p}qdt) (f-. I0(t)I"P(t)dt) .

Now we prove that

= oG'(q)i
J

g2(-t,O(t))i/i(t)dt.

Indeed, from (b') we have

oI0I-1 G(q$ + 0) - G(O) - J 92(-t,0(t))i(t)dt

(5.4.21)

I01-1
J

0

19(-t,0(t) + 0(t)) - 9(- t, 0(t)) - 92(-t,0(t))O(t)I dt

I0(t)I°P(t)dt < CIOIp-1,< 101-IC
J 0
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and since 10 Ip-1-> 0 as 1 01 - 0, we conclude that G(q) is Frechet differentiable
at any 0 e LP.

Furthermore, in order to derive (5.4.19) and (5.4.20), we must rely on (5.4.17)
and (5.4.18). For instance, using (5.4.21) and (5.4.18) we obtain I G'(S)ifiI <- C1 10 I,
with

C1 = (J O {c(-t)[P(t)]-1/P}9dt) .

The last inequality obtained above is even stronger than (5.4.20).
This ends the proof of Lemma 5.4.2.

We will concentrate now on equation (5.4.2), under initial conditions (5.4.3),
with S = LP(R_, E), with the aim of obtaining an existence result. This existence
result will enable us to define the semigroup describing the same dynamics as
the Volterra equation (5.4.1).

First, let us consider the produce space X = LP x E, with the norm

I{0,h}I = (f0 10(t)IPP(t)dt + I hIP 11/P. (5.4.22)

The projection operators n1 and 1C2 are defined by n1 {0, h} = q, it2 {c, h} = h,
respectively.

The following existence result can be obtained for (5.4.2), (5.4.3).

Lemma 5.4.3. Under conditions (a), (b), and with G defined by (5.4.4), the problem
(5.4.2), (5.4.3) admits a unique solution x: R -> E, for any {¢, h} a X. Moreover, this
solution is continuous on R.

Proof. Let us choose to > 0 such that fl(to p(0))1/P < 1. For given {0, h} e X
define

M = {u I u; (- oo, to] E, uo = 0, u(0) = h, u restricted to [0, to] is continuous},

PM(u,v) = suplu(t) - v(t)I, t e [0,to],

for all u, v e M. It is easy to see that (M, pM) is a complete metric space (as
mentioned above, 0 and h remain fixed). Let us now define a map K: M -+ M,
by setting for t e [0, to]

(Ku)o = 0, (Ku)(t) = h + G(u,) - G(q). (5.4.23)

Since G is Lipschitz continuous and the map t -+ u, is continuous from [0, to]
into LP, we see that (Ku)(t) is a continuous function from [0, to] into E, and
(Ku)(0) = h. Therefore, K maps M into M. We obtain for arbitrary u, v e M,
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pM(Ku,Kv) = sup IG(ut) - G(vt)I
0<t5to

r 0 1/p

sup 1u'-V'1 = P sup f I u(t + s) - v(t + s) Ipp(s) ds
0<t<to 0<t<to (-.D

t

1/p

if [P(0)] 1/p sup (f l u(s) - v(s)I' ds
Ost5 to o

fl[top(0)]1/p sup lu(t) - v(t)I = fl[toP(0)]111'PM(u,v)
0 <t<to

This shows that K is a contraction on M, with respect to the distance pM, which
implies the existence of a unique fixed element (in M) for K. From (5.4.23) one
reads immediately that the fixed element is a solution of the equation (5.4.2), with
initial conditions (5.4.3).

Consequently, for the problem (5.4.2), (5.4.3) we have a unique continuous
solution on (-oo, to]. But to does not depend on {0, h}, and the only restriction
is fl(to[p(0)])1/p < 1. Therefore, if we repeat the argument above in relation to
the equation (equivalent to (5.4.3))

y(t) = h + G(yt) - G(xto), 0< t< t0,

with initial data

Yo = xo, y(O) = h = h + G(xto) - G(q),

and then define x(to + t) = y(t), 0 < t < to, we obtain for (5.4.2), (5.4.3) a solution
x(t) defined on (- oo, 2t0]. The procedure can be indefinitely continued, which
leads to the existence of the solution to (5.4.2), (5.4.3) on R. The continuity of this
solution on R+ is obvious from the fact that it is continuous on each interval
[kto, (k + 1) to], k = 0, 1, 2, ..., while according to the continuation procedure
it has the same value from the left and from the right, at each point kto. Lemma
5.4.3 is thereby proven.

Based on the existence of the solution to equation (5.4.2), with initial condi-
tions (5.4.3), we can now construct a strongly continuous semigroup of nonlinear
operators in X, according to the following scheme.

For each {4t, h} E X, let x(q, h)(t) be the unique solution (as guaranteed by
Lemma 5.4.3) of (5.4.2), (5.4.3). Define now the family of operators T(t), t e R+,
in X, by letting

T(t) {O, h} = {xt(q, h), x(q$, h)(t)}. (5.4.24)

Theorem 5.4.4. The family T(t), t e R+, of operators in X, defined by (5.4.24),
satisfies the following properties:

(1) T(0) = I;
(2) T(t) {q$, h} is continuous in t, for each fixed {0, h} e X;
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(3) T(t + s) = T(t)T(s), for all t, s e R+;
(4) there exists M >- 1, and w real, such that

I T(t) {q, h} - T(t) k} I < Mewt I {0, h} - {cli, k} I, (5.4.25)

for all t e R+, and {0, h}, {/i, k} e X.

Proof. Since (1) is immediate from the definition, let us consider property (2). We
notice that each component of T(t) {0, h} is continuous. Indeed, the translation
is continuous in LP

p
while x(q, h)(t) is continuous on R. In order to prove (3), let

{q, h} e X and s 0. Define y: R -> E by letting y(u) = x(¢, h) (s + u), for u e R.
For t >- 0 and u < 0 we have

yt(u) = y(t + u) = x(q,h)(t + s + u) = xt+.,(O,h)(u).

Then, if t > 0, we have

y(t) = x(q$, h)(s + t) = h + G(xt+s(q, h)) - G(O) = h + G(yt) - G(O).

Since uniqueness of solution holds for (5.4.2), (5.4.3), we must have

y(t) = x(a1T(s){O,h},n2T(s){q,h})(t), Vt a R+.

Thus, for t e R+, we have

y(t) = n2 T(t + s) {q, h} = n2 T(t) [7r1 T(s) {b, h}, ire T(s) {q, h} ],

yt = n1T(t + s){i6,h} = 7r1T(t)[7r1T(s){O,h}, 7E2T(s){0,h}],

which implies T(t + s) {tb, h} = T(t) T(s) {q, h}. Finally, in order to obtain (5.4.25)
we will choose to such that to < [p(0)]-'#-P, and notice that for {0, h}, {,i, k} e X,
t e [0, to], we have

Ix(O, h)(t) - x(o, k)(t)1 P

= I h + G(xt(q$, h)) - G(¢) - k - G(xt(k, k)) + G(/i)IP

< 3P/9(Ih - kIP + fPIq - SIP + fPlxt(O,h) - xt(f,k)IP)

=3Pl9(Ih-kIP+#PIk-iIP+PP
I

o

Ix(c,h)(t+u)

- x(o,k)(t + u)IPP(u)du

fo

< 3Pl9(Ih - kIP + fPI0 - 'IP + PP 10(u) -'(u)IPP(u)du

+ QPP(0)
Jo

I x(O, h) (u) - x(O, k)(u) I P duI

< 3Pi9 (Ih - kIP + 2fPIO - q11 P + f PP(0)to sup I x(O, h)(u) - x(O, k)(u)IPl
05u5to
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Hence, for t E [0, to], the above inequality implies

I x(o, h)(t) - x(', k)(t)I° < M, I {0, h} - { ', k} 1", (5.4.26)

with M, = 3"lq(1 + 2fl")/(1 - /9"p(0)to). But (5.4.26) actually means

Ixr(q,h) - xr(Y',k)I" = I o Ix(o,h)(t + u) - x(f,k)(t + u)I"p(u)du

< f
o

Ik(u) - 1(u)I"p(u)du

Ix(O,h)(u) - x(0,k)(u)I"du+ p(0) ft
0

<M21{0,h}-{0,k}I",

with M2 = 1 + p(0)toMi. From (5.4.24) and the inequality just obtained, we have

1 T(t) {0, h} - T(t) {0, k} I < M I {q, h} - {0, k} 1, forte [0, to], {0, h}, {0, k} E X,
(5.4.27)

with M > 0 independent oft (it does depend on to, but, once to is fixed as shown
above, M becomes dependent of the semigroup only). Now let us consider an
arbitrary t e R+, which can be represented as t = nto + s, 0 < s < to. One then
has

T(t) {0, h} - T(t) {0, k} I = I T(s) T(nto) {0, h} - T(s) T(nto) {0, k} I

<MM"I{q,h} - {0,k}I < MM`/`oI{qS,h} - {tIi,k}I

= Mew`I {0, h} - {0, k} I,

where w = to'ln M, i.e., (5.4.25).
This ends the proof of Theorem 5.4.4.

Remark 1. From (5.4.25) one easily obtains the continuous dependence of the
solution with respect to initial data {0, h} e X, on any finite interval.

Remark 2. From the proof, it is clear that M > 1 and w > 0. For nonlinear
semigroups, it is particularly desirable to have M = 1 (contraction semigroups,
when also co < 0), the case in which a general semigroup theory is available. See
Webb [1], [2] for details on this, under the basic assumption that (5.4.1) can be
differentiated and transformed into an integrodifferential equation.

In the remaining part of this section we shall be concerned with the problem of
finding the infinitesimal generator of the nonlinear semigroup constructed above,
as well as with further properties of the semigroup. It is generally known that
the infinitesimal generator determines the basic properties of the semigroup.

If one applies the general definition of the infinitesimal generator to the case
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of the nonlinear semigroup defined by (5.4.24), then it yields

A{q, h}_= lim t-1(T(t) {q, h} - {#, h}), (5.4.28)
40

with DA determined by the existence of the limit in (5.4.28).
More precisely, the following result can be obtained.

Theorem 5.4.5. The infinitesimal generator A of the semigroup T(t), t e R+,
defined by (5.4.24) is completely described by

l
A{¢, h} = { O', l

m
t-1 [G(xt(¢, h)) - G(#)] } (5.4.29)

with DA given by

DA = { h) e X; 0 e ACIOC(R-, E), O' e LP, h = 0(0),

and lim t-1 [G(xt(q, h)) - G(q)] exists (5.4.30)
)))40

if G in (5.4.2) is Lipschitz continuous.

Proof. Assume {q, h} a DA. We have

t-t [T(t) {¢, h} - {q, h}] - O', 1i o t-1 [G(xt(O, h)) - G(O)]1}

I t-1 [x(O, h)(t + u) - ib(u)] - ib'(u)I Pp(u) du

P

t-1 [G(xt(cb, h)) - G(O)] - lim t-1
[G(xt(O, h)) - G(O)]

40

P

. (5.4.31)

We will show that the first term on the right hand side of (5.4.31) tends to zero
as t . 0. Using the property that 0 is the indefinite integral of its derivative 0' (see,
for instance, Hille and Phillips [1]), we.obtain

f-0. I t-1 [x(/, h) (t + u) - 0(u)] - O'(u)I Pp(u) du

t+u
t-1

[q'(S) - q$'(u)] du
Ju

P

p(u) du

+
J 0

I t-1 [x(O, h)(t + u) - O(u)] - O'(u)IPp(u)du.

Let us now estimate the first integral in the right hand side of (5.4.32), which we
will denote by I. The second one will be denoted by I2. As usual, p-1 + q-1 = 1.
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We then have

11 < t-P f-, (tplq f t+u
I0'(s) - 0'(u)I P ds) p(u)du

ao u

= t-1 f I Jt 10'(s + u) - O'(u)IPds I P(u)du

= t-1 t t I0'(s + u) - (u)IPP(u)dudso -
< sup I0'(s + u) - O'(u)I1'p(u)du.

OSuSt J-c

The estimate obtained above shows that

lim Il = 0, (5.4.33)
t1,o

because the translation is continuous in L9. Taking into account h = 0(0), we
have

1Z/P = CJ o It-1[q$(0) - G(O) + G(xt+u(qS,h)) - q$(u)] - O'(u)IPP(u)du
I1/P

(f 0 I t-1[0(0) - 0(u)] I Pp(u)
du)1/P

+ (1 0 I t-1 [G(O)
- G(xr+u(O, h))] I PP(u) du

11/P

0

I0'(u)IPp(u)du)1/P

= J1/P + J3/P
tf

We shall now estimate J1:

J1 < t-P Jt 0 C(_u)P/q fuo Ic'(s)IPds/ I P(u)du
/ ,)

< t-1

J J
I r'(s)IPP(u) ds du

t u

I0'(s)IPP(s)ds.(P(0)/P(-t)
J r

s
O

It is now obvious that J1 -+ 0 as t 10. For the same reason, J3 -> 0 as t . 0. In J2,
we notice that lim t-1 [G(q) - G(xt+u(O, h))] does exist as t 10, and consequently
J2 -> 0 as t 10. Taking all these findings into account, we obtain

lim 12 = 0. (5.4.34)
t1o
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From (5.4.33) and (5.4.34), we see that the pair {q5, h} e DA, with DA given by
(5.4.30), belongs to the domain of the infinitesimal generator.

Now let us assume that

lim t-1 [T(t) {0, h} - {q, h}] = {0, k}. (5.4.35)
40

We then have (see again Hille and Phillips [1], p. 535).

li m I iti t-1 [T(t) {¢, h} - {q, h} ] - 01 = 0. (5.4.36)

On any interval (a, b), - oo < a < b < 0, and fort a [0, - b], we have
b+[ a+t b

0(u) du - 0(u) du = [4(t + u) - 0(u)] du
b a a

= Jab [x(¢, h)(t + u) - x(4', h)(u)] du

('
= Jb [n1 T(t) {q, h} (u) - sb(u)] du.

a

If we take (5.4.36) into account, we have

b+t a+t b

li m t-1
b

b(u) du -
a

0(u) du =
a

y(u) du, (5.4.37)

because

It1[it1T(t){,h}(u) - (u)] - (u)I du
Ja b

<- f
b

a

119 b

l/pI t-1 [rz1 T(t) {0, h} (u) - 0(u)] - Y (u)I pP(u)du)P(u)-9IPdu i

(fa

and the second factor tends to zero as t 10.
As we know, almost everywhere on R-

+t

lim t-1 0(u) du = b(s). (5.4.38)
tlo f's

et a e R_ be chosen among the s satisfying (5.4.38). Then (5.4.37) yieldsL

0(b) - 0(a) =
f b

0(u)du. (5.4.39)
a

(5.4.39) leads to the conclusion that, except for a set of measure zero, 0(u)
can be identified with a locally absolutely continuous function whose de-
rivative is equal to 0 a LP almost everywhere on R_. Furthermore, as t 10,
t-1 [G(xt(,, h)) - G(6)] = t-1 [x(c, h)(t) - h] = 92 t-1 [T(t) {q$, h} - {0, h} ] - k
in E. In order to conclude {q, h} e DA, it remains to show that 0(0) = h. Assume
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0(0) It. Then

t-' [T(t) {O, h} - {O, h}] - O',1o t-1 [G(xr(O, h)) - G(O)]j

1

(f
° I t-1 [it

1 T (t) {O, h} (u) - 0(u)] - 0'(u) I PP(u) du)
t/P

_ (J° I t-1 [x(O, h) (t + u) - 0(u)] - O'(u)IPP(u)du
I1/P

/
('0

_ (J I t-1 [h + h)) - G(O) - q5(u)] - 0'(u)I PP(u) du
1/p

=
[r

° t-1 rh - 0(0) - J° 4'(s)ds + G(S)] - 0'(u)
p 1/p

p(u) du

(f ° t-1 [h - O(0)] I PP(u) du/ 1/P - (J o (t
1 f o O'(s) ds I

Pp(u) du)1/P

_ (J ° G(O)]IPP(u)du/1/P-
(J o IO'(u)IPP(u)du)

=K111 -K11P-K3/P-K4/P

Using the same arguments as in the case of J1, J2, J3, we see easily that K, --> 0
as t 10, i = 2, 3, 4. Since, obviously, K1 does not approach zero as t 1.0, we have
from the inequality obtained above that

t-' [T(t) {O, h} - {¢, h}] -f { O',
40
lim t-1 [G(x1(¢, h)) - G(O)]

l o

as t . 0, which constitutes a contraction.
Theorem 5.4.5 is thereby proven.

Corollary. If we impose the condition that G is Frechet differentiable on E, then
the infinitesimal generator A of the semigroup (5.4.24) is given by

A{0, h} = {0',G'(4')0'}. (5.4.40)

The proof follows from

lim t-1 [G(x1(q, h)) - G(O)] = G'(¢)q'. (5.4.41)
40

if we keep in mind (5.4.29). But {¢, h} E DA means that

lio t-1 [x1(O, h) - 0] = lio t-1 [T1 T(t) (4',h) - 7r, {4',h}] = it1 A {0, h} = 0',

and if we rely on the chain rule for Frechet differentials (see Dieudonne [1],
p. 151), (5.4.40) is proven.
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The next proposition provides further information on the infinitesimal gen-
erator A.

Proposition 5.4.6. Consider the semigroup T(t), t a R, defined by (5.4.24), under
the assumptions of Frechet differentiability for G, and inequalities (5.4.19), (5.4.20).
Then the following properties are satisfied:

(1) there exists AO > 0, such that for I > AO the operator (II - A)-1 exists with
domain X, and is Lipschitz continuous, i.e., there exists C1 > 0, with the
property

I(II - A)-1{q, h} - (II - A)-'f 0/i,k}I < C1A-1I{4,h} - {t//,k}1, (5.4.42)

for any {q, h}, {i/i, k} a X;
(2) for all {¢, h} a X,

lim 2(1I - A)-1 {q$, h} = {o, h}; (5.4.43)
A-oo

(3) DA is dense in X ;
(4) A is closed.

Proof. To prove (5.4.42), we consider the equation

(II - A) {>/i, k} = {0, h}, (5.4.44)

and see whether it has a unique solution {i/i, k} a X. From the Corollary, equation
(5.4.44) is equivalent to

AO -0'=¢, .1k-G'(O)fi'=h, >'(0)=k, (5.4.45)

which, in turn, in equivalent to

/i(u) = ezak + J ez("-S)¢(s)ds, 2k - It. (5.4.46)
u

We now define a linear semigroup of contractions T1(t), t a R+, in the space LP,
by letting (T1(t)¢) (u) = q$(t + u),a.e. on (- oo, -t), and (T1(t)¢) (u) = 0 for almost
all u a (- t, 0). The infinitesimal generator of T, (t), t a R+, is given by A 10 = 0',
with DA, consisting of all $ e LP, such that 0 is locally absolutely continuous,
O' e LP, and 0(0) = 0. For I > 0 we easily obtain

((II - A1)-14')(u) = J eA(U-S*s)ds

u

(see, for instance, Yosida [1], or Dunford and Schwartz [1], on the representation
of the resolvent of the infinitesimal generator), which leads to the estimates

I(II - A1)-14'I <- I-1I4I, dq$ a LP, (5.4.47)

lim (II - A1)-14' = 4', dq5 a LP. (5.4.48)
zoo
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Let us further consider the map K: E -> E, given by

K(k) = 2-1 [G'(exuk + (2I - A1)-1O)(2e-uk + 2(2I - A1)-1q - ¢) + h],

for all k e E,

where u -- exuk, from R_ into E, belongs to L. Then, for k, k e E one obtains

0 1/P

IK(k) - K(k)I < A-1C(1 + 2)leu(k - k)l < 2-1C(1 + A) P(O) 1 k - ki.

(5.4.49)

If A is sufficiently large, then K is a contraction on E, and therefore it has a unique
fixed point in E. If k is the fixed point of K, then k} defined by (5.4.46) is the
unique solution for (5.4.44).

The above considerations lead to the conclusion that (11 - A)-1 is defined on
the whole X, provided A is sufficiently large (so that K becomes a contraction
on E, as seen from (5.4.49)). In order to prove (5.4.42), let us assume {o, k} =
(2I - A)-1 {g, h}, k} = (2I - A)-1 Taking into account (5.4.46), (5.4.47)
and the definition of K we obtain

NO) 11/P
l k - k j + 2-11 q$ - I,

A

1 k - kl < 2-1I [G'(ezuk + (2I - A1)-1q$)(2ezuk + 2(21- A1)-10 - 0) + h]

- [G'(ezuk + (21- A1)-1 b)(2ezuk + 2(2I - A1)-1b - q) + h]I

By combination of the last two inequalities, we obtain inequality (5.4.42), with a
convenient C1 > 0. This shows that (1) holds.

We now have to prove (5.4.43). We rely on (5.4.46), and inequality (5.4.47),
from which we obtain

Ii1(2I - A)-'{O, h}1

<_
lezukl + 1(21 - A1)-101

No)11/Plkl

+ 2-1101]
1/p

PLO) 2_11G'(x1(2I - A)-1{¢,h})(n12(2I - A)-1{O,h} - ¢) + hl +.1-l lwl

C
pO)l1/P2-1C((1

+ 2)17r1(2I - A)-1{O,h}I + 101 + ihl) + 2-1101,



5.4 A nonlinear Volterra equation and the associated semigroup of operators 259

where the existence of a constant C2 > 0, such that

I n l (2I - A)-1 {0, h} I < C2

for sufficiently large A, is now obvious (it depends on {q, h}). Using again (5.4.46)
and the last inequality obtained above, we have

InlA(i%I - A)-1{0,h} - 0I

<-I2eA"k1+12(21-A1)-10-0I

-9 [P(0) I1/PC(InjAI - A)-1{O,h}I + In,A(AI - A)-1{O,h} - 01 + Ihl)
PA

[O]l/P<C(C2+In1A(2I-A)-1{O,h}-0I
+Ihl)

+ 1A(AI - A1)-1q - 01.

Then (5.4.48) and the last inequality imply

lim nl A(AI - A)-1 {0, h} = 0. (5.4.50)

We also need to prove that

lim n2 A(21 - A)-1 {¢, h} = h, (5.4.51)
A-00

in order to conclude that (5.4.43) holds. Indeed, taking into account (5.4.20),
(5.4.46) and the estimate obtained above for n1(AI - A)-1 {q$, h}, we have

1 n22(AI - A)-1 {.6, h} - hl

= I G'(ni(AI - A)-1 {o, h})(nl2(AI - A)-'f 0, h} - O)I

< C(1 + l nl(AI - A)-1 {qi, h} I )I nl2(AI - A)-1 {o, h} - 01

< C(1 + C2)In12(AI - A)-1{q,h} - 0I,

from which (5.4.51) follows. Property (2) in the Proposition 5.4.6 is thus established.
To obtain property (3), we notice that it is a consequence of property (2), while

property (4) of Proposition 5.4.6 is obtained as follows: property (1) shows that
(AI - A)-1 is continuous (hence closed) for sufficiently large A. This means that
AI - A is also closed, for large A. But this means that A is closed, which establishes
property (4).

Proposition 5.4.6 is thus proven.
The last proposition we shall provide in connection with the semigroup

T(t), t e R+, defined by (5.4.24), relates to the case when the Banach space E is
reflexive.
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Proposition 5.4.7. Let E be a reflexive Banach space, and G: LP -+ LP be Lipschitz
continuous. Then the semigroup T(t), t e R+, defined by (5.4.24) satisfies for every
{b, h} E DA,

T(t) {.b, h} e DA a.e. on R. (5.4.52)

If, moreover, G is Frechet differentiable on LP, and estimates (5.4.19), (5.4.20) hold,
then (5.4.52) is satisfied for all t e R+.

Proof. To prove the first assertion, let {0, h} e DA. There exists a constant C > 0,
such that I T(t) {0, h} - {b, h} 1'< Ct, as soon as t is small enough (t > 0). Using
Theorem 5.4.2, we have for 0 < s < u

Ix(., h)(u) - x(b, h)(s)I = I G(x (q$, h)) - G(xs(O, h))I

<- I n1T(u){qf,h} - n1T(s)(0,h)I

_ niT(s)T(u - s){0,h} - n1T(s){q,h}I

< #Me`°$I T(u - s){o,h} - {0,h}I

< fMe°''C(u - s).

This implies that x(q,h)(u) is Lipschitz continuous in u, and since E is reflex-
ive, x(46,h)(u) is a.e. differentiable. But Lipschitz continuity also implies that
x(b, h) (u) is bounded in u on any finite interval of R. Therefore, for u >- 0, x (b, h)
is locally absolutely continuous, and (d/du)x,(.,h)(u) exists a.e. on R_, and
(d/du)x,(q, h) E LP. For almost all t > 0

u_'[G(ntT(t + u){#,h}) - G(ntT(t){b,h})]

= u-'[n2T(t + u){q,h} - it2T(t){0,h}]

= u-t [x(b, h)(t + u) - x(q$, h)(t)]

converges to (d/dt)x(b, h)(t). From Theorem 5.4.2, we conclude that T(t) {¢, h} e
DA for almost all t e R.

With regard to the second assertion of Proposition 5.4.7, let t > 0 and,
using the first part of the proof, let us consider a sequence t -+ t, with the prop-
erty that T(t) {0, h} e h} to

Theorem h} = {x,.(q, h)', G'(x,,(', h))x,.(q5, h)'}, from
the Corollary to Theorem 5.4.4. From the continuity of G', we obtain that
G'(x,n(q, h))x,(cb, h)' converges to G'(x,(#, h))x,(.b, h)'. Hence, AT(t) {O, h} con-
verges in X, and the closedness of A yields T(t) {q, h} e DA.

Remark 1. The conditions of Proposition 5.4.7 are implied if we consider the
Volterra equation (5.4.1) under the assumptions (a), (b) for Lipschitz continuity
of G, and under assumptions (a'), (b'), (c'), p > 1, for Frechet differentiability of G.
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Remark 2. Under the stronger assumptions of Proposition 5.4.7, which are
implied (as seen above) by the assumptions (a), (b), (a'), (b'), (c'), and p > 1, we
can state that there is a dense set of pairs {0, h} in X, {0, h} e D,,, such that

(d/dt) T(t) {q, h} = AT(t) {0, h}, t e R+, T(0) {0, h} = {q, h}.

This property means that equation (5.4.1) can be regarded as an abstract
ordinary differential equation in X, or that the dynamics described by (5.4.1) are,
in fact, the dynamics of a convenient nonlinear semigroup. Notice that (5.4.1) is
a `convolution' type equation or, better, an equation involving a time-invariant
operator.

5.5 Global existence for a nonlinear integrodifferential equation in
Hilbert space

In this section we shall consider integrodifferential equations of the form

x'(t) + J , a(t - s)G(x(s))ds = F(t), t e R+, (5.5.1)
0

with a(t) a scalar kernel of positive type, x, f : R+ --> H, a Hilbert space, and G a
(nonlinear) monotone operator on H.

The real Hilbert space H contains two real reflexive Banach spaces V and W,
both with dense domain and continuous imbedding in H. Since H can be
identified with its own dual H', we can write the inclusions

VcHcV', WcHcW. (5.5.2)

The scalar product in H will be denoted by < , >, while the pairing between
V and V (or W' and W), will be denoted by

Let A: V -+ V' and M: W -+ W' be two mappings, single-valued and every-
where defined, such that the following conditions are verified.

(1) A is linear, continuous, monotone, coercive, and (Au, v) = (Av, u) for
all u,veV.

If we let ¢(x) = '(Ax, x), then A = e0, the Frechet differential of ¢. The
condition of coerciveness is then q$(x)/Ixly -+ oo as lxiv - oc.

(2) M is cyclically maximal monotone and coercive.

Under assumption (2), M can be represented as the subdifferential, M =
of a functional 0: W -> R, with 0 lower semicontinuous. Moreover, the coercive-
ness condition can be written as '(x)/ixIw -+ oo as I x I w -+ oo. For details, see
Barbu [4].
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(3) M maps bounded sets on W into bounded sets of W'.
(4) If, for an arbitrary T > 0, the sequence c AC2([0, T],H) n

L°'([0, T], W) satisfies x -> x strongly in L2([0, T], H) and
weakly-star in L°°([0, T], W), then {MxH} contains a subsequence
which converges in the weak-star topology of L°°([0, T], W') to Mx.

By AC2([0,T],H) we denote the space of absolutely continuous functions
from [0, T] into H, such that their first derivative is in L2([0, T], H). The norm
is x -+ Ix(0)I + Ix'IL2.

We shall define now two auxiliary operators AH and M. in the product
H x H, as follows:

AHx=Ax, xEDAH={xeV;AxeH},
MHx=Mx, xeDMH= {xeW;MxeH}. (5.5.3)

If we now consider the functionals qH(x) = q(x), x e V, IkH(x) = +oo for
xeH\V; and0H(x)='i(x),xEW,OH(x)= +oo,xeH\W, then we have

AH = a bH, MH = a'VH. (5.5.4)

We need one more assumption on A and M, in order to be able to formulate
an existence result.

(5) For any c > 0, (I + EMH)-lx e V, and q(1 + EMH)-lx) < q(x),

`/x E V

We can now formulate the following existence result for equation (5.5.1), in
which

G = A + M.

Theorem 5.5.1. Consider equation (5.5.1), with G given as above, and assume
that conditions (1)-(5) hold. Assume further that a, f, and xo satisfy the following
conditions:

(i) a e C(R+, R) n oo), R), a # 0;
(ii) (-1)ka1k)(t) >_ 0, t > 0, k = 0, 1, 2;

(iii) f, f' E Li C(R+, H);
(iv) xo e V n W.

If, in addition, the injection V c H is compact, then equation (5.5.1) has at least
one solution such that x(0) = xo, and

u e C(R+, H) n L a,(R+, V n W), (5.5.5)

u' c- L C(R+, H) n L

a (V n W)'). (5.5.7)
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Before we provide the proof of Theorem 5.5.1, we need to state some auxil-
iary propositions. Let us start with a remark concerning the existence of the
derivative.

Remark. Equation (5.5.1) is considered in the sense of the theory of distributions,
i.e., with a distributional derivative. It is useful to notice that for u: [0, T] -* X
(a reflexive Banach space), with u, u' e L1([0, T], X), where u' is taken in the
distributional sense, one can establish the absolute continuity of u, its almost
everywhere differentiability, as well as the fact that u' coincides a.e. on (0, T) with
the usual (strong) derivative.

Lemma 5.5.2. Under conditions (i), (ii) for a(t), the convolution operator x - a * x
is positive on L2([0, T], H), where T > 0 and H is an arbitrary real Hilbert space.

0 and x e L2([0, T], ft),In other words, for any

('o\
T >fo,

/
JT ` a(t - s)x(s) ds, x(t)\) dt >- 0. (5.5.8)

The proof of Lemma 5.5.2 can be found, for instance, in Barbu [4]. The
conclusion is actually stronger than (5.5.8) shows (strong positiveness).

Lemma 5.5.3. Let u: R+ -+ R+ be continuous, and k: R+ -> R+ be locally inte-
grable. If the inequality

u2(t) < C + 2 fo k(s)u(s)ds (5.5.9)

holds on R, then

u(t) < JC + 2 fo k(s) ds, t e R. (5.5.10)

Proof. Let U(t) = sup u(s), 0 5 s < t. Then (5.5.9) yields

U2(t)-21 fo k(s)ds/ lU(t)-C<0,

w hich obviously implies

U(t) < 1 k(s) ds + k(s) ds)2 +
C}112.

(5.5.11)
oJo {(j'

From (5.5.11), (5.5.10) follows directly.

Remark. The inequality (5.5.9) is an integral inequality of Bihari's type, and can
be dealt with as such (see, for instance, C. Corduneanu [6] ).
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Lemma 5.5.4. Assume that A= 00, where q: H - (- oo, + oo] is a lower semi-
continuous proper convex functional, and H is a real Hilbert space. Then, the
functional 0.1 defined for 2 > 0 by

a

bx(x)=inf Ix
_

Yl+b(y):yeH xeH, (5.5.12)
1 2A

is convex, Frechet differentiable, 8Ox = Az where

Aa = A-'(I - JA), Jz = (I + AA)-', (5.5.13)

and Ax is Lipschitz continuous on H. Moreover, for all x e H.

lim O)(x) = (b(x), q$(Jxx) < (x(x) < b(x). (5.5.14)

The proof of this result, due to M. G. Crandall and A. Pazy, can be found in
Barbu [4] (see p. 58).

We shall now consider an integrodifferential inclusion related to the basic
equation (5.5.1), namely

x'(t) + m80(x(t)) + J a(t - s)80(x(s)) ds a f(t), a.e. on R+, (5.5.15)
0

with m > 0, and under initial condition x(0) = xo. The reason we consider the
inclusion in (5.5.15), instead of the equality, is motivated by the fact that the sub-
differential 8 is, in general, a multivalued operator. As usual, 0: H -p (-oo, +oo]
is lower semicontinuous proper convex functional.

Proposition 5.5.5. Assume that the following hypotheses hold with regard to the
integrodferential inclusion (5.5.15):

(a) the injection V c H is continuous and compact;
(b) Do c V, and b(x) + 1x12 -+ co as J x lv -' oo;
(c) the scalar kernel, a, satisfies conditions (i) and (ii) of Theorem 5.5.1;
(d) f e Li JR+, H)

Then there exists a solution x: R+ -+ H of inclusion (5.5.15), satisfying the initial
condition x(0) = xo a Do, and such that

x e C(R+, H) n L oC(R+, V), (5.5.16)

x' e L oJR+, H), (5.5.17)

00(x) e L oC(R+, H). (5.5.18)

Proof. Let us denote, as above, A = e0. Without loss of generality, we can
assume b(x) >_ 0. The following auxiliary equations will be considered, for every
A>0:
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xx(t) + mAtxx(t) + J a(t - s)Axxz(s)ds = f(t), t e R+. (5.5.19)
0

Since Az is Lipschitz continuous, and a is bounded on R+, equation (5.5.19) has
a unique solution xz(t) defined on R, with values in V, such that x(0) = x° a Do.
In Section 3.3, we proved such existence results for abstract Volterra equations
in the linear case (but only Lipschitz continuity was really used). On the other
hand, if we integrate both sides of (5.5.19) from 0 to t > 0, we obtain an integral
equation like those discussed in Theorem 5.1.1. It is obvious that xx(t) satisfies
(5.5.16) and (5.5.17).

In order to obtain some useful estimates for xz(t), we shall multiply (scalarly)
both sides of (5.5.19) by AAxx(t), and integrate the result on [0, t]. If we take into
account the positiveness of the convolution operator with kernel a(t) (see Lemma
5.5.2), then we obtain

<A txz(s), f(s)> ds + Ozxo). (5.5.20)0x(xx(t)) + m J0 t IA txz(s)12 ds <
J 0

Let us now fix a T > 0, and consider (5.5.20) on the interval [0, T]. It yields

1/2 11/2

If(s)12 ds l + 0&0).m IAx2(s)I2 ds < (J: IAaxx(s)12 ds
(foTf0T

(5.5.21)

From (5.5.21) we have
('T

J IAxxx(s)12 ds < C1i 0, (5.5.22)
0

with C1 a positive constant depending on T, f, and m, but independent of 2
(because (5.5.14) takes place).

On the other hand, if we multiply both sides of (5.5.19) by xz(t), and integrate
from 0 to T > 0, we obtain

IT

Jo

Ixx(t)I2 dt + mcx(xx(t))

mta(xo) +
J

T <.f(t), xz(t)> dt +
f T

o Jo
a(t - s)Axxx(s) ds )I dt.(x(t).

Jo /
(5.5.23)

Taking (5.5.22) into account, we easily obtain an inequality of the form

CT

J

('t 2

J
a(t - s)Axz(s)ds dt < C2, V2 > 0. (5.5.24)

0 o

Using (5.5.24), and processing (5.5.23) in the same way as (5.5.21), we obtain an
inequality of the form
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fT

0

Ixx(s)I2 ds < C3, V.1 > 0. (5.5.25)

Consider now the maps yz(t) = J2xx(t), 2 > 0, and notice that Lemma 5.5.4
yields q5(YAW) < bz(xx(t)) < C4, the existence of C4 independent of 2 > 0 being
the consequence of (5.5.20) and (5.5.22). Since Jx is a contraction,

f T Iyz(t)I2 dt <
J

T Ix,(t)12 dt < C3, VA > 0. (5.5.26)
o o

We obtain the compactness of the set {yx; 2 > 0} c L2([0, T], H), if we take into
account hypotheses (a) and (b). Consequently, we can find sequences A 10,
such that y2n(t) -> x(t) as n -+ oo, strongly in L2([0, T], H).

In the norm of L2([0, T], H) we can write

and, from (5.5.13),

lyz - 2 I.

Taking (5.5.22) into account, we conclude from the inequalities above that

xz. -> x as n -+ oo, strongly in L2([0, T], H). (5.5.27)

Further, from (5.5.22), (5.5.25) we can derive the existence of a subsequence of
which we agree to denote also by {A,,}, such that

xz. --> x, strongly in L2([0, T], H), (5.5.28)

x', -> x', weakly in L2([0, T], H), (5.5.29)

fo,

A,.x - Ax, weakly in L2([0, T], H), (5.5.30)

a(t - (s) ds fo a(t - s)Ax(s) ds, weakly in L2([0, T], H).

(5.5.31)

The property of A of being demiclosed (i.e. closed in the weak topology) has been
used above (see Rockafellar [1]), together with the compactness criterion given
by Aubin [1].

If in equation (5.5.19) we now let A = A,,, and take the limit as n -+ oo, we
obtain inclusion (5.5.15), taking (5.5.28)-(5.5.31) into account. Of course, inclu-
sion (5.5.15) is obtained only on [0, T], and it is satisfied a.e. on this interval. But
T > 0 can be chosen arbitrarily large, because the solution xx of (5.5.19) is (unique
and) defined on R.

From the above considerations we easily derive properties (5.5.16), (5.5.17)
and (5.5.18) for the solution x(t) of (5.5.15).

Proposition 5.5.5 is thus proven.
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Proof of Theorem 5.5.1. First, notice that for the operators AH and M. given
by (5.5.3) we have DAH = DM. = H. Then, using condition (5) and a property of
maximal monotone operators (see, for instance, Brezis [1], Prop. 2.17), we obtain
the maximal monotonicity of AH + MH = G, which is densely defined in H.
Therefore, G = 8(¢H + 1//H), and

DAHnDm.=VnW=H.

Further, we can write

VnWcHc(VnW)',

the norm in the intersection being the sum of the norms in the spaces V and W.
Consider now the regularized equation

x'(t) + eGxe(t) +
J

a(t - s)Gxe(s) ds = f(t) (5.5.32)
0

on the semiaxis R, where e > 0 is an arbitrary `small' parameter. As usual, we
consider (5.5.32) under the initial condition xe(0) = x0. Under our assumptions,
Proposition 5.5.5 is applicable, and we can assert the existence of a solution
xe: R+ -* H, such that

xe(t) E C(R+, H) n L,(R+, Vn W),

xE(t) e L2 (R+, H), Gxe(t) E L oc(R+, H).

We shall now prove that for any T > 0, with a(T) > 0, the following properties
hold:

{xe; e > 0} is bounded in L°°([0, T], V n W), (5.5.33)

{GxE; e > 0} is bounded in L`°([0, T], (V n W)'), (5.5.34)

{ Jo, GxE(s) ds, t c- R+; s > 0} is bounded in L°°([0, T], H),

I

(5.5.35)

{x,'; s > 0} and { e Gxe; e > 0} are bounded in

L2([0, T], H) n L°°([0, T], (V n W)'). (5.5.36)

The proof of above properties will be carried out by using the energy function

EE(t) = (0 + )xe(t) + 2 a(t)
J0,

GxE(s) ds

1

J a'(t - s) J GxE(u) du
2 0 s

2

2

ds, t e [0, T]. (5.5.37)

In order to estimate the derivative EE (t), we notice that
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at ( + O)xE(t) = <GxE(t), x'(t)>,

a.e. on [0, T], which leads to

r

EE(t) =

2

a'(t) GxE(s) ds
fo

2

- 1 2i a"(t - s) r GxE(u)du ds + <GxE(t), f(t) - yE(t)>,
2 fo Js

also a.e. on [0, T], where

yE(t) = f(t) - xE(t) - f a(t - s)GxE(s)ds.
0

But our assumptions state that a'(t) < 0, a"(t) >- 0, while yE(t) = EG(xg(t)). From
the formula above for EE(t) we obtain

EE(t) < < f(t), GxE(t)> a.e. on [0, T]. (5.5.38)

Integrating (5.5.38) over [0, t], one has

fEE(t) < (0 + 0) (xo) + <f(t), FE(t)> -
J

<f'(s), FE(s)> ds, t e [0, T] (5.5.39)
0

where we have denoted

Fe(t) = f Gxe(s) ds, t E R+. (5.5.40)
0

Combining (5.5.37) and (5.5.40) we obtain on [0, T] the inequality

(0 + f)xE(t) + I a(t)IFE(t)I2

<- (0 + Oxo + a(t) If(t)12 +
a4 t)

IFE(t)12 + fo I f '(s)1 IFE(s)I ds. (5.5.41)

But condition (1) implies (more precisely, the coerciveness) that q5(x) is bounded
below, while condition (3) implies that O(x) is bounded below. Therefore, (5.5.41)
implies

If'(s)I IFE(s)I ds, t e [O, T], (5.5.42)IFE(t)12 < C + fo

with a convenient constant C(>0). Inequality (5.5.42) is of the form (5.5.9), and
Lemma 5.5.3 yields

IFE(t)I < VC + 2 fOT I f'(s)I ds, t e [0, T],
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which by assumption (iii) in Theorem 5.3.1, leads to

IFE(t)I S C1, t e [0, T], V> 0. (5.5.43)

In other words, property (5.5.35) is now established.
Since (5.5.41) also implies (# + i/i)xE(t) < C2, t e [0, T], VE > 0, we obtain

(5.5.33).

Property (5.5.34) is a consequence of (5.5.33), and of the boundedness of the
operators A and M on V n W.

It remains to prove the validity of (5.5.36). Taking the scalar product of both
sides of (5.5.1) with GxE(t), and integrating over [0, T], we obtain after using
condition (iii):

E J T I GxE(t)I2 dt < C3, (5.5.44)
0

with C3 independent of E > 0. The estimate (5.5.44) shows that {VE GxE; E > 0}

is bounded in L2([0, T], H). Combined with (5.5.34), this gives (5.5.36) for
{ JE GxE; E > 0}. Of course, it suffices to restrict -to (0, 1].

Finally, in order to derive the property (5.5.36) for {x'; E > 0}, we shall use
(5.5.34) and (5.5.35), as well as (5.5.44) and (iii). Then equation (5.5.32) yields the
property.

Now, fixing T > 0 as indicated above, in order to state properties (5.5.33)-
(5.5.36), we again use the compactness criterion of Aubin [1] to derive the
existence of a sequence {E }, e. 10 as n -+ oo, such that

xE -+ x strongly in C([0, T], H). (5.5.45)

Without loss of generality, we may assume that {En} is such that

x6. -> x weakly-star in L°°([0, T], V n W), (5.5.46)

and xEn - x' weakly in L2( [0, T), H), and weakly-star in L°°([0, T], (V n W)'). The
fact that A is linear, and hypothesis (4) of Theorem 5.5.1, yield

GxE. - Ax + Mx = Gx weakly-star in L°°([0, T], (V n W)').

Therefore,

FEjt) - F(t) =
J

Gx(s) ds weakly-star in L°°([0, T], H),
0

and

0 strongly in L°°([0, T], (V n W)').

If one takes c = E,, in (5.5.32), and also x,,.(0) = x0, letting n -> oo one derives
that x(t) satisfies (5.5.1) on [0, T], x(0) = x0, and
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x e C([0, T], H) n L°°([0, T], V n W), (5.5.47)

x' c- L2([0, T], H) n L°°([0, T], (V n W)'), (5.5.48)

F(t) = J Gx(s) ds e L°°([0, T], H). (5.5.49)
0

Moreover, differentiating (5.5.1) on (0, T) leads to

x"(t) + a(0)Gx(t) + J a'(t - s)Gx(s)ds = f'(t),
0

a.e. on [0, T], in (V n W)', which implies

x" e L'([0, T], (V n W)'). (5.5.50)

The solution x(t) has been constructed on [0, T], with T > 0 arbitrarily
chosen. In order to extend it to [T, oo), one can proceed as follows. Consider the
problem

y'(t) + J o a(t - s)Gy(s)ds = f(t + T) - f
o

a(t + T - s)Gx(s)ds (5.5.51)
0 o

on the interval [0, T], with the initial condition y(O) = x(T). We have y(O) e
V n W, as seen from (5.5.47), and F(T) e H follows from <FE,(T), x> -+ <F(T), x>,
Vx e V n W. If we denote by ft (t) the right hand side of (5.5.51), and use properties
(iii), (5.5.49), we obtain f, fl e Lt ([0, T], H). Then, proceeding as above in the
proof of Theorem 5.5.1, one constructs the solution y(t) on [0, T], y: [0, T] -+ H,
for equation (5.5.51), such that (5.5.47)-(5.5.49) hold with y instead of x. It remains
to extend x by putting x(t) = y(t - T), t e [T, 2T]. The process can be continued,
which means that the solution x(t) is defined on R, and satisfies (5.5.5)-(5.5.7).

Theorem 5.5.1 is thereby proven.

Remark 1. The hypothesis (4) becomes unnecessary if we assume that the
injection V c W is compact.

Remark 2. From Theorem 5.5.1 one can derive without difficulty an existence
result for the equation with infinite delay

x'(t) + J a(t - s)(A + M)x(s)ds = f(t), t e R+,

with an initial condition of the form x(t) = h(t), t e R.

Let us conclude this section with an example of a partial integrodifferential
equation occurring in viscoelasticity.

Consider a bounded domain 0 c R", with smooth boundary I', and let us
choose H = L2(Q, R), V = Ho (Q, R), and W = L°(Q, R), with 2:5 p < oo. Recall
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that the space Ho (S2, R) is the Sobolev space obtained by taking the closure
of C(')(0, R) with respect to the norm u -+ (f n [u2 + (17u)2] dx) 112. We choose
A = A, and M is defined by

(Mu)(x) = fJ(u(x)) a.e. on Q, u E L°(S2, R), (5.5.52)

where f: R -+ R is a (nonlinear) continuous function satisfying the following
assumptions:

P is monotone, /3(0) = 0; (5.5.53)

jf(r)I<K(IrjP-1+1), rER,K>0; (5.5.54)

r/3(r) >- L(Irl"-1 - 1), r e R, L > 0. (5.5.55)

Under conditions (5.5.53)-(5.5.55), the operator M defined by (5.5.52) is acting
from W into W'.

It has been shown in Barbu [4] that conditions (1)-(5) are implied for the
spaces defined above and operators A and M. The following result holds for the
equation

fo
u1(t,x) + a(t - s)[-Au(s,x) + f(u(s,x))] ds = f(t,x), (5.5.56)

considered for t c- R, and x e 0.
Assume a(t) satisfies (i) and (ii) from Theorem 5.5.1, and let fi satisfy (5.5.53)-

(5.5.55). If f and u0(x) satisfy

f, f e Li C(R+, L2(Q)), uo e Ho (Q, R) n L°(Q, R),

then there exists at least one solution u(t, x) of equation (5.5.56) such that the
following conditions are verified:

u(O,x)=u0(x),xeQ, andu(t,x)=0, t>O,xEI';

u e L oC(R+, Ho (Q) n L°(Q)) n C(R+, L2(Q));

U, e Li C(R+, L2(Q)) n L a,(R+, H-1(Q) + L9(Q)),

where p-1 + q-1 = 1;

ua E LiC(R+,H-1(Q) + L9(Q))

Results similar to the existence. theorem for equation (5.5.56), as well as many
other results related to viscoelastic materials, can be found in the monograph by
Renardy, Hrusa and Nohel [1].

Bibliographical notes

The origin of the results included in the first three sections of this chapter is indicated in
each section. The results given in Section 5.4 are due to Webb [1], while those in Section
5.5 are due to Aizicovici [1], [2].
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The literature on integral and related equations in Banach/Hilbert spaces is quite
extensive. I shall here indicate a few more references, in addition to those included in the
sections themselves.

With regard to the theory of integral equations involving bounded operators, the
following references are useful: Banas [1], Buhgeim [1], Deimling [2], Diekmann [1],
Engl [1], Gripenberg [6], Rzepecki [1], [2].

The theory of semigroups has numerous followers in the theory of integral and
related equations, and represents one of the principal tools of investigation for infinite-
dimensional problems. Unfortunately, the method applies only to convolution equations
(time-invariant operators). The following references are related to the use of semigroup
theory in studying integral equations: Chen and Grimmer [1], [2], Delfour [1], Desch
and Schappacher [1], [2], Diekmann and van Gils [1], Fitzgibbon [1], [2], Grimmer and
Pritchard [1], Kappel [1], Kappel and Schappacher [1], [2], Staffans [6], Tanabe [1],
Vrabie [1].

The type of results given in Section 5.5 is very often encountered in the recent literature,
because such equations occur in various applied problems (viscoelastic materials, heat
conduction in materials with memory, etc.). The following references are pertinent to the
type of equation investigated in Section 5.5: Barbu [1], [2], [3], [5], Barbu, DaPrato and
lanneli [1], Carr and Hannsgen [1], Clement and Nohel [1], [2], Crandall and Nohel
[1], DaPrato and Iannelli [1], [2], Heard [1], Hirano [1], [2], Londen and Nobel [1],
Lunardi and Sinestrari [2], MacCamy [2], Pruss [2], Sinestrari [1], Vrabie [1].

Most of the basic problems involving integral or related equations in Banach spaces
are still unaddressed, or in a very early stage of development. For instance, in relation to
the semigroup theory applied to integral equations in a Banach/Hilbert space, which has
received more attention on the part of researchers, the following problem has not yet been
considered: consider the abstract Volterra equation .z(t) = (Lx)(t) + f(t), in which L is a
linear Volterra operator acting on a function space S(R+, X), with X a Banach space.
Assuming that L is time-invariant (i.e., (Lx), = Lx,) and densely defined, find conditions
under which L generates a semigroup of linear bounded operators on X. Such a result
would constitute a strong generalization of Hale's classical result regarding autonomous
equations with finite delay (see Hale [1]).

More comments and references related to integral equations in Banach spaces will be
included at the end of the next chapter, in which applications of such equations are dealt
with.
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Some applications of integral and
integrodifferential equations

This chapter contains some applications of integral or integrodifferential equa-
tions to various problems occurring in contemporary research. The first section
is dedicated to the investigation of an integrodifferential equation occurring
in coagulation processes, while the second section deals with the Pontryagin
maximum principle for dynamic processes described by means of Volterra inte-
gral equations. The last two sections of the chapter deal with stability problems
from the theory of nuclear reactors.

The literature in this field (of applications) is considerable. I have attempted
to illustrate the use of integral or related equations beyond the level reached in
the preceding chapters of this book. References will be made to many contri-
butions relating to the applications of integral equations to various fields of
applied science. In particular, in the fields of population dynamics and continuum
mechanics there are significant contributions that are available in book form
(see references under the names of G. F. Webb, J. M. Cushing, J. A. Nohel,
M. Renardy, W. J. Hrusa).

6.1 An integrodifferential equation describing coagulation processes

The following integrodifferential equation is encountered in the mathematical
description of coagulation processes, under certain simplifying assumptions:

C 1
x

co
at fit, x) = 2

0
q'(x - Y, Y).f (t, x - Y).f (t, y) dy - f(t, x)

o
O(x, y)f(t, y) dy,

(6.1.1)

with the solution f = f (t, x) being sought in the quadrant

t>-0, x>-0. (6.1.2)

The physical processes usually considered for investigation by means of
(6.1.1) are the Brownian coagulation processes in solutions, the gravitational

273
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coagulation processes (such as those appearing in the formation of stars), or
certain meteorogical processes. If we think about coagulation in colloidal solut-
ions, for instance, then the following interpretation of equation (6.1.1) is usually
put forward. The number of particles, per unit of volume, whose masses are in the
interval (x, x + dx) at time t, is fit, x) dx. The kernel function q$(x, y) = O(y, x) >- 0
is assumed given (known), and represents the coalescence of particles of masses
x and y. It is assumed that the number of particles is large enough to allow us
to use the density function f (t, x). Conservation of mass implies that 8f/at is equal
to the difference between the production of particles x by coalescence of particles
y and x - y, 0 < y < x, and the disappearance of particles x, caused by their
coalescence with particles y, 0 < y < oo. This is, roughly speaking, the motiva-
tion for equation (6.1.1).

Sometimes, a process of breakdown of particles is also taken into considera-
tion, a function O(x, y) >- 0, with O(x, y) = 0 for y > x, describing the process. In
this case, equation (6.1.1) must be substituted by

0
x o0

-f(t, x) = I
0

O(x - y, y)f(t, x - y)f(t, y) dy - f(t, x)
o

O(x, y)f(t, y) dyat 2 f j
["0 yO(x,y)dy+
J

0(y,x).f(t,y)dy - x'f(t,x)
fo

(6.1.3)

With equation (6.1.1) or (6.1.3), an initial condition must be associated. Usually,
it takes the form

.f(0, x) = .fo(x), x > 0,

and, taking into account the physical meaning of f, it is assumed

fo(x) >- 0 for x >- 0.

(6.1.4)

(6.1.5)

Both equations (6.1.1) and (6.1.3) are integrodifferential equations in f(t, x),
with quadratic right hand side. If we integrate with respect to t, either equation
becomes an integral equation for the function f(t, x). For instance, from (6.1.1)
and (6.1.4) we derive

1 t ox

fit, x) = .fo(x) + O(x - y, y)f(s, x - y)f(s, y) dy ds

('

2 o

- J t J - f(s,x)¢(x,y)f(s,y)dyds. (6.1.6)
0 oo

We notice that equation (6.1.6) is not of Volterra type in (t, x) because of the
second term which contains the integral from 0 to oo. We can say it is of Volterra
type in t only.

We shall now introduce an operator which takes pairs of functions into single
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functions, which will be denoted by If, g], and is formally given by

x

If, 9] (x) = 2' I f f(y)9(x - Y)O(x - Y, Y) dY
0

o
f(x)o(x, y) dy }.

o
9(Y)O(x, y) dY - g(x) J- f(x) J (6.1.7)

0 0 )))

This notation allows us to write equation (6.1.1) in the concise form

atf (t, x) = [f(t, x),f(t, x)], (6.1.8)

and the integral equation (6.1.6) in the(

f(t,x) = fo(x) + J
'

form

[f(s,x), f(s,x)] ds. (6.1.9)
0

It is easy to see that if ¢(x, y) is continuous and bounded in the quadrant x >_ 0,
y >_ 0, while f, g e L°°([0, oo), R) n L1([0, oo), R), (6.1.7) does indeed define
an operator on {L°°([0, oo), R) n L1([0, oo), R)}2, with values in the space
L°°([0, oo), R) n L 1([0, oo), R).

More precisely, we shall establish some estimates for If, g], in the norms of
L°° and L1. Such estimates will be useful subsequently when proving the existence
and uniqueness of a solution to (6.1.1), (6.1.4).

Let us denote by A a positive number such that

0<q$(x,y)<A, x2!0,y>O. (6.1.10)

Then the following estimates hold for the operator If, g]:

I [f,9]IL- <-
4 {IfIL-I9IL' + IfILl19ILm}, (6.1.11)

I[f,9]ILI < 2 IfILlI9IL'. (6.1.12)

The proof of these estimates can be carried out without difficulty. For instance,
in order to obtain (6.1.11) we proceed as follows:

I9(Y)I dY + I9(x)I
(coA x

I[f,9]I <
o

If(x)I I9(x - Y)I dY + If(x)I fo- o If(x)I dY},

(6.1.13)

and taking into account

fox If(Y)II9(x-Y)Idy<min{If IL-I9I6,IfILI9IL-1,
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as well as the elementary inequality 2 min(a, b) < a + b, we obtain from above
(6.1.11).

The inequality (6.1.12) can also be obtained by integrating both sides of (6.1.7)
on [0, oo).

We can now proceed to establish a local existence theorem for (6.1.1), which
we prefer to be considered in its integral form (6.1.9).

Let us seek a solution to (6.1.9) in the form of a power series with respect to
t, namely,

00

f(t, x) _ fk(x)tk, (6.1.14)
k=0

with fo(x) as in (6.1.4) for obvious reasons. We proceed formally, then we shall
deal with the convergence of the resulting series solution. Substituting (6.1.14)
into (6.1.9), and equating the coefficients of the same powers of t, we obtain

fk+t(x)=k+1 +Ek[J,f], k>_0. (6.1.15)

We assume now that the coefficients fk(x), k = 0, 1, 2, ..., in (6.1.14) satisfy

ft c- L°'([0, oo), R) n L'([O, co), R). (6.1.16)

Let

Ak = IfkILI, Bk = IfkIL°°, k >_ 0. (6.1.17)

Taking into account (6.1.11) and (6.1.12), we obtain from (6.1.15) fork >_ 0:

Ak+t <
3A 1

E AiAj, (6.1.18)
2 k + 1 i+j=k

Bk+t <
3A 1 E A.Bj. (6.1.19)
2 k + 1 i+j=k

We shall prove now that, in terms of Ao and Bo which are given by (6.1.17),
the following type of estimate is valid:

Ak < Aomk, Bk < Bomk, k > 1, (6.1.20)

for a suitable positive m. Indeed, if we assume (6.1.20) holds for k = 1, 2, ..., n,
then (6.1.18) allows us to obtain

(34Ao) n+tAn+t <
3A 1 3A 1

AomAom= Am"(n + 1) = Ao m
2 n + 1 i+j=n

(6.1.21)

Therefore, if we choose m > 0 such that 3AAo = 2m (m = 3AAo/2), (6.1.21) shows
us that (6.1.20) remains true for k = n + 1. By induction, the validity of the first
estimate in (6.1.20) is proven for k >_ 1. Similarly, for the second estimate in
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(6.1.20) we obtain its validity for any k >- 1, with the same assumption on m:

M = 3 2`40. (6.1.22)

The estimates (6.1.20) show us that the terms of the series (6.1.14) are
dominated, in absolute value, by AO(mt)k, k >- 0. Hence, the series (6.1.14)
converges for mt < 1 and x >_ 0 and converges uniformly in (t, x) in any strip
0<t<6 <m-1,x>0.

Therefore, if fo(x) is assumed to be continuous, and belonging to L°° n L1,
then all fk(x), k > 1, are continuous, and the series (6.1.14) converges uniformly
for 0 < t < 6 < m-1, x >- 0, towards a continuous function f (t, x).

It is useful to point out the validity of the following estimates for f(t, x) and
its derivatives in t, regarding t as a parameter, 0 <- t < m-1:

0
t, If(t, x)ILI <- 1 A nt'If(t, x)IL°0 <1 B

m

(6.1.23)

8
At,x)I <

(1

BoMm
2, a f(t,x) Ll < (1

`40mt)2
(6.1.24)

at LaD

02

P fl t, x)
2BOm2

LaD < (1 - mt)3'

02

Pt 2f(t,x)

2AOm2

Ll
<_

(1 - mt)3
(6.1.25)

As a result of the discussion conducted above with regard to the construction
of a local solution (in t) to equation (6.1.1), we can formulate the following result.

Proposition 6.1.1. Consider the integrodifferential equation (6.1.1), under initial
condition (6.1.4), and assume the following conditions hold:

(1) the function b(x, y) is continuous and symmetric in the quadrant x >- 0, y >- 0,
and verifies (6.1.10);

(2) f0(x) is continuous, bounded and integrable on x > 0.

Then there exists a solution f (t, x) on [0, m-1) x [0, oo), represented by the series
(6.1.14), with fk(x), k > 1, constructed as above. This solution is continuous in (t, x),
analytic in t for fixed x, and satisfies (6.1.23)-(6.1.25).

Remark. We did not use the condition (6.1.5) in order to derive Proposition
6.1.1. If this condition is assumed, it is logical to see whetherf(t, x) > 0 is satisfied.
Otherwise, f (t, x) could not be regarded as a `density function', and the model
provided by equation (6.1.1) becomes meaningless.

Proposition 6.1.2. Under the assumptions of Proposition 6.1.1 and (6.1.5), the
solution f(t, x) constructed above satisfies f(t, x) >- 0, for x >- 0, 0 < t < m-1.
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Proof. Let us consider the solution f (t, x) in the `thin' strip, x >- 0,0< t< T, with
0 < T < m-1. For a fixed positive n we define for k = 0, 1, 2,..., n - 1,

f0n(x) = f0(x), J(k+1)n(x) = fkn(x) +
Tn-'

[fkn(x), fkn(x)]. (6.1.26)

Let

Tkn = IfknIL', Lkn = IfknIL°

Hence, Ton = Ao, Lon = Bo. From (6.1.26) we have

3AA0T 2
T(k+1)n :! Tkn + 2n Tkn,

if we take (6.1.12) into account, and

3AA0T
L(k+1)n <_ Lkn +

2n TkfLkn,

(6.1.27)

(6.1.28)

(6.1.29)

if we take (6.1.11) into account.
We now want to obtain upper bounds for Tkn and Lkn, independent of k or n.

Let us first consider (6.1.28). If we consider the recursion formula, with e > 0,

T - T 1
TEl + 3 2n T (6.1.30)(k+1)n - kn l 2n kni

for k = 0, 1, 2, ..., n - 1, with To" = To" = Ao, then we have, for every k >- 1,
Tkn < L. Hence, it will suffice to find an upper estimate for Tn, using (6.1.30).
Let us rewrite (6.1.30) in a more convenient form, by denoting for 0 < k < n - 1

a=1+
n ,

Ock

2naTTk".3

Then (6.1.30) becomes

(6.1.31)

ak+l = a(ak + ak), (6.1.32)

and letting h(x) = ax(1 + x), we can substitute for (6.1.32) the recursion formula

=
3AA0T

a A)« = h(a (6 1 33)o o.k+1 ,k 2na
..

It is easy to see that the iterations of h(x) satisfy the inequalities

/ k-1
0 < h(k)(x) < akx I 1 - Y a`x (6.1.34)

1=o

for those positive x for which the denominator in (6.1.34) is positive. Since

TE "
ak < a" = 1 + TE < exp(TE),

n

and
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k-1 ak - 1a= a
i=o a-1

from (6.1.33) and (6.1.34) one derives

2na 3AA0 exp(TE) (6.1.35)

3AA0r
a" <

3A - 2E[exp(rE) - 1]

The positiveness of the denominator in (6.1.35) is secured if we assume r, E > 0
are chosen in such a way that

r<E-11n(1+2E). (6.1.36)

The right hand side of (6.1.36) tends to 0o as E 10, which means that we can always
choose c > 0 in order to satisfy (6.1.36), for any T < m-1.

On the other hand, for such a choice of r, (6.1.35) provides an upper estimate
for and consequently for each Tk" given by (6.1.27), which is independent of
k or n. In other words, there exists a positive constant C1 such that

Tk"<C1, n>1,0<k<n-1. (6.1.37)

If we now proceed in the same way with (6.1.29) as we did with (6.1.28), and
take into account the estimate (6.1.37) for then a similar result is obtained
for the quantities

Lk"<L""<C2, n - 1,0<k<n-1, (6.1.38)

where C2 > 0 is independent of k or n.
Indeed, (6.1.29) and (6.1.37) yield

C )
L(k+1)n < 1 +

3AAOC1T

2n 1'kn,

from which we derive

(6.1.39)

L < 1 +
3A

2nC1
T)nBo

< Bo exp
C3AA2 C1 r

= C2. (6.1.40)

The estimates (6.1.37) and (6.1.40) show that the functions fk"(x), defined by
(6.1.26) are uniformly bounded and uniformly integrable in x, on [0, 00). From
their construction it is obvious that they are continuous, if fo(x) is continuous.
Moreover, since we assume fo(x) > 0, we also have 0, k = 0, 1, 2, ..., n.
Indeed, from (6.1.7) and (6.1.26)

J(k+l)n(x)
2n

fox Jkn(Y)fkn(x - Y)q(x - Y, y) dY

+ fkn(x)L1 - n fo fkn(Y)0(x,Y)dy]. (6.1.41)
n



280 Some applications of integral and integrodifferential equations

If we choose n sufficiently large, namely n > no = T(AC1 + 1), then the term in
the square brackets in (6.1.41) is positive. By induction, we then obtain from
(6.1.41) that all fkn(x) are non-negative, k = 1, 2, ..., n.

We will now define some functions Fn(t, x), by means of the following procedure:

( {' ( kT (k + 1)T
(6.1.42)

n n

for k = 0, 1, 2,..., n - 1. Our goal is to prove now that the (local) solution f (t, x)
can be approximated with any degree of accuracy by Fn(t, x), which will imply
fit, x) - 0inthestrip x>-0,0<t<T.

Let us introduce the quantities Ak and tk by means of the following formulas:

Ak=Sup{If(t,x)-Fn(t,x)I;x-0,k<t<(k+1)T{

n n

= sup { I fit, x) - fkn(x)I; x >- 0}, (6.1.43)

and

A = sup { I I fit, x) - x) I dx;
kT

<- t <
(k + 1)Tl

o n n J

= Sup {J
'*

I f(t, x) - fkn(x)I dx;
kT

<_ t <
(k + 1)Tl

. (6.1.44)
o n n J

In order to find upper bounds for Ak and µk, we will first establish some recursion
formulas. If we assume k >- 1, and take into account the existence of the first two
derivatives for f(t, x), then we obtain

f(t,x)-fkn(x)=f(t,x)- f(t -n x) +fI t-n, x/

J( [fk-1)n(x),f(k-1)n(x)]- k-1).(X) - -

-T 0 f (t - T,x\
+

oT2 02
f1t - 6T--

n at n n2 7t2 n
, x

+ f (t - n, x) - Ak-1)n(x) - n [J(k-1)n(x),fk-1)n(x)]

= f Ct - n, x/) - J(k-1)n()\ n

+
n Cf

(t - n, x) + f(k-1)nx),f {t - n, xJ - J(k-1)n(x)

OT2 02 6T, )
(6.1.45)+n2at2f t - nx,
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where 0 and a are such that 0 < 0, 0 < 1. We have taken into consideration the
fact that

8tf (t n, x) = [f( t - n, x), f (t - n, x)J,

which is nothing other than equation (6.1.1), in the form (6.1.8). From (6.1.45) we
obtain the inequality

If(t,x) - fkn(x)I < f (t -
n
-, x) - J(k-11n(x)

+ n I Lf (t - n,
x)+k_l)fl(x)f(t_

+ t - O--, x/
n22I8t2f \

(6.1.46)

But, taking into account the estimates (6.1.23)-(6.1.25), (6.1.37) and (6.1.40), we
can write

If1 t - ,x) + J(k-1),,(X) I < C3,\ n

f t- -, X + J(k-1),,(X) I dx < Co,
n

t f( e T )
t

t- n,x < C51

where G, i = 3, 4, 5, are some positive constraints, independent of k or n. From
(6.1.46), by using the estimates (6.1.11), (6.1.12) and (6.1.23)-(6.1.25), and the
notation (6.1.43) and (6.1.44) we obtain the following inequalities:

3Ar CSi2
2k < 2k-1 + 4n (C3Suk-1 + Ca2k-1) + n2 , (6.1.47)

3Ar Cki2
µk < µk-1 +

2ri
C3µk-1 + n2 , (6.1.48)

where C6 is determined from

I0`0

0P2

fit,

according to (6.1.25). If we rely on the mean value theorem, we can write

A0 < C,
i,

µo <
C$-1

(6.1.49)
n n

the existence of C7 and C8 being guaranteed by (6.1.24).

_, xJ - J(k-1)n(x)J
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Since (6.1.48) can be rewritten as

<
C1 +

3AC3T\ C6 r2
ltk - 2n J µk-1 + n2

we obtain, by the procedure used above, the estimates

Ik:!9 fLn:!
C9

n

and

C10

n

(6.1.50)

(6.1.51)

where C9 and C10 are new positive constants resulting from the recursion
inequalities (6.1.48) and (6.1.47).

From (6.1.43), (6.1.44), (6.1.50) and (6.1.51) we obtain

lim I f (t, x) - FF(t, x) I = 0, 0< t < r
n-oo

as well as

lim
fOlf(t,x)-fn(t,x)Idx=0.nom 0

This completes the proof of Proposition 6.1.2, because, as noticed above, we
can choose i as close as we want to m-1.

The next step in obtaining an improvement of the existence result is to extend
the interval [0, m-1), in which Proposition 6.1.1 holds, to the whole positive
semiaxis t >- 0.

Theorem 6.1.3. Under the hypotheses of Propositions 6.1.1 and 6.1.2, there exists
a solution f(t,x) of equation (6.1.1), satisfying (6.1.4), which is defined for x >- 0,
t >- 0, is continuous, bounded, nonnegative, analytic in t for each fixed x >- 0, and
integrable in x for each t >- 0. Moreover, the solution is unique.

Proof. Under the assumptions of Theorem 6.1.3, the existence of a local solution
f(t, x) is assumed in the strip x >- 0, 0 < t < m-1. If we fix some t1, 0 < t1 < m-1,
then f (t1, x) is, according to Propositions 6.1.1 and 6.1.2, continuous, bounded,
integrable and nonnegative on x >- 0. Therefore, f(t1,x) can be taken as initial
data, and Proposition 6.1.1 guarantees the existence of a solution defined in the
strip x > 0, t l < t < t2. Again, f(t2, x) satisfies the conditions required to be
taken as initial functions for (6.1.1) and the process can be continued indefinitely.
As a result, we obtain an increasing sequence {t}, such that (6.1.1) has a solution
with the stated properties in the strip x >- 0, 0 < t < t, j +oo, then Theorem
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6.1.3 is proven. The case tm T T, T < +oc, cannot actually occur. This is the fact
that we need to prove, in order to conclude the proof of Theorem 6.1.3.

Notice that, if T < +oo, we must necessarily have tm+1 - tm -> 0 as m -> oo.
But in Proposition 6.1.1 we obtained for m the value (6.1.22). If by A0(tm) we
denote the L 1-norm off (tm, x), so that AO = AO (O), then by (6.1.22) we can write

1

tm+1 tm > 3AAo(tm),
m > 0. (6.1.52)

Consequently, if T < +oo, one must have

Ao(tm) -+ oo as m - oo. (6.1.53)

Now let us consider, in accordance with the above notation, the function

A0(t) = I.f(t,x)IV . (6.1.54)

In order to estimate A0(t), we shall integrate both sides of equation (6.1.9) from
0 to oo, which is equivalent to (6.1.1) and the initial condition (6.1.4). We obtain

J J o
fit, x) f (t, y) O(x, y) dx dy dt, (6.1.55)A0(t) = AO - 2 o

if we take into account the relationship

f q(x - y, y)f(t, x - y)f(t, y) dy dx = O(x, y)f(t, x)f(t, y) dx dy.
o o0 ox

All the integrals appearing in (6.1.55) or in the formula above are convergent
(absolutely) because of our assumptions on 0, and because f (t, x) is integrable on
[0, oo) for each t < T From (6.1.55) we obtain

A0(t) < AO, 0:5 t < T, (6.1.56)

because the integral in the right hand side of (6.1.55) is nonnegative. But (6.1.56)
is incompatible with (6.1.53), which means that the hypothesis T < +00 leads to
a contradiction. Therefore, the first part of Theorem 6.1.3 concerning the global
existence of the solution f (t, x) is proven.

We shall now prove the uniqueness of the solution, within the class of functions
satisfying the properties specified in the statement for f(t, x). In other words, we
assume there exists another solution g(t,x) of (6.1.1), (6.1.4), such that it is
continuous for x > 0, t >- 0. It is integrable in x for each fixed t, and I g(t, x)I LI

remains bounded on any finite interval 0 < t < T < +oo.
If we start with (6.1.10) and the similar relationship for g(t, x), then we obtain

fit, x) - g(t, x) = J [ f (s, x) + g(s, x), f (s, x) - g(s, x)] ds.
0

Taking the absolute value in both sides of the preceding equation, and then
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integrating in x from 0 to oo, we have

J
,* If(t,x) - g(t,x) I dt < fo

t Jr1D

o Jo
and by using (6.1.12) we obtain

foo
If(t,x) - g(t,x)Idx

I [ f (s, x) + g(s, x), f (s, x) - g(s, x)] I dx ds,

2 0

f.-
I f(s, x) - g(s, x)I dx } ds. (6.1.57)< - I f(s, x) + g(s, x)I dx Jo

JJJ

Changing the order of integration is valid under our assumptions. But on the
basis of the properties established for f, and the fact that Ig(t,x)ILI is bounded
on any finite interval 0 < t < T < oo, we can write

foo

If(t,s)+g(t,x)Ids-<K, 0<t<-T,

for some K = K(T) > 0. Then (6.1.57) leads to the following inequality for

h(t) = f
o

I fit, x) - g(t, x) I dx, 0 < t < T:

h (t)<32K joh(s)ds, 0<t<T. (6.1.58)

But (6.1.58) and h(0) = 0 imply h(t) = 0 on [0, T]. Since T is arbitrary, we obtain
If - g I L' = 0 for every t >- 0. If we also keep in mind that f and g are continuous
functions, we obtain f (t, x) - g(t, x), x >_ 0, t >- 0.

This ends the proof of Theorem 6.1.3.

6.2 Optimal control processes governed by Volterra integral equations

We shall deal in this section with the problem of minimizing a functional of the
form g°(x(T)), with respect to all x(t) which satisfy the integral equation

x(t) = f(t) + J [k(t, s, x(s)) + g(s, x(s), u(s))] ds (6.2.1)
0

on the interval [0, T], T > 0, with the control function

u: [0,T]->UcRm (6.2.2)

assumed to be (Lebesgue) measurable.
In addition, we impose some constraints at the end of the interval [0, T],

namely
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g;(x(T)) 0, j = 1, 2, ..., p, (6.2.3)

g;(x(T)) = 0, j = p + 1, ..., q. (6.2.4)

More precise conditions on the functions involved will be given below.
First, notice that a more typical problem of optimal control can be reduced

to the above formulated one. Indeed, if we introduce one more variable by the
formula

Y(t) = g°(x(t)), (6.2.5)

then the vector g(t) = col(x(t), y(t)) satisfies an equation of the form (6.2.1), while
the functional to be minimized is, according to (6.2.5), y(T). Hence, we have a
problem of the type mentioned above.

We shall now formulate the conditions under which we will conduct the
discussion of the problem.

(1) g°: R" -. R, and g,: R" -- R, i = 1, 2,..., q, are continuously differentiable;
(2) f : [0, T] R" is continuous;
(3) k: [0, T] x [0, T] x R" -. R" is continuous, together with its first partial

derivatives aki/8x;;
(4) g: [0, T] x R" x U -+ R" is continuous together with its first partial deri-

vatives 8gi/8x;, with U c R' a closed set;
(5) g and 8g/8x are locally bounded in [0, T] x R" x U, which means that,

for every compact K c R", there exist constants M9, Ng > 0, such that

Ig(t,x,u)I < M9,

ax g(t, x, u) < N9
(t, x, u) e [0, T] x K x U. (6.2.6)

We shall now formulate the definition of admissible pairs (x, u), where (x, u):
[0, T] - R"+'. The pair (x, u) will be called admissible with respect to the optimal
control problem min g°(x(T)), under constraints (6.2.1)-(6.2.4), if x: [0, T] - R"
is continuous, u: [0, T] - U c R" is Lebesgue measurable, and all the relations
(6.2.1)-(6.2.4) hold.

Another condition that will be assumed throughout this section is:

(6) there exists at least one admissible pair (x, u) for our problem.

As usual, we shall refer to x as the admissible trajectory which corresponds
to the admissible control u.

Another concept that we shall need in finding necessary conditions (the
maximum principle) for the existence of an optimal pair (x°, u°), i.e., such that
9°(x°(T)) attains the minimum value, is that of perturbation of an admissible
control.

Let (x°, u°) be an admissible pair, and consider a positive integer N, a



286 Some applications of integral and integrodifferential equations

partition of [0, T], 0 < t1 < t2 < < tN < T, such that each ti is a Lebesgue
point for g(t, x°(t), u°(t)), and some elements v' c- U, i = 1, 2, ..., N. Let S =
{(ti, vi); i = 1, 2,..., N}. Further, let AN = {a = (a1, a2,..., aN) a RN, a; >- 0, i = 1,
2,..., N}, and J(i) = { j; 1 < j < i, with tj = ti }. The following constants are
defined by

when J(i) = 0,

aj when J(i) 0 .
jeJ(i)

We will need the intervals Ii = [ti + bi, ti + bi + ai).
Notice that Ii c [0, T), provided I a I is sufficiently small. Also, for sufficiently

small IaIone has Ii nIj=¢for i, j= 1,2,...,N,i j.
The perturbed controls are defined on [0, T] by

rvi when teli,

u(t; a) =
( U Ii).

(6.2.7)
u°(t) when t e C

N

(U 111

As noticed above, for sufficiently small lal, a e AN, the perturbed controls
u(t; a) are Lebesgue measurable functions satisfying u(t; a) e U a.e. fort e [0, T].

It is of primary interest to show that for each perturbed control u(t; a) defined
by (6.2.7), there exists an associated trajectory x(t; a). In order to achieve this
goal, we need the following auxiliary result.

Lemma 6.2.1. There exist a constant L > 0, and a neighborhood W n 0 E RN,
such that for all a e AN n W one has

IT

Jo

I g(t, x°(t), u(t; a)) - g(t, x°(t), u°(t))l dt < Ll al. (6.2.8)

Proof. If we denote by y(T; a) the left hand side of (6.2.8), and take into account
(6.2.7), then

N

y(T; a)
=

If(t, x°(t), vt) - f(t, x°(t), u°(t))I dt.
i=1 tt+bi

One sees that y(T; a) is differentiable with respect to a for sufficiently small Ial,
and therefore we have

y(T;a) = aay(T;0) + IaIe(a),

where e(a) -4 0 as lal -3 0. Consequently, there exists 61 > 0, such that for all
a E AN with lal < 81, one has

ly(T;a)I < \laay(T;O)I + 1 Ilal = Llal.
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We can now proceed to the construction of a `trajectory' x(t; a), associated
with the control u(t; a). We do not look yet for a trajectory satisfying the
constraints (6.2.3), (6.2.4).

Proposition 6.2.2. Let (x°, u°) be an admissible pair, and the set S fixed. Then,
there exists a neighborhood Vs of 0 E RN, such that, for all a e Vs n AN, the integral
equation

x(t) = f(t) + f t [k(t, s, x(s)) + g(s, x(s), u(s; a))] ds (6.2.9)
0

has a solution x = x(t; a), defined on [0, T].

Proof. For fixed b > 0, let

Bb ={(t,s,x);0<s<t<T,Ix-x°(t)I <b}.

Since Bb is a compact set, the boundedness of k and cak/8x is assured on B6.
Now define the operator T by

(Tx)(t) = f(t) + J [k(t, s, x(s)) + g(s, x(s), u(s; a))] ds, (6.2.10)
0

where x c- C([0, T], R"). For every fixed a e AN, the operator T takes the space
C([0, T], R") into itself. Obviously T is continuous on C([0, T], R").

We shall prove that the usual method of successive approximations, starting
with x°(t), leads to a convergent sequence in C([0, T], R"), provided Ial is small
enough. In other words, we shall prove that the sequence {Tmxo} c C([0, T], R")
converges. Let x'° = T'xo, m > 1. Then, taking into account that x° satisfies
equation (6.2.1) with u = u°(t), we obtain

Ix' (t) - x°(t) I <- fo Ig(s, x°(s), u(s; a)) - g(s, x°(s), u°(s))I ds,

hich by Lemma 6.2.1 yieldsw

Ix'(t) - x°(t)I < Lial, t e [0, T]. (6.2.11)

Consequently, we have Ix'(t) - x°(t)I < b on [0, T], as soon as L I a I < b. This is
a restriction on IaI, which has to be compared with I a I < 6l, 61 > 0, as in Lemma
6.2.1. Similarly,

Ik(t,s,xl(s)) - k(t,s,x°(s))I dsIx2(t) - xl(t)I <- fo

+ fr g(s,xl(s),u(s;a)) - g(s,x°(s),u(s;a))Ids

< (K + N9) Ixl(s) - x°(s)Ids,
0
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where K > 0 is chosen such that

8k

8x
< K in Bb,

while N. is as in (6.2.6). From (6.2.11) and the above estimate for Ix2(t) - xl(t)I
we obtain the inequality

Ix2(t) - x1(t)I < MLIaIt, (6.2.12)

with M > 0 such that K + Na < M. We see from (6.2.12) that Ix2(t) - x1(t)I < b
on [0, T], provided a is such that MLTI aI < b, or IaI < (b/L)(MT)-1.

We will now assume

IaI < min 61,
b
Le-MT (6.2.13)

This assumption implies both conditions Ial < b/L and IaI < b/L(MT)-1, en-
countered above.

It is now a straightforward procedure to obtain the following estimates on
[0, T]:

Mtm 1l(m-1(t)I < LI )m(t) -I (6 2 14)a mx x 1)i,

Ixm(t) - x°(t)I < b.

. .

(6.2.15)

We start with (6.2.14), which reduces to (6.2.12) for m = 2, and to (6.2.11) for
m = 1. If, by induction, we assume Ixk(t) - x°(t)I < b for k = 1, 2, ... , m, then the
recursion formula xm+1 = Txm leads to

Ixm+l(t) - xm(t)I < Jo I k(t, s, xm(s)) - k(t, s, xm-1(s))l ds

+ Jo Ig(s, xm(s), u(s; a)) - g(s, xm-1(s), u(s; a))I ds

< M
fo

I xm(s) - xm-1(s)I ds on [0, T].

Consequently, we have the simple recursion inequality

Ixm+1(t) - xm(t)I < M fo Ixm(s) - xm-1(s)I ds on [0, T]. (6.2.16)

Let m = 2,3.... successively; we obtain the validity of (6.2.14) for every m, noticing
at the same time that
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Ixm(t) - x°(t)I Ixm(t) - xm-l(t)I + ... + Ixl(t) - x°(t)I

L laI Mt)m
1 Mt m 2

< l

(m 1)! + (m) 2)!
+ ... + 1

< L I a l eMT < LeMT L e-MT = b.

Therefore, the validity of (6.2.14), (6.2.15) is established for any m, which means
that xm(t) -> x(t) - x(t; a) uniformly on [0, T]. One has in [0, T]

x(t; a) = f(t) +
J

t [k(t, s, x(s; a)) + g(s, x(s; a), u(s; a))] ds,
0

as well as I x(t; a) - x°(t)I < b, provided a satisfies (6.2.13).
The uniqueness of this solution can be obtained, within the class of those

functions x(t) verifying Ix(t) - x°(t)I < b, in the standard way.
This ends the proof of Proposition 6.2.2.

Under the assumptions formulated at the beginning of this section, one can
obtain even the differentiability of the solution x(t; a), with respect to a. We shall
formulate this property in the following.

Proposition 6.2.3. The function x(t, a) defined in Proposition 6.2.2 is differentiable
with respect to a, at a = 0, and satisfies the system

a

aa x(t; a)I a=e = g(tt, x°(tt), v,) - g(t;, x°(t,), u°(t;))
J

+ f1j [8x k(t, s, x°(s)) + ax
g(s, x°(s), u°(s))J [aa x(s; a)I - ds

i a=0

(6.2.17)

on [t;, T], j = 1, 2, ... , N.

Proof. Let us fix j, and consider the linear integral equation

y(t) = g4;,, x°(t;), v;) - g4;, x°(t,), u°(tt))

+ J ;
ax k(t, s, x°(s)) + ax g(s, x°(s), u°(s))y(s) ds (6.2.18)

on the interval [t;, T]. This integral equation is linear in y, and has a continuous
kernel. Therefore, (6.2.18) has a unique solution y = y'(t) on the interval [t;, T].

Let c > 0 be sufficiently small, and consider the vector a' = (0,..., 0, 8, 0,..., 0)
e AN, i.e., the vector whose coordinates are all zero, except for the coordinate of
rank i, 1 < i < N. Now we consider for fixed i the vector
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x(t; a`) - x°(t)
d(t;E)= -y(t), t;<t<T (6.2.19)

C

By elementary transformations we find the following inequality for A(t;E):

IA(t;s)l E-' Ii, Ck(t, s, x(s; a`)) - k(t, s, x°(s))

-s
ax

k(t, s, x°(s))yt(s)] ds

+ E-' fi, Cg(s, x(s; a`), u°(s)) - g(s, x°(s), u°(s))

-8 ax g(s, x°(s), u°(s))Y`(s)] ds

ti+E

E-1 [g(s, x(s; a`), v,) - g(s, x°(s), u°(s))] dsii
- [g(ti, x°(t1), vd - g(t1, x°(t,), u°(t1))]

i+E a
g(s, x°(s), u°(s))y`(s) ds

ax

We shall now estimate each (o;(E), j = 1, 2, 3, 4, separately. For col(E) we have
obviously

Ck(t,s,x(s;a`)) - k(t,s,x°(s))wt(E)
E-t

f'i L

t

ft,.

- k(t, s, x°(s)) {x(s; a`) - x°(s)}] ds

8x
k(t, s, x°(s)) IA(s,E)Ids.

From the estimate found for I xm(t) - x°(t)I at the end of the proof of Proposition
6.2.2, we obtain

I x(t; a) - x°(t)I < Ll al exp(MT),

and for sufficiently small s > 0

Ix(t;a) - x°(t)I < Lsexp(MT), (6.2.20)

on [0, T]. Taking into account (6.2.20), the above inequality for col(E) yields
because of the differentiability of k(t, s,

J

x):

col(E) < Q1(E)Lexp(MT) + ` I axk(t,s,x°(s))I IA(s,E)I ds, (6.2.21)
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where a1 (e) -> 0 as a - 0. A similar estimate holds for w2(e):

w2(e) < a2(e)Lexp(MT) + f
t

,

a
g(s, x°(s), u°(s))

ax
IA(s,e)Ids, (6.2.22)

where a2(s) -+ 0 as a -> 0. As far as w3(e) and w4(e) are concerned, it is obvious
that they both tend to zero as a -> 0. Consequently, d (t; e) given by (6.2.19)
satisfies the following estimate:

IA(t;e)I < [a1(9)+ a2(e)]Lexp(MT)

a k(t, s, x°(s)) +
x 9(s, x°(s), u°(s))

0-x

+ W3(e) + w4(e), t e (ti, T].

I I A(s, s)l ds

We can write the above inequality in a more concise form, namely

Id(t;e)I<a(e)+ J'11k(
ax

...)I+laxg(...)I{Id(s;e)Ids, (6.2.23)

where
a(e) = [al(e) + a2(s)]Lexp(MT) + w3(e) + w4(e) -+0

as a -+ 0. The linear integral inequality (6.2.23) yields from Gronwall's lemma

IA(t;e)I < a(e)exp[(K + N0)T], t E [ti, T]. (6.2.24)

From (6.2.24) one obtains d (t; e) --+ 0 as a -,. 0 (uniformly in t), which means
that

a
Taix(t;a)Ia=o = y(t),

and this is what we wanted to show.
This ends the proof of Proposition 6.2.3.

(6.2.25)

Remark. It is possible to find an integral representation of the derivative whose
existence is proven in Proposition 6.2.3. As shown above, yi(t) from (6.2.25) is
the solution of the integral equation (6.2.18) on [ti, T]. Let us define

zi(t)={0 for0<t<t;,
(6.2.26)

y'(t) forts < t < T.

The integral equation (6.2.18) becomes

z'(t) = [9(t;, x°(t;), v') - 9(tj, x°(tj), u°(t;))]X;(t),

+
E [ax k(t, s, x°(s)) +

ax
g(s, x°(s), u°(s))l zi(s) ds, (6.2.27)

where X;(t) is the characteristic function of the interval [t;, T].
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In Section 1.3, we showed that for each (continuous) Volterra kernel, there
exists a resolvent kernel. In the present situation, the matrix kernel is

8x
k(t, s, x°(s)) + a Os' x°(s), u°(s)), (6.2.28)

and we can claim only its measurability. At the same time, because of our
assumption (5), the kernel (6.2.28) is bounded. Therefore, it is in L. The con-
struction of the corresponding resolvent kernel is similar to the construction
corresponding to the continuous case. For details, see the discussion of this case
in Neustadt [1]. Hence, we can represent the (unique) solution of equation (6.2.27)
in the form

z'(t) = [g(ttj, x°(t,), v') - g4;, x°(t;), u°(t;))] x;(t)

+ J t R(t, s) [g(t;, x°(t;), v') - g(tj, x°(t;), u°(t;))] x;(s) ds, (6.2.29)
t

where R(t, s) is the resolvent kernel associated with (6.2.28). It also belongs to L.
Taking into account (6.2.26), the formula (6.2.29) reduces to

a
x(t; a) l a=e = y'(t) = I-

J
t R(t, s) dsJ ' [g(t;, x°(;), v') - g(;, x°(t), a°(;))].

8a; t;

(6.2.30)

This formula yields the integral representation we mentioned above. As usual,
I stands for the unit matrix.

We can now discuss the optimal problem we formulated at the beginning of
this section. Two more auxiliary propositions will be established, before we
can approach the problem in full generality. These propositions are based on
optimization in finite dimensions (mathematical programming), and they rely on
the Lagrange method of multipliers.

Lemma 6.2.4. Let the set S be fixed, and assume (x°, u°) is an optimal solution
for the problem: minimize g°(x(T)), under the constraints (6.2.1)-(6.2.4). Then, there
exist multipliers co, Cl, ..., c9, such that

c; 0, j = 0, 1,2,...,p, (6.2.31)

c;g;(x°(T))) = 0, 1, 2, ..., p, (6.2.32)

0 < d(c) [I -
T

R(T, s) dsJ [g(t;, x°(,), v') - g(t;, x°(t;), u°(t;))], (6.2.33)fj
for j = 1, 2, ..., N, where

d(c) = co g°(x°(T)) + cj-g;(x°(T)). (6.2.34)
8x ;-t 8x
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Proof. Since (x°, u°) is an optimal pair for our problem, it means that the
finite-dimensional problem

minimize { g°(x(T; a)); a e V n AN, gj(x(T; a)) < 0,
1 < j < p, gj(x(T; a)) = 0, p + 1 < j < q},

with VS as indicated in Proposition 6.2.2, has an optimal solution for a = 0.
Hence, according to a standard result in mathematical programming (see, for
instance, Pshenichnyi [1]), there exist multipliers ci, 0 < j < q, such that

9

Z Icil=1,
=o

with both (6.2.3 1) and (6.2.32) satisfied, and for each b e V$ n AN

gj(x(T; a))]I.0 < bi
8

cogo(x(T; a)) +
9

Y_
i=1 8a; i=1 a=8

(6.2.35)

If one takes b. = 0 except for one index, then we obtain from above the inequality

0 < a [cog°(x(T; a)) + Y_ gj(x(T; a))]
i i=1 a-8

which leads to (6.2.33), if we take into account (6.2.30), (6.2.34).

Lemma 6.2.5. If (x°, u°) is an optimal solution for the problem formulated in
Lemma 6.2.4, then there exist multipliers ci, j = 0, 2, ... , q, such that (6.2.35) holds,
and the inequality

0 < d(c) [I - J
T

R(T, s) dsj [g(t, x°(t), v) - g(t, x°(t), u°(t))] (6.2.36)
r

is satisfied a.e. for t e [0, T], and all v e U.

Proof. Let S denote an arbitrary set as described above when defining perturbed
controls. From Lemma 6.2.4 we obtain the existence of the multipliers cj, j =
0,1, ..., q, such that (6.2.31)-(6.2.33) hold true. Let M(S) be the set of all possible
multipliers attached to S. The set M(S) is nonempty and compact in Rq+1 (see
(6.2.35)). We want to show that

nM(S)oo.
s

Let us start with a finite number of sets S, say Si, i = 1, 2, ... , r, and define

r
So = U Si.

i=1

It can be easily seen that So has the same form as each Si (if necessary, we
rearrange the elements). Hence, M(So) 0. Moreover, M(S°) c M(Si) for i =



294 Some applications of integral and integrodifferential equations

1, 2, ..., r, and this implies

m(so) n M(S3)

Therefore, the set {M(S)}, with all possible S as described above, has the property
of finite intersection. And a collection of compact sets (in this case, in Rq+1) with
the finite intersection property has a nonempty intersection. Therefore, if the
multipliers c;, 0 < j < q, are an element inns {M(S)}, the conditions (6.2.31),
(6.2.32) and (6.2.35) are satisfied.

Let us now notice that the set of the points that are non-Lebesque points
for the map s -+ g(s, x°(s), u°(s)) is a set of (Lebesgue) measure zero. Moreover,
for any (s, v) E [0, T] x U, where s is a Lebesque point for the maps s -
g(s, x°(s), u°(s)), it belongs to some set S. Hence, we have

0 < d(c) I I - J
T

R(T, s) ds] [g(t, x°(t), v) - g(t, x°(t), u°(s))]
r

for all v e U, and almost all t c- [0, T].
This ends the proof of Lemma 6.2.5.
We are now able to provide a set of necessary conditions for the optimality

of a pair (x°, u°), with respect to the basic problem considered in this section.
The next result is similar in content to the Pontryagin's maximum principle,
which corresponds to ordinary differential systems (i.e., when k(t, s, x) - 0, and
f(t) = Const.).

Theorem 6.2.6. Consider the optimal control problem

minimize g°(x(T)),

under constraints (6.2.1)-(6.2.4), and assume the validity of conditions (1)-(5)
formulated above. Then if (x°, u°) is an optimal pair, there exist constant multipliers
Zj, 0 < j < q, and a function : [0, T] - R", such that:

q

(i) E IA;I1, Ij<0,0j<p, A;g;(x°(T))=0, 1j<_p;
1=o

(ii) tfi(t) _ [_k(T,t,x0(t)) + a g(t, x°(t), u°(t))]

+ J
T

Ill(s) [_k(s,t,x0(t)) + ag(t, x°(t), u°(t))] ds;
r

where

q-d(A) = Ao
a

g°(x°(T)) + 2j
8

g;(x°(T));ax j=1 8x
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(iii) for almost all t e [0, T],

T T

I d(A) - J hi(s) dsJ g(t, x°(t), u°(t)) = max 11 d(?) - J hi(s) dsJ g(t, x°(t), v)
t veU t

Proof. Lemma 6.2.5 yields the existence of multipliers c;, 0 < j< q, such that
(6.2.31), (6.2.32) and (6.2.35) hold. Let A; = -c;, 0 < j < q. Then (i) is obviously
verified. From (6.2.36), which is part of Lemma 6.2.5, we obtain

0 > d(2) [I - J
T

R(T, s) dsJ' [g(t, x°(t), v) - g(t, x°(t), u°(t))], (6.2.37)
r

a.e. on [0, T], and for all v e U.
Let us now define

fi(t) = d(t)R(T, t), t e [0, T]. (6.2.38)

From the definition of the resolvent kernel R, we have on [0, T]

(t) _ -d(2) [a k(T, t, x°(t)) +
ax

g(t, X'(0, u°(t))I

+
J

r
O(s) Lax k(s, t, x°(t)) +

ax
g(t, x°(t), u°(t))] ds. (6.2.39)

Indeed, R(t, s) satisfies the so-called equation of the resolvent kernel

R(t, s) - [8x k(t, s, x°(s)) + 8x g(s' x°(s)' u°(s))]

+ J R(t, u)[k(u, s, x°(s)) + g(s, x°(s), u°(s))I du,
s L

which combined with (6.2.38) leads immediately to (6.2.39). Hence, (ii) is proven.
If we take (now into laccount (6.2.37), (6.2.38), we can write

lI.- J
T

0 (s) ds] . g(t, x°(t), u°(t)) ? [d(t) - J
T

(s) ds . g(t, x°(t), v),
r r J

for almost all t e [0, T], and all v e U. The last inequality establishes (iii).
Theorem 6.2.6 is thus proven.

Remark 1. The proof of the maximum principle for the control processes
governed by Volterra integral equations can be extended to the more general
case when equation (6.2.1) is substituted by the more general one

x(t) = f(t) + f [k(t, s, x(s)) + h(t, s, x(s))g(s, x(s), u(s))] ds,
0
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where h is smooth enough. See this case in Carlson [1], from which we have
adapted to the case h - I.

Remark 2. In the special case k(t,s,x) = 0, f(t) = Const., equation (6.2.1)
becomes

x(t) = C + J g(s, x(s), u(s)) ds,
0

which is obviously equivalent to

x'(t) = g(t, x(t), u(t)) a.e. on [0, T], (6.2.40)

under the initial condition x(0) = C.
Then Theorem 6.2.6 provides the classical result (Pontryagin) about the

necessary conditions for an optimal pair (x°, 0°). Indeed, let us assume that we
want to minimize the functional g°(x(T)), over the set of all x satisfying (6.2.40),
and the initial condition x(0) = x° e R". We assume the trajectory x, correspond-
ing to a given measurable control u: [0, T] -> U is not subject to `terminal'
constraints of the form (6.2.3) or (6.2.4). In other words, we can take g;(x) - 0,
j= 1,2,...,q.

If we let

0(t) _- 9°(x°(T)) -
J

k(s)ds, t e [0, T],
r

then 0 satisfies the equation of the `adjoint' system (obtained immediately from
(6.2.39)), q'(T) = -(8/8x)g°(x°(T)), while the condition (iii) from Theorem 6.2.6
takes the well-known form

H(t, x°(t), u°(t), 0(t)) >- H(t, x°(t), v, 0(t))

for any v e U and t e [0, T], where

H(t,x,u,b) g(t,x,u).

We shall conclude this section with a discussion of an elementary optimization
problem in which integral operators of Fredholm type are involved. There is no
connection between this problem and the one discussed above, regarding control
processes described by Volterra integral equations. I decided to include this
problem in this section because it is another illustration of the usefulness of
integral equations/operators in treating applied topics.

Let us consider the integral operator

y(t) = (Kx)(t) =
f b

k(t,s)x(s)ds, (6.2.41)
a

and assume it is acting from LZ([a, b], R) into itself. The kernel k(t, s) is supposed
to be square integrable on [a, b] x [a, b], i.e., satisfies the condition
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f b f b
J k(t, s)12 dt ds < +00. (6.2.42)

a a

In practice, k(t, s) is usually smoother.
In what follows, we shall denote the left hand side of formula (6.2.41) by y(t; x).
The optimization problem we want to consider can be formulated as follows:

let y(t) e L2([a, b], R) be given, and denote

1(x) = J 6 [y(t;x) - y(t)]2dt; (6.2.43)
a

find min 1(x), with respect to all x(t) e L2([a, b], R), subject to the constraint

Ix(t)I < 1 a.e. on [a,b]. (6.2.44)

In order to determine x0(t) e L2([a, b], R), such that 1(xo) = min 1(x) under
constraint (6.2.44), we will proceed as follows. For every s, 0 < e < 1, let us
consider the control

xE(t) = x0(t) + 8[X(t) - x0(t)],

where x(t) e L2([a, b], R) is a fixed control satisfying (6.2.44). It can easily be seen
that xE(t) is admissible, i.e., it is in L2([a, b], R) and verifies (6.2.44). Then, a
necessary condition for xo(t) to provide the minimum of 1(x) is obviously

1(Xr.%=0 >- 0. (6.2.45)

Actually, in (6.2.45) we understand the right derivative at e = 0. Without any
difficulty, we find out that (6.2.45) can be rewritten as

b [y(t; x0) - y(t)] [y(t; x) - y(t; x0)] dt > 0. (6.2.46)
a

This inequality must be verified by any x e L2 ([a, b], R), under constraint (6.2.44).
Of course, (6.2.46) can be also written in the form

f b
[ y(t; x0) - y(t)]

f b
k(t, s) [x(s) - x0(s)] ds dt >- 0, (6.2.47)

a a

if we have in mind (6.2.41) and the meaning of y(t; x). Since x(s) is arbitrary in
L2([a,b],R), subject to (6.2.44), we can choose it in the following manner: for
fixed 0 e (a, b), we let x0(s) = x = cont., I s - 01 < E, and xe(s) = xo(s), I s - 01 > s,
with lxi < 1. For 0 = a or 0 = b one proceeds in an obvious manner. It is easy
to see that xe(s) is an admissible control. Substituting this control in (6.2.47),
dividing both sides by 2E, and then letting a -+ 0 we obtain the inequality

f b
[y(t; x0) - y(t)] k(t, 0) [x - x0(0)] dt >_ 0. (6.2.48)

a
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The last inequality can be written as

r
[y(t; xo) - y(t)] k(t, 0) dt >- xo(O) f

b

[ y(t; xo) - y(t)] k(t, 9) dt, (6.2.49)x f b

a a

for every x e [-1, + 1], and for almost all 0 e [a, b]. The only way to satisfy this
inequality, under the conditions stated above, is to choose

xo(t) = -sign {
I

b [y(s; xo) - y(s)] k(s, t) ds},l a

t e [a, b]. (6.2.50)

On the other hand, y(s; xo) is defined by (6.2.41). If we substitute y(s; xo) in
(6.2.50), we obtain the following 'integral' equation

l
xo(t) = -sign

r
{ I b k(s, t)

L
J b k(s, u)xo(u) du - y(t) Ids (6.2.51)

If
a a )

Therefore, the optimal control xo(t), for the optimization problem stated
above, must satisfy the `integral' equation (6.2.51).

Remark 1. Equations of the form (6.2.41) do appear in connection with the
optimal theory of distributed parameters processes (i.e., dynamic processes
described by partial differential equations). In this case k(t, s) is a function defined
by means of the Green's function of the corresponding boundary value problem.
For the discussion of such problems, see for instance Lions [1].

Remark 2. If instead of (6.2.41) we start with a Fredholm integral equation

y(t) = x(t) +
f b

k(t, s)y(s) ds, (6.2.52)
a

for which 1 is not an eigenvalue, then y can be expressed in terms of x and of the
resolvent kernel attached to k.

6.3 Stability of nuclear reactors (A)

In this section we shall deal with stability problems for a class of integrodifferential
systems occurring in the theory of nuclear reactors. At the same time, this
investigation will provide a good example for the problem of stability (more
exactly, asymptotic stability) of nonlinear integrodifferential systems with infinite
delay by means of transform (Laplace) theory.

A certain amount of auxiliary material is necessary, and we shall begin
with the investigation of stability for a linear integrodifferential system which
appears in the process of linearization of the nonlinear system encountered in
the dynamics of nuclear reactors.

The first problem we want to discuss is the validity of a variation of constants
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formula for the linear system

z(t) = (Ax)(t) + f(t), t > 0, (6.3.1)

under the initial conditions

x(t) = h(t) for t < 0, x(0) = x0 E R". (6.3.2)

The operator A in (6.3.1) is fo rmally given byfo

OD t

(Ax)(t) = Y A;x(t - t;) + B(t - s)x(s)ds, (6.3.3)
.i=0

where A; are square matrices of order n and B: [0, oo) -+ 2(R", R") is locally
integrable. It is also assumed that the matrices A; are such that

00

E 1A,1 < +oo, (6.3.4)
1=0

with I A; 1 standing for a matrix norm (the same for all j), and t; > 0, j = 0,1,2,....
The first remark we want to make about the operator A is that a more general

form, such as

(Ax)(t) _ A;x(t - t;) + J B(t - s)x(s)ds,
j=0 00

does not lead to a substantially new case, because the first condition (6.3.2) allows
us to split the integral from -oo to tin two parts, the first one

J
B(t - s)x(s) ds =

I

CO
B(t - s)h(s) ds

being a known function. Of course, we assume here that all the integrals occurring
in the above discussion are convergent in some sense.

Hence, we can concentrate on the system (6.3.1), with initial data (6.3.2), under
the assumptions that A is given by (6.3.3).

A second remark we want to make about the operator A is the fact that A is
a Volterra (nonanticipative) operator. Indeed, as we can see from (6.3.3), in order
to determine (Ax)(t) we only use values of x(s) for s < t, because it has been
assumed that t; >- 0, j = 0, 1, 2, ... .

Finally, a third remark about the operator A is the fact that this operator is
acting on the space L OC(R+, R"), provided we agree to extend any x e L oC(R+, R")
to the whole real axis such that x e L2((-oo, t], R") for any t e R. In particular,
one can always set x(t) = 0 on the negative half-axis. It is also understood that
(6.3.4) is verified, while B is locally integrable from R+ into 2(R", R").

In order to check the property that A: L oC(R+, R") -* L2 JR+, R"), we will rely
on elementary properties of L2-spaces and convolutions.

First of all, because of condition (6.3.4), and the fact that x e L2((-oo, t], R")
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for t e R+, the convergence of the series

CO

Y Ajx(t - tj)
j=0

in the norm of L2(I, R") can be assured when I is any compact interval of the
real axis.

Second, the convolution product
ft

J0
B(t - s)x(s) ds

belongs to L2(I,R"), for any compact interval I c R, because B(t) is locally
integrable on R. See formula (2.3.9) for the estimate of the L2-norm of the
convolution product.

Consequently, the operator (6.3.3) acts from L oC(R+, R") into itself, provided
(6.3.4) holds, and B(t) is locally integrable on R. The inequality

with

IAxIL2 < AO(T)IxIL2, (6.3.5)

A0(T) = j I Ajl + J
T

I B(s) I ds, (6.3.6)
j=o o

on any interval belonging to [0, T], T > 0, is a consequence of the remarks made
above, and of the formula (2.3.9).

The above discussion about the operator A shows that A is a Volterra type
operator on L ,(R+, R"). The estimate (6.3.5) shows that we can apply the
conclusions reached in Section 3.3 to the operator A, thus obtaining the validity
of a variation of constants formula for the system (6.3.1), under initial conditions
(6.3.2).

More precisely, we have in mind the formula (3.3.6), which adapted to our
case becomes

x(t) = X (t, 0)x° +
fo

X (t, s) f(s) ds +
fo

X (t, s) (Bh) (s) ds, t e R+. (6.3.7)

The operator b appearing in the second integral in (6.3.7) is given by

oo

(Bh)(t) = Y Ajh(t - tj), t e R+, (6.3.8)
j=0

where his extended to the whole real axis by letting h(t) = 0 fort > 0. It is obvious
that Bh e L C(R+, R"), provided h e L2(R_, R").

Because of the general form of the operator A, it is possible to simplify formula
(6.3.7) somewhat and obtain better information about the function X (t, s). More
precisely, we shall prove that
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X(t,s)-X(t-s,0), 0<s<t< +co, (6.3.8)

and X (t, 0) - X (t) is completely determined as the matrix solution of the equation

i(t) = (AX) (t), t > 0, (6.3.9)

with the initial conditions

X(t) = 0 fort < 0,X(0) = I, (6.3.10)

where I is the unit matrix of order n.
Notice that the system (6.3.1), with initial conditions (6.3.2), can be reduced,

by integration from 0 to tt'> 0, to the functional integral equation

x(t) = J (Ax)(s)ds + J o [f(s) + (Bh)(s)] ds, (6.3.11)
0 o

while the first integral on the right hand side of (6.3.11) can be rewritten as

J , (Ax) (s) ds = J C(t - s)x(s) ds, (6.3.12)
0 o

where

C(t) = Y A;H(t - t;) + J B(u) du, (6.3.13)
j=0 o

and H(t) is the Heaviside function (H(t) = 1 for t >- 0, H(t) = 0 for t < 0). The
condition (6.3.4) implies the convergence of the series on the right hand side
of (6.3.13) in L°°(R+, R"). In any case, the function C(t) in (6.3.13) belongs to
L O.(R+, 2'(R", R")), and hence belongs to L; JR+, 2'(R", R")).

The functional integral equation (6.3.11) can be rewritten in the form of an
integral equation

x(t) = J C(t - s)x(s) + g(t), t c- R+, (6.3.14)
0

with C(t) given by (6.3.13) and g(t) given by

g(t) = J [f(s) + (Bh)(s)] ds, t c- R. (6.3.15)
0

In other words, x(t) satisfies a convolution equation, which is equivalent to the
initial value problem (6.3.1), (6.3.2).

For the kernel C(t - s) in (6.3.14) there exists a resolvent kernel C(t - s),
belonging to L oJR+, 2(R", R")), such that for any g(t) one can represent the
solution of (6.3.14) in the form

x(t) = f
o

- s)g(s) ds + g(t), t E R+. (6.3.16)
0
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Since in the construction of X (t, s) in Section 3.3 we had

X(t,s) = I + J "C(t-u)du,

we easily obtain from the above formula X (t, s) X (t - s, 0), and the formula
(6.3.7) becomes

J0

('o
x(t) = X(t)x° + X(t - s)f(s)ds + J X(t - s)(Bh)(s)ds, (6.3.17)

if we agree to denote X (t, 0) by X (t).
In order to prove that X (t) is determined by the equation (6.3.9) and the initial

condition (6.3.10), we shall notice that the solution of the homogeneous equation
9(t) = (Ax)(t), t > 0, with initial conditions x(t) = 0 fort > 0, and x(0) = x° a R",
is given according to (6.3.16) by x(t) = X(t)x°. This leads immediately to the
conclusion that X(t) must satisfy (6.3.9), as well as the first condition (6.3.10). The
second condition (6.3.10) follows from X (O) = X (O, 0) = I.

It is interesting, perhaps, to point out the fact that in order to derive the
variation of constants formula (6.3.17) for the system (6.3.1), under initial data
(6.3.2), we don't have to rely necessarily on formula (6.3.7) that was established
in Section 3.3, for the general case of operators acting from L; c(R+, R") into itself

Indeed, we can establish the equivalence of the initial value problem (6.3.1),
(6.3.2) with the convolution integral equation (6.3.14), in which C(t) is given by
(6.3.13) and g(t) by (6.3.15), under somewhat different conditions from those listed
above.

Namely, we will assume that condition (6.3.4) is verified, as well as the
condition

B(t) E LIOC(R+, Y(R", R")). (6.3.18)

Instead of the condition h(t) e LZ(R_, R"), we will impose the similar one

h(t) E L(R_, R"), (6.3.19)

which is the same as f o h(-s)( ds < +eo.
Under the above mentioned conditions, Bh a L,OC(R+, R"), if we agree as before

to let h(t) . 0 for t >- 0. Therefore all data involved in (6.3.14) have a meaning.
Of course, with regard to C(t) we have as seen above C(t) e L oC(R+, 2'(R", R")).

Now, we can deal with the integral equation (6.3.14) under the conditions
resulting from the above hypotheses on the system (6.3.1) and initial data (6.3.2).
What we have obtained is a convolution integral equation with locally L°°-kernel,
and absolutely continuous free term (g(t)). Of course, this Volterra equation is
solvable (uniquely!) for any g(t), and the solution is expressed by the formula
(6.3.16). Then we proceed as we did with (6.3.16), to obtain (6.3.17).

The validity of the variation of constants formula (6.3.17) for the initial value
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problem (6.3.1), (6.3.2), under the conditions (6.3.14), (6.3.18) and (6.3.19), is thus
established.

We shall now investigate some stability properties of the fundamental matrix
X(t), associated with the system (6.3.1). First, we shall define the so-called symbol
attached to the operator A given by (6.3.3), assuming that (6.3.3) takes place, and
B(t) is such that

I B(t) I e L' (R+, R). (6.3.20)

In other words, we will consider the analytic function

c0

say(s)
= Y A; exp(- t;s) + J B(t) exp(- ts) dt, Res > 0. (6.3.21)

j=0 0

Our assumptions (6.3.3) and (6.3.20) lead immediately to the conclusion that both
the series and the integral in formula (6.3.21) are absolutely convergent for
Res > 0. Of course, say(s) is analytic in the half-plane Res > 0.

For the extensive use of the symbol in the theory of integral equations, see
Gohberg and Feldman [1].

We can now formulate a stability result for the system (6.3.1), in terms of the
fundamental matrix X(t):

X(t) = (AX)(t), t > 0; X(0) = I; X(t) = 0, t < 0. (6.3.22)

Theorem 6.3.1. Under conditions (6.3.4), (6.3.20) for the operator A given by
(6.3.3), the following properties of X(t) are equivalent:

(1) det[sI - .d(s)] 0 for Res >- 0;

(2) IX(t)I eL'(R+,R);
(3) I X (t) I e LP(R+, R), for any p satisfying 1 < p < oo.

Proof. It is easy to show that (2) . (1). Indeed, if X(t) satisfies (2), then IX(t)I =
I (AX)(t) I is also in L' (R+, R) from (6.3.3) and (6.3.20). Hence, we can take Laplace
transforms on both sides of X (t) _ (AX)(t), which leads to

sX (s) - I = d(s)X (s), Res > 0. (6.3.23)

Consequently,

[sI - say(s)] X (s) = I, Res >- 0, (6.3.24)

which shows that (1) must hold.
Notice that the validity of (1) implies, according to (6.3.24),

X(s) = [sI - say(s)]-', (6.3.25)

for those s for which (6.3.24) holds.
We shall now prove that (6.3.25) is indeed satisfied for Res >- Q0, where Q0 > 0

is conveniently chosen. If we let
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ao = j IA;I + J IB(s)Ids, (6.3.26)
J=0 0

which makes sense because of our assumptions (6.3.3) and (6.3.20), then from
(6.3.22) we derive easily

1
sup IX(s)I < ,,In + ao

J
t ( sup IX(u)I f ds.

0<s 0 05u5s /

Applying Gronwall's estimate, we obtain from above

IX(t)I < Jnexp(aot), t >- 0. (6.3.27)

Inequality (6.3.27) shows that the Laplace transform of X(t) does exist at least
for Res > ao. In other words, (6.3.25) is satisfied for (at least) those s for which
Res > ao.

Let us now write (6.3.25) in the form

S

ms(s) 1 ,
X(s)= s+11 s+1 s+l' (6.3.25)

We know that (6.3.25') is valid for Res > ao. If we now examine the right hand
side of (6.3.25'), we notice that I(s + 1)-' is the Laplace transform of the matrix-
valued function I exp(- t). The first factor has some properties that will guarantee
that the right hand side of (6.3.25') is the Laplace transform of a convenient matrix
function.

First of all, notice that the quantity in the brackets in the right hand side of
(6.3.25') can be written in the form

I .sd(s)

s+1 s+1'
which obviously makes sense for any s, Res >- 0. Since I(s + 1)-' is the Laplace
transform of Iexp(-t), and .4(s)(s+ 1)-' is the product of two Laplace
transforms - hence, itself a Laplace transform - it will suffice to show that

inf det
L

S I - JAS) > 0, (6.3.28)
ResZO Is + 1 s + 1

in order to be sure that the inverse appearing in the right hand side of (6.3.25')
does exist in the function algebra of matrices representable in the form M + q(s),
where M e 2'(R", R") and i(s) is the Laplace transform of an n by n matrix whose
entries belong to L' (R+, R). See C. Corduneanu [5] for details on this. For the
reader who is not well acquainted with Laplace transform theory, we observe
that d(s)(s + 1)-' is the Laplace transform of the matrix-valued function

E A;H(t - t;)exp{-(t - ,)} + J B(t - s)exp(-s)ds,
j=o o

which obviously belongs to L' (R+, 2'(R", R")).
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Let us now prove that (6.3.28) is verified. Indeed, since .sd(s) is bounded in the
half plane Res >_ 0, the matrix in the brackets of (6.3.28) tends to I as Isi -+ 00.
Consequently, we can write

inf

C

s ms(s)
det s + l-I s+ 1J

1

>2
(6.3.29)

for Res >_ 0,1 s I >_ po > 0. But in the closed semidisc Res > 0, 1 s I < po, the deter-
minant does not vanish according to (1), and therefore it must possess a positive
infimum. If we combine this conclusion with (6.3.29), we immediately obtain
(6.3.28).

From (6.3.28) we derive the conclusion

[s + 1 I(s1J-1 = I + i(s), Res > 0, (6.3.30)

where i(s) is the Laplace transform of a square matrix of order n, whose entries
belong to L'(R+,R). Taking (6.3.30) into account, formula (6.3.25') becomes

X(s) = I + -(s)
, Res >_ 0, (6.3.31)s+1 s+1

which shows that 9(s) is the Laplace transform of a matrix whose entries all
belong to L 1(R+, R).

Hence, (1) (2) and, since (3) (2), we need only prove that (2) (3).

This last step is almost immediate if we notice, as above, that X(t) e L1 implies
X(t) e L1. This is an easy consequence of conditions (6.3.3) and (6.3.20). But
X (t) e L' implies X (t) e L. If we now combine (2) with X (t) e L°°, condition (3)
is a direct consequence.

Remark 1. Theorem 6.3.1 is indeed a stability theorem. From k (t) a L1 one
derives the existence of the limit lim X (t) as t -> oo. But X (t) e L', which means
that

lim I X (t) I = 0. (6.3.32)

The property (6.3.32) shows that the zero solution of x(t) = (Ax)(t), t > 0, is
asymptotically stable.

Remark 2. The result established in Theorem 6.3.1 has numerous applications
with regard to the asymptotic behavior of solutions of the linear system (6.3.1),
under the initial conditions (6.3.2). In order to illustrate this statement, we will
use the variation of constants formula (6.3.17).

For instance, if we assume that for the system (6.3.1), (6.3.2), the conditions
(6.3.3), (6.3.19), (6.3.20), and t; >_ 0, j = 0, 1, 2, ..., are satisfied, then for any
f e LP(R+, R"), the corresponding solution also belongs to LP. This fact follows
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from Theorem 6.3.1, the properties of the convolution product given in Section
2.3, and the property h e Lt (R_, R") Bh e L1(R+, R"), with B defined by (6.3.8).

Remark 3. If we consider nonlinear systems of the form

z(t) = (Ax)(t) + b¢(a(t)),
(6.3.33)

a = <c, x>,

where 0: R -> R is continuous, and b, c are n-vectors, under the initial condition
(6.3.2), then using formula (6.3.17) again we obtain the following nonlinear
integral equation for a:

) + f<c, X (t - s)b> (a(s)) ds.a(t) = Kc,X(t)x0 +f//X (t - s) (h) (s)
ds\\

(6.3.34)

Such nonlinear integral equations have been investigated by many authors. See
C. Corduneanu [4], Miller [1], Londen [2], [4], Staffans [1], [5].

We shall now start the investigation of stability properties of a class of
systems of integrodifferential equations which occur in the dynamics of nuclear
reactors. This kind of system constitutes a generalization of most types of integro-
differential systems that have been investigated by researchers during the last
two or three decades.

More precisely, we will consider the systems

z(t) = (Ax)(t) + (bp)(t),

M
P(t) _ Y &A-'[p(t) - nk(t)] - PA-'[I + p(t)]v(t),

k=1 (6.3.35)

CO = 2k[P(t) - 11k(t)I, k =1, 2, ..., M,

v(t) = (c*x)(t) + (ap)(t), J

where A, b, c* and a stand for certain difference-integral operators. More
precisely, we assume that these operators are formally given by

(Ax)(t) = Aox(t) + A;x(t - t;) + f / B(t - s)x(s)ds,
j=1 o

bol(t) + E bjg(t - t;) + f fl(t -1

j=1 o

(c*x)(t) = co*x(t) + c*x(t - t;) + f 1 d*(t - s)x(s)ds,
J=1 o

(6.3.36)

I

y(t - s)p(s)ds,(ap)(t) = ao(t)).p(t) + Y a;p(t - t;) + f-00
J=1
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with tj > 0, j = 1, 2, ..., and such that the following conditions hold:

00 W

Y IA,I < +oo,
J

IB(t)I dt < +oo,
j=0 0

Y Ib;I < +oo, f +oo,
i=o 0

00

Y- Ic*I < +oo, J Id*(t)I dt < +oo,
j=0 0

(6.3.37)

00

Y Ia;I < +oo,
J

o 1Y(01 dt < +oo.
i=o 0 J

In the system (6.3.35), x is the state n-dimensional vector of the regulating
system, p is the reactor power, and r1k are the flows of the delayed neutrons. These
variables are normalized around some nominal values representing the steady
state of the nuclear reactor and of the regulating system. When the reactor power
takes the value P, the delayed neutron flows take the values (fik/ .kA)P, and the
state vector of the control system takes a stationary value which describes the
steady state of the reactor.

The physical meaning of the positive constants A, Nk and 2k is as follows: A is
the mean life of the instantaneous neutrons, Ak is the radioactive constant of
precursors of delayed neutrons in the group of rank k, and /'k is the fraction of
delayed terminal neutrons in the same group.

The linear (scalar) functional v stands for the reactivity feedback, and it
corresponds to the case of a circulating fuel nuclear reactor.

One more remark is necessary before proceeding further in investigating the
system (6.3.35). The fact that the delays t; are the same for each operator A, b, c*
or a does not cause any loss of generality. Indeed, if different sequences of delays
are considered for the above operators, then the union of these sequences is again
countable and, therefore, it can be conveniently denoted by {t;}. We have to add
then some null coefficients A;, b;, c* and a; in the representation of the operators
A, b, c* and a, such that they take the forms (6.3.36). It is worth pointing out the
fact that conditions (6.3.37) keep their validity.

Further assumptions will be made on the system (6.3.35), which obviously
constitutes an integrodifferential system with infinite delay. The nonlinear part
of (6.3.35) occurs only in the right hand side of the second equation and it is of
quadratic type.

In order to determine a unique solution of (6.3.35), it is necessary to prescribe
some initial data. Taking into account the form of these equations, we have that

x(t) = h(t), p(t) = 2(t), t < 0, (6.3.38)

and
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x(0+) = x°, p(0+) = po, tlk(0+) = nk, k = 1, 2, ..., M, (6.3.39)

constitute the appropriate kind of initial conditions for (6.3.35).
We usually assume that Jh(t)I, I, (t)I e L'(R_,R).
Besides (6.3.35), we shall consider the linear system with a real parameter h:

Y(t) = (Ay)(t) + I

4(t) Y I3 A-'[fi(t) - bk(t)] - PA-'h[(c*Y)(t) + (6.3.40)M
k=1

Sk(t) = .k [S (t) - Sk(t)], k = 1, 2,..., M,

on which certain assumptions will be made subsequently.
Associated to (6.3.40) is the linear block (i.e., the linear control system with

µ(t) as input),

y(t) = (Ay)(t) +

M

4(t) = - Y fikA-'[fi(t) -'k(t)] - PA-'h[(c*Y)(t) + µ(t),
k=1

Sk(t) = Ak [ (t) - 4(t)], k = 1, 2,..., M,

fi(t) = (c*y)(t) + (a)(t). J

(6.3.41)

A unique solution for (6.3.40) or (6.3.41) is determined if initial conditions of
the form (6.3.38), (6.3.39) are given:

y(t) = I(t), 00 = 0(t), t < 0, (6.3.42)

and

Y(0+)=Y°, t, (O+)=Sk, k = 1, 2, ..., M. (6.3.43)

Let us define now the following matrices:

Ao bo 0 0 0

-PA-'hco* -A-'(Ph(xo + y!'k) A 1P1 A-1 /?2 A-1RM

Ako =

Ak, =

Al -A1 0 ... 0

A2 0 - A2 ... 0

0 :

AM 0 0 ... Am

(6.3.44)

Aj b; 0

-PA-'hc* -PA-'ha; 0
0 0 0

, j = 1, 2, ... , (6.3.45)

and
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Bh(t) =

B(t) NO 0

-PA-'hd*(t) -PA-'hy(t) 0

0 0 0

309

(6.3.46)

If we consider the vector z = col(y, , 1, ... , CM), then system (6.3.40) becomes

Bh(t - s)z(s)ds + u(t), (6.3.47)i(t) = Ahoz(t) + Ahjz(t - ti) +
fo.i=i

/ 0

u(t) = col(0,...,0, -PA-'h f-. y(t - s)q(s)ds,0,...,0 .
n M

The linear block (6.3.41) leads to

Bh(t - s)z(s) ds + µ(t), (6.3.48)i(t) = AhOz(t) + > Ah;z(t - tj) +
foJ=1

µ(t) = µ(t) col(0, ... , 0, 1, 0, . . . , 0) + u(t).
n M

Accordingly, the nonlinear system (6.3.35) can be rewritten in the form

Bi(t - s)w(s)ds + f(t;w), (6.3.49)vv(t) = A1Ow(t) + Y Aj w(t - tt) +
fo,!=1

where w = col(x, p, 1i, ... , r1M) and fit; w) is given by

f(t;w) = col(0,..
?1

.,0, -PA-' If. y(t - s)z(s)ds + p(t)v(t) 1,0-M,..0).
(6.3.50)

It is now obvious that systems (6.3.47) and (6.3.48) are linear systems of the
form we dealt with above, while (6.3.49) constitutes a nonlinear perturbed system.
Taking into account conditions (6.3.37), from the definition of the matrices AhJ
and Bh we have

IBh(t)I dt < +oo, (6.3.51)Y- IAhi) < +oo,
foI=o

for any real h.
Therefore, we can use the technique sketched above in this section, in order

to investigate the stability properties of the systems (6.3.47), (6.3.48) and (6.3.49).
Let us now consider the system (6.3.47) for h = h2, and the linear block (6.3.48)

for h = hl. We shall prove that their solutions coincide on the positive half-axis,
provided initial data and input function µ(t) are chosen in a convenient manner.

More precisely, let us denote by x(t), p(t), rJk(t), k = 1, 2, ..., M, a solution of
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(6.3.35), with initial data (6.3.38), (6.3.39). We assume that this solution is defined
on a certain interval [0, T], T > 0.

From the above solution of (6.3.35) or (6.3.49), let us construct the solution
y(t), fi(t), tk(t), k = 1, 2, ..., M, of (6.3.40) or (6.3.37), for t >- T, corresponding to
the following initial data:

h(t), t < 0, 2(t), t < 0,
y(t) x(t), 0<t<T, fi(t)={P(t), 0<t<T, (6.3.52)

and Ck(T) = rlk(T), k = 1, 2,..., M. The existence and uniqueness of the solution
y(t), l;(t), Zk(t), k = 1, 2, ..., M, are guaranteed by the results in Section 3.3. As
said above, (6.3.40) is considered for h = h2.

Concerning the linear system (block) (6.3.41) or (6.3.48), we are interested in
the solution y(t), fi(t), C (t), k = 1, 2,..., M, corresponding to the initial data h(t),
x0, 2(t), po, q o, k = 1, 2,..., M, and to the value h1 of the parameter h. Moreover,
we assume that the input µ(t) is given by

(t) _ PA(h2 - h)(t), t > T,1 V- (6.3.53)

with

PA-1[1+p(t)-h1]v(t), 0<t<T,-

WO = (c*y)(t) + (a)(t), t > T. (6.3.54)

Lemma 6.3.2. With the above mentioned notations, the following equalities hold:

y(t) = x(t), l; (t) = p(t), Ck(t) = tlk(t), k = 1, 2,. .., M, 0 < t < T, (6.3.55)

and

y(t) = y(t), fi(t) = fi(t), Ck(t) = Ck(t), k = 1, 2,..., M, t > T. (6.3.56)

Proof. If we let u = y - x, v = yy- p, Wk = Ck - Ilk, k = 1, 2,..., M, on [0, T) and
u=y-y,v=-,wk=Skk= 1,2,...,M,on[T,cc),thenwefindfrom
(6.3.35), (6.3.40), (6.3.41) and (6.3.53):

u(t) = (Au)(t) + (bv)(t),

M

&Avt) -1 [v(t) - x'k(t)],l
Lk=1

, M.N'k(t) = 2k [v(t) - wk(t)], k = 1,2,...

(6.3.57)

The equations in (6.3.57) hold on R. First, we restrict our considerations to the
interval [0, T]. According to our assumptions in constructing x, p, rlk and y, ,

Sk,we know that u(t)__0,v(t)-0,wk(t)-0,k= 1, 2,..., M, on [0, T].
Indeed, u, v, wk satisfy a homogeneous system and the corresponding initial

data are all zero. Then let us consider (6.3.57) as a system with initial data on
(-cc, T]. According to (6.3.52) and the above established equalities on [0, T],
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the solution y(t), l;(t), tk(t) of (6.3.41), with the control function given by (6.3.53),
must coincide with the solution y(t), fi(t), lk(t) of (6.3.40), i.e., (6.3.57) hold.

This ends the proof of Lemma 6.3.2.

Remark. One obtains from Lemma 6.3.2 that 0(t) from (6.3.57) can be repre-
sented as

0(t) -
(v(t), 0 < t < T,
5lv(t), t > T

(6.3.58)

The next lemma is a direct consequence of the validity of the variations of
constants formula (6.3.17) for (6.3.41) and (6.3.59). We denote by fi(t) the map
reducing to h(t) for t < 0, such that h(t) = 0 for t > 0. A (t) is defined similarly.

Lemma 6.3.3. Let y(t), fi(t), tk(t) be the solution of (6.3.41), corresponding to the
control function iT(t) given by (6.3.53), the initial data h(t), x°, 2(t), po, nk, k =
1, 2, ..., M, and h = h1. Then the solution is identical with that of the linear
system

00

YT(t) = (AYT)(t) + (b T)(t) + Ajh(t - tj) + bj. (t - tj),
j=1 j=1

T(t) Y
flkA-1 [ST(t) - bkT(t)] - P/1-1h1 [(c*yr)(t)

k=1

+ ajT(t - tj) + f At - s)T(s)ds] - Psl-1h1 [(c*)(t)

j=0 0 J
00 o

+ tj) + y(t - s)2(s) ds + µT(t),I

j=1
f

ao

SkT(t) = 2k[cT(t) - CkT(t)], k = 1,2,...,M,

(6.3.59)

with zero initial data on (-co,0) and the data x°, po, ik at t = 0.
Before proceeding further with the investigation, let us point out that denoting

y(t - s)T(s)ds, t > 0,OT(t) = (C*yT)(t) + ajST(t - tj) + fo
j=0

00(t) = (t - tj) + J
o

y(t - s)2(s) ds, t > 0,
j=1 00

and taking into account the relations

(6.3.60)

y(t) = yT(t) + 1(t), (t) _ T(t) + (t), S(t) = bkT(t), (6.3.61)

and (6.3.58), we obtain

li(t) = v(t) = OT(t) + 00(t), 0 < t < T,1
Jy (6.3.62)

tG(t) = v(t) = qT(t) + 9I0(t), t > T
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Lemma 6.3.4. Any solution of system (6.3.35) that satisfies the initial constraints
1 + p(O) > 0, 1 + lli(O) > 0, i = 1, 2, ..., M, also satisfies

l+p(t)>0,1+r1;(t)>0, i=1,2,...,M,
fort>0.

The proof is elementary and can be found in Rasvan [1]. It is useful to point
out that the equations for rl;(t) can be written in the form

dt 11 + ni(t)] + Ail, + I1i(t)] = Ail' + P(t)]

The following notation is necessary in order to state the main stability results
of this paper. First, we consider the rational function

M /!k

R(s) = s-1 1 + A-1 , (6.3.63)R(s)
k=1 S+Ak

which represents the transfer function corresponding to the effect of the delayed
neutrons. Next, let us consider the transfer function

k(s) = c*(s)[sI - 4(s)]-lb(s), (6.3.64)

where s--4(s) is the symbol of the operator A given by (6.3.21) and b(s), e*(s) have
similar definitions. Further, let us assume ye(s) = k(s) + a(s) and

Y1(s) = R(s)[1 + PA-1h1R(s)Yo(s)]-1, (6.3.65)

Y2(s) = PA-1h1Yo(s)Yt(s), h1 > 0. (6.3.66)

Theorem 6.3.5. Consider the system (6.3.35), with A, b, c* and a given by (6.3.36).
The conditions (6.3.37) are supposed to hold, while constants /lk, Ak, k = 1, 2, ...,
M, A and P are assumed positive. Assume further that:

(a) det[sI - .i(s)] 0 for Res >- 0, i.e., the linear system z(t) = (Ax)(t) is
asymptotically stable;

(b) there exist some numbers h1, h2, 61, 62, such that

0<h1 <1 <h2,So>O,62>61>0,with 61+62>0,and

(1°) the linear system (6.3.40) is asymptotically stable for h = h1 and h = h2;
(2°) the numbers yo a (0,1 - h1) and yo a (0, ,/(h2 - 1)) are so chosen that

for the real function

0(b) = - ln(1 + ) -

one has

.b(j(h2 - 1))min{1,/l 2 1A-1;k = 1,2,...,M},

as soon as e [-yo,Yo];
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(3°) if

H(s) = So[(h2 - hl)-' + hl'Y2(S)] + 5lYl(S)

+ 62PA-'(h2 - h1)IY1(s)I2Yo(s), (6.3.67)

then

holds when 60 > 0, and

Re H(ic)) > 0, w e R, (6.3.68)

M

'D61A-1 I .1k + [61h1 + 62(h2 - h1)] Cao - Y- lajl I > 0 (6.3.69)
k=1 \ j=1

holds when 60 = 0.

Under the above assumptions, each solution x(t), p(t), 1k(t), k = 1, 2, ..., M, of
the system (6.3.35), with

I h(t)I, I2(t)I e L1(R_, R) n L2(R_, R), (6.3.70)

is defined on the positive half-axis and tends to zero at infinity

lim (Ix(t)I + 1P(01 + I I)Ik(t)I) = 0, as t -> +oo,
k=1

provided certain initial constraints are imposed.

Proof. First, we consider the linear block (6.3.41), for h = h1 and µ(t) = YT(t) as
given by (6.3.53). It is assumed that T > 0 is chosen such that the solution x(t),
p(t), nk(t), k = 1, 2, ..., M, is defined on [0, T]. Let us associate to (6.3.41) the
integral index

X(T) = 60
J

T PT(t) [(h2 - hl)-' uT(t) + Pal-'fi(t)] dt
0

+
J

T (t) [b1 pT(t) + 62 PA-' (h2 - h1)/(t)] dt. (6.3.71)
0

The initial data for (6.3.41) are the same as for (6.3.35). Taking into account
(6.3.55) and (6.3.53), one obtains by means of elementary calculations

X(T) = 80(PA-1)2(h2 - h1)-' J T [h1 - 1 - p(t)] [h2 - 1 - P(t)]v2(t)dt
0

- S1 h2 [Q(T) - Q(0)]
M- 6,A-1Y- Qk J0T [P(t) - 11k(t)]2{h2[1 + P(t)]-'[1 + 11k(t)] - 1} dt

k=1

M- (62 - 61)(h2 - h1))Q1(T) - Q1(0) + A-' Y- ak
T

[P(t) - nk(t)]2
k=1

('0

x [1 + P(t)]-1 [l + rlk(t)]-1 dt }, (6.3.72)
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with
M

//
Q(t) = -P(P(t)) + A-1 Y #k2k 1'(11k(t)),

k=1

M
//

Q1(t) = O(p(t)) + A-1 Y- lkAk 1O(lk(t)),
k=1

-1n(1 + ),
where is the function defined in the statement of the Theorem 6.3.5. Indeed,
we get from (6.3.53), (6.3.55) and (6.3.58)

/'T
/T(t)[(h2 - hl)-1µT(1) + PA-li/i(t)]dt

0J

= (PA-1)2(h2 - hl)-1 [1 + p(t) - hl]2v2(t)dt
0

[1 + p(t) - hl]v2(t)dt- (PA-1)2 f T
0

_ (PA-1)2(h2 - hl)-1 J
/'T

[h, - 1 - p(t)] [h2 - 1 - P(t)]v2(t)dt
0

+ (PA-1)2 J T [1 + p(t) - hl]v2(t)dt
0

[1 + p(t) - hl]v2(t)dt- (PA-1)2 f T
0

= (PA-1 )2 (h2 - hl)-1 f T [h, - 1 - p(t)] [h2 - 1 - P(t)]v2(t)dt.
0

We have further
('T

S(t)µT(t) dt =
/'T

P(t) f P(t) +A-' Y- I'k[P(t) - 1k(t)] + PA-1hl v(t) . dt
0 0 k=1

//

)
M/'T

1P(t)P(t) + A-' Y- 13k[P(t) - hk(t)]2
J 0 k=1

M
T+A-' Y- fkIk(t) [P(t) - 11k(t)] I dt + PA-1 hl J p(t)v(t) dt

k=1

Q
l1

o

('T JP(t)A(t)
+ A-1 F, dt

0

//

k=1 )

+ A-1 E fk
T

[p(t) - 1k(t)]2dt + PA-1hl p(t)v(t)dt
k=1

('0

fOT
M

= 2 [p2(t) +A-' PkAk 1?k (t) I
k=1 0

M T T

+ A-1 Y- 1'k [P(t) - hk(t)]2 dt + PA-1h, p(t)v(t)dt
k=1 0 0
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and

p(t)v(t) dtfT

dt = f T
0 0

T M

_ -P-1A I0(t) + A-'Y- ikAk lhk(t) + PA-'v(t) dt
o k=1

M
//-P-1A P(t) + A-1
$kAk '1k(t)

k=1

T

fT v(t) dt.
0 0

In order to evaluate the last integral, we shall use again the second equation of
(6.3.35). According to Lemma 6.3.4, we can divide both members of the second
equation of (6.3.35) by 1 + p(t), provided po is such that 1 + po > 0. Therefore,

M

[1 + P(t)]-1P(t) = -A-' Y- !'k[1 + P(t)]-'[P(t) - nk(t)] - PA 'v(t),
k=1

which leads to

M
//[1 + P(t)]-1P(t) = -A-1Y- fk'k 1 [1 + P(t)]-1I k(t) - PA-'v(t),

k=1

if one considers also the third equation of (6.3.35). But

[1 + P(t)]_1nk(t) = [1 + 11k(t)]-lnk(t)

- [1 + P(t)]-1[1 + flk(t)] 1k(t),

which allows us to write

m[1 + P(t)]-1P(t) +A-' E YkAk 1 [1 + ?k(t)]-l?k(t)
k=1

M

= d Y- I' QQkAk [1 + P(t)]-1 [1 + nk(t)]-1 [P(t) - PA -'v(t)
k=1

M /= 11-1 k[1 + P(t)]-1[1 + nk(t)]-1[P(t) - nk(t)]Z - PA-1v(t).

Hence

k=1

TI ln[1 + P(t)] + A-1 Y $kAk 1 ln[1 + qk(t)] 110

/
k=1

A-1 kY- k f T [P(t) - lk(t)]Z[1 + P(t)]-1[1 + nk(t)]-1 dt
o

T

- PA-1 0v(t)dt.

Summing up the above considerations, we get the formula (6.3.72) for X(T).
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We shall now write X(T) in another form. Namely

! T(t) {(h2 - hl)-1µT(t) + PA-1 [WT(t) + Y'o(t)]} dtX(T) = 60 foo

+ f000 T(t) {b1 µT(t) + S2(h2 - hi )PA-1 [OT(t) + Oo(t)] } dt

- T
Tt) ITt+ ipo(t)] dt. (6.3.73)(62 - 61)(h2 - h1)PA-1 J

T

Indeed, taking into account (6.3.53), (6.3.55) and (6.3.62), we see that the integrand
is zero, fort > T, in the first integral from (6.3.73). Concerning the second integral
in (6.3.73), we have

fo"O

T(t){61/T(t) + 62(h2 - h1)PA-1 [OT(t) + i0(t)] } dt

= 61 JbT(t)µT(t)dt + 62(h2 -
h1)PA-1

fT ST(t)[OT(t) + 00(t)] dt

1(h2 - h1)PA-1 f
T

bT(t)[Y'T(t) + Yi0(t)] dt-6
T

T(t) [OT(t) + 00(t)] dt+ 62(h2 - h1)PA-1
fT

= (62 - 61)(h2 - h1)PA_1 00(t)] dt,

which proves the validity of (6.3.73).
Let us point out that, under our assumptions, the second integral in (6.3.73)

is convergent. Indeed, taking (6.3.70) into account, we have f0(t) e L1 n L2. From
condition (b) in the statement of the Theorem 6.3.5, one derives µT(t), T(t) e L°,
1 < p < co, using again the results in Section 2.3. Consequently, the integrand
belongs to L1.

Before using Parseval's formula to find a new form for X(T), we shall express
conveniently certain Laplace transforms of some functions we deal with. First,
let us compute the Laplace transform DT(s) from the system (6.3.59). Taking the
Laplace transform of both sides of each equation and substituting the values of
yT(s) and kT(s) in the second equation, we have

DT(s) = Y1(s)AT(s) + Y1(s) [P0 + N(s)], (6.3.74)

with y1(s) given by (6.3.65) and
M /N(s) = A-1 E Rkhk(s +'k)-1 - PA-1h1M(s),

k=1 (6.3.75)

M(s) = ,io(s) + c*(s)[sI - .sr?(s)]-1m(s),
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where

°
o

M(s) = x° + E Ale-sti h(t)e-st dt + i b e-Sti A(t)e-st dt. (6.3.76)
J=1 -t; j=1 -t;

From the definition of 'T(t) (see (6.3.60)), we find

Y'T(S) = C*(s)YT(S) + a(S)ST(S)

= c*(s)[sI - .ms(s)]-1m(S)

= Yo(S)YI(S)AT(S) + Yo(S)Y1(S)[Po + N(s)]

+ c*(s)[sI - d(s)]-1m(s). (6.3.77)

The proof has to be continued in accordance with the following feature: the
parameter So 0, or So = 0.

Case 1 (60 0). In this case, we shall apply a lemma due to Popov [1], based
on Parseval's formula, in order to find another form for X(T). We start from
(6.3.73) and denote:

f1(t) = - T(t),

f2(t) = 619T(t) + 62(h2 - h,)PA-'[fT(t) + do(t)],

f3(t) = bo(h2 - h1)-1µT(t) + SoPA-' [/T(t) + do(t)],

f4(t) = -IUT(t)- J

(6.3.78)

Taking into account (6.3.74) and (6.3.77), we find the following formulas for the
Fourier transforms of the functions defined by (6.3.78):

f (ico) = U;(icw)f4(iw) + t' (iw), j = 1, 2, 3. (6.3.79)

In (6.3.79), the functions U; and V;, j = 1, 2, 3 are given by

U1(iw) = Y16(0),

-U2(iw) = 61 + b2(h2 - h1)PA-1Yo(iw)Y1(i(o),

- U3(i(o) = bo(h2 - h1)-1 + 6ohi 1Y2(iw),
(6.3.80)

V1(iw) = - Y1(iw) [Po + N(i(o)],

V2(iw) = 62(h2 - hj)PA-1{Yo(iw)Y1(ico)[Po + N(i(o)] + M(iw)},

V3(iw) = 60PA-' {Yo(iw)Y1(i(o) [Po + N(i(o)] + M(iw)}.

Popov's lemma states that
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f00'O fj(t)f2(t) dt + f
o

.f3(t).fa(t) dt
0 0

1 IW(iCO)12 dw

87r Re H(iw)

+ 4n [V1(i(o)V2(-i(o) + V1(-iw)V2(iw)] dw, (6.3.81)

with H(s) given by (6.3.67), and

W(iw) = V1(i(O)U2(-i(0) + V2(i(O)U1(-i(O) + V3(iw)

= [60h1'Y2(iw) + 61y1(i(O)

+ 262PA-'(Y1(iw)12 Reyo(i(o)[p0 + N(i(t))]

+ PA-1[80 + 62(h2 - h1)Y1(-i(9)]M(i(o). (6.3.82)

From (6.3.67) it follows that

limReH(iw) = 60(h2 - h1)-1 > 0, as jwI -> co. (6.3.83)

Consequently, one finds co > 0, such that

Re H(i(o) > co, co e R. (6.3.84)

If we take into account (6.3.84), it suffices to show that W(iw), V1(i(O), V2(i(O) e
L2 (R, '), in order to make sure that the integrals in the right hand side of (6.3.81)
are convergent. Indeed, R(iw) given by (6.3.63) behaves at infinity like IwL-1,
while y0(iw) is bounded on R. The boundedness of y0(i(o) is a consequence of
conditions (6.3.37), the fact that i(s) = [sI - d(s)]-1, and condition (a) from the
theorem. Moreover, y1(i(o) and y2(i(o) also behave at infinity like IwL-1. It is an
elementary matter to show that: m(s) is bounded for Res = 0; M(i(O) is a function
in L2; N(iw) also belongs to L2. Summing up the above discussion, we find that
W(i(o), V1(i(o) and V2(i(o) are in L2. Therefore, the right hand side of (6.3.81) is
finite.

Substituting in (6.3.81) the functions f(t), j = 1, 2, 3, 4, by their values given
by (6.3.78), and taking into account (6.3.73), we obtain

-X(T) < If
RI

e

W(i(O)o
dw + 4n J [V1(i(o)V2(-i(o) + V1(-i(o)V2(iw)] dw,

87T -. H(ic)

+ (62 - 61)(h2 - h1)PA-1
fT

T

T(t) [cT(t) + Go(t)] dt. (6.3.85)

e now want to transform the last integral occurring in the right hand sideW
of (6.3.85). We have to repeat practically some computations encountered in
deriving formula (6.3.72). Taking into account that (6.3.40) is asymptotically
stable for h = h2, we have
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Pl1-1 JTro ST(t)[Y'T(t) + 00(t)] dt

=
T

(t)v(t)dtPA-1 J
T

_ - hz 1
J

fi(t) Li(t) + A-1 Y 13k(S(t) - bk(t))J dt
"0

M

T k=1

= 2h2Cp2(T) + A-1 > F'kAk111k(T)J - (Ah2)-1 E f3
J

[S(t) - Sk(t)]2dt.
k=1 k=1 T

Hence, (6.3.85) now becomes

Re1H(ico) +
[V1(i(o)V2(-ico) + V1(-ico)V2(ico)] d(o-x(T) 8n

f-

M /+
2h

((52 - 61)(h2 - hl) P2(T) + A-1
Y Nk2k -1q2(T)

2 k=1 I
M

- (Ah2)-1(152 - (51)(h2 - hl) Y_ F'k [S(t) - Sk(t)]2dt. (6.3.86)
k=1 J T

Let us now compare (6.3.72) and (6.3.86). We obtain, after performing elemen-
tary operations and neglecting certain terms to strengthen the inequality:

Q(T) + 61[a1h(11 + 52(h2 - hl)]-A-1

M

x Y /'k
J

T [P(t) - nk(t)]2{h2[1 + P(t)]-1 [1 + 11k(t)]-1 - 1} dt

+ c50(h2 - h1)-1[51hl + 62(h2 - hl)]-'(PA-1)2

x fT [1 + p(t) - hl] [h2 - 1 - p(t)]v2(t)dt
0

< 0(0) + (62 - 51)(h2 - h1){2h2[b1h1 + 62(h2 - hl)]}-1

M
X p2(0) + A 1 K fkIk 111k (O)

k=1

+ {4it[81h1 + 52(h2 - hl)]}-1

X If- I W(i(9)12dco +
If '

[V1(i(o)V

2Re H(iuo)

2(-l(o)

+ V1(i(o)V2(1C0)]dCUl1.

(6.3.87)

By using (6.3.87), it is possible to prove that the solution of (6.3.35) exists on
the whole positive half-axis, provided the initial data satisfy adequate conditions.

Let us consider the function of M + 1 real variables
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Q(P,Y1i,...,1IM) = (P(p) + A I Y_ (6.3.88)
M

&4'0010,

defined on the set

k=1

0<1+p<,,/h2, 0<1+ilk<./h2i k = 1,2,...,M. (6.3.89)

The set (6.3.89) contains the origin, i.e., p = h1 = = x1111 = 0. From the defini-
tion of we see that Q(0, 0,..., 0) = 0. But 0 for -1 < < h2 - 1, as
can be readily seen from its definition, the equality taking place only for = 0.
Therefore, the minimum value that Q (p, U,,.. - r1M) can take on the boundary of
the polyhedron (6.3.89) is

I = O(,Jh2 - 1)min{l, flAk 1A-1;k = 1,2,...,M}. (6.3.90)

If yo and To are chosen as mentioned in the statement of the theorem, i.e. such
that I for e [-yo,yo], then we impose the following restrictions on the
initial values:

-1<-Yo<P(0)<Yo< /h2-1, -1<-Yo<rlk(0)<Yo<,/h2-1,
k = 1, 2,..., M. (6.3.91)

It is assumed that [-yo,yo] is the maximal interval on which 1.

We are going to show that the inequalities

-Yo < P(t) < Yo, -Yo < 11k(t) < To, k = 1, 2, ..., M, (6.3.92)

hold on the positive half-axis. Indeed, for continuity reasons, the inequalities
(6.3.92) must be satisfied on a certain interval [0, To), To > 0. Again we assume
that this is the maximal interval. Therefore, at least one among the inequalities
(6.3.92) becomes an equality for t = To, if To is finite. But (6.3.91) and (6.3.92)
imply

[1 + p(t)] [1 + qk(t)] < h2, k = 1, 2, ..., M, t e [0, To), (6.3.93)

[1 + p(t) - h1] [1 + p(t) - h2] < 0, t e [0, To), (6.3.94)

the last one being a consequence of h1 < I - yo. From (6.3.87), (6.3.93) and
(6.3.94) we get

Q(T0) < Q(0) + (62 - 61)(h2 - ht){2h2[S1h1 + b2(h2 - hl)]}-1

X
[p0 +

A-1
M

m NkAk lnk(O) + {47r[S1h1 + 62(h2 - hl)]}-1

k=1

f"0

I W(iw)12 dw

2Re H(iw)a.
[V1(i(o)V2(-ico) + V1(-i(o)V2(iw)] dco

w

(6.3.95)

Taking into account (6.3.65), (6.3.66) and (6.3.80), we see that the right hand side
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of (6.3.95) can be made arbitrarily small, provided lp(0)I, Ink(0)I, Ix°I, IhIL, are
chosen small enough. If we choose the initial data such that the right hand side
in (6.3.95) is smaller than l given by (6.3.90), we find that Q(T°) < 1. But this does
not agree with the fact that To is maximal, which implies Q(T°) = 1. Hence
inequalities (6.3.92) hold for t e R.

From (6.3.87) we derive

f/' T

Jo

[1 + p(t) - h, ] [h2 - 1 - p(t)] v2(t) dt < const. (6.3.96)

the constant in the right hand side being independent of T. Hence, the integrand
belongs to L1(R+, R). Since p(t) is bounded and 1 + p(t) - h1 > 1 - yo - h, > 0,
h2 - 1 - p(t) > h2 - 1 - To > 0, we obtain v(t) e L2(R+, R). Furthermore, we
find that [1 + p(t)] v(t) e L2(R+, R). From the last M + 1 equations of the system
(6.3.35) we have

lim p(t) = lim rlk(t) = 0 as t -> oo, k = 1, 2, ..., M. (6.3.97)

Now let us consider the variable x(t) of the system (6.3.35). Using the variation
of constants formula (6.3.17) we find

x(t) = X(t)x° + J X(t - s)(bp)(s)ds + (Yh)(t), t e R+, (6.3.98)

where

(Yh)(t) = J X(t - s)(Bh)(s)ds, t e R+, (6.3.99)
0

with B given by (6.3.98). Consequently, x(t) is also defined on R+ and, because
IX(t)I -* 0, I(Yh)(t)I -* 0, Ip(t)I 0 as t oo, we obtain

limlx(t)I = 0 as t -> oo. (6.3.100)

Case 2 (60 = 0). If 60 = 0, then X(T) given by (6.3.73) becomes

1
X(T) _ -2b1p2(0) +

J
bT(t){a1[1T(t) - ST(t)] + 62(h2

0
- hj)PA-1[Y'T(t)

T
(t)v(t)dt. (6.3.101)+/0(t)]} dt - (62 - 81)(h2 - h1)PA-1 J

T

Indeed, the integral of T(t)4T(t) is 12
T(t)

and T(0) = p(0), T(oo) = 0. The last
equality is a consequence of the fact that the stability of the system (6.3.40) takes
place for h = h2, and of Lemmas 6.3.2 and 6.3.3.

From (6.3.74) we can find /T(i(w) and, applying Parseval's formula to the first
integral occurring in (6.3.101), we obtain
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J0 bT(t){bl[µT(t) - bT(t)] + 62(h2 - hl)PA-1[OT(t) + 00(t)]Idt
0

xx z= 2-Re JbT(-l(o){( Sl[(y1(iw))-1ST(io4 - N(i(o)]

+ b2(h2 - h1)PA-1 M(ico)]} dco. (6.3.102)

If we denote
V(i(w) _ -61N(i(w) + b2(h2 - hl)PA-1M(icw) (6.3.103)

and

G(iw) = bl(yl(iw))-1 + b2(h2 - ht)PA-1yo(i(o), (6.3.104)

then (6.3.101) and (6.3.102) lead to

X(T) _ -261P2(0) +

ReZT(-i(o)V(i(w)do)+
2-7r f-.

T
(t)v(t)dt. (6.3.105)-02- b1)(h2 - hl)PA-1 J

T

Let us remark further that (6.3.67) and (6.3.104) give (for b0 = 0)

Iy1(iw)I2 Re G(i(o) = Re H(i(o) > 0, (6.3.106)

if (6.3.68) is also considered. Moreover, one derives from (6.3.104), by elementary
manipulations

limRe G(iw) > 6,A-1Y- Nk + [b1hl + b2(h2 - hl)] (ao - Iajl > 0,
JWJ-+00 k=1 j=1

(6.3.107)

taking into account (6.3.69) also. From (6.3.106), (6.3.107) we obtain the existence
of so > 0, such that

Re G(icw) > so, co e R. (6.3.108)

Therefore, ifs is such that 0 < 28 < so, we derive from (6.3.105)

X(T) = - 2 b1
p2(0) + 2n

[Re G(i(w) - s] I T(i(o) I2 dco

T(-ico)V(ico)dco+ 2 Re-

- (b2 - b1)(h2 - h1)PA-1 J (t)v(t)dt + s J T(t)dt. (6.3.109)
T o

Simple transformations in (6.3.109) lead to
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( )

X(T) = _2 b1 P2(0) +
2n J -

(Re G(i(o) - E)S T(iw) +
2 ,/(Re G(w) - E)

1

f-"

° I V(iw)12
dco - (82 - 51)(h2 - h1)PA-'

fT
(t)V(t)dt

8n Re G(iE) - e

2

dco

T2(t)dt, (6.3.110)+ E J 0T p2(t)dt + E
Jr

if we take into account Lemma 6.3.3.
According to the formula preceding (6.3.86), (6.3.110) can be rewritten in the

form

X(T) -161p2(0)+ 1
00

I2dco-gam
2 27r f-. f-.

- (2h2)-'(c52 - l 1)(h2 - hi)[P2(T) +A-'
k=1

1nk(T)]

+ (Ah2) '(62 f3- 61)(h2 - h1) f S(t) - bk(t)I2 dt
k=1 T

ao

+ E f
T

(6.3.111)
0T

T+8 f
OT

Another form for X(T) has been obtained above, valid for any 80. Now taking
80 = 0 in (6.3.72) one has

X(T) _ Q(0)]

J- c51A-1 f3f0T [P(t) - nk(t)]2{h2[1 + p(t)]-'El + ?1,(t)]-' - 1} dt
k=1

T
- (S2 - 61)(h2 - hi)1Q1(T) - Q1(0) + A-' Nk

J
[P(t) - nk(t)]2

11 k=1 p

x [1 + POP [1 + nk(t)]-' dt }. (6.3.112)

If we now equate the value of X(T) given by (6.3.111) and (6.3.112), we obtain
after elementary operations an inequality like (6.3.87):

M

T
Q(T) + S1A ' [61h, + 82(h2 - h1)]-1 fi [p(t) - nk(t)]2{h2[1 + P(t)]-1

k=1 0

T

x [1 + nk(t)]-' - 1} dt + E[S1h1 + 62(h2 - h1)] ' p2(t)dt
0

2
<Q(0)+[81h1+62(h2-h1)]_1

I V(iw)I

8n J-
R(ico)-Edco

M

#1141n2(0)+ 2alpz(0) + 2h (62 - 61)(h2 - hi) P2(0) + A-1

z k=O

(6.3.113).
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The inequality (6.3.113) can be used in order to prove that any solution of
(6.3.35), such that inequalities (6.3.91) hold, is defined on R+ and also satisfies
(6.3.92). Moreover, (6.3.113) implies p(t) e L2(R+, R) because the right hand side
in (6.3.113) does not depend on T, and therefore f

o
p2(t) dt is bounded above by

a fixed number (for each set of initial data).
From the first equation of (6.3.35), and p(t) E L2(R+, R), we obtain (6.3.100),

taking into account that (bp)(t) E L2(R+, R") and Theorem 6.3.1. Furthermore,
the equations in ?lk and p(t) e L2(R+, R) imply r1k(t) -+ 0 as t -+ +oo. Finally,
p(t) -> 0 as t -+ oc because it is bounded on R+ and this property implies the
boundedness of p(t) on R+ (hence, p(t) is uniformly continuous on R+). Con-
sequently, (6.3.97) are also verified in Case 2, and together with (6.3.100) yield
the conclusion.

This ends the proof of Theorem 6.3.5.

Remark. In order to carry out the proof of existence of solutions on the half-axis
R+, such that (6.3.92) is verified, a local existence result for (6.3.35) is necessary.
Such a result is easily obtainable by means of the contraction mapping theorem.
See Section 3.3.

6.4 Stability of nuclear reactors (B)

In this section we shall consider the stability problem of an uncontrolled nuclear
reactor, under hypotheses that are somewhat different than those accepted in
Section 6.3 for the case of controlled nuclear reactors.

Notice that, if we disregard the variable x in the equation (6.3.35), which means
that we do not consider the interaction between the controlling system and the
nuclear reactor (which is the controlled part of the larger system), we obtain the
system

M

P(t) = - Y /ikA-1 [P(t) - 7k(t)] - PA-1[1 + P(t)]v(t),
k=1 (6.4.1)

4k(t) = )k[P(t) -1Jk(t)], k = 1, 2, ... , M,

v(t) = (ap)(t),}

in which the reactivity v(t) can be given by means of the same operator a as
defined in (6.3.36), or it may depend on p in a different way from that considered
in Section 6.3.

The stability analysis we are going to present here is due to Podowski [1],
[2]. A first distinct feature with respect to the material presented in Section 6.3
consists in the fact that the second set of equations in (6.4.1) is replaced by the
following set of integral relationships:

r/k(t) = Ak J 1 p(s)exp{-.lk(t - s)}ds, k = 1, 2, ..., M. (6.4.2)



6.4 Stability of nuclear reactors (B) 325

This kind of relationship involves infinite memory. The equivalence of (6.4.2)
with the set of corresponding differential equations in (6.4.1) is a matter of
discussion. Of course, the properties of p(t) are essential in establishing such
equivalence. While the equations ilk(t) = 2k[P(t) - tlk(t)] have solutions for any
locally integrable p(t), the formulas (6.4.2) obviously have a meaning only for
those p(t) whose behavior on the negative half-axis makes the integrals in (6.4.2)
convergent. Dealing with (6.4.2) instead of the differential equations lk(t) =
2k[P(t) - rlk(t)], k = 1, 2, ... , M, does not seem to be very restrictive because the
functions rlk(t) in (6.4.2) are solutions of the above equations whenever the
integrals do converge. Notice that introducing in the first equation in (6.4.1)
the rlk(t) given by (6.4.2), we obtain the following integrodifferential equation with
infinite delay:

t p(s)exp{-2k(t - s)} dsp(t) _ -A-1 Y_ +A-' Y_ NkAk
f-00G=1 k=1

- PA-1 [l + p(t)]v(t). (6.4.3)

The last equation in (6.4.1) has to be associated with (6.4.3) and, if we want to
eliminate v from these two equations, we obviously obtain an integrodifferential
equation with infinite memory for p(t) only. The only nonlinearity in the resulting
equation is given by the term [1 + p(t)](ap)(t). Even if a is a linear operator, the
product is a nonlinear term for the equation

p(t) _ -A-1 f3 )p(t) +A-' Y-#k 2k J p(s)exp{-Ak(t - s)} ds
G=1 k=1 p

- PA-'[1 + p(t)](ap)(t). (6.4.4)

If we can obtain stability results for equation (6.4.4), then we can go back to
the system (6.4.1), or even better to the formulas (6.4.2), to derive the same
property with respect to the variables rlk(t), k = 1, 2, ..., M. The fact that the
stability problem has been reduced to the case of a single (scalar) equation, is
certainly encouraging from the point of view of obtaining simpler criteria.

Most of the conditions relating to the right hand side of (6.4.4) will be
the same as in Section 6.3. One condition which is completely different from
condition (6.3.36) on (ap)(t) will be now stated.

Namely, we will assume that p --> ap is a Volterra type (nonanticipative)
operator on the space e(R, R) of real-valued continuous functions on the real
axis, such that each p e e(R, R) is bounded on any half-axis (- 00, to), to e R. Of
course, it suffices to assume, for instance, that p is bounded on the negative
half-axis R_ = (-oo, 0]. The natural topology of C(R, R) is given by the family
of seminorms

IPI, = sup{Ip(s)I;s < t},

for any t e R. The space C(R, R), endowed with the topology ry generated by the
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seminorms IpI1, t e R, is a Frechet space (i.e., a linear metric space, complete, and
with linearly invariant metric).

The following first basic assumption will be made with regard to the operator
a: for any r > 0, there exists L(r) > 0 such that for any t e R we have

I (aPi)(t) - (ap2)(t)I <_ L(r)I Pi - P211, (6.4.5)

as soon as pl, P2 e e(R, R) verify the estimates I Pi Ir, 1 P211 < r. This condition is,
in fact, a generalized Lipschitz condition which implies the continuity of a.

Another assumption we make on a, to be kept throughout this section, is the
time invariance of this operator. In other words, if we denote p(t + h) = ph(t),
t e R, where h e R is fixed, then (aph)(t) = (ap)(t + h) for any h e R.

It is useful to notice that for every p e e(R, R), one has ph e C(R, R) for any
h e R.

If we now assume that p = p(t) is a solution of the equation (6.4.4), such that
p e C(R, R), then it is not difficult to see that we also have p(t) e e(R, R). This
assumption can be checked if we rely on the properties of the operator a, and
take into account the special form of equation (6.4.4).

Consequently, it is appropriate to look for the solutions of (6.4.4) in the space
of those p: R --> R, such that both p and p e e(R, R). This set of functions is
obviously a subset of C(R, R). It can be organized as a Frechet space in its own
rights, if we take as seminorms the maps p - I P1, + 10 1, t e R. We shall denote
this space by Cttl(R, R), and use it in the investigation of stability of the zero
solution of equation (6.4.4).

The initial value problem for the equation (6.4.4) that we are going to discuss
can be formulated as follows: find a solution of (6.4.4), defined in an interval
[0, T), T > 0, such that

p(t) = 2(t), t< 0, (6.4.6)

where 2(t) is continuous and bounded on the half-axis t < 0, together with its
first derivative , (t). In other words, 2(t) must be the restriction to the negative
half-axis of a function which belongs to &')(R, R).

The local existence of a solution p(t) to the equation (6.4.4), such that (6.4.6)
is satisfied, is a consequence of the more general result established in Section 3.4
(Theorem 3.4.1). The global existence (on R+) will follow from the considerations
to be made subsequently.

Let us point out the significant fact that instead of assigning p(t) on t < 0, as
in (6.4.6), one could use any other real number to as starting value. This follows
immediately from the time-invariance property of the right hand side of the
equation (6.4.4). This will enable us to deal with (6.4.4) only for to = 0, even when
we discuss stability properties.

Before we get involved in the discussion of stability properties of the equation
(6.4.4), we shall make one more remark which will help us to understand better
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the framework in which we conduct this discussion. Apparently, it is desirable
to allow more freedom to the derivative P(t), not assuming it necessarily con-
tinuous. One possible approach is to assume that p(t) is absolutely continuous,
which implies the existence of P(t) a.e. on R, and both p(t) and P(t) are in
L°°((-oo, to], R) for any to >_ 0. Instead of the space e(')(R, R) considered above,
we have to deal with the space AC(R, R), whose topology can also be defined by
means of a family of seminorms:

p - Ip(O)l + Ipl, + Ipl, t e R+,

in which IPI = ess-sup 10 (s) I for s 5 t. In the framework of the space AC(R,R),
the derivative in (6.4.4) should be understood as existing only a.e. (we would
obtain what is usually termed as a solution of that equation in Caratheodory
sense). We leave to the reader the task of conducting the stability analysis under
these (more general) assumptions.

Let us return now to equation (6.4.4) and investigate its stability properties in
the space e(')(R, R). Unlike the approach adopted in Section 6.3, we shall now
use the classical method of Liapunov. In other words, we shall use a convenient
auxiliary functional, related to equation (6.4.4), and derive the stability properties
from those of the Liapunov functional.

We shall use the notation introduced earlier (Section 3.2), namely pt(s) _
p(t + s), -oo < s < 0. Then, the initial condition (6.4.6) can be rewritten as
po = A, where 2 is a continuous and bounded function on the negative half-axis,
together with its first derivative.

The definition of stability we shall use in this section can be formulated as
follows: the solution p = 0 of (6.4.4) is stable if for every e > 0 there exists 6 > 0,
such that lpolo < 6 and IPolo < 6 imply lp(t)l < c for t c- R+.

The asymptotic stability of the solution p = 0 of (6.4.4) means the property of
stability defined above, plus the existence of a b0 > 0 with the property I polo < 60,
IPolo<60imply p(t)-+O ast -oo.

Let us consider the following subset of the space of initial functions (i.e., of the
function space consisting of the restrictions to the negative half-axis of the
functions in C(1)(R,R)):

D(61, (S2, S3) = {P(t): 8i < p(t) < 62,1 P(t)I < 63, t e R_}, (6.4.7)

where -1 < 6l < 0 < 62, 63 > 0. The reason we assume - I < 6, is that 1 + p(t)
is supposed to remain positive. See Lemma 6.3.4 in this respect.

An important task is to find estimates on 8;, i = 1, 2, 3, such that D(S1, 62, 63)
defined by (6.4.7) is included in the domain of attraction of the origin.

We shall also define some subsets of the space e(')(R, R), as follows:

C(hi, h2i h3) p(t): p e C(')(R, R), hi < inf p, sup p < h2, supIP(t)I < h3},
(6.4.8)

where hl < 0 and h2, h3 > 0.
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We shall use Liapunov functionals of the form

V(p,) = F(p(t)) + Q(p,), t > 0, (6.4.9)

defined on sets like C(h,, h2, h3 ), given by (6.4.8). We recall that p, is the restriction
of p to the half-axis (-oo, t], and it is usually meant as p,(s) = p(t + s), s e R_.

If taking the derivative of V(p,) along the solutions of equation (6.4.4) we
obtain

V(p,) = -R(p,), (6.4.10)

with R a functional of the same nature as Q(p,), then the following result holds.

Theorem 6.4.1. Assume that there exists a functional V(p,) of the form (6.4.9),
whose derivative with respect to the equation (6.4.4) is given by (6.4.10), such that
the following conditions are verified:

(1) F(u) is continuously differentiable for u e (m,, m2), m, < 0 < m2, uF'(u) > 0
for u :A 0, and F(O) = 0;

(2) Q(p,) is a continuous function on R, for any p e C(m,,m2,m3), where
m3 > 0 is a fixed number;

(3) R(p,) is uniformly continuous in t, t e R+, for any p e C(m,, m2, m3);
(4) Q(p,), R(p,) > 0 for t e R+, and any p e C(m,,m2,m3);
(5) there exists a continuous function (a,, a2, a3) > 0 defined for m, < a, <

0 < a2 < m2, 0 < a3 < m3 i e'(0, 0, 0) = 0, such that from a,< p(s) < a2 and
I P(s) I < a3 for s < t, one obtains Q(p,) < /i(a,, a2, a3);

(6) p e C(m,, m2, m3) and R(p,) -> 0 as t -> oo, imply p(t) -> 0 as t - oo.

Then the solution p = 0 of equation (6.4.4) is asymptotically stable. Moreover,
if µ,, µ2 are fixed numbers such that m, < µ, < 0 < µ2 < m2, and S,, 62, 63 are
some arbitrary numbers such that µ, < at < 0 < 62 < 42, 0 < 63 < m3, and

F(62) + 0(61,62163)< F(pi) = F(92), (6.4.11)

then D(8,, 62, 63) belongs to the domain of attraction of the origin.

Proof. Lets > 0 be such that s < min(-m,, m2). According to our assumptions
we can find 6 > 0, 6 < m3, such that

max{F(-6),F(8} + 0(-6,6,6) < min{F(-e),F(s)}. (6.4.12)

If we now assume that p(t) is a solution of (6.4.4) such that Ipo to < 6 < c, and
IPolo < 6 < m3i then 0 <_ V(po) < min{F(-s),F(s)}, and V(po) < 0. We claim
that this solution p(t) satisfies I p(t)I < c for t e R+. Indeed, if p(t) = c for some
F> 0, then there exists a number t, > 0 with the property p(t,) = c, and p(t) < s
for 0 < t < t,. Hence, F(p(t,)) < V(p,,) < V(po) < min{F(-s), F(e)}, which is
obviously contradictory because p(t,) = s. This proves that p = 0 is stable for
(6.4.4).
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In order to derive the asymptotic stability, let us assume that p(t) is a solution
of (6.4.4) which begins in C((51, 62, 63), where 61, 62, 63 are such that (6.4.11) holds.
There results p1 < p(t) < p2 for t c- R. But V(p,) < 0 implies the fact that V(p,)
is monotonically decreasing as t - co. Its derivative V(p,) is uniformly con-
tinuous on R+, which implies V(p,) -> 0 as t --* co. From condition (6) in the
statement, we must have p(t) -* 0 as t -* oo.

Theorem 6.4.1 is thereby proven.

Remark. It is obvious from the proof of Theorem 6.4.1 that this result does not
apply only to equation (6.4.4). If we assume the existence of a Liapunov functional
V(p,) = F(p(t)) + Q(p,), with the properties (1)-(6) listed in the statement of
Theorem 6.4.1, but instead of equation (6.4.4) we substitute another functional-
differential equation (say p(t) = 4'(p,)), then we obtain the asymptotic stability
for the zero solution of the new equation.

As we can see from the statement of Theorem 6.4.1, very general conditions
are involved with respect to the functions/functionals occurring in the stability
problem for equation (6.4.4). It is interesting to construct some functions like
F(u), or functionals like Q(p,) or R(p,), such that the conditions (1)-(6) are
satisfied. Only in this case can we expect to obtain stability criteria that are
significant for applications.

Let us try the following expressions for F(u) and Q(p,):

F(u) = a Cu - (1 + c) In 2_
u1+c 2 '

(6.4.13)

M

Q(p,) = A-1 Y QkAk1F(nk) + q(p,), (6.4.14)
k=1

with ilk given by (6.4.2), and q given by

q(A) = J exp{-2µ(t - s)}

X [aPA -1(1 + p)pv + bpp - dpP-1v + eve + fp2P-2] ds, (6.4.15)l+c+p
where

M
R/p = P + Y A-'#k(p - ilk) = -PA-1(1 + p)v,

k=1

and the constants involved are such that

p > 0, a > 0, b < a/(1 + c), c > - 1. (6.4.16)

The reader will easily recognize that the function F(u) defined by (6.4.13)
is basically the same as the function defined in the statement of
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Theorem 6.3.5. The meaning of Q(p,) or q(pt) is more difficult to explain, but
our aim is to produce a valid illustration of the conditions appearing in Theorem
6.4.1.

If for the function V(A) = F(p(t)) + Q(pt), with F and Q given by (6.4.13),
(6.4.14), we estimate the derivative along the trajectories of the equation (6.4.4),
then for R(p,) in (6.4.10) we obtain

R(Pr) = Fl(P(t),ill(t),...,gM(t)) + r(Pp) + 2 tq(P,), (6.4.17)

where

"' / r all + c) - bJ, (6.4.18)F1(P,g1,...,i1M) _ !1 ll'k(P - 11k )Z (1 + c + P)(1 + c + rlk)

and

r(p,) = v2[dA-'(1 + p) - e - fA-2(1 + p)2]. (6.4.19)

Let us recall that v(t) = (ap)(t), with a a Volterra (causal) operator, which
justifies the notation (6.4.19).

In order to apply Theorem 6.4.1 to this particular choice of the functional
V(p,), we need to impose further restrictions on the constants involved in the
above expressions.

Let us start with condition (1) in Theorem 6.4.1. It is obvious that F(u) given
by (6.4.13) is continuously differentiable in a neighborhood of the origin (u = 0),
F(0) = 0 and uF'(u) > 0 for u 0 in the same neighborhood or a smaller one,
because

F(u)
a

=
1

+c+u-b U.

Hence, for b < 0 and a >- 0, with a + I b 10, we have uF' (u) > 0 for u 0,

u> -(1 + c). If 0 < b < a(l +c)-' and a > 0 we have uF'(u) > 0 for u 0,

u > -(1 + c). In case 0 < b < a(l + c)-' and a > 0 one has uF'(u) > 0 for
-(1 + c) < u < ab-' - (1 + c), u 0 0. This ends the discussion in relation to
condition (1) of Theorem 6.4.1. We notice that (6.4.16) excludes the case a = b = 0.
One can take, therefore, m1 = -(1 + c), m2 = ab-' - (1 + c).

Let us now concentrate on F1(p, n 1 i ... , q m) given by (6.4.18). First of all, notice
from (6.4.2) that the following inequalities hold:

inf p(s) <- rlk(t) <- sup p(s), k = 1, 2, ..., M. (6.4.20)
s« s«

Consequently, F1(p, h 1, ... ,'1M) is defined for all p(t), provided p(t) > -(I + c).
In case b < 0 and a > 0, F1 is nonnegative for any such p(t). If b > 0 and a > 0,
then an additional restriction must be imposed on p(t), namely

sup p(t) < ,I(a(1 + c)b-1) - (1 + c), (6.4.21)
t
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in order to be sure F, is nonnegative. The estimate (6.4.21) is easily obtained from
(6.4.18) if we want every square bracket appearing in the formula to remain
positive.

We shall now impose one more restriction on the positive constants d, e and f :

d-eA-fA-'>0.
Consequently, if p(t) is such that

(6.4.22)

dA - Cd2A2 - eA2\ 1/2 dA 7d2A2 - eA2\1/2

2f 4f 2 f < 1 + p(t) < f + 4f2 f (6.4.23)

then the inequality

dA(1 + p) - eA2 - f(1 + p)2 >- 0 (6.4.24)

holds. (6.4.23) says that the roots of the quadratic polynomial occurring in the
left hand side of (6.4.24) must contain 1 + p(t) in between. It is obvious, from
(6.4.22), that (6.4.24) is verified for sufficiently small Ip1.

One more consequence we can derive from the inequality (6.4.22) is the validity
of the following inequalities:

A
dA

- 1\
(d2A2 - eA2)12

<4f2 f -1, =
2f

///dA Cd2A2
A2=2f- f f -1>0.

(6.4.25)

Indeed, these follow from (6.4.23) if we notice that p = 0 is admissible in (6.4.24),
according to (6.4.22).

From (6.4.24) and the definition of p and q(p1) we easily derive that q(p,) makes
sense for all p e C(h,, h2, h3) with -(1 + c) < h, < 0 and arbitrary h2, h3 > 0.

The conditions (2) and (3) of Theorem 6.4.1 are obviously satisfied if we assume
v(t) = (cep) (t) to be uniformly continuous in ton R, for any p E C(m,,m2,m3).

In order to assure the validity of condition (4) in Theorem 6.4.1, we will now
assume that the functional q(p1) given by (6.4.15) is nonnegative. Then, from what
we have shown above in relation to the function F, (p, q,, ... , rim), and based on
the fact that r(p,) > 0 under the assumption (6.4.22), one obtains from (6.4.17)
the fact that R(p1) is nonnegative. From the same assumption and (6.4.14) we
also obtain Q(pp) >- 0, which means that condition (4) is satisfied.

Let us now consider condition (5) of Theorem 6.4.1. We have to construct a
function (a,, Q2, a3) satisfying the requirement of condition (5). It can easily be
checked/ that choosing

(U1, 62, 63) = 2µ
jA

1 + C
+2Q, all/(6) + [ba + dl'/(a)] (a3 + a)

2

+ e[4,(a)]2 + f a1 +
2_

o ,
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where a = max(- a1, a2 ), P = N1 + $2 + + F'M, and ll/ (a) is such that

Iv(t)I <- '(Iplt), t e R+, (6.4.27)

we have &,) < 0((a1, a2, a3), provided p is such that a1 < p(s) < a2 and Ip(s)I <
a3 for s < t. If we take into account (6.4.5), the function 0 can be chosen as
O(a)=La,a>0.

We have only to notice, in relation to condition (6) of Theorem 6.4.1, that,
because of our assumptions, R(pt) -> 0 as t --> oe implies r(pt) - 0 as t -> oo.
Taking (6.4.19) into account, we see that the last condition is verified by the fact
that v(t) = (ap)(t) 0 as t -+ oo has as consequence p(t) -+ 0 as t -> oo.

The discussion conducted above in relation to the choice V(p,) = F(p(t)) +
Q(pt) as a candidate for a Liapunov functional, where F(u) and Q(pt) are given
by (6.4.13)-(6.4.15), can be summarized as follows.

Theorem 6.4.2. Assume there exist numbers ml, m2, m3 and µ, such that -1 <
m1 < 0 < m2, m3 > 0, µ > 0, with the following properties:

(1) the functional q(p1), t e R+, given by (6.4.15), with d, e, f satisfying (6.4.22),
is nonnegative for any p e C(m1im2,m3);

(2) v(t) = (ap)(t) is uniformly continuous on R+ for every p e C(m1,m2im3);
(3) (ap)(t) - 0 as t -> co implies p(t) -+ 0 as t -+ oo, for any p e C(m1, m2, m3).

Then, the solution p = 0 of the equation (6.4.4) is asymptotically stable in
C(1)(R, R). Moreover, a set D(51, 62, 63) of admissible initial values can be estimated
by choosing the numbers µl, 102 such that

max{m1, A1, -(1 + c)} < µl < 0, (6.4.27)

and

0 < µ2 < min{m2,A2,ab-1 - (1 + c), I(ab-1(1 + c)) - (1 + c)}, (6.4.28)

with F(µ1) = F(µ2), A1, A2 being given by (6.4.25), and then solving in 61, 62, 63
the inequality//

R/ 11
M

C1 + Y- ($k/AAk) JF(b2)
k=1

+ 4t {a (1 1 +
62)62 0(62) +

(2fl
a2 + 63 l [b82 + do(S2)] + e[i(62)]2

12

+ fA (o2 + 63J <- F(92), (6.4.29)

under the constraint F(51) = F(52).
Inequality (6.4.29) is a special case of inequality (6.4.11) in Theorem 6.4.1,

corresponding to the special choice of the function F(u), and of the functional
TO as shown above.
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With regard to the functional q(pt), given by (6.4.15), the positiveness condition
is the only restrictive requirement. Besides restriction (6.4.22) imposed on the
parameters, some extra conditions must be imposed. Nevertheless, the restriction
is not very strong, as the following considerations illustrate.

If we particularize the parameters, taking a = 1, and b = c = d = e = f = 0
(in which case (6.4.22) does not hold anymore), and we obtain F(u) = u - ln(1 + u)
and

q(pt) = A` J
t

exp{-2µ(t - s)}p(s)(ap)(s)ds,

then the positiveness of q(pt) can obviously be regarded as a generalized positive-
ness condition for the operator a in v(t) = (ap)(t). This is quite a natural type of
restriction.

The results given above in Theorems 6.4.1 and 6.4.2 can be further generalized,
as shown in Podowski's papers [1], [2]. The same method of Liapunov functionals
can be adapted to cover the case of essentially nonlinear feedback relationships,
such as v(t) = (ap) (t) + (ip) (t), with a given by (6.3.36), and i a nonlinear Volterra
type operator which can be represented by means of Volterra series (see, for
instance, Rugh [1], Schetzen [1], Sandberg [6], [9]).

It is interesting to point out that Theorem 6.4.2, if we choose a as defined
in (6.3.36), leads to a frequency domain type stability criterion, as shown in
Podowski [2]. It is interesting to compare Podowski's result with the findings of
Section 6.3.
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The material in Section 6.1 is adapted from Melzak [1], this paper representing his
Ph. D. thesis written under N. Levinson at MIT. Among the immediate followers are
Galkin [1], and Galkin and Dubovskii [1]. More references can be found in these papers.
The transport equations are encountered in many areas of physical sciences and there is a
varied literature on this subject. Without any intention of being complete, I shall mention
here a series of useful references: Cergignani [1], [2], Chandrasekar [1], Colton and
Kress [1], C. Corduneanu [4] (a chapter is dedicated to Krein's theory of Wiener-Hopf
equations occurring in radiative transfer), Davis [1], Gohberg and Feldman [1], Gohberg
and Kaashoek [1], Greenberg, van der Mee and Protopopescu [1], Palczewski [1], Saaty
[1].

Section 6.2 contains the proof of the maximum principle for systems governed by
Volterra integral equations. The approach presented in this section is due to Carlson [1],
and leads immediately to the classical Pontryagin's principle for control systems governed
by ordinary differential equations. The following references are pertinent to this topic:
Angell [1], Bakke [1], Carlson [2], Chen and Grimmer [3], Conti [1] (infinite dimen-
sional case control problems), Delfour and Karrachou [1], Medhin [1], Vinokurov [1],
Warga [1]. Of course, Neustadt [1] is an excellent reference if we keep in mind the fact
that the author was the first to try to build-up a control theory for abstract Volterra
equations.
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Sections 6.3 and 6.4 are devoted to the stability problem of nuclear reactors. The results
included in Section 6.3 are basically those obtained by C. Corduneanu [8], and they
constitute generalizations of the results obtained on this subject by Halanay and Rasvan
[1]. The first stability results involving integral equations occurring in the dynamics of
nuclear reactors were obtained by V. M. Popov, J. J. Levin and J. A. Nohel, by using
different methods. The theory has developed during the 1960s, 1970s and 1980s, and the
following references will give some guidance on its present status: Akcasu et al. [1],
C. Corduneanu [4], Gorjacenko [1], Kappel and DiPasquantonio [1], Luca [2], Nohel
and Shea [1], Podowski [1], [2] (whose results constitute the content of Section 6.4),
Popov [1], [2], Smets [1], Williams [1]. Stability results for the nuclear reactors described
by integrodifferential equations such as those considered in Sections 6.3 and 6.4 are
potentially contained in various books on the stability of feedback systems: Desoer and
Vidyasagar [1], Distefano [2], Kudrewicz [1], Narendra and Taylor [1].

The number of applications of integral or integrodifferential equations is consider-
able and I shall not attempt to provide a complete list of references on these matters.
Nevertheless, I think it is appropriate to give some indications of the research work
conducted on the applications of integral and related equations to population dynamics
and viscoelasticity.

As mentioned in the introduction, Volterra himself has considered applications to
population dynamics and hereditary mechanics. All his contributions can be found in his
`Opere Matematiche' published in 1954-1955. In Volterra and d'Ancona [1] one finds
more about populations, from the mathematical point of view. Another relevant source
is Kostitzin [1]. Recently, two monographs have been published on this subject by
Cushing [3], and Webb [3]. Further references are provided in these books. From the
journal literature I will mention the papers by Thieme (primarily [1]).

The mathematical theory of viscoelastic materials is also one of the users of the theory
of integral equations. More precisely, these equations are similar to those investigated in
Section 5.5 (integro-partial differential equations). For recent investigations see Hrusa [1],
[2], Dafermos and Nobel [1], [2], Leugering [1] (a control problem on viscoelastic liquids
is investigated), Leitman and Mizel [1], Nobel [1], [2], as well as the monograph by
Renardy, Hrusa and Nohel [1].

Other areas of applied research in which integral or related equations are in current
use are: autoaeroelasticity (see the reference Belotserkovskii et al. [1], a monograph
entirely dedicated to this field, in which more adequate references are included); electro-
magnetic theory (see Bloom [1]); dynamics of a rigid body (see Kharlamova and
Mozalevskaya [1] ); linear programming in infinite-dimensional spaces (see Anderson and
Nash [1], where the role of integral constraints or inequalities is emphasized); creep theory
(see Arutjunian and Kolmanovskii [1]); network theory and radiophysics (see Ramm [1],
in which several other areas are illustrated).
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