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1. Introduction

The theory of exterior differential systems provides a geometric approach to differ-
ential equations which is particularly well suited to the study of problems arising in
differential geometry and geometric mechanics. In the exterior differential systems
setting, the solutions of a differential equation are constructed as mappings between
manifolds pulling back a set of differential forms to zero.

The most general existence theorem for analytic exterior differential systems
is the Cartan–Kähler theorem. This theorem is a generalization of the Cauchy–
Kovalevskaia theorem which gives conditions for the existence of solutions. Fur-
thermore it gives a local description of the degree of generality of the solutions in
terms of arbitrary constants and arbitrary functions of a certain number of variables.
There are also existence theorems for smooth exterior differential systems, such as
the Frobenius theorem, which rely on properties of ordinary differential equations.
These apply to a restricted, but nevertheless very important class of differential
systems.

Our objective in this expository “tutorial” paper is to give an introduction to
exterior differential systems, putting some emphasis on the Cartan–Kähler theo-
rem. This paper is definitely not a survey, nor is it aimed at experts. It also makes
no claims to originality and is devoid of any substantial proofs. On the contrary,
the exposition is purposely kept at an elementary level, and illustrated by many
examples. It is our hope that this paper will encourage the reader to learn more
about the fascinating subject of exterior differential systems, and to further explore
their geometric applications. Our main references are the classical treatise by Car-
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tan [7], and the more recent book by Bryant, Chern, Gardner, Goldschmidt and
Griffiths [3].

2. Exterior Differential Systems

Our purpose in this section is to review some of the basic definitions of the theory
of exterior differential systems.

We consider an n-dimensional manifold Mn of class C∞ and denote by

�∗(Mn) =
n⊕

i=0

�i(Mn) (1)

the graded C∞(Mn; R) module of differential forms.

DEFINITION 1. An exterior differential system is a finitely generated ideal

I ⊂ �∗(Mn), (2)

which is closed under the exterior differential d. An exterior differential system
generated as a differential ideal by 1-forms is called a Pfaffian system.

If I is a Pfaffian system, then locally there exists an integer s and linearly
independent 1-forms θa , 1 � a � s � n − 1, such that

I = {θ1, . . . , θ s, dθ1, . . . , dθs}, (3)

where we use the brackets to denote the module closure of a set of differential
forms. To a Pfaffian system I we can associate a submodule I of the C∞(Mn; R)-
module of sections of T ∗Mn, defined by

I = {θ1, . . . , θ s} ⊂ �1(Mn). (4)

The integer s is called the dimension of I .

DEFINITION 2. An integral manifold of dimension m of an exterior differential
system I is a C∞ immersion h: Wm → Mn, such that

h∗ω = 0, ∀ω ∈ I. (5)

The following example shows that locally the integral manifolds of a Pfaf-
fian differential system correspond to solutions of systems of partial differential
equations:

EXAMPLE 3. On M � R
n, consider the Pfaffian system (3), where

θa =
n∑

i=1

Aa
i (x

1, . . . , xn) dxi, 1 � a � s. (6)
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An immersion f : U ⊂ R
p → R

n given by

(u1, . . . , up) �→ (x1 = f 1(u1, . . . , up), . . . , xn = f n(u1, . . . , up)), (7)

will be an integral manifold of I if and only if

n∑

i=1

p∑

α=1

Aa
i (f

1(u1, . . . , up), . . . , f n(u1, . . . , up))
∂f i

∂uα
= 0,

1 � a � s, 1 � α � p. (8)

We now give some more examples, including one which is not Pfaffian:

EXAMPLE 4. Let R
4 be endowed with coordinates (x, y, z, u), and let M be the

open subset R
4 defined by u > 0, y > 0, x + z > 0. On M consider the Pfaffian

system I defined by

I = {θ1, θ2, dθ1, dθ2}, (9)

where

θ1 = u2(x + z)(dx + 2 dz), θ2 = y4(dy + u du). (10)

The surfaces given as the intersection of the parabolic cylinders 2y + u2 = c1 with
the hyperplanes x + 2z = c2 in M , where c1 and c2 are real constants, are the
integral manifolds of maximal dimension of I.

EXAMPLE 5. On M = R
3 with coordinates (x, y, p), consider the Pfaffian

system

I = {dy − p dx, dp ∧ dx}. (11)

The curves h(t) = (x(t), y(t), p(t)) on which y ′ − px ′ �= 0 are integral manifolds
of I. An integral curve on which x ′ �= 0 can be re-parametrized as a graph h(t) =
(t, f (t), f ′(t)), where f is an arbitrary function of one variable.

EXAMPLE 6. Let M � R
2n, let (q1, . . . , qn, p1, . . . , pn) denote global coordi-

nates on M , and consider the exterior differential system

I =
{

� :=
n∑

i=1

dpi ∧ dqi

}
. (12)

The maximal integral manifolds of I are of dimension n, and correspond to the
Lagrangian submanifolds of R

2n, viewed as a symplectic manifold when endowed
with the symplectic form �. The Lagrangian submanifolds of (M, �) are locally
parametrized by one smooth function of n variables. For example, the immersion
hf (u1, . . . , un) = (u1, . . . , un,

∂f

∂u1 , . . . ,
∂f

∂un ) defines a Lagrangian submanifold of
R

2n for any choice of the C∞ function f (u1, . . . , un).



150 NIKY KAMRAN

3. Some Existence Theorems for Integral Manifolds of Smooth Pfaffian
Systems

Before discussing the Cartan–Kähler theorem, we first present some local exis-
tence theorems for integral manifolds of special Pfaffian systems of class C∞. The
simplest and most important such theorem is the Frobenius theorem:

THEOREM 7. Let Mn be a C∞ manifold and let

I = {θ1, . . . , θ s, dθ1, . . . , dθs} (13)

be a C∞ Pfaffian system on Mn. If

{θ1, . . . , θ s, dθ1, . . . , dθs} = {θ1, . . . , θ s}, (14)

that is

dθa ∧ θ1 ∧ · · · ∧ θs = 0, 1 � a � s, (15)

then there exist local coordinates (u1, . . . , un) such that

I = {du1, . . . , dus}. (16)

Pfaffian systems satisfying the Frobenius condition (15) are said to be com-
pletely integrable. The Frobenius theorem implies that the local integral manifolds
of I of maximal dimension are the joint level sets u1 = c1, . . . , u

s = cs of the
first integrals. In terms of differential equations, we can think of the solutions of a
Frobenius system as being parametrized by arbitrary constants. This can be seen
explicitly on the example (4), which is a Frobenius system.

The following theorem, known as the Pfaff normal form, provides a description
of the integral manifolds of maximal dimension of a smooth Pfaffian system which
is generated as a differential ideal by a single one-form (s = 1), and which is not
completely integrable.

THEOREM 8. Let Mn be a C∞ manifold and let

I = {ω, dω} (17)

be a C∞ Pfaffian system on Mn. Suppose that there exists an integer r � 0 such
that we have

(dω)r ∧ ω �= 0, (dω)r+1 ∧ ω = 0, (18)

on Mn. Then there exist local coordinates (x1, . . . , xr , z, p1, . . . , pr, u2r+2, . . . , un)

such that

I =
{

dz −
r∑

i=1

pi dxi,

r∑

i=1

dpi ∧ dxi

}
. (19)
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The proof of the Pfaff normal form is based on the Frobenius theorem. The
integral manifolds of maximal dimension of I are given locally by immersions
(u1, . . . , ur) �→ (x1 = u1, . . . , xr = ur, z = f, p1 = ∂f

∂u1 , . . . , pr = ∂f

∂ur ). They
are thus locally parametrized by one arbitrary C∞ function of r variables. The
Pfaffian system (5) is an example of an exterior differential system satisfying the
Pfaff normal form.

The Goursat normal form theorem, which we now present, applies to a class of
Pfaffian systems which are generated as a differential ideal by more than a single
one-form, and which are not completely integrable.

THEOREM 9. Let Mn be a C∞ manifold and let

I = {ω1, . . . , ωr, dω1, . . . , dωr}, (20)

be a Pfaffian system of class C∞ on Mn. Suppose that there exist 1-forms α and π ,
where α and π are not congruent to zero modulo I, such that,

dω1 ≡ ω2 ∧ π, mod{ω1}, (21)

dω2 ≡ ω3 ∧ π, mod{ω1, ω2}, (22)
...

dωr−1 ≡ ωr ∧ π, mod{ω1, . . . , ωr−1}, (23)

dωr ≡ α ∧ π, mod{ω1, . . . ωr}. (24)

Then there exist local coordinates (x, y, y1, . . . , yr) such that

I = {dy − y1 dx, . . . , dyr−1 − yr dx, dy1 ∧ dx, . . . , dyr ∧ dx}. (25)

It is easily seen that the integral manifolds of maximal dimension of a system
satisfying the Goursat normal form are locally parametrized by one arbitrary C∞
function of one variable.

We now introduce the very important notion of the derived flag of a Pfaffian
system. The derived flag measures the degree to which a Pfaffian system fails to be
completely integrable. Let

I = {θ1, . . . , θ s, dθ1, . . . , dθs}, (26)

be a Pfaffian system and let

I = {θ1, . . . , θ s} ⊂ �1(Mn) (27)

denote the corresponding C∞(Mn; R)-module of sections of T ∗Mn. Likewise, let
{I } be the ideal generated by I in the algebra �∗(Mn) of C∞ differential forms
on Mn. The exterior differential

d: I → �2(Mn), (28)
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induces a map

δ: I → �2(Mn)/({I } ∩ �2(Mn)). (29)

The first derived system I (1) of I is defined as

I (1) = ker δ. (30)

It follows that I is completely integrable if and only if

I (1) = I. (31)

The derived flag of I is defined recursively by

· · · ⊂ I (k) ⊂ I (k−1) ⊂ · · · ⊂ I (1) ⊂ I, (32)

where

I (k) = (I (k−1))(1). (33)

Since d and pull-backs commute, a diffeomorphism f : Mn → M̃n such that

f ∗Ĩ = I, (34)

will satisfy

f ∗Ĩ (k) = I (k), (35)

for all k. In other words the derived flag is a diffeomorphism invariant of Pfaf-
fian systems. Note that if a Pfaffian system I satisfies the Goursat normal form
conditions, then its derived flag is given by

I = {ω1, . . . , ωr}, (36)

I (1) = {ω1, . . . , ωr−1}, (37)
...

I (r−1) = {ω1}, (38)

I (r) = {0}, (39)

with dimensions

dim I (k) = r − k, 0 � k � r. (40)

The Goursat normal form has an interesting application to the following under-
determined ordinary differential equation

dv

dx
=

(
d2u

dx2

)2

(41)
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known as the Hilbert–Cartan equation [1]. This equation is obviously integrable
by quadratures in terms of one arbitrary function of one variable, i.e.

v(x) =
∫ x

(
d2g

dt2

)2

dt, (42)

where g is arbitrary. One may ask if the integration sign in (42) is necessary, that
is whether (41) admits solutions of the form

x = X(t, w(t), w′(t), . . . , w(r)(t)), (43)

u = U(t, w(t), w′(t), . . . , w(r)(t)), (44)

v = W(t, w(t), w′(t), . . . , w(r)(t)), (45)

for some r < ∞, where w(t) is an arbitrary function of class C∞. Let us call these
parametric solutions of finite rank. Hilbert [9] and Cartan [5] proved that this is
impossible:

THEOREM 10. The Hilbert–Cartan equation

dv

dx
=

(
d2u

dx2

)2

, (46)

does not admit parametric solutions of finite rank.

Cartan’s proof is given in [5] and is based on the diffeomorphism invariance of
the derived flag structure of a Pfaffian system of Goursat type. One first notes that
an under-determined equation

v′ = F(x, u, v, u′, u′′) (47)

will have parametric solutions of finite rank if r = 3 and the Pfaffian system I
determined by

I = {du − u′ dx, du′ − u′′ dx, dv − F dx}, (48)

is a Goursat system with r = 3. Let us see how the structure of the derived flag
of I depends on F . We have

I (1) =
{

du − u′ dx, dv − ∂F

∂u′′ du′ −
(

F − u′′ ∂F

∂u′′

)
dx

}
, (49)

and dim I (2) = 1 if and only if

∂2F

(∂u′′)2
= 0. (50)

This linearity condition is violated by the Hilbert–Cartan equation, and it therefore
follows that it does not admit parametric solutions of finite rank. On the other hand,
the ordinary differential equation

v′ = umu′′, (51)
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will admit parametric solutions of finite rank, [4], which can be given explicitly in
terms of one arbitrary function of one variable and its derivatives of order one and
two:

x(t) = −2tf ′′(t) − f ′(t), (52)

u(t) = [(m + 1)2t3(f ′′(t))2] 1
m+1 , (53)

v(t) = (m − 1)t2f ′′(t) − mtf ′(t) + mf (t). (54)

4. Involutive Systems and the Cartan–Kähler Theorem

We are now ready to embark on the topic of the Cartan–Kähler theorem. As was
pointed out in the introduction, this theorem applies only to analytic differential
systems. Accordingly, all the exterior differential systems considered from now on
will be assumed to be of class Cω.

The Cartan–Kähler theorem gives necessary and sufficient conditions for a sub-
space of the tangent space at a point of Mn to be the tangent space of an integral
manifold. It is well-known that exterior algebra provides a very convenient way
of parametrizing the set of all subspaces of a given vector space, and we therefore
begin with some simple preliminaries from exterior algebra.

Let V be an n-dimensional real vector space. The pairing between V and its
dual V ∗ will be denoted by 〈·, ·〉. There is an induced pairing between the exterior
algebras

∧
(V ) and

∧
(V ∗), also denoted by 〈·, ·〉, which is conveniently described

in terms of bases. Let {e1, . . . , en} denote a basis of V and {e∗1, . . . , e∗n} denote
the dual basis of V ∗. If

v = 1

p!
∑

1�i1...ip�n

vi1...ipei1 ∧ · · · ∧ eip (55)

and

φ = 1

p!
∑

1�i1...ip�n

φi1...ipe
∗i1 ∧ · · · ∧ e∗ip (56)

then we have

〈v, φ〉 = 1

p!
∑

1�i1...ip�n

vi1...ipφi1...ip . (57)

If on the other hand we have v ∈ ∧p
(V ) and φ ∈ ∧q

(V ∗), with p �= q, then

〈v, φ〉 = 0. (58)

Monomials in the exterior algebra of a vector space are very useful for the repre-
sentation of subspaces. Recall that a k-dimensional subspace W ⊂ V determines a
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decomposable k-vector vW = v1 ∧ · · · ∧ vk ∈ ∧k
(V ), where {v1, . . . , vk} is a basis

of W . This monomial of degree k determines the subspace W , because we have
w ∈ W if and only if w ∧ vW = 0. The correspondence between decomposable k-
vectors and k-dimensional subspaces is not one-to-one, because two decomposable
k-vectors which are non-zero multiples of each other represent the some subspace.
This is taken care of by thinking of equivalence classes of nonzero k-vectors.
We will thus denote by [W ] ∈ P(

∧k
(V )) the equivalence class of any k-vector

representing W .
Let I be an exterior differential system on a manifold Mn. If an immersion

h: Wm → Mn is an integral manifold of I, then

〈h∗TuWm, ω〉 = 0, (59)

for all u ∈ Wm and ω ∈ I. This gives an obvious necessary condition for a subspace
of the tangent space TxMn to be tangent to an integral manifold:

DEFINITION 11. Let x ∈ Mn and let Ep ⊂ TxMn be a p-dimensional subspace
of the tangent space to Mn at x. The pair (x, Ep) is a p-dimensional integral
element of I if 〈Ep, ω|x〉 = 0 for all ω ∈ I.

The principle of the Cartan–Kähler theorem is to construct integral manifolds
of maximal dimension by extending lower-dimensional integral manifolds. This
is first done infinitesimally by first trying to extend tangent spaces to integral
manifolds into integral elements of higher dimension. To this effect, we need to
introduce the concept of the polar space of an integral element.

DEFINITION 12. The polar space H(Ep) of an integral element (x, Ep) of I is
the set of all tangent vectors v ∈ TxMn such that

〈[Ep] ∧ v, ω|x〉 = 0, (60)

for all ω ∈ I.

Note that every integral element is contained in its own polar space,

Ep ⊆ H(Ep). (61)

The rank of the polar equations of Ep leads to a numerical invariant σp+1 � −1
defined by

dim H(Ep) = p + 1 + σp+1. (62)

We will be interested in flags of integral elements which are in general position. To
this effect, we introduce the Grassmann bundle π : Gp(Mn) → Mn, whose fiber
at x ∈ Mn is the Grassmann manifold of p-dimensional subspaces of TxMn, and
consider the variety Vp(I) ⊂ Gp(Mn) of p-dimensional integral elements of I.
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DEFINITION 13. An integral element (x, Ep) is said to be Kähler-regular if
the rank of the polar equations of a p-dimensional integral element is constant
in a neighborhood of (x, Ep), and if there exist, in a neighborhood of (x, Ep), s

independent p-forms β1, . . . , βs such that Vp(I) is given in that neighborhood as
the set of p-planes [Fp] such that

〈[Fp], β1〉 = 0, . . . , 〈[Fp], β1〉 = 0. (63)

It is clear from the above that the theory of exterior differential systems treats
all local coordinate systems on the same footing, and in particular that it does not
distinguish a set of independent variables. One can nevertheless introduce some
measure of independence by prescribing a transversality condition which restricts
the set of integral manifolds under consideration. We are thus led to define an ex-
terior differential system with independence condition to be an exterior differential
system I endowed with a decomposable p-form � which is not congruent to zero
modulo I. We have the following definition:

DEFINITION 14. An integral element of dimension p on which � �= 0 is called
admissible. A p-dimensional integral element on which � �= 0 is called admissible.

The intuitive content of the notion of involutivity is that one should be able
to construct admissible integral manifolds of an exterior differential system with
independence condition one dimension at a time by successive applications of the
Cauchy–Kovalevskaia theorem. Such a system should admit a p-dimensional ad-
missible integral element which sits at the end of a flag of regular integral elements.
This is precisely the content of the next definition:

DEFINITION 15. An admissible integral element (x, Ep) of an exterior differen-
tial system with independence condition (I, �) is said to be ordinary if there exists
a flag

E1 ⊂ E2 ⊂ · · · ⊂ Ep−1 ⊂ Ep, (64)

such that each pair (x, Ei), 1 � i � p − 1 is a Kähler-regular integral element.

The following definition is extremely important, because it will lead through the
Cartan–Kähler theorem to a precise characterization of those admissible integral
elements of an exterior differential system with independence condition which are
tangent to an integral manifold.

DEFINITION 16. An exterior differential system with independence condition
(I, �) is said to be in involution if there exists an ordinary integral element (x, Ep)

through each x ∈ Mn.

With these definitions at hand, we are now ready to state the Cartan–Kähler
theorem in its general form:
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THEOREM 17. If (I, �) is in involution and (x, Ep) is an admissible integral
element, then there exists an admissible integral manifold Wp ⊂ Mn through x,
such that TxWp = Ep.

The statement of this theorem is powerful in its simplicity, but it is difficult to
apply in practice if one does not have a manageable criterion for determining if an
exterior differential system with independence condition is in involution. There is
such a criterion, known as E. Cartan’s involutivity test. In what follows we shall
present this test in the case of quasi-linear Pfaffian systems, and refer the reader to
[7] and [3] for a detailed treatment of the general case. Quasi-linear systems are
more manageable, because the variety of admissible integral elements Vp(I, �) is
an affine bundle over Mn.

We start from a Pfaffian system with independence condition (I, �), where

I = {θ1, . . . , θ s, dθ1, . . . , dθs}, (65)

� = ω1 ∧ · · · ∧ ωp, (66)

and let π1, . . . , π l, l = n − s − p, be 1-forms such that θ1 ∧ · · · ∧ θs ∧ ω1 ∧ · · · ∧
ωp ∧ · · · ∧ π1 ∧ · · · ∧ πl �= 0. We have, for 1 � i � s,

dθ i ≡
l∑

α=1

p∑

b=1

Ai
αbπ

α ∧ ωb + 1

2

p∑

a,b=1

Bi
abω

a ∧ ωb + 1

2

l∑

α,β=1

Ci
αβπα ∧ πβ

mod θ1, . . . , θ s. (67)

We assume that the condition

Ci
αβ = 0, 1 � i � s, 1 � α, β � l (68)

is satisfied. Such Pfaffian systems are said to be quasi-linear. The admissible inte-
gral elements (x, Ep) can be taken in the form

(
πα −

p∑

b=1

tαb ωb

)∣∣∣∣∣
Ep

= 0, (69)

where 1 � α � l, and the polar equations of Ep are given by

l∑

α=1

(Ai
αbt

α
c − Ai

αct
α
b ) + Bi

bc = 0, (70)

where 1 � b, c � p and 1 � i � s. These equations are indeed linear. We denote
the dimension of their solution space by d. We now define the reduced characters
σ ′

1, . . . , σ
′
r , r � p of (I, �) by

σ ′
1 + · · · + σ ′

r = max
v1...vr∈Rl

rk





∑l
α=1 vα

1 Ai
αb

...∑l
α=1 vα

r Ai
αb



 . (71)
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Necessary and sufficient conditions for involutivity are given by the following
theorem, known as Cartan’s involutivity test:

THEOREM 18. We have

d �
p∑

i=1

iσ ′
i , (72)

with equality if and only if the system (I, �) is in involution. If σ ′
q = k �= 0 with

q maximal, then the admissible local integral manifolds are parametrized by k Cω

functions of q variables.

The remainder of this paper is devoted to illustration of Cartan’s test on a series
of examples. We start with a trivial example.

EXAMPLE 19. Consider on R
3 with coordinates (x, u, p) the Pfaffian system

with independence condition (I, �) where

I = {θ, dθ}, � = dx, (73)

and

θ = du − p dx. (74)

We have

dθ = dp ∧ dx = π ∧ �. (75)

The admissible integral elements are of the form

π − t�, (76)

d = 1, σ ′
1 = 1. (77)

The involutivity test is therefore satisfied and the admissible integral manifolds
are one-dimensional, as expected. They are parametrized by one arbitrary func-
tion of one variable. Of course, we could have seen this immediately by direct
inspection. The next example is less trivial. It is taken from [2].

EXAMPLE 20. We consider a scalar partial differential equation

F

(
xi, u,

∂u

∂xi
,

∂2u

∂xi∂xj

)
= 0, 1 � i, j � p, (78)

where F is assumed to be Cω in all its arguments. We shall see using the Cartan–
Kähler theorem that the local solutions of the partial differential equation (78) are
parametrized by two analytic functions of p − 1 variables.
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To the partial differential equation (78), we associate on R
p(p+5)

2 +1, with local
coordinates (xi, u, ui, uij ), 1 � i, j � p, the zero set of the function F of the
same arguments, and we assume that

det

(
∂F

∂uij

)∣∣∣∣
F=0

�= 0. (79)

The partial differential equation (78) is now reformulated as an exterior differential
system with independence condition (I, �), where I is the differential ideal of
�∗(R

p(p+5)
2 +1) generated by

F(xi, u, ui, uij ) = 0, θ0 = du −
p∑

i=1

dxi, (80)

θi = dui −
n∑

j=1

uij dxj , 1 � i � p, (81)

where

� = dx1 ∧ · · · ∧ dxp. (82)

The structure equations of (I, �) are easily determined. We have

dF = 0, dθ0 ≡ 0, dθi ≡
n∑

j=1

πij ∧ dxj , mod θ0, . . . , θp, (83)

where πij := −duij . It is not difficult to compute the reduced characters of (I, �)

once we use the nondegeneracy condition (79) to put the above structure equations
in normal form. Under a change of coframe of the form

ω̄i =
p∑

j=1

ai
j dxj , θ̄ i =

p∑

j=1

(a−1)
j

i θj , (84)

we have

π̄ij = −
p∑

k,l=1

dukl a
k
ia

l
j . (85)

Using the rank condition (79), we can locally choose ai
j so as to have

p∑

i,j=1

∂F

∂uij

(a−1) k
i (a−1) l

j = δij εi, (86)
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where ε2
i = 1. The structure equation dF = 0 then takes the form

p∑

i=1

εiπ̄ii +
p∑

k=1

bkω̄
k ≡ 0, mod θ̄0, . . . , θ̄p, (87)

for some functions bk, 1 � k � p. We now define

¯̄πii = π̄ii + εibiω̄i, ¯̄πij = π̄ij , 1 � i �= j � p. (88)

Dropping bars, the structure equations (83) become

dθ0 ≡ 0, dθi ≡
p∑

j=1

πij ∧ ωj , mod θ0, . . . , θp, (89)

where
p∑

i=1

εiπii ≡ 0, πij ≡ πji, mod θ0, . . . , θp, (90)

and where 1 � i, j � p. The reduced characters are computed using (71). We
have

σ ′
1 = p, σ ′

2 = p − 1, . . . , σp−1 = 2, σp = 0, (91)

where the final drop in the value of the characters from 2 to 0 is due to the trace
condition (90). We thus have

p∑

i=1

iσ ′
i = p(p + 1)(p + 2)

6
− p. (92)

In order to apply the involutivity test, we consider the admissible integral elements
(x, Ep) of (I, �), which are given by

θ0|Ep = 0, θ i |Ep = 0,

(
πij −

p∑

k=1

Lijkω
k

)∣∣∣∣∣
Ep

= 0, (93)

where 1 � i, j, k � p, and where we have

Lijk = Ljik = Likj ,

p∑

i=1

εiLiik = 0. (94)

The dimension of the solution space of the polar equations of (x, Ep) is thus given
by

d =
(

p + 2
p − 1

)
− p = p(p + 1)(p + 2)

6
− p, (95)

and the system is in involution, with top character σ ′
p−1 = 2. The local Cω solutions

are thus parametrized by 2 arbitrary functions of p − 1 variables, as claimed.
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EXAMPLE 21. We now give our final example, which comes from the geometry
of submanifolds and which is taken from [6]. This example is the starting point of
the Laplace transformation of submanifolds with conjugate nets of curves [8, 10].
We start with a definition:

DEFINITION 22. A Riemannian manifold (Mn, g) isometrically immersed in
R

2n is said to be a Cartan submanifold if the second-order osculating space of Mn

is everywhere 2n-dimensional, and if near every point x ∈ Mn there exist local
coordinates (x1, . . . , xn) such that the net of coordinate curves is conjugate.

This means that if X: U ⊂ R
n → R

2n denotes the local expression of such an
immersion in conjugate coordinates, then we have

Xij =
n∑

k=1

�k
ij Xk +

n∑

α=1

�α
ij Nα, (96)

where

�α
ij = 0, 1 � i �= j � n, 1 � α � n. (97)

It is not immediately obvious that Cartan submanifolds of dimension greater than
two, which are not flat, should exist at all. We give two examples taken from [10].
We first have the elementary example of the Clifford torus T

n ⊂ R
2n, given by

X(x1, . . . , xn) = (cos x1, sin x1, . . . , cos xn, sin xn). (98)

Another example which is less elementary, is a toroidal submanifold of S2n−1 ⊂ R
2n

which is described as follows. Let c3, . . . , cn be real numbers such that

n∑

j=3

c2
j < 1, cj �= 0, (99)

let

λ :=
(

1 −
n∑

j=3

c2
j

)1/2

, (100)

and let r and µ be nonzero real numbers such that r2 = µ2 + 1. The immersion

X = (λf0, λf1, λf2 cos x2, λf2 sin x2, c3 cos x3, c3 sin x3, . . . ,

cn cos xn, cn sin xn), (101)

where

0 < x1 <
π

2µ
, 0 < xj < 2π, 2 � j � n, (102)
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and where

f0 = µ

r
sin rx1 cos µx1 − cos rx1 sin µx1, (103)

f1 = µ

r
cos rx1 cos µx1 − sin rx1 sin µx1, (104)

f2 = −1

r
cos µx1, (105)

defines a Cartan submanifold.
One would like to know how many immersions X: U ⊂ R

n → R
2n define

Cartan submanifolds. It is easy to derive a set of necessary conditions that the
Christoffel symbols �k

ij of the immersion must satisfy in order for this to happen.
We know by definition that

Xij =
n∑

k=1

�k
ij Xk, for i �= j. (106)

From this, it follows that if X: U ⊂ R
n → R

2n is a Cartan submanifold parame-
trized by conjugate coordinates, then (106) holds. It follows furthermore that

Xij = �i
ij Xi + �

j

ij Xj , (107)

where the Christoffel symbols �k
ij satisfy

∂�k
ik

∂xl
+ �k

ik�
k
kl − �i

il�
k
ik − �l

il�
k
lk = 0, (108)

for 1 � i �= l �= k � n.
One would like to analyze these constraints to determine the degree of general-

ity of the set of Cartan submanifolds of R
2n. This was done by Cartan in [6], using

the Cartan–Kähler theorem and the involutivity test as given for quasi-linear exte-
rior differential systems. It is more natural from this point of view to think of Cartan
submanifolds as being immersed in real projective space P

2n, since the property of
admitting a conjugate net of curves is essentially projective. The theorem proved
by Cartan for such submanifolds is the following:

THEOREM 23. Locally, the set of Cω Cartan submanifolds X: U ⊂ R
n → P

2n

is parametrized by n(n − 1) functions of 2 variables.
Proof. This is only a sketch of the proof. The structure equations for the bundle

of projective frames in P
2n are given by

dA = ω00A + ω1A1 + · · · + ω2nA2n, (109)

dAi = ωi0A + ωi1A1 + · · · + ωi2nA2n, (110)

dωi = ω00 ∧ ωi +
2n∑

j=1

ωj ∧ ωji, (111)

dωij = ωi0 ∧ ωj +
2n∑

k=1

ωik ∧ ωkj , (112)
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where 1 � i, j � 2n. We adapt the projective frame (A, A1, . . . , A2n) to X, so that
at every point of the image of X, we have

ωn+1 = · · · = ω2n = 0, ωiα =
n∑

j=1

�α−n
ij ωj , (113)

where 1 � i � n, n + 1 � α � 2n and

�α−n
ij = �α−n

ji . (114)

Consider the pencil of quadratic differential forms

� =
2n∑

α=n+1

λα�α, (115)

where

�α =
n∑

i=1

ωi ⊗ ωiα =
n∑

i,j=1

�α−n
ij ωi ⊗ ωj . (116)

We are looking for all immersions X such that

� =
n∑

i=1

νiω
2
i . (117)

By a further adaptation of the projective frame (A, A1, . . . , A2n), this condition
reduces to

�n+i = ω2
i , (118)

and our problem thus reduces to constructing the integral manifolds of the Pfaffian
system on the bundle of projective frames generated by the 1-forms

ωα, n + 1 � α � 2n, (119)

ωi,n+i − ωi, 1 � i � n, (120)

ωj,n+i , 1 � i �= j � n, (121)

with independence condition given by ω1 ∧ · · · ∧ ωn. It follows from the structure
equations for the projective frames that this Pfaffian system is quasi-linear. Its
reduced characters are easily computed to be

σ ′
1 = 0, σ ′

2 = n(n − 1), σ ′
2+l = 0. (122)

On the other hand, the dimension of the space of solutions of the polar equations for
an admissible n-dimensional integral element is equal to 2n(n−1). The conclusion
follows by applying Cartan’s involutivity test. �
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