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PREFACE 

Many computational methods for solving continuous or infinite-dimen­
sional problems with a high-speed digital computer exist. One of these, the 
finite-element method, seems to be almost universally applicable . 

In this book I discuss, in elementary terms, a unified and mathematically 
rigorous approach to the finite-element method. My primary aim is to present 
enough practical and theoretical details to enable the reader either to imple­
ment the method intelligently on a digital computer in order to solve practical 
problems, or to pursue theoretical studies knowledgeably. Included in the 
presentation are applications to interpolation problems, integral equations, 
least squares or regression problems, elliptic differential equations, eigenvalue 
problems, parabolic problems, and optimal control problems. 

The material in this book is aimed at an audience with a knowledge of 
calculus and l inear algebra. The book can be used as a supplement to a survey 
text in a numerical analysis or methods course, or as a text in a finite-element 
methods course. 

I wish to thank both the Office of Naval Research and the Chevron Oil 
Field Research Company for their support during the preparation of this 
book, Professors Stanley C. Eisenstat , Herbert Keller, John Todd, and 
Olof Widlund for reviewing the entire manuscript carefully, and Allon Gillon 
and Paul Patent for their aid with the computations. Also, I thank the 
Department of Computer Science at Yale University, where most of the 
work was completed, and Janet Gail Beyer and Vianne Ramirez, who effi­
ciently typed the manuscript. 

xiii 

MARTIN H. SCHULTZ 
New Haven, Connecticut 
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1 INTRODUCTION 

In this book, we give a unified treatment of a variety of basic numerical 
analysis problems. In particular, we will be concerned mainly with the ques­
tion of changing infinite-dimensional or continuous problems into "discrete" 
ones, to optain computationally attractive, approximate, finite-dimensional 
problems. 

Our approach is to use variational formulations and spaces of piecewise 
polynomial functions. This combination was first used by Courant to study 
vibration problems in 1 943 (cf. [ 1 . 3]) and has since been successfully adopted 
by engineers, who call it the "finite element procedure."  

Since we wish to  compute the solutions of  the finite-dimensional 
problems on a digital computer, we are naturally led to use spaces of piecewise 
polynomial functions, e .g. ,  spline functions, for which we can easily a priori 
construct appropriate basis functions. When coupled with the variational 
approach, these basis functions yield approximate, finite-dimensional 
problems involving sparse, well-conditioned linear systems, which can be 
effectively solved either by Gaussian elimination or iterative methods. 
Moreover, we can show that the approximate problems generally have unique 
solutions, and we can give general a priori error bounds, which show that the 
approximations obtained are high-order accurate. 

In summary, we formulate a large variety of problems as minimizing a 
real-valued functional, F, over an infinite-dimensional function space V, 
and obtain computationally attractive, approximate, finite-dimensional 
problems by minimizing F over finite-dimensional subspaces S of V, con­
sisting of appropriately chosen piecewise polynomial functions. Moreover, 
our goal is to give only a general survey of the basic ideas and general 
techniques of analysis and results. We will not attempt to present and prove 
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the sharpest or the most general possible mathematical theorems. Instead, 
we will consider a variety of simple model problems. For example, we consider 
only second-order differential equations, domains which are either an 
interval or a square, and piecewise polynomials of degree one or three. We 
leave the extensions and generalizations to the exercises and the references, 
which have been chosen for their suitability in gu iding the reader in further 
study. 

We now introduce some basic mathematical notations and results, which 
we will use repeatedly throughout this book. We will let 

/ - [0, 1 ] {x i O  < x < I }, 

U = [0 , 1 ] x [0, 1 ] = {(x, y) I ° < x < 1 and ° < y < I } , 

and for each positive integer t, 

, _d 't/> Dt/>(x) = dx'(x), , _a't/> Dxt/>(x, y) = ax'(x, y), 

and 

R' {(X l ' • . •  ,x,) I Xj is a real number, 1 < i < f}, 

i .e . ,  R' is Euclidean t-space. For each nonnegative integer t and for each p, 
1 < p  < 00 ,  we will let Pe"p(a, b) be the set of all real-valued functions 
t/>(x) such that : 

( 1 )  t/>(x) is t - 1 times continuously differentiable, 
(2) there exist Yi' ° < i < s, with 

a = Yo < YI < ... < Ys < Ys+I = b 

such that on each open subinterval (Yi' Yi+ 1 ) ' ° < i < s, D'-It/> is continuously 
differentiable, and 

(3) the V-norm of D't/> is finite, i .e . ,  

For the special case of p = 00 ,  we will demand that 

I I  D't/> 1 1= - max sup I D't/>(x) 1 < 00. O::;;i=:;;'s XE ()'t,)'t+d 

Unless we state otherwise, the LP-norm of a function t/> of one variable, 
II t/> lip, will mean the V-norm over / = [0, I]. Similarly, for each nonnegative 
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integer t and for eachp, 1 < p < 00, we will let PCt,P(U) be the set of all real­
valued functions r/J(x, y) such that : 

(I) r/J(x, y) is t - 1 times continuously differentiable, i . e . ,  

D�D�r/J(x, y), O < l + k < t - l . 

exists and is continuous, 
(2) there exist Yi ' 0 < i < s, and # j'  0 < j  < r, with 

0 = Yo < ... < Ys+ I = 1 and 0 = #0 < ... < #,+ 1 = 1 

such that on each open subrectangle, 

we have 

o < i < s, 0 < j  < r, 

o < I  + k < t - I , 

continuously differentiable, and 
(3) for all 0 < I + k < t, the V-norm of D�D� is finite, i .e . ,  

For the special case of p = 00 ,  we wil l  demand that 

Unless we state otherwise , the Lp-norm of a function r/J of two variables, 
1 1  r/J l ip, will mean the V-norm over U = [0, I ] x [0, I ] . Moreover, 

pq ,p(a, b) = {r/J E PC I , 2(a, b) I r/J(a) = r/J(b) = OJ 

and 

?q , p(U) = {r/J E PC I ,p(U) I r/J(x, y) = 0 for all (x, y) in the boundary 

of U, i .e . ,  for (x, y) with x = 0 or I , or y = 0 or I}. 
Finally, we will let 11: 0 = Xo < X I < ... < XN+ I = 1 be a general parti­

tion of I, with the points Xi' 0 < i < N + I ,  being caIIed partition points or 
mesh points or knots, and if l1y: 0 = Yo < Y I < ... < YM+ I = 1 is another 
such partition, we will let p = 11 x l1y be a partition of U, i . e . ,  p consists of 
the subrectangles of the form 

o < i < N, 0 < j  < M. 
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Moreover, we will let 

h - max (XI+I - x;) and 11 = min (Xi+1 - XI) o �i::;;'N 0 �i5.N 

be respectively the maximum and minimum mesh lengths of A, 

be respectively the maximum and minimum mesh lengths of Ay, and 

ji = max (h, k), !! min (t!, �). 

CHAP."} 

We now discuss some basic mathematical results which will be used 
repeatedly throughout this book. We start with a generalization of Rolle's 
Theorem. The proof we give follows [ 1 .4] .  

THEOREM 1 . 1  

If / E Cn [a, b] ,  n > 1 ,  i . e . ,  / is n times continuously differentiable on 
[a, b] ,  and if/ has a zero of order at least mi at Xi' I < i < k, where 

k 
a = X I < X2 < ... < Xk = b and � mi > n + I, 

;-=1 

then there exists e E [a , b] such that Dnf(e) = O. Moreover, e E (a, b) 
unless k = 1 and X I = a or b, in which case e = XI' 

Proof If k = 1 ,  then the result follows by choosing e = X I ' If k > 1 
we use induction on n. 

For n = 1 , J(x) has zeroes at two distinct points and the result is j ust the 
standard Rolle's Theorem of calculus. We assume the result holds for all 
integers through n - 1 and let g(x) = D/(x) . The function g(x) has a zero 
of order ml - 1 at each Xi' 1 < i < k, and (by the result for n = I) a zero 
el' of order one, between each pair Xi and xi+ I for 1 < i < k - 1 .  Therefore 
the total number of zeroes of g is 

k I: (ml - 1 ) + k - 1 > n, 
1=1 

and by the induction hypothesis there exists e E (a, b) such that Dn- Ig(e) = 

Dnf(e) = 1 . Q.E.D. 

The next result which we will prove is called the Rayleigh-Ritz Inequality. 
We give the Fourier series proof due to Hurwitz ; cf. [ I .l] . 
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THEOREM 1 .2 

Iff E pq. 2(a, b), then 

(l.l) n2 S:P(x) dx < (b - a)2 S: (Df(x»2 dx. 

Moreover, we have equality if and only if 

f(x) = a l sin (n(b - a) - I (x - a» 

for some real number a l• 

Proof Expanding f(x) and Df(x) in their respective Fourier series, we 
have 

f(x) '" L: an sin (nn(b - a) - I (x - a» n= l 
and 

Df(x) '" L: an nn(b - a) - I cos (nn(b - a)- I (x - a» . 
n=l 

By Parseval's relation (cf. [ l . l ]), 

s: (f(X» 2 dx = :tl (an)2 

and 

S: (Df(x»)2 dx = 
n
� (an nn(b - a) - I )2 , 

which implies ( l . l ) .  Q.E.D. 

We come now to a discussion of the Peano Kernel Theorem. We wil l  call 
E a linear functional on the vector space 

n>O, 

if E is a real-valued function on PCn+ I , I (a, b) such that 

E( ef) = eE(f) and E(f + g) = E(f) + E( g) 

for all/, g E PCn+ 1 , I (a, b) . 

THEOREM 1 . 3 

If E is a linear functional on PCn+ 1 , I (a, b) , n.> 0, and E(p(x» = ° for all 
polynomials p of degree n, then for all f  E PCn+ 1. 1(a, b), 
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(1.2) 

where 

(x _ t)� = {(X - t)n, 
0, 

x > t, 
x < t, 

and Ex means the l inear functional E appl ied to the expression 

r Dn+ If( t)(x - t)� dt, 
a 

considered as a function of x. 

CHAP. I 

Proof With the notations introduced, Taylor's Theorem with exact 
remainder can be written as 

( 1 .3) f(x) = f(a) + Df(a)(x - a) + ... + �Dnf(a)(x - a)n n! 

+ � fb Dn+ lf(t)(x - mdt, n. a 

and the result follows by applying E to both sides of the identity ( 1 . 3) and by 
using the linearity of E and the fact that E vanishes on all polynomials of 
degree n. Q.E.D. 

Our next two results in this chapter wi l l  be basic to the results of Chapters 
2-4. 

THEOREM 1.4 

Iff and g E pca. Z(/) and 

(f, g)z = f�f(x)g(x) dx = 0, 

then 

( 1 .4) Ilfll� + Ilgll� = Ilf + gll�. 
Proof By definition 

I l f  + gll� = (f,fh + 2(f, g)z + (g, g)z, 
and the result follows from the orthogonality condition. Q.E.D. 

COROLLARY 

Iffand g E PCk.Z(I), k > 0, and (Dkf, Dkg) Z = 0, then 

( 1 . 5) 
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Moreover, if g(x) vanishes n > k times on I (counting multiplicities) and 
I I  Dkg l 1 2 = 0, g(x) = 0 on I. 

Proof The equality comes from Theorem 1 .4 with Dkf replacing f and 
Dkg replacing g. Furthermore, by Rolle's Theorem, there exists a point 
C; E I such that Dk - l g(C;) = O. 

Hence, for all x E I, we have by the Cauchy-Schwarz Inequality that 

I Dk - l g(X) I = If; Dkg(S) ds I < S; I Dkg(S) I ds 

< f: I Dkg(S) I ds < I I Dkg l 1 2 = 0, 

and g must be a polynomial of degree at most k - 2. But g vanishes at n 
points and hence must be the zero polynomial. Q.E.D. 

Our last result of this chapter is called the Schmidt Inequality. 

THEOREM 1 .5 

If P .(x) is a polynomial of degree n = I , 2, or 3, then 

( 1 .6) f: [Dp'(X)] 2 dx < 4k.(b - at2 f: [p .(X)] 2 dx, 

where kl 3, k2 _ 1 5, and k3 = !(45 + ..jI605) � 42.6. 

Proof We first consider the special case of a = - I and b = I .  If we 
define the Legendre polynomials Lo(x) = ../fT2, Lt (x) = "j3f2x, L2(x) = 
,J5j8(3x2 - I), and L3(x) = ..j7f8(5x3 - 3x) , then 

i=j 
i-=l=-j 

o < i ,j < 3, and there exist real numbers Po, P I ' P2 ' and P3 such that 

( 1 .7) 

Using the representation ( 1 .7) of P .(x) in terms of Legendre polynomials, 
we have 

r [Dp .(x)] 2 dx 
k . = sup �-

I,-I 
----

,;<0 f 
_ I 

[p .(x)] 2 dx 

_ pTAP _ - sup ATA = sup R[P] , 
,,,0 .. .. ,,,0 
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where 

is symmetric, nonnegative definite and R[P] is the Rayleigh quotient of An' 
Furthermore, we can compute that 

[0 0 0] 
Az = 0 3 0 , o 0 1 5  

and 

lo 0 0  O J A =
O 3 0,J2I. 

3 0 0 1 5  0 o ,J2I 0 42 

By the variational characterization of the eigenvalues of symmetric 
matrices in terms of the Rayleigh quotient (cf. [ 1 .2]) we have that k .  = 
maximum eigenvalue of A . and the inequality ( I .6) follows by direct computa­
tion. To prove the inequality ( 1 .6) for arbitrary a and b, we use the change of 
independent variable 

y = 2(a - bt l (a - x) - 1 

and obtain 

f: [Dxp .(x)] Z dx = 2(b - a)- I L l 
[Dyp .(a + -Hy + l )(b - a»)] 2  dy 

< 2(b - a)- I k .  L 1 [p .(a + i(y + 1 )(b - a» ]2 dy 

< 4(b - a)- 2k .  f: [P .(x)]2 dx. 

Q.E.D. 

E X E R C I S E S  F O R  C H A P T E R 1 

( 1 . 1 ) Show that if w E PC I . 2(a , b) and w( a) = w( b) = 0, then max I w(x) I � 

i( b - a) I /Z (f: [Dw( t)]2 d t) '/ z . We remark that this is a spec�:;::se of the 

general Sobolev Inequality. (Hint : use the equality w(x) = i{f: Dw( t) d t  

- f: Dw( t) d t} and the Cauchy-Schwarz Inequality.) 

( 1 .2) Show that if w E PC l · q( a, b) and w( a) = w( b) = 0, then (f: [w(x W) lip 

< i-( b  - a) l +r1 - q-' (f: [Dw(x)]q) , l q. (Hint: Proceed as in ( 1 . 1 )  except using 

Holder's Inequality.) 
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(1 . 3) Prove that if 1 E PC 1 , Z(a, b) and either I(a) = 0 or I(b) = 0, then 

1lZ f: (f(x»)Z dx < 4(b - a)Z  f: (DI(x» Z dx. 

9 

( 1 .4) Show that if P:2': q and {ad!'!,) and {btl!'!,) are any positive numbers such 
that aFp � bll9, 1 � i � N, then 

(Hint: Use Jensen's Inequality ; cf. [ 1 .1 , p. 1 8].) 

R E F E R E N C E S  F O R  C H A P T E R  1 

[ 1 . 1 ]  BECKENBACH, E .  F. , and R .  BELLMAN, Inequalities. Springer-Verlag, Berlin 
( 1965). 

[1 .2] BELLMAN, R., Introduction to Matrix Theory. McGraw-Hill, New York 
(1 960). 

[ 1 . 3] COURANT, R.,  Variational methods for the solution of problems of equilib­
rium and vibrations. Bull. Amer. Math. Soc. 49, 1 -23 ( 1943). 

[1 .4] WENDROFF, B . ,  Theoretical Numerical Analysis. Academic Press, New York 
(1 966). 



2 PIECEWISE LINEAR 

INTERPOLATION 

2.1 O N E- D I M E N S I O N A L  P R O B L E M S  

In  this and the following two chapters, we  consider interpolation pro­
cedures. Given Ii :  0 = Xo < X I < ... < XN < XN+ I = I and N + 2 real 
numbers, {ft}f!:'Q\ an interpolating procedure yields a function, g(x), such 
that g(x) is defined for all x E I and g(xi) = ft, 0 < i < N + 1. A good 
procedure is one which yields a function, g, which is "inexpensive" to evaluate 
and such that if ft = f(x;) ,  0 < i < N + I , where f(x) is a smooth function, 
then g(x) is a good approximation to f(x) . 

A classic procedure due to Lagrange is to let g(x) be the unique N-th 
degree polynomial, PN(X), defined by the interpolation conditions. That is 

(2. 1) 

where 

(2.2) 

However, it is a well-known result of Runge that the Lagrange interpolation 
procedure is not good. In fact, there exist analytic functions on I, e.g. , f(x) 
= [( lOx - 5)2 + WI , for which the sequence, {PN(X)}��h of Lagrange 
interpolating polynomials, defined with respect to uniform meshes, diverges ; 
cf. [2. 3] .  

In order to overcome this difficulty, we introduce and study a piecewise 
linear interpolation procedure. We begin with two basic definitions. 

1 0  
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DEFINITION 2. 1 

Given a, let L(a) be the vector space of all continuous, piecewise linear 
polynomials with respect to a, i . e . ,  

L(a) = {p(x) E C(/) I p(x) is a linear polynomial on each subinterval 

[Xi' xj+J, 0 < i < N, defined by a}. 

The functions in L(a) are sometimes called "linear finite element functions" 
or "linear patch functions ."  

DEFINITION 2.2 

Given f - (fo , J1 > . . .  , fV+ I ) E RN+ 2 , let tJL(4,c, the L(a)-interpolate of 
f, be the unique element, lex), in L(a) such that lex) = h, 0 < i < N + 1. 

This procedure is well-defined . In fact, on each subinterval [Xi ' Xi +  J, o < i < N, tJL(4,c is equal to a l inear polynomial ai x + hi which must be 
determined by the two conditions 

(2.3) 

To show that there is a unique solution to (2 .3), it suffices to show that the 
homogeneous case of h = h+ 1 = 0 has only the solution of aj = hi = O. 
However, this is obvious since Xi -=I=- xi+  I . 

We can express the L(a)-interpolate as 

where (x) is the unique element in L(a) such that o < i, j < N + I 

(Oij is the Kronecker delta function). The graph of ll(x), I < i < N, is given 
by 
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Moreover, 

lo (x) = {(X I - x)xl l , 0 < x <  X I , and 

0, X l < X < I , 

{(X - X1_ I )(XI - XI_ Itl , XI- l < X < Xi' 
II(x) = (Xi+ 1 - X)(Xi+ 1 - Xi)- I , Xi < X < xi+P and 

0, 0 < X < xi_ l or XI+ I < X < I , 

XN < X < I , and 

0 < X < XN• 

In the special case of a uniform partition with mesh length h = (N + I )- I , 
the basis functions Ilx), 0 < i < N + I , can be expressed in terms of one 
"standard" basis function, L(x) . In fact, if 

then 

{I + x, 
L(x) = I - x, 

0, 

(X) = L(h - I X - i), 

-I < x < O, o < X <  I , 
x E R - [- I , I ] ,  

O < i < N + 1 .  

Furthermore, the mapping {}L(4) is "local" in the sense that if X E [XI' XI+ I ] ' o < i < N, then {}L(4)f(x) depends only on ft and ft+l. Iff(x) is defined for all 
X E I, we will let {}L(4J= {}L(4)f, where f = (f(xo), . . .  , J(XN+ I » . Moreover, 
we will often abbreviate {} L(4) by {} L. 

Any single evaluation of {} Lf(x) requires only three multiplications and 
four additions. In fact, if X E [Xi ' XI+ I ] '  0 < i < N, then 

To get an idea of the behavior of the error in this procedure, we consider 
the simple function f(x) = XZ .  If etCx) = f(x) - {} d(x) , X E [Xi' Xi+ I ] '  o < i <  N, then 

Moreover, it is easily directly verified that 

for all X E [XI> XI +1] '  with the minimum being assumed at X = t(XI + XI+ I ). 
Thus, I l f - {}Lf l l � < khz , which shows that forf(x) = XZ the piecewise linear 
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interpolation procedure is second-order accurate, i .e . ,  the exponent of h in the 
error bound is 2. Using this bound we may compute the following table for 
uniform partitions !1(h): 

h dim L(ll(h» 

2 
10-1 12 
1 0-2 1 02 
10-3 1 002 

IIx2 - QL(A(h»X211� 

0.25 
0.25 x 1 0-2 

0.25 x 1 0-4 
0.25 x 1 0-6 

In Section 2 .3 ,  we will show that this special result generalizes and that this 
procedure is second-order accurate for all sufficiently smooth functions. 

2.2 TWO- D I M E N S I O N A L  P R O B L E M S  

In  this section, we  introduce a two-dimensional analogue of  the inter­
polation procedure of the previous section. 

We let L{p) = L(!1) ® L(!1) (the tensor product), i .e . ,  L(p) is the 
(N + 2)(M + 2)-dimensional linear space of all functions of the form 

Clearly L{p) can be characterized as the vector space of all continuous, 
piecewise bilinear polynomials with respect to p. In fact, if r!J(x, y) is such a 
function, then for each 0 < i < N, 0 < j < M, and (x, y) E [XI' X1+1] X 
[Yj' Yj+ I ] ' 

r!J(X, y) = r!J(xl, Yj) ll(x) lj(Y) + r!J(x/+ l > Yj) li+ 1 (x) liy) 

+ r!J(xi, Yj+ , ) I/(x) lj+ , (Y) + r!J(XI+ I , Yj+ 1)1/+ 1 (x) lj+ I (Y) ' 
Thus, 

and hence r!J E L(p). 
Given the vector f = {ltj}:'�;'o:)�o+ I , 

we define 

(2.4) 

as the interpolation mapping into L{p). If Itj =f(xl, Yj)' 0 < i < N + 1 
and 0 < j < M + 1 ,  where f(x, y) is defined for all (x, y) E R, we will write 
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{fL(P'! for {fL(P)f. We now give a characterization of {fL(p,! in terms of one­
dimensional interpolation schemes. 

THEOREM 2. 1 

If f(x, y) is defined for all (x, y) E U, then 

(2.5) 

Proo! We prove only the first equality in (2. 5), as the second is proved the 
same way. By definition 

N+ I M+ I 
= I; I; f(xl, YJ) llx) l/y) I�O J�O 
= {fLIp)! 

Q.E.D. 

2.3 E R R O R  A N ALYS I S  

In this section, we prove a priori error bounds for the interpolation 
procedures introduced in Sections 2. 1 and 2.2. In the one-dimensional case, 
our analysis is based upon the fact that the piecewise linear interpolating 
function describes the shape of a taut string passing through the interpolation 
points. As such, i t  can be characterized as the solution of a simple variational 
problem. 

This is also true of the piecewise cubic interpolation procedures of 
Chapters 3 and 4. Hence, we treat the piecewise linear interpolation procedure 
in full detail as a guide to the higher-order cases. 

We now state and prove a variational characterization of the piecewise 
linear interpolate {f L(4)f as the interpolating function of minimum least 
squares variation. 

THEOREM 2.2 

Let 11 and {.t;}�"'ol be given and 

V= {w E PC '· 2 (I) l w(xJ = .t;, 0 < i <  N + I } . 

The variational problem of finding the functions P E V which minimize 
I I Dw l l� over all WE V has the unique solution {fL(4)f. 
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Proof First, we show that p E V is a solution of the variational problem 
if and only if 

(2.6) (Dp, Do)z = 0 

for all 0 E Vo = {w E PC I . Z (/) 1 w(xJ = 0, 0 < i < N + I } ,  i .e . ,  if and only 
ifp is a solution of the generalized Euler equation. 

In fact, if p E V, then p + a,o E V for all real numbers a, and all 0 E Yo' 
Moreover, if p is a solution of the variational problem, the function 

(2.7) F( a,) = I I D(p + a,0) 1 1 ; = (Dp, Dp)z + 2 a,(Dp, Do)z + a,Z(Do, Do)z 

is minimized for IX = O. Thus, by calculus, dF(O)/dIX = 0 and we obtain (2 .6) .  
Conversely, if  p E V i s  a solution of (2 .6) and w E V, then w - p E Vo and 
(Dp, Dw - Dp)z = O. Thus, by the corollary to Theorem 1 .4, we have 

(2.8) I I D(w - p) l li + I I DP l li = I I Dw l li. 

Hence, 

(2.9) I I DP l l i < I I Dw l li for all w E V 

and p is a solution of the variational problem. Moreover, we have equality in 
(2.9) if and only if I I Dw - Dpll i = 0 or, using the Rayleigh-Ritz Inequal­
ity (Theorem 1 .2), if and only if 

or w = p. Thus, the variational problem and the generalized Euler equation 
(2.6) have at most one solution. 

Second, we complete our proof by showing that tJ L(6 )f is a solution of the 
generalized Euler equation (2.6) . If 0 E Yo, then integrating by parts we have 

(D tJL(6)f, DO)z = f: D tJL(6)f(x)DO(x) dx 

= I� ('I D tJL(6l(x)DO(x) dx 

Thus, (D tJL(6l, Do)z = 0, since each term in the first sum vanishes because 
of the interpolation conditions on p, and each term of the second sum 
vanishes because tJ L(6)f is a linear polynomial on each subinterval [XI> X1+ I ] '  o < i < N. Q.E.D. 
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As a corollary of equation (2. 8) of the preceding proof we obtain the so­
called "First Integral Relation," which was introduced in [2. 1 ] .  

COROLLARY 

If / E PC I , z(I) , then 

(2. 10) 

By using the same type of integration by parts argument that we used in 
the proof of Theorem 2.2, we may prove the following result. 

THEOREM 2 .3  

If  g E PC2, 2 (1), and g (xj = J;, 0 < i < N + I ,  then 

(2. 1 1 ) 

For the special case in which J; = /(x;), 0 < i < N + I ,  and g = J, we 
obtain the so-called "Second Integral Relation," which was introduced in 
[2. 1 ] .  

COROLLARY 

If / E PC2,Z(I), then 

(2 . 1 2) 

We now turn to the derivation of a priori bounds for the interpolation 
error,! - {J LJ, and its derivative with respect to the V-norm and the L =-norm. 
In general, variational problems lead naturally to error bounds in the V­
norm. However, for computational purposes we prefer L =-norm error bounds. 
We start with a preliminary error bound which is not only of interest for its 
own sake, but will be used in the remainder of this chapter. 

THEOREM 2.4 

If / E PC I , z (I), then 

(2. 1 3) I I D(f - {JJ) l l z < l i D/ l i z 

and 

(2. 1 4) 

Proof. Inequality (2. 1 3) follows directly from the First Integral Relation 
(2 . 1 0) .  To prove inequality (2 . 1 4) we note that /ex;) - {JL/(Xj = 0, for all o < i < N + I , and by the Rayleigh-Ritz Inequality (Theorem 1 .2) 
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(2. 1 5) S::" [J(x) - 8 J(x)J2 dx 

for all 0 < i < N. 

< n- Z(Xi+l - x;} Z SX'" [D/(x) - D8L/(x)F dx, 
x, 

Summing both sides of inequality (2. 1 5) with respect to i from 0 to N 
and taking the square root of both sides of the resulting inequality, we obtain 

(2. 1 6) 

and (2. 1 4) follows by using (2. 1 3) to bound the right hand side of (2. 1 6) .  
Q.E.D. 

If/ is somewhat smoother, we may obtain stronger a priori bounds. The 
"boot-strap" method of proof, which we will give, was suggested in [2. 1 ]  
and refined in [2. 5] . 

THEOREM 2 .5  

If  / E PCZ, Z(I), then 

(2. 1 7) 

and 

(2. 1 8) 

Proof Applying the Cauchy-Schwarz Inequality to the second integral 
relation (2. 1 2) yields 

(2. 1 9) 

Combining this with (2. 1 6) ,  we obtain (2. 1 7) .  
'Now using (2. 1 7) to bound the right-hand side of (2. 1 6) ,  we obtain (2. 1 8) .  

Q.E.D. 

We now turn to a derivation of error bounds in the L�-norm. 

THEOREM 2 .6 

If / E Pcz'�(I), then 

(2.20) 

and 

(2.2 1 )  
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Proof For fixed 0 < i < N, let w(x) =- (x - xi)(x - xl+ I ). For each 
x E [XI' xi+ t l , there exists ex E [XI' xl+ t l such that 

e(x) = f(x) - {}J(x) = !D2f(eJw(x). 

In fact, if X = XI or xi+ I ' any point ex suffices. Otherwise, for fixed X, 
choose A such that 

O(x) = e(x) - Aw(X) = O. 

But O(x) has three zeroes in [XI' XI+ I ] and hence by Rolle's Theorem there 
exists a point ex E [XI ' XI + I ] such that D20(ex) = o. But D20(ex) = 

D2f(eJ - 2A and hence A = !D2f({.). Thus, 

max l e(x) I < ! I I D2f l l= max I W(X) I < !h2 1 I D2f l l= , xE [Xt. x'+11 xE (Xt,Xt+tl 

which proves (2.20) . 
We now give an alternate proof of (2.20) based on the Peano Kernel 

Theorem. Applying this theorem to the functional e(x) for fixed X E [XI' XI+ I ]' 
we have 

e(x) = IX'ol Kx(t)D2f(t) dt, x, 
where 

K/t) = {(XI+ 1 - x)(t - XI)(XI+ 1 - XI)- I , 
(x - XI)(XI+ 1 - t)(XI+ 1 - XI) - I , 

Xi < t < X < XI+ 1 ' 

XI < X < t < XI+ I " 

Thus, 

I e(x) I < I I D2f l l= (x/+ 1 - XI) -{I:
, 
(XI+ 1 - x)(t - xl) dt 

+ 
('01 

(x - XI)(XI+ 1 - t) dtJ 
= ! I I D2f l l= (XI + I  - Xltl [(t - X;)2(XI+ 1 - x) I �, 

- (t - XI+  1)2(X - x;) I�"I] 
= ! I I D2f l l= (xI+ 1 - XI)- I [(X - XI)2(Xi+ 1 - x) 

+ (x - XI+ I )2(X - x;)] . 

By a standard application of the differential calculus, we find that the 
maximum value of the expression in brackets occurs at X = (XI + xl+ I )/2 
and is equal to !(XI+ 1 - x;}l, which proves (2 . 20) . 

Similarly, 

D" e(x) = I::+I Dx Kx(t)D2f(t) dt 

+ (XI+ 1 - XJ- I [(XI + 1 - x)(x - XI) - (x - x/)(XI+ 1 - x)] 
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< (Xi + 1 - Xi t 1 1 1 D2/ 1 1� [J:. (t - x) dt + r" (XI+ 1 - t) dtJ 
= !<Xi + 1 - Xi)- I I I D2/ 1 1� [(t - Xi) 2 1�, - (Xi + 1 - t)2 1 �"'] 

= -!-(Xi + 1 - Xi tI I I D2/ 1 1= [(x - x;)2 + (Xi+ 1 - X)2] . 

1 9  

The maximum value of the expression in brackets occurs at either x = XI 
or x = Xi+ 1 and is equal to (Xi+ 1 - x;)2 , which proves (2.2 1 ) . Q.E.D. 

The preceding proof shows that the interpolation error lex) - {f L I(x) 
for x E [Xi' Xi+ I ] depends only on values of D2/(t) for t E [XI' Xi+ I ] '  Further­
more, if/is sufficiently smooth, then the interpolation mapping, {f L' produces 
an approximation which is second-order accurate with respect to both the 
L�-norm and the V-norm, i .e . ,  the exponent of h in the error bounds (2. 1 8) 
and (2.20) is 2. 

We now proceed to the a priori error bounds for the piecewise bilinear 
interpolation procedure. As in the one-dimensional case, we find that if / 
is sufficiently smooth, then the interpolate {f L(pJ is a second-order approxima­
tion to / with respect to both the L�-norm and the V-norm. 

THEOREM 2.7 

If I E  pe2 ,2(U), then 

(2.22) 

(2.23) 

and 

(2.24) 

I I I - {fL(p)/ 1 1 2 < n- 2(h2 1 I D;/ 1 1 2 + hk l l DxDy/ lb + k2 1 I D;/ 1 1 2) 

< n- 2p2( I I D;/ 1 1 2 + I I DxDy/ l 1 2 + I I D;/ 1 1 2) '  

I I Dx(/  - {fL(pd) 1 1 2 < n- l (h I I DUI 1 2 + 2k I I DxDy/ l b) 

< n- 'p(l I D;/ l b  + 2 I 1 DxDJlb), 

I I Dy(/ - {fL(pd) 1 1 2 < n- l (k I I D;/ 1 1 2 + 2h l l DxDy / lb) 

< n-'p(l I D;/ lb + 2 1 I DxDy/ I 1 2) ' 

Proof From (2 .5) and the triangle inequality, we have 

(2.25) 

I I I - {fL(pJ lb < I I I - {fL(6J I 1 2 + I I {fL(6) (f - {fL(6.d) 1 1 2 
< I I I - {fL(6J l b  + I I {fL(6) (I - {fL(6.d) 

- (/ - {fL(6.d) lb + I I I - {fL(6.) / 1 1 2 ' 

Using the results of Theorems 2.4 and 2 .5  to bound the right-hand side of 
(2.25), we have 
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(2.27) 

Using (2.27) to bound the right-hand side of (2. 26), we obtain (2.22) .  

CHAP. 2 

We may prove (2.23) and (2.24) in a similar way. For example, using the 
results of Theorems 2.4 and 2 .5  we have 

I I Dx(f - 8'L(P )f) l i z < I I Dx(f - 8'L(Mf) l i z + I I DJ8'L(,,)(f - 8'L(",J) 

- (f - YL(",J)] l i z + I I Dx(f - 8'L(",J) l i z 
< n-Ih l l D;/ 1 1 z + 2 1 1 Dx(f - 8'L(",J) l i z 

which proves (2 .23). 

< n- I h I I D;/ l l z + 2n- 1k I I DxDy/ l l z , 

Q.E.D. 

The error bounds for the L =-norm are proved in a s imilar way using the 
following result, which is of interest for its own sake . 

LEMMA 2.1 

Proof If x E [xj , xj + 1 ] , 0 < j <  N, 

I 8'L(,,)f(x) I = II/xj + 1 - x)(xj + 1 - X) - l + Ij + l (X - xj)(xj + 1 - x J-II 
< I l f l l= [(Xj + 1 - x) + (x - x)](Xj+ 1 - XX I 

= I l f l l=-
Q.E.D. 

The result of Lemma 2. 1 shows that 8' L(,,)f depends cont inuously on f 
in a very strong way. Moreover, if f* is an approximation to f such that 
I I f - f* 1 1= < E, then 

THEOREM 2 .8  

If  I E Pcz' =(U), then 

(2.28) 
I I I - 8'L(p) / l l= < �(hZ I I D;/ I I= -I- k2 1 I D;/ I I=) 

< iiFCl I D;/ I I= + I I D;/ I I=) · 

Proof Using (2. 5) and Lemma 2.1, we have 

1 1 1 - 8'L(pJ I I= < I I I - 8'L("J I I = + 1 18'L(,, )(f - 8'L(",J) I I = 
< I I I - 8'L("J I I = + I I I - 8'L(",J I I=, 
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and (2.28) follows by using the result of Theorem 2.6 to bound the right-hand 
side of this inequality. Q.E.D. 

E X E R C I S E S  F O R  C H A P T E R 2 

(2.1) Let I E PC 1, �(I) and /(x) == {f[(Xi + Xi+ 1)/2] I x E [XI, Xi+ d, 0 < i < N} 
be the piecewise constant interpolate of I(x). Using the Mean Value 
Theorem of calculus, show that III - JII� < !h II DIII�· 

(2.2) Let I E PCI,�(U) and /(x, y) == {f[(Xi + Xi+I)/2, (Yj + Yj+I)/2] I (x, y) E 
[Xi> XI+I] X [Yi> YJ+1], 0 < i � N, 0 < j <  M} be the piecewise constant 
interpolate of f(x, y). Show that 

(2.3) Use the Peano Kernel Theorem to show that 

for all I E PC I, �(I). 

(2.4) Use the result of Exercise (2.3) to show that 

for all IE PCI,�(U). 

(2.5) Let l1(h) : 0 < h < 2h < . . .  < (N + 1)h = 1 be the uniform mesh of mesh 
length h. Show that {hC4Ch» sin h-1nx = 0 and explicitly evaluate both sides 
of the error bounds (2.14) and (2.15). What can you conclude about the 
exponent of h and the constant factor in (2.14) and (2.15) from this example? 

(2.6) Let O(x) == {( _l)i(X - Xi)(Xi+1 - X)(Xi+1 - xi)-I I x E [Xi > Xi+1], 0 < i < 
N}. Show that O(x) E PC2.2(I), {}L(4)O(X) == 0, and explicitly evaluate 
both sides of the error bounds (2.17) and (2.18). What can you conclude 
about the exponent of h and the constant factor in (2.17) and (2.18)? 

(2.7) Let 

11�,N : 0 < (N + 1)-q < ... < jq (N + 1)-q < ... < (N + 1 �(N + 1)-q = 1, 

where q == 2ex- l , be a partition of [0, 1] for all 0 < ex < 2, ex =1= 1. Show that 
if Ej == max Ix� - {}LC4«,N)X� I, 0 < j <  N, then Eo � (N + 1)-2 

x E  [XJ,XJ.t1 
and 

1 < j < N. 

Thus, if we choose the partition properly, we can define an interpolation 
scheme for x�, 0 < ex < 2, ex =1= 1, which is second-order accurate in the 
L�-norm, even though X E PC2' �(I). 

IIx� - {}Lc4«.N)x�ll� � max (1, j�4qex lex - 11) (N + 1)-2 

(cf. (2.4]). 
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(2.8) Use the Peano Kernel Theorem to show that if! E pc"q(J), t = 1 or 2, then 
there exists a positive constant, K, which can be explicitly computed, such 
that 

tJ < 
{Kh,+r,-q-, II D'fllq, if p � q � 1, 

Ilf - dllp - Kh' II D'fllq, if q � p � 1, 
for all partitions !1 of I. 

(2.9) Show that if D2f(x) � 0 for all x E [Xk' Xk+t l for some 0 � k � N, then 
tJd(x) > f(x) for all x E [Xk, Xk+t l . 

(2. 1 0) Use Exercises ( 1 .2) and ( 1 .4) to show that iff E PC1,2(J), then for allp � 2, 

and if f E PC 2,2(/), then for all p � 2, 

(2.11) Show that if/E PC 1,2(/), then for allp � 2, 

and if f E pe2, 2(/), then for all p < 2, 

(2.12) Show that if f E PC I , 2(/), then tJ d satisfies the "local First Integral Rela­
tion," 

S::+I (DtJd(x» 2 dx + S::+I (DtJd(x) - Df(x» 2 dx 

= SX'+I (Df(x» 2 dx, 
x, 

(2.13) Show that if f E PC2, 2(/), then tJ Lf satisfies the "local Second Integral 
Relation," 

S::" (Df(x) - DtJd(x» 2  dx 

= SX'+I ([(x) - tJd(x» D2f(x) dx 0 � i � N. 
x, 

(2. 1 4) Using the results of Exercises (2.12) and (2.13), prove local versions of the 
results of Theorems 2.3 and 2.4. 

(2. 1 5) Consider the trapezoidal rule quadrature scheme 
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Show that for a uniform mesh !i(h) this scheme reduces to 

II 
h N 

o /(x) dx � 2(/(0) + 2i�1 /(X/) + /( 1  » . 

Develop an analogous formula for the case of nonuniform meshes. 
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3 PIECEWISE CUBIC HERMITE 

INTERPOLATION 

3.1  O N E- D I M E N S I O N A L  P R O B L E M S  

In  this chapter, we  introduce and study a Hermite interpolation pro­
cedure which is fourth-order accurate. Given 11: 0 = Xo < X I < ... < 
XN < XN+ 1 = I and 2(N + 2) real numbers, U;, fl}�+o t, a Hermite inter­
polating procedure yields a function, g(x), such that g(x) is defined for all 
x E I, g(xJ = ft, 0 < i < N + 1 , and Dg(x) = fl, 0 < i < N + I .  

In order t o  have a "good" procedure, we  extend the ideas of  Chapter 2 
and consider a piecewise cubic Hermite interpolation procedure. We begin 
with two basic definitions. 

DEFINITION 3 . 1 

Given 11, let R(I1) be the 2(N + 2)-dimensional vector space of all 
continuously differentiable, piecewise cubic polynomials with respect to 11, 
i . e . ,  

R(I1) = {p(x) E C I (I) I p(x) is a cubic polynomial on each 

subinterval [XI >  Xi + I ] ,  0 < i < N, defined by 11}. 

DEFINITION 3.2 

Given f _ (fo ,fJ , fI ,fI, . . . , fN+I,fJm) E R2 N+ 4 ,  let {}H(.�J, the R(I1)­
interpolate of f, be the unique element, hex) , in R(I1) such that h(xJ = ft, 
o < i < N + 1 ,  and Dh(xJ = fl, 0 < i < N + l . 

This procedure is well-defined . In fact, if hex) E R(I1) interpolates f 
as above, then e(x) = {} H(l1)f(x) - hex) is a cubic polynomial on [Xi' XI + 1]' 
o < i < N, and e(xJ = De(xJ = e(xi+ l ) = De(xi+ l ) = 0, 0 < i < N, 

24 
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which implies that e(x) = c(x - x,Y(x - Xi+ I ) Z for some constant c and all 
x E [Xj, xj+ l ] . Since e(x) is a cubic polynomial, c must be zero and e(x) - 0 
for all x E J. We can express the H(A)-interpolate as 

where hj(x) is the unique element in H(.!\) such that hj(x) = Ojj ' 0 < i, 
j < N + I ,  and Dh;(x) = 0, O < i,j < N + I, and hl (x) is the unique 
element in H(A) such that hl(x) = 0, 0 < i,j < N + I, and Dhl(x) = Ojj ' 
o < i, j < N + I. The graph of ho (x) is given by 

that of h,(x), I < i < N, is given by 

O�------��------��------��-------K 
o Xi- I Xi 

and that of hN+ I (X) is given by 

O� ______ �� ______ �� ______ �� ______ � 
o 

Moreover, 

O <x<xl , 

Xl <x< 1 ,  
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Xi- 1 < x < Xi' 

h;(x) 2(Xi+ 1 - XJ- 3 (X - xy - 3(Xi+ 1 - XJ- Z(X - xy + 1 ,  

0, 

for 1 < i < N, and 

The graph of hA (x) is  given by 

that of hl(x), 1 < i < N, is given by 

o 

and that of hlv+ 1 (X) is given by 

o 

XI < X < XI+ 1 ' 
X E [0, 1 ] - [xi_P xi+J, 

XN < X < 1 , 
0 <  x < xN• 
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Moreover, 
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o <X< xl' 
XI <X< 1 ,  

\(XI - XI_It2(X - XI_I)2(X - XI)' 
hl(x) = (XI+1 - XI)-2(X - XI)(Xi+1 - x)2, 

0, 

X/_I < X< XI' 

XI < X <x/+I' 
X E [0, I] - [XI_I' XI+t1, 

for I < i < N, and 

XN < X< I, 
O<x<xN· 

Clearly, {I H(A)f(xl) = f, 0 < i < N + 1 ,  and D{I H(A,c(X/) = fl, 0 < i < 
N + l. 

In the special case of a uniform partition with mesh length h = (N + 1)-1, 
the basis functions hix), hl(x), 0 < i < N + 1 can be expressed in terms of 
two "standard" basis functions, H(x) and HI(X). In fact, if 

and 

then 

and 

\(X + 1)2(1 - 2x), 

H(x) = 2x3 - 3x2 + I, 

0, 

\X(X + 1)2, 
HI(x) = x(1 - X)2, 

0, 

-I <x<O 

O<x<1 

X E R - [-1, I], 

-1 <x<O 

O<x<1 

X E R - [- 1 , 1 ] ,  

Furthermore, the mapping {I H(A) i s  "local" in the sense that if X E [XI XI+ I]' 
o < i < N, then {I H(A,c(X) depends only on f,/l, f+ l' and fl+ I' 

If f(x) and Df(x) are defined for aU X E I, we will let {lH(AJ= {lH(A)f, 
where 

Moreover, we will usually abbreviate {I H(A) by {I H' Any single evaluation of 
{I H(A)f(x) requires at most only eleven multiplications and ten additions. 
In fact, if X E [XI' XI+I], 0 < i < N, then 
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8H(A)f(x) = h[{(Xj + 1 - Xy1 (X - X/)JZ{2(Xi + 1 - XJ- 1 (X - x) - 3} + I ] 

+ h+1[{(Xi + 1 - X/t1 (X - XJJ2{ -2(X/ + 1 - X)- I (X - XI) + 3}] 

+ fl [{(Xi + 1 - X/) - I (X - X)}(X - X)(Xj + 1 - X)Z] 

+ fl+ 1 [{(Xi + 1 - Xy1 (X - X)J2 (X - Xj+ 1 )] , 

and we first compute (J = (Xi + 1 - XJ- 1 (X - x), which requires two addi­
tions and one multiplication. Next we compute (Jz , which requ ires one mul­
tiplication, 2(J - 3, which requires one multiplication and one addition, 
(JZ(2(J - 3), which requires one multiplication, and IX (J2(X - xj+ 1 ) , which 
requires one multiplicat ion and one addition. Finally, we compute 

8 H(AJ(X) = f(X)[(J2 (2(J - 3) + I] - f(xi+ 1 )[(JZ (2(J - 3)] 

+ Df(xj)[IX(X - Xi+ 1 )(Xi + 1 - xJ] + Df(x/ + 1 )[IX], 

which requires six multiplications and five additions. 
We now examine how we can develop an interpolation scheme in H(I1), 

which uses only the N + 2 values f = (fo , f1 ' . . .  , fN+ 1 ) as does 8L(A). Our 
idea is to use local cubic Lagrange interpolation polynomials to approximate 
values, which we think of as the derivatives fl - Df(x/), 0 < i < N + I ,  
which in turn are used to compute an approximation to 8 H(A)f: 

More precisely, given {fk+j}l�o, 0 < k < N - 2, we define 

where 

3 
heX) - I: flkix)f k+i' i=O 

3 II (x - xk+J) J�O 
flkix) = -fj-,-", =--

j 
-----

II (xk + i  - xk+J) J�O I:l:-i 

which is the unique cubic polynomial interpolating {f k+j}l�O. If N > 2, i . e . ,  
if I1 has  at least two interior points, we approximate the  derivatives fl -

Df(xJ, 0 < i < N + 1, in the following fashion : 

Dp/(x), 
Dp/ _ 1 (X/) , 

(3.1) fl = Df(x):::::::: t(Dpj- z(x) + Dpj_ 1 (X) , 
Dpj_ z(x/) , 

Dpj_ 3(X), 

i = 0, 

i = I ,  

2 < i< N - I ,  

i = N, and 

i = N + 1 .  

Using these approximations of the derivatives, we then compute the piecewise 
cubic Hermite interpolate as before, i .e . ,  
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N+ I 
9H(.�J = l:.J;hi(x) + DPo(O)hHx) + DPo(x l )hl(x) / � o 

(3.2) N- I 
+ l:. t(Dpi- 2(X/) + Dpi_ l (xJ)hl (x) i=2 

If J; = f(xJ , 0 < i < N + I ,  where f(x) is a sufficiently smooth function, 
then we let 9 HU>.J = 9 H{IJ.)f. Moreover, we can give a priori error bounds for 
the interpolation mapping 9 H{IJ.) in the same way as we will for the mapping 
:J H{IJ.); cf. [3.9] .  

To get an idea of the behavior of the error in this procedure, we consider 
the simple function f(x) = X4. If e/(x) =f(x) - :JHf(x), x E? [Xi ' Xi+ I ] ,  
o < i < N, then we can verify by the Peano Kernel Theorem that 

o < i <  N. 

Thus, I I  X4 - :J H(IJ.)x411= < 16h4, which shows that the piecewise cubic Hermite 
interpolation procedure is fourth-order accurate for f(x) = X4. Using this 
bound we may compute the following table for uniform partitions l1(h): 

h dim H(I!.(h» II X4 - lIH(IJ.(h»x411= 

4 0.1 6 x 1 02 
1 0-1 24 0.1 6 x 1 0-2 
1 0-2 204 0.1 6 x 1 0-6 
1 0-3 2004 0.1 6 x 1 0-10 

In Section 3 .3 ,  we wil l show that this special result generalizes and that this 
procedure is fourth-order accurate for all sufficiently smooth functions. 

3.2 TWO- D I M E N S I O N A L  P R O B L E M S  

In  this section, we introduce a two-dimensional analogue of  the inter­
polation procedure of the previous section. 

We let H(p) = H(I1) ® H(I1) (the tensor product), i .e., H(p) is the 
4(N + 2)(M + 2)-dimensional vector space of all functions of the form 

N+ I M+ I 
h(x,y) = l:. l:. {aijh/(x)hiy) + bijh/(x)hJ(y) i�O j�O 

+ c/jhf(x)hiy) + dijh/(x)hJ(y)}. 

Clearly H(p) can be characterized as the vector space of all piecewise bicubic 
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polynomials,p(x, y), with respect to p, such that D�D; p(x, y) is continuous on 
U for all 0 < I, k < 1 .  

Given the vector 

f={f·· f!' o fO,l f!,I }!'+ I ,M+ I - lJ' 'f}' l,j' 'fJ ,=o ,j=O 

we define 

N+ I M+ I 
(3.3) {fH(p)f - L: L: {fijh/(x)hiy) + fUhl (x)hiy) / � o j � O 

+ fUhj(x)hJ(y) + f/,ih/(x)hJ(y)} 

as the interpolation mapping in H(p). If fij -f(xj, y), f/:/ - DJ(xj, y), 
fU - Dyf(xj, y), and n'/ - D,Dyf(xj , Yj)' for all 0 < i < N + I and 
o < j < M + I , where f(x, y) , DJ(x, y), Dyf(x, y), and DxDJ(x, y) are 
defined for all (x, y) E U, we will write {f H(pJ for {f H(pl. We now give an 
important characterization of {f H(pJ in terms of one-dimensional inter­
polation schemes. 

THEOREM 3.1 

Iff E C2(U), then 

(3.4) {f H(p) f = {f H(t.,){f H(t.) f = {f H(t.) {f H(t.,) f 

Proof We prove only the first equal ity in (3.4), since the second is proved 
the same way. By definition 

M+ l  N + l  
= L: {[ L: (f(xj, y)hj(x) + Dxf(xj , Yj)h/(x» ]hiy) j= O i= O  

N + I 
-I- [L: (Dyf(xj, y)hj(x) -I- DxDyf(xj, y)hl (x» ]hJ(y)} i=O 

= {f H(p)f Q.E.D. 

Finally, following deBoor, we make some observations about the com­
putational aspects of the two-dimensional problem ; cf. [3.5]. By definition a 
piecewise bicubic polynomial is given by an expression of the form 

3 
(3.5) Cjj(X, y) = L: Y!;.;n(x - X/- l )m(y - YJ _ I )n 

m , n = O 

in each subrectangle Uij - {(x, y) I Xj _ 1 < X < Xj' Yj_ 1 < y < yJ, I < i < 
N + I and I < j < M + 1 .  Given f(x, y), DJ(x, y), Dyf(x, y), and 
DxDyf(x, y) at the four corners of the rectangle Ujj' we know that there 
exists a unique bicubic polynomial cij(x, y) which assumes the given values. 
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Moreover, the matrix of coefficients, r/J = [y:,{.l , in (3. 5) is given by 

(3.6) 

where 

3.3 E R R O R  A N A LYSIS 

In this section, we prove a priori error bounds for the interpolation 
procedures introduced in Sections 3 . 1 and 3.2. In the one-dimensional case, 
our analysis is based upon the characterization of the piecewise cubic Hermite 
interpolate as the solution of a simple variational problem. 

In fact, we will show that the piecewise cubic Hermite interpolate, {J H(4)f, 
is the Hermite interpolating function of minimum least squares curvature. 

'THEoREM 3.2 

Let 11 and {f, ,jn�i/ be given and 

V= {w E PC2,2(I) I w(xJ = 1: and Dw(xj) = /l , 0 < i < N + I }. 

The variational problem of finding the functions P E V which minimize 
I I  D2WI l� over all W E V has the unique solution {JH(4)f. 

Proof. As in the proof of Theorem 2.2, P E V is a solution of the varia­
tional problem if and only if 

(3.7) 

for all 0 E Vo = {w E PC2,2 (I) I w(x/) = 0 and Dw(x,) = 0, 0 < i < N + I}, 
i .e . ,  if and only if p is a solution of the generalized Euler equation. Moreover, 
the variational problem and the generalized Euler equation (3 .7) have at most 
one solution. 
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We complete our proof by showing that {}H(IJ.)f is a solution of the gen­
eralized Euler equation (3 .7) .  If 0 E Vo' then integrating by parts, we have 

(D2{}H(lJ.l, D2o)2 = f: D2{}H(IJ.)f(x)D20(x) dx 

= to S::. , D2{}H(lJ.l(x)D20(x) dx 

Thus, (D2{) H(IJ.)f, D2o)2 = 0, since the boundary terms vanish because of the 
interpolation conditions on 0, and each term of the last sum vanishes because 
{} H(lJ.l is a cubic polynomial on each subinterval [Xj ,  Xj+ 1 ] ' 0 < i < N. 

Q.E.D.  

As a corollary of equation (3 .7) of the preceding proof we obtain the 
so-caIIed "First Integral Relation," which was originally introduced in [3. 1 ] .  

COROLLARY 

If I E  PC2 . 2(I) , then 

(3.8) 

By using the same type of integration by parts argument that we used in 
the proof of Theorem 3 .2, we may prove the following result. 

THEOREM 3 . 3  

If  g E PC4 . 2(I) ,  g(xJ = ft, and Dg(x/) = fl , 0 < i < N + I ,  then 

(3 .9) 

For the special case in which ft = l(xJ and fl = DI(x/), 0 < i < N + I ,  
and g = J, we obtain the so-caIIed "Second Integral Relation," which was 
originally introduced in [3. 1 ] .  
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COROLLARY 
Iff E PC4 , 2 (I), then 

(3. 10) 

As in Chapter 2, we turn to the derivation of a priori bounds for the 
interpolation error, f - {f HI, and its derivatives with respect to the V-norm 
and the L=-norm . We find that iffis  sufficiently smooth, then {fHf is a fourth­
order approximation to fwith respect to both the L =-norm and the V-norm.  
We begin with a preliminary error bound in the V-norm which is not  
only of  interest for i t s  own sake, but  will be  used in the  remainder of  this 
chapter. 

THEOREM 3 .4 

Iff E PC2 , 2 (I), then 

(3. 1 1 ) 

(3 . 1 2) 

and 

(3. 1 3) 

I I  D2(f - {fHf) 1 1 2 < I I D2f 1 1 2 ' 

I I  D(f - {fHf) I b < n- 1 h I I D2f 1 1 2 ' 

Proof Inequality (3. 1 1 ) follows directly from the First Integral Relation 
(3 .8) . To prove (3. 1 2) we note that Df(x;) - D{fHf(x;) = 0, for all 0 < i < 
N + I , and by the Rayleigh-Ritz Inequality (Theorem 1 .2) 

(3 . 1 4) [" [Df(x) - D{fHf(x)j 2 dx 

for all 0 < i < N. 

< n- 2(xi + 1 - xy IX'" [D2f(x) - D2{fHf(x)j2 dx 
x, 

Summing both sides of inequality (3 . 1 4) with respect to i from 0 to N 
and taking the square root of both sides of the resulting inequality, we obtain 

and (3 . 1 2) follows by using (3. 1 1 ) to bound the right-hand side of (3. 1 5) .  
Inequality (3. 1 3) is proved in an analogous way by using the fact that 

f(x/) - {fHf(x;) = 0, 0 < i < N, and the Rayleigh-Ritz Inequality 
(Theorem 1 .2) twice. Q .E .D.  

Iffis somewhat smoother, we may obtain stronger a priori bounds. The 
"boot strap" method of proof, which we will give, was suggested in [3. 1 ]  
and refined i n  [3 .8] .  
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THEOREM 3 . 5  

Iff E PC4 • 2 (I) ,  then 

(3. I 6) 

(3 .  1 7) 

and 

(3. 1 8) 

I I DZ(f - {fH!) l i z < x- zhz l l  D4f l l z , 

I I D(f - {fHf) 1 1 2 < x- 3h3 1 1  D4f l l z , 

CHAP. 3 

Proof Application of the Cauchy-Schwarz Inequality to the Second 
Integral Relation (3. 10) yields 

(3. 1 9) I I  DZ(f - {fHf) I i i < I I D4f l l z l l f  - {fHf I 1 2 ' 

Combining this with (3. 1 3), we obtain (3. 1 6) .  Now, using (3. 1 6) to bound the 
right-hand side of (3. 1 5), we obtain (3. 1 7) .  Inequality (3. 1 8) can be obtained 
in an analogous way. Q.E.D. 

We now turn to a derivation of error bounds in the L �-norm. 

THEOREM 3 .6  

Iff E PC4 ' �(I), then 

(3 .20) 

(3 .2 1 ) 

(3 .22) 

and 

(3 .23) 

I l f  - {fHf l l� < 3�4h4 1 1  D4f l l� , 

I I D(f - {fH!) I I� <"{J h3 1 I D4f l l� , 

I I D2(f - {fH!) I I� < /2 hz l l  D4f l l� , 

Proof First we prove (3. 20) and then we will indicate a proof of (3.2 1 )­
(3.23). For fixed 0 < i < N, let w(x) = (x - x/)(x - Xi+ I ) . For each x E 
[Xi ' X/ + I ] ' there exists e .  E [Xi' Xi +  I ] such that 

In fact, if X = Xi or Xi+ l > any point ex suffices. Otherwise, for fixed X, 
choose l such that 

8(x) = e(x) - lw2(x) = O. 
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But, counting multiplicities, (J(x) has five zeroes in [XI' XI + 1 ] and hence by 
Rolle's Theorem there exists a point ex E [XI ' Xi + 1 ] such that D4(J(eJ = o. 
But D4(J(eJ = D4f(eJ - 4 !A. and hence A. = l ! D4f(ex) '  Thus, 

x Ere��.) e(x) 1  < l ! I I  D4f l l� 
X E
��:) w2(x) I < 3�4h4 1 I D4f l l� , 

which proves (3 .20) . 
To prove (3 .2 1 )-(3 .23), the idea is to apply the Peano Kernel Theorem 

locally to the functional Di(I - {fH)' 0 < j < 3, on PC4 '�(XI ' Xi + 1 ) , for each o < i < N. Doing this, we find that for all X E [Xi ' Xi + 1 ] 

Dl(I - {fH)f(x) = r" D.�Kx(t)D4f(t) dt , 0 < i < N, x. 

where Kx(t) = (x - t)! - {fH(X - t)� .  As may be easily verified, Kx(t) < 0 
so that 

I I  (I - {fH)f(x) I I� < I I D4f l l� o�!� S::" -Kx(t) dt 

< m
.
ax 1 1 4

1
, (x - xY(x - Xi+ l )2 1 1 1 I D4f l l� O :5,.:5,N • � 

< 3�4h4 1 1 D4f l l� , 

which again proves (3 .20) . 
However, i t  unfortunately turns out that D�Kx(t), 1 < j < 3, has variable 

sign. Thus, to extend the preceding analysis we need to compute the zeroes 
of D�Kx(t), I < j < 3, since the biggest possible error will occur for those 
functions, J, for which I D4 f(t) I = I I  D4 f I I� for all t E [XI' Xi +  J, 0 < i < N, 
and the sign of D4 f(t) is either always the same as that of D�Kx(t) or always 
the opposite. For a discussion of the computation of these zeroes and a com­
pletion of the derivation of the error bounds see [3 .2] .  Q.E.D. 

To prove our next error bound, which wil l  be used i n  the error analysis of the 
procedure for two-dimensional problems, we need the following preliminary 
result concerning the basis functions 

LEMMA 3 . 1 

I hl (x) I + I hi+ l (X) I < ih for all X E [Xi > Xi + l ] and 0 < i < N. 

Proof It clearly suffices to consider the interval [0, h) and there 
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To find the maximum of '1(x) on [0, h] , we set 

D'1(x) = h - 2 [(h - x) 2 - 2x(h - x) + 2x(h - x) - X2] = 0 

CHAP. 3 

to obtain h2 - 2xh = O. The root of this equation is x = !h and in addition 
D2'1(X) < 0, which implies that x maximizes '1 on [0, h] . Moreover, '1(x) = l 

Q.E.D. 

THEOREM 3 .7  

Iff E PC2 ' �(I) ,  then 

(3.24) 

Proof For all x E [Xj , xj+ , ] , 0 < i < N, we have 

f(x) - {} Hf(x) = f(x) - {} d(x) + {} d(x) - {} Hf(x) 

= f(x) - {}d(x) + [D{}d(xJ - Df(xJ]hl (x) 

+ [D{}d(xj + , ) - Df(xj + , )]hl+ , (x) . 

Hence, using the results of Theorem 2 .5  and Lemma 3. 1 ,  we have 

I l f  - {}Hf l l� < kh2 1 1  D2 f l l� + I I  D{}d - Df l l� max ( I hl (x) I + I hl+ l (X) I) 
x E  lX f, X f+ d 

< kh2 1 1  D2 f l l  + kh2 1 1 D2 f l l , 

which yields (3.24) . Q.E.D. 

Our last error bound for our procedure for one-dimensional problems 
will be needed for the results about two-dimensional problems. 

THEOREM 3 .8  

If  f E PC 3 , 2(I), then 

Proof For fixed 0 < i < N, let q(x) be the unique quintic polynomial 
such that Dlq(Xk) = Dif(xk) for 0 < j < 2 and k = i and i + 1 .  Then 

(3 .26) f::+1  
(D3q(x»2 dx + f::+ 1  

(D3q(X) - D3 f(x»2 dx 

= fX"1 (D3 f(x»2 dx. 
X I  
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In fact, by the Corollary to Theorem 1 .4, it suffices to show that 

(3.27) I::" (D3q(X» (D3q(X) - D3 f(x» dx = 0, 

which can be verified by integration by parts coupled with the quintic inter­
polation conditions. Moreover, by the Rayleigh-Ritz Inequality (Theorem 
1 .2) we have 

(3.28) IX." (q(x) - f(x» Z dx < n- 6(Xi+ 1 - xy IX." (D3 f(x»2 dx. 
Xt x, 

Then, for all x EO [XI ' xl+ t l , 

f(x) - ifHf(x) = f(x) - q(x) + q(x) - if Hq(X) , 

and hence by (3 . 1 8), (3.28), and the triangle and Schmidt Inequalities 
(cf. Theorem 1 . 5), 

(3 .29) 

([" (f(x) - if Hf(x»2 dX) I /Z 
< (5::" (f(x) - q(x»2 dX) I /Z + ((" (q(x) - if Hq(X»2 dX) I /Z 

The result follows by squaring both sides of the inequality (3 .29), summing 
i from ° to N, and taking the square root of both sides of the resulting 
inequality. Q.E.D. 

We now proceed to the a priori error bounds for the piecewise bicubic 
Hermite interpolation procedure . As in the one-dimensional case, we find 
that if f is sufficiently smooth, then if H (pJ is a fourth-order approximation 
to f with respect to both the L =-norm and the U-norm. 

THEOREM 3 .9 

Iff EO PC4 • Z(U), then 
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(3 .3 1 )  I I  Dx(f - 8HCP)f) I b  < 7l- 3h3 1 1  ml 1 1 2 + 7l- 3hk2 1 1  n;D;1 1 1 2 

and 

(3 .32) 

+ 7l- 3( I  + 7l- '2,JB)k3 1 I D;DJ I 1 2 
< 7l- 3,tP ( I I D!/ 1 1 2 + I I n;D;/ l b  

+ ( 1 + 7l- ' 2,JI) I I D;DJ l b), 

I I  Dil - 8HCP)f) 1 1 2 < 7l- 3k 3 1 1  D;I 1 1 2 + 7l- 3kh2 1 1  n;D;1 1 1 2 
+ 7l- 3 ( l  + 7l- ' 2,JB)h3 1 I D!Dy/ I I Z 

< 7l- 3p3 (I I D;/ l b  + I I n;D;/ 1 1 2 
+ ( 1  + 7l- ' 2,JI) I I  D!Dyl 1 1 2) ' 

Proof From (3.4) and the triangle inequality, we have 

(3 .33) 

I I I - 8HcpJ I 1 2 < I I I - 8Hc6J I 1 2 + 1 1 8H(6)(f - 8HC6,J) 1 1 2 
< I I I - 8Hc6J I 1 2 + 1 1 8H(6)(f - 8HC6,J) 

- (f - 8HC6.J) 1 1 2 + I I I - 8Hc6,J I 1 2 ' 

Using the results of Theorems 3 .4 and 3 . 5  to bound the right-hand side of 
(3 .33), we have 

3 .34 
1 1 1 - 8HcpJ I I 2 < 7l- 4h4 1 1 m/ 1 1 2 + 7l- 2h2 I I  n;(f - 8H(6.J) 1 1 2 

( ) 
+ 7l- 4k4 1 1  D;I 1 1 2 ' 

Using (3 . 35) to bound the right-hand side of (3. 34), we obtain (3. 30) . 
We may prove (3. 3 1 )  and (3 . 32) in a similar way. For example, using the 

results of Theorems 3 .4, 3 .5 ,  and 3 .8 ,  we have 

I I Dx(f - 8H(p)f) 1 1 2 < I I Dx(f - 8H(6)f) 1 1 2 + I I DJ8H(6)(f - 8HC6.J) 

- (f - 8H(6.J)] 1 1 2 + I I Dx(f - 8H(A.J) l b  

< 7l- 3h 3 1 I D!/ 1 1 2 + 7l- ' h l l  n;(f - 8H(6.)f) 1 1 2 
+ 7l- 3( l  + 7l- ' 2,JB)k3 1 I D�DJ I 1 2 

< 7l- 3h3 1 1  D!I 1 1 2 + 7l- 3hP I I  n;D;1 1 1 2 
+ 7l- 3( l  + 7l- ' 2,JI) k3 1 1  D;I 1 1 2 ' 

which proves (3 . 3 1 ) .  Q.E.D. 
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The following error bounds for the L�-norm are proved in a similar way. 

THEOREM 3 . 1 0  

Iff E PC4 , �(U), then 

I I  f - 8HCP>f I I� < m(h4 1 1  mf I I� + 24h2k2 1 1  D;D;f I I� 
(3 .36) + k4 1 1  D;f I I�) 

< mP4(1 I ml I I� + 24 1 1 D�D;I I I� + I I  D;f I I�) · 

Proof Again from (3.4) and the triangle inequality, we have 

(3 .37) 

I I I  - 8Hcp>f l l� < I I I - 8Hc4.>f I I� + 1 1 8Hc4.)(f - 8Hc4..>f) I I� 
< I I I - 8Hc4.>f I I� + 1 1 8Hc4.)(f - 8HC4..>f) 

- (f - 8 H C4..>f) I I� + I I I - 8 HC4..>f I I� · 

Using the results of Theorems 3 .6 and 3 .7 to bound the right-hand side of 
(3 .37), we have 

I I I - 8HCP)/ I I� < m h4 l l m/ l l� + ! h2 I 1 D;(f - 8HC4..>f) I I� 
+ mk4 I 1 D;/ I I� 

< rh h4 1 1  D!I I I� + nh2k2 1 1  n;D;1 I I� + rh k4 1 1  D;I I I�, 

which was to be proved. Q.E.D. 

E X E R C I S E S F O R C H A P T E R  3 

(3. 1 )  Let 

A!, N :  0 < (N + 1 )-9 < . . .  < j9(N + 1 )-9 

< . . .  < (N + 1 )9(N + 1 )-9 = 1 ,  

where q == 4ex- 1 ,  be a partition of [0, 1 ]  for all 0 < ex < 4, ex *- 1 , 2, 3 .  
Show that if 

Ej == max I x" - 9 HC4.�, N)x" l, 0 � j S N, 
x E  t.�J, XJ+d 

where we define 

o < x < (N + 1 )-9, and 

(N + 1 )-9 < X < 1 , 
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then 
Eo ::;:; (N + 1)- 4 

and 

EJ ::;:; (q4/384)[(j + I )/j]4 ( q- 1 > (N + 1)- 4 (X I (X - I I I (X - 2 1 1 (X - 3 1 , 
1 ::;:; j ::;:; N. 

Thus, if we choose the partition properly, we can achieve a fourth-order 
accurate (in the L=-norm) interpolation scheme for x� , 0 < (X < 4, (X -=I=- I , 
2, 3, even though x� i PC4 . =  (I) . Moreover, 

::;:; max (1 , 3
q8� 24 (g- 1 > (X I (X - 1 1 1 (X - 2 1 1  (X - 3 1) (N + 1)-4 

(cf. [3 .7]) . 
(3 .2) Use the Peano Kernel Theorem to show that if! E PC,· q(l), t = 1 , 2, 3 ,  or 4, 

then there exists a positive constant, K, which can be explicitly computed, 
such that 

U < { Khl+p- · -q- ' I I Dl/ l lq, if p � q � I , 1 1 / - Hl l lp _ Kh' I I D'/ I I if > > 1 q, q - p  - , 

for all partitions 11 of I. 
(3 .3) Use Exercises ( 1 .2) and ( 1 .4) to show that if 1 E Pc z . z(I), then for all 

p > 2, 

and 
I I D(f - UHf) l ip < :!;h l lZ + P-' I I DZ 1 l i z 

1 1 1 - UHI l i p ::;:; (2n)- l h 3/Z +P-' I I  DZ 1 l i z . 

Furthermore, show that if 1 E PC 4 . z(I), then for all p � 2, 

and 

(3.4) Show that if 1 E PC z ,  z(I), then for all p < 2, 

and 

I I D(f - UHf) l ip ::;:; n- 1 h I I  DZ/ l i z 
1 1 1 - UHI l ip ::;:; n- zhz \ I  DZ 1 l i z . 

Furthermore, show that if 1 E PC4 . z(I), then for all p < 2, 

and 
I I D(f - UHf) l ip < n- 3h 3 1 1  D41 l i z  

1 \  1 - UHl l lp ::;:; n-4h4 1 1  D4/ 1 1 z . 
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(3. 5) Show that if I E  PC 2 . 2 (/), then {} HI satisfies the "local First Integral 
Relation," 

IXI+ I (D2{}HI(x»)z dx + IXI+ I ( D2{}HI(x) - D2 /(x» 2 dx 
x, x, 

= IXI+ I (D2/(x» 2 dx, 
XI 

(3.6) Show that if I E PC4 . 2(l), then {}HI satisfies the "local Second Integral 
Relation," 

I::+ I (D2/(x) - D2{}HI(x» 2 dx = I::+I ([(x) - {}HI(x» D4/(x) dx, 

O < i < N. 

(3.7) Using the results of Exercises (3. 5) and (3.6), prove local versions of the 
results of Theorems 3.4 and 3.5 .  

(3.8) For each positive integer, m, and each partition, A, of I, let Hm(A) be the 
vector space of all piecewise polynomials, p, of degree 2m - 1 with respect 
to A such that p E Cm- I (/). Show that H I (A) = L(A) and H2(A) = H(A). 
Moreover, given 

fm == ([8 , 16 ,  . . . , f'� - I . f� ,  . . .  . f?+  l . f).,+ I , • • •  . f�:;: D, 

let {}Hm (ll.)fm be the unique element, h(x), in Hm(A) such that 

DJh(x,) = fI, O � i � N + l , O < j < m - l . 

Show that the mapping {} Hm(ll.) is well-defined for all m � 1 .  

(3.9) Using the notations of Ex ercise (3.8), show that i f  p E Pcm. 2(/) and 
DJp(x,) = 0, 0 � i < N + 1, 0 < j <  m - 1, then (Dmp, Dmhh = 0 for 
all h E Hm(A). Furthermore, given fm, show that {}Hm (ll.)fm is the unique 
solution of the variational problem 

inf I l 1  Dmp l h I p E Pcm. 2(/), DJp(xj) = Ii, O � i <  N + 1, 0  < j <  m - I }, 
and if I E  Pcm. 2(/) and {}Hm/ == {}Hmfm, where Ii == DJI(xj), 0 < i < 
N + 1 ,  0 � j  � m - 1 ,  prove the "First Integral Relation," 

(3. 10) Using the notations of Exercises (3.8) and (3.9), prove the "Second Integral 
Relation" for I E  PC 2m. 2(/), i .e. , 

(3. 1 1 ) Using the notations and results of Exercises (3.8), (3.9), and (3. 1 0), show 
that if I E Pcm. 2(I), then 

O � j < m, 



42 PIECEWISE CUBIC HERMITE INTERPOLATION CHAP. 3 

and if/ E PC 2m . 2(1), then 

(3. 1 2) Use the Peano Kernel Theorem to show that if / E PCt. q(l), 1 :s;; t :s;; 2m, 
then there exists a positive constant, K, which can be explicitly computed, 
such that 

for all partitions !1 of I (cf. [3 . 3]) .  

if p ?:.. q ?:.. 1 ,  

i f  q ?:.. p ?:.. 1 ,  

(3 . 1 3) Use the results of Exercises ( 1 .2), ( 1 .4), and (3 . 1 1 ) to show that if 
/ E Pcm. 2(1), then for all p ?:.. 2 

Furthermore, if / E PC 2m . 2(1) ,  then for all p ?:.. 2 

(3 . 1 4) Show that i f  / E Pcm . 2(1), then for a l l  p :s;; 2 

and if / E PC 2m . 2 (1), then for al l  p :s;; 2 

(3 . 1 5) Show that if / E PCm . 2(1), then {}Hm f satisfies the "local First Integral 
Relation," 

IX, . , (Dm{} HM /(X» 2 dx + IX'. , (Dm{} HM lex) - Dm /(x»2 dx 
Xt x , 

= IX'" (Dm /(X» 2 dx, 
x ,  

O :S;; i :S;; N. 

(3 . 1 6) Show that if / E PC 2m . 2(1), then {}Hm / satisfies the "local Second Integral 
Relation," 

I::" (Dm/(x) - Dm{}Hm/(x» 2 dx 

= IX'" ( I(x) - {}Hm/(x» D2m lex) dx, 
x , 

O :S;; i :S;;N. 

(3. 1 7) Using the results of Exercises (3 . 1 5) and (3 . 1 6), prove local versions of the 
results of Exercise (3. 1 1 ) .  

(3 . 1 8) Let {} HM (p) == {} Hm (t.){} Hm (",,) . Using the results of Exercise (3 . 1 1 ), show that if  
/ E PC 2m . 2( U), then 
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1 \ 1 -8 Hm(p)1 l i z 
� n-2mh2m I I  D;m 1 1 \ 2 + n- 2mhmkm 1 \ D'; D'; 1 l i z + n- ZmkZm I I  D;m 1 l i z 

(cf. [3. 3], [3.4]). 

(3 . 1 9) Let 8H"' (p) == 8Hm (l>.)8Hm (l>..) . Using the results of Exercise (3. 1 2), show that if 
1 E PC Zm · �(u ), then there exists a positive constant, K, such that 

1 1 1 - 8Hm (p)1 I I� � K(hZm 1 \ D;ml I I� + hmkm I I  D'; D';I I I� + kZm 1 \ D;m/ l l�) 

(cf. [3. 3], [3.4]). 

(3.20) Show that if 1 E PC P. z(1), where m < p < 2m, then 

I I Di(f - 8H"'/) 1 1 2 
� n-p+i{ 1 + nP-Zm2 1 / 2  ( 2m-p) p ! [(2p - 2m) !]- 1 }hp-J I I  Dp 1 l i z ,  

for all 0 � j < m.  
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4 SPLIN E IN TERPOLATION 

4.1 O N E - D I M E N S I O N AL P R O B LE M S  

In this chapter, we  introduce and study a (cubic) spline interpolation 
procedure which is  fourth-order accurate . Our spline interpolation procedure 
is an improvement over the piecewise cubic Hermite interpolation procedure 
of Chapter 3 in the sense that it yields a smoother interpolate, i .e . ,  the spline 
interpolate is a CZ(I)-function while the piecewise cubic Hermite interpolate 
is only a C I (/)-function. Moreover, the spline interpolate depends on roughly 
half as many parameters as the piecewise cubic Hermite interpolate. We 
begin with the basic definition of (cubic) splines due originally to Schoenberg ; 
cf. [4.9] . 

DEFINITION 4. 1 

Given d, let the space of cubic splines with respect to d, S(d), be the 
vector space of all twice continuously differentiable, piecewise cubic poly­
nomials on / with respect to d, Le. ,  

S(d) = {p(x) E CZ(/) I p(x) is a cubic polynomial on each 

subinterval [Xj , Xi+ I ] '  0 < i < N, defined by d}. 

Clearly a C I -piecewise cubic Hermite polynomial h(x), i .e . ,  h(x) E H(d), 
is a spline function if and only if h E CZ(/). Conversely, every cubic spline 
function s(x) E H(d) and we have the inclusion S(d) c H(d). Moreover, 
the dimension of S(d) is N + 4, while the dimension of H(d) is 2N + 4. 
Thus we may represent every cubic spline function s(x) in terms of the basis 
functions {hj(x), hl (X)}f!:'o1 of H(d) even though these basis functions do not 

44 
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belong to S(L\). In fact, we have 

N+ I  
sex) = I: (s(x/)hb) + Ds(xt)hl (x)) . 

; = 0  

I n  this book we will use the words cubic spline and spline interchangeably, 
although, as we will see in the exercises, the concept of spline function can be 
greatly generalized. 

It is natural to define the following cubic spline interpolation procedure. 
Ahlberg, Nilson, and Walsh (cf. [4. 1 ]) refer to this procedure as the Type I 
procedure. See the exercises and the references given there for a discussion of 
interpolation procedures of Types II, III, and IV. 

DEFINITION 4.2 
Given f ff 0 " • •  IN+ I ' n, IJ.H d E RN+ 3 , let "S(d,!' the S(L\)-interpolate 

ol f, be the unique spline, sex), in S(L\) such that sex;) = J;, 0 < i < N + 1 ,  
and Ds(xJ = n ,  i = 0 and N + I .  

We now show that this procedure is well-defined. Following deBoor (cf. 
[4. 5]), we first prove the following result. 

LEMMA 4. 1 

Let xj _ I < Xj < x/ + I for some I < i < N and p(x) and q(x) be two cubic 
polynomials such that p(xJ = q(xj) = Yj and Dp(xt) = Dq(xJ = y/ .  Then 
D2p(XJ = D2q(XJ if and only if 

Proof Clearly, 

and hence 

p(x) = p(xJ + Dp(x;)(x - xJ 

+ [3(p(xj _ l ) - p(xJ)(xt - Xj_ lt 2 

+ (Dp(xt_ l ) + 2D p(xt))(xt - xj_ l t l ](x - x,.)2 

+ [2(p(xj_ l ) - p(xJ)(x/ - Xj_ lt3 

+ (Dp(xj_ l ) + Dp(xJ)(xj - Xt_ I ) - 2](X - xy, 

D2p(X/) = 2[3(p(xt_ l ) - p(xj))(Xt - Xt_ I ) - 2 

+ (Dp(xj_ l ) + 2Dp(xt))(xj - X/ _ It l ] . 
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Similarly, 

CHAP. 4 

q(X) = q(x/) + D q(x/)(x - XI) + [3(q(x/+I) - q(x/» (x/ - X/+I)-2 
+ (D q(xI+I) + 2D q(x/» (x/ - X/+I)-I](X - xY 
+ [2(q(xj+ l ) - q(x/» (xj - X/+I)-3 

+ (D q(x/+I) + D q(x/» (x/ - X/+I)-2](X - xy, 

and hence 

D 2q(X/) = 2[3(q(x/+I) - q(x;) (x/ - X/+1 )-2 

+ (D q(x/+I) + 2D q(x/» (xj - XI+I)-I]. 

Thus, we have equality if and only if 

3(p(x/_I) - p(x/» (Ax/_I)-2 + (D p(xj_ l ) + 2D p(x/» (Ax/_I)- 1 

= 3(q(x/+I) - q(x/» (AX/)-2 - (D q(xj+ l ) + 2D q(x/» (Ax)-I. 

Q.E.D. 

We can now prove that the spline interpolation procedure is well-defined. 

THEOREM 4. 1 

Let h ex) E H(A). For given numbers cj = h(x/), 0 < i <  N + I, and 
cJ = D h(O), CJv+1 = D h(I), there exists exactly one set of given numbers 
cl = D h(x/), I < i < N, such that h E Sea). 

Proof By Lemma 4. 1 the continuity of D2h(x) is equivalent to the set of 
N linear equations 

I < i < N, where AXJ = XJ+ l - xJ and ACJ = CJ + 1 - CJ' 0 < j < N, for the 
N unknown numbers cl , I < i < N. The linear equations (4.2) can be 
rewritten in vector form as 

(4.3) 

(4.4) 

Bel = k, 

I < j = i < N, 
I < j  = i - I < N - I , 
2 < j = i + I < N, 
otherwise, 
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i .e . ,  B is a tridiagonal matrix, and k = [kl), 

(4.5) 

\3[AXO(AXI)-IACI + Axl(Axo)-IAco)  - AxID h(O), i = I, 

3[Axj_I(Axj)-IAcj + AxlAxj_I)-IAcl_I), I < i < N, 
k =  

1 - 3[AxN_I(AxN)-IAcN + AXN(AxN_ItIAcN_I) - AxN_ID h(I), 

i = N. 

The tridiagonal matrix, B, of the linear system is strictly diagonally 
dominant and hence by the Gerschgorin Theorem (cf. [4.7]), the system has a 
unique solution. Q.E.D. 

If f = f(xl), 0 < i <  N + I,  and fl = Df(xJ , i = 0 and N + I,  where 
f E CI(/), then we will denote {lS(l.)f by {lS(4)! Moreover, we will usually 
omit the A from both notations. 

We compute {lS(4,! by solving the system (4. 3) for c l and writing 

To construct the matrix B, we first compute and store Axj, 0. < i < N, 
which requires N + I arithmetic operations, and then we compute 2(Axl + 
Axj_I), I < i < N, which requires 2N operations, for a total of 3N + I 
operations, where we count both additions and multiplications as opera­
tions. To construct the vector k, we first compute ACt = h+ I - f, 0 < i < N, 
which requires N + I operations, and then we compute the expressions given 
in (4. 5) which requires 6N + 4 operations, for a total of 7N + 5 operations. 
Finally, solving the linear system (4.3) by Gaussian elimination for tridiagonal 
matrices requires 5N - I operations. Thus, it requires a total of 1 5N + 5 
arithmetic operations to compute the vector c l • Furthermore, it follows from 
the ' results of Section 3.1 that with this type of representation of {I s(4)f, 
a single evaluation of {I s(4)f(x) requires at most only twenty arithmetic 
operations. 

We now examine how we can develop an interpolation mapping 3S(4) in 
SeA), which uses only the N + 2 values f =  (Jo, JI> ' "  , IN+I) as does {lL(4) ' 
As in Chapter 3, our idea is to use the derivative of the local cubic Lagrange 
interpolating polynomial at both ends of the interval to approximate values, 
which we think of as the derivatives n = Df(O) and f1+ I = Df(I), which in 
turn are used to compute an approximation to {I s(4)f. 

More precisely, if N > 2, i .e . ,  if A has at least two interior points, we define 

and 
3 

PN- zCX) = l: 11N-2,lx)fN-2+l> l = O  



48 

where 

SPLINE INTERPOLATION 

3 II (x - xk+J) J = O 
'1k . /(X) = -li�""C!..1 ----

II (Xk + i - xk +J) J = O 
J"" \ 

CHAP. 4 

for k = 0 and N - 2. We approximate the derivative n - Df(O) and f1+ I 
- Df( l )  in the fol lowing fash ion : 

(4.6) Df(O) ::::::: Dpo(O) and Df( l ) ::::::: DPN- 2 ( l ) . 

Using these approximations of the derivatives, we then compute the cubic 
spline interpolate as before . 

Iff = f(x/) , 0 < i < N + I ,  wheref(x) is a sufficiently smooth function, 
then we let 9s(I1J = 9s(I1)f, and we can give a priori error bounds for the 
interpolation mapping 9s(I1) in the same way as we wil l  in Section 4. 3 for the 
mapping {} S (I1) ; cf. [4. 1 2] .  

Using the resul t  of  Theorem 4. 1 ,  it is possible to describe a basis for S(L\), 
namely the "cardinal splines," {C;(x)}f!,",(,J , defined by the fol lowing inter­
polation conditions : o < i, j < N + I ,  

CN+ 2(X/) = CN+ 3 (Xj) = 0, 0 < i < N + I ,  

DCN+ 2(0) = DCN+ 3 ( l )  = I , and DCN+2( 1 )  = DCN+2(0) = O. 

Clearly, 

and 
N+ \ 

s(x) = I: s(xJC;(x) + Ds(0)CN+ 2(X) + DS( l )CN+ 3(X) 
; = 0  

for all s E S(L\) . Moreover, the interpolation mapping {} sf is not local, i .e . ,  
{} sf(x) depends on all the quantities f, 0 < i < N + I , n, and f1+ I ' 

To get an idea of the behavior of the error in this procedure, we consider 
the simple function f(x) = eX .  For the special case of Xo = 0, X I = t, and 
X2 = I ,  the linear system (4. 3) reduces to one l inear equation in one unknown, 
d .  Its solution is d = -t( l + e) + i-(e - I ) = te - I , and {}SC O . 1 /2 . l l ex = 

ho(x) + hHx) + e \ /2h \ (x) + (te - I)h l (x) + eh2(x) + ehl(x) . 
For uniform partitions L\(h) with more knots, we have computed the 

following table : 
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h dim S(ll(h» \ \ ex - QS(4 (h»ex l I� 

1 7 0.26 X 1 0-4  " 
1 8 0. 1 1  X 1 0-4  If 
1 9 0.53 x 1 0- 5  .. 
1 1 0  0.29 x 1 0- 5  'r 
1 1 1  0. 1 7  x 1 0- 5  H 

Since the error apparently decreases by a factor of approximately 1 6  = 24 

when we halve the mesh length ,  we have that the spline interpolation pro­
cedure i s  fourth-order accurate for f(x) = eX . In Section 4.3 we will prove 
that this special result generalizes and that this procedure is  fourth-order 
accurate for al l  sufficiently smooth functions. 

4. 2  TWO - D I M E N SI O N A L  P R O B L E M S  

In this section, we  introduce a two-dimensional analogue of  the inter­
polation procedure of the previous section. We consider only the case of 
rectangular partitions of U - [0, 1] X [0, 1] . See [4. 3] for nontrivial results 
for more general domains in  the plane. 

We let S(p) = H(l:!.) ® H(li), i .e . , S(p) is the ( N  -+- 4)(M -+- 4)-dimen­
sional vector space of all functions of the form 

Clearly S(p) is the space of all CZ(U), piecewise bicubic polynomials with 
respect to p. 

Given the vector 

f - ff fl , o fl , o fo . 1 fo , 1  f l , l f l , 1  f l , 1  f l . 1 }N+ I , M + I = ij ' O , j ' N+ I , j' i, O , i, M + l > 0 , o ,  O , M + l >  N+ I , O , N + I . M + I i = O , j � O , 

we define 

N+ I M + I 
{}s(p)f = I; I; f.. ,jCi(x)Cj(y) 

i � O  j� O  
M + I 

-+- I; (fUCN+z{x) -+- fJ.i� I , jCN+ 3 (X» CiY) 
(4.7) 

j � O  
N+ I 

-+- I; (f?" oI CM+ Z(Y) -+- /?'J + I CM+ 3(y» Ci(x) 
i = O  

-+- fUCN+Z(X)CM +z{y) -+- fUI+ I CN+ Z(X)CM+ 3(y) 

-+- fJ.i1 1 , oCN+ 3(X)CM+ Z(Y) -+- fJ.i1 1 , M + ICN+ 3(X)CM+ 3(y) 
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as the interpolation mapping in S(p) . If h., = f(xj, y,), fU - DJ(O, y), 
f].;� I . ' = DJ(I ,  y), n'ol = Dyf(xj' 0) ,  fNH I = Dyf(xj' I ) ,  fU = 
DxDyf(O, O), fUH I = DxDyf(O, I ) ,  f]';� l , o  = DxDyf( l ,  0), and f].;� I . M + I 
= DxDyf( l ,  I ) for all 0 < i < N + 1 and 0 < j < M + I ,  where f(x, y), 
DJ(x, y) , Dyf(x, y), and DxDyf(x, y) are defined for all (x, y) E U, we 
will write IJ S(p,j for IJ s (pl We now give an important characterization of 
IJ S(p,j in terms of one-dimensional interpolation schemes. 

THEOREM 4.2 

Iff E C2( U), then 

(4.8)  

Proof We prove only the first equality in (4. 8), as the second is proved the 
same way. By definition, 

[N+ I 
IJS(4..)IJS(l.,j = IJS(4.,) � f(xj , y)Cj(x) + DJ(O, y)CN+ Z(x) 

+ DJ( I , y)CN+ 3 (X)] 
M + I  [N+ I 

= I� fti, f(xj, y,)C;(x) + DJ(O, Yj)CN+ 2(x) 

+ DJ( I , y,)CN+ ix)]C/y) [N+ I 
+ �o Dyf(xj' O)Ci(x) + DxDyf(O, O)CN+ 2(x) 

] 
[N+ I 

+ DxDyf( l , O)CN+ix) CN+ Z(y) + � Dyf(Xi ' I )C;(x) 

+ DxDyf(O, I )CN+ Z(x) + DxDyf( l , I )CN+ 3(x)]CN+ 3(y) 

= IJS(P,j· 
Q.E .D .  

Finally, we comment on the computation of IJ s(p)f. Since the restriction of 
IJ S(p,j to each vertical and horizontal line of the mesh p is a one-dimensional 
cubic spline, we may use the given data to do one-dimensional spline inter­
polation along these lines. This procedure gives us the values of 
D xIJ S (p,j(xl, y,) and DyIJ S (p,j(xl, y,) for all mesh points (Xi ' y,) , 0 < i < 
N + I and 0 < j  < M + 1 .  

To obtain the mixed partial derivatives DxDyIJ S(P,j(Xi' Yj), we first note 
that the restriction of D xIJ s (p)f(x, y) to the vertical boundaries of U is a spline 
in y, and we have just the right data to do one-dimensional spline interpola­
tion there . This yields the mixed partial derivatives at all the points of the form 
(Xi '  Yj)' i = 0 and N + I ,  0 < j  < M + I .  Second, to obtain the mixed 
partial derivatives at the other partition points, we note that the restriction of 
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D/Js(p,f(x, y) to the horizontal l ines in p is  a spline in x, and moreover, 
we now have just the right data to do a one-dimensional spline interpolat ion 
there . 

If h.,  - f(x; , y,) , fi} - DJ(x; , y,), fU - Dyf(x; .  y,) , and Il.} -
Dx Dyf(x; , y), 0 < i < N + I and 0 < j < M + I ,  then the preceding 
procedure is equivalent to solving the following 2M + N + 8 sets of l inear 
equations : 

Ih; - Ji:..L + 2(dx; _ 1 + dxJ/l} + dxJi�L 
(4.9) = 3[dx; _ t (dxi) - I (fi + I "  - h,,)  + dx;(dxi - l )

- I (f; " - h- I ,,)]' 
I < i < N, O < j < M + I ,  

dY, - JU+ 1  + 2(dY'_ 1 + dy,)fU + dyJU- 1 
(4. 1 0) = 3[dY' _ I (dy,t l (fi ,' + t  - f; , ,)  + dyidYJ - I ) - I (f; " - f; , ' - I )] '  

I < j < M, 0 < i < N + 1 ,  

dYJ - Jf:/+ 1 + 2(dy, _ t + dy,)Il./ + dY,Il./- 1 
(4. 1 1 ) = 3[dYJ - I (dy,) - I (fi}+ 1 - ff})  + dYidYJ _ I t l (f{ ,O - fb� I )]' 

1 < j < M, i = 0 and N + 1 , 

and 

dx; _ Jh l "  + 2(dx; _ t + dx;)/l:/ + dxJL L  

(4. 1 2) = 3[dxi- \ (dx;t l (f?:.. \ . ,  - fU ) + dxl(dxl_ t t t (fU - f?� \ . J)]' 
1 < i < N, O < j < M + 1 .  

4.3 E R R O R  A N A LYS I S  

In this section, we prove a priori error bounds for the interpolation 
procedures introduced in Sections 4. 1 and 4.2. In the one-dimensional case, 
our analysis is based upon the fact that the spline interpolating function 
describes the shape of a thin beam passing through the interpolation points 
and "clamped" at the end points. As such, it can be characterized as the 
solution of a simple variational problem. 

We now state and prove this variational characterization of {} S(Alf. 

THEOREM 4.3 

Let d and f = fio" " ' /N+P n , flv+ t l be given and V = {W E 
PC2 • 2(I) l w(x;} = h, O < i < N + I and Dw(x;} = Jl , i = O  and N + l } . 
The variational problem of finding the functions P E V which minimize 
I I D2w I i i over all W E V has the unique solution {} S(Alf. 
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Proof As in the proof of Theorem 2.2,  P E V is a solution of the varia­
tional problem if and only if 

(4. 1 3) 

for all 0 E Vo - {w E PCz , z(J) l w(xi) = O, O < i < N + l , and Dw(x/) = O, 
i = 0 and N + I }, i . e . ,  if and only if p is a solution of the generalized Euler 
equation. Moreover, the variational problem and the generalized Euler 
equation (4. 1 3) have at most one solution. 

We complete our proof by showing that {fs(l>.l is a solution of the gen­
eralized Euler equation (4. 1 3) . If 0 E Vo ' then integrating by parts twice we 
have 

(DZ{fS(l>.l, DZo)z = 5: DZ{fs(l>.)f(x)DZO(x) dx 

= ita 5::+ 1 DZ{fS(l>.)f(x)DZo(x) dx 

(4. 1 4) 

Thus, (Dz{f s (l>.)f, DZoL = 0 since the first sum on the right-hand side of (4. 14) 
is equal to zero because of the smoothness of o(x) and {f s (l>.)f(x) and of the 
fact that Do(O) = Do( l )  = 0 ;  each term of the second sum is equal to zero 
because o(x;) = 0, 0 < i < N + I ;  and finally each term of the last sum is 
equal to zero because D4{fS(l>.)f(x) = 0 for all x E [Xi' Xi + l ] ' 0 < i < N. 

Q.E.D. 

As a corollary to the preceding proof we obtain the so-called "First 
Integral Relation" for splines, which was originally introduced in [4. 1 J .  

COROLLARY 

If f E PCZ , Z(I) ,  then 

( 4. 1 5) 

By using the same type of integration by parts argument that we used in 
the proof of Theorem 4.3, we may prove the following result. 
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THEOREM 4.4 

I f  g E PC4 , 2 (1) ,  g(x) = f, 0 < i < N + I ,  and Dg(x) = fi ,  i = 0 
and N + I ,  then 

(4. 1 6) 

For the special case i n  which f = I(x) , 0 < i < N + I ,  andfi = DI(xj) , 
i = 0 and N + I , and g = f, we obtain  the so-cal led "Second Integral Rela­
t ion" for spl ines, wh ich was original ly introduced in  [4. 1 ] .  

COROLl.ARY 
I f  I E PC4 , 2 (1) ,  then 

(4. 1 7) 

As i n  Chapters 2 and 3 ,  we now turn to the derivat ion of a priori bounds 
for the interpolat ion error, 1 - {} sf, and i t s  derivatives with respect to the 
U-norm and the L �-norm . We find as i n  Chapter 3 that if I i s  sufficiently 
smooth ,  then {}slis  a fourth-order approx imat ion to/with respect to both the 
L �-norm and the L2-norm. We start with a prel iminary result ,  which i s  of 
interest for i ts  own sake. 

THEOREM 4. 5 

If I E  PC 2 . 2(J) ,  then 

(4 . 1 8) 

(4 . 1 9) 

and 
(4. 20) 

I I  D2(f - {}sf) 1 1 2 < I I  D2/1 1 2 ' 

I I  D(f - {}sf) 1 1 2 < 2n- 1 h  I I  D2/1 1 2 ' 

Proof Inequal ity (4. 1 8) follows directly from the First Integral Relation 
(4. 1 5) . To prove (4. 1 9) ,  we note that by Rolle's Theorem applied to e(x) -
I(x) - {}s/(x), there ex ist points {C;/ W� O i n  [0, I ]  such that xk < C;k < Xk + 1 ' 

o < k < N, and De(C;k) = 0, 0 < k < N. 
Thus, applying the Rayleigh-Ritz I nequal ity (Theorem 1 . 2) , we have 

(4.2 1 )  So, . ,  [De(x)J 2 dx S n - 2(2h) 2 So, . , [D2e(x)]2 dx, 
0' 0' 

(4 .22) 
and 

(4 .23) r [De(x)J2 dx < n- 2h2 r [D2e(x)] 2  dx .  
O N  ON 

O < k < N - I , 
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Summing both sides of inequality (4.2 1 )  with respect to k from 0 to N -- 1 , 
adding inequalities (4.22) and (4.23) to the resulting inequality, and taking the 
square root of both sides of the resulting inequality, we obtain 

and (4. 1 9) follows by using (4. 1 8) to bound the right-hand side of (4.24) . 
Inequality (4.20) follows in a similar fashion from 

(4.25) 

and (4. 1 9) .  Q.E.D. 

If/is somewhat smoother, we may obtain stronger a priori bounds, as we 
did in Chapters 2 and 3. The "boot strap" method of proof, which we will use 
again, was suggested in [4. 1 ]  and refined in [4. 1 0] .  

THEOREM 4 .6 

If I E PC4 , z (I), then 

(4.26) 

(4.27) 

and 

(4.28) 

I I  DZ(f - 3sf) l i z < 2n- zhz l l  D4/ 1 1 z . 
I I  D(f - 3sf) l i z < 4n- 3h3 1 1 D4/ 1 1 z , 

Proof Applying the Cauchy-Schwarz Inequality to the Second Integral 
Relation, we obtain 

(4.29) 

Combining this with (4.20) yields (4.26) . 
Now, using (4.26) to bound the right-hand side of (4.24) , we obtain (4.27) . 

Finally, using (4.27) to bound the right-hand side of (4.25), we obtain (4.28). 
Q.E.D. 

To obtain an a priori error bound in the L�-norm, we follow Hall (cf. 
[4.6]), and write 

(4. 30) 

and use the results of Chapter 3 to bound the first term on the right-hand side. 
To bound the second term, we observe that 3 Hf - 3 sl E H(a), 
(3HI - 3sl)(x;) = 0, 0 < i < N + 1 , and (D3HI - 3s!)(xj) = 0, i = 0 
and N + 1 .  Hence, 
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{}H!(X) - {}sJ(x) = :E (D{}H!(X;) - D{}sJ(x)hl(x) i = 1 
N 

= :E (D!(x;) - D{}S!(xi» hl (x) i = 1 
N 

= :E el hl (x), / � I 

and it suffices to obtain an a priori bound on the vector e l = [en 

LEMMA 4.2 

Iff E PC4 .�(J), then 

(4.3 1 ) 

Iff E C S (J) and 11 is a uniform partition of J, then 

(4.32) 

Proof The proof of (4. 3 1 ) is accomplished by showing via the Peano 
Kernel Theorem that if fl = D!(x,) ,  1 < i <  N, and f l = [!n E RN, then 
Bf l 

= k + r and hence Be l 
= r .  Inequality (4. 3 1 ) is then obtained from a 

priori bounds on the norms of B- 1 and r = [r;] . 
For each 1 < i < N, we have from (4.2) that 

rl!) = I1xiD!(x/_ I ) + 2(l1xi + I1xi_ I )D!(xi) + I1xi_ 1D!(x/+ I ) 

(4.33) - 3[l1x,(l1x/_ 1 ) - I (f(X) - !(Xi_ l » 

+ I1x,_ I (l1x;) - I (f(Xi+ I ) - !(x/» ], 

and, by the Peano Kernel Theorem, we have 

(4 .34) 

It can easily be verified by direct computation that 

6(l1xi + 11x,_ I )(x, - t) 2 + 3I1x,_ 1 (x/+ I - t)2 

-3[l1x,(l1xi_ I ) - I (xi - t)3 

X/ - I < t < Xi' and 

3I1xi_ l (xi + 1 - t)2 - 3[l1xi- l (l1xj- l (xi+ 1 - t)3 ] , 

Moreover, (rit(x - tn > 0 for all t E [Xi' Xi+ I ] and (riUx - t)! < 0 for 
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all t EO [xj- l , xJ .  In fact, for t EO [Xj, Xj+ I ] '  

CHAP. 4 

while for t EO [xj_  p xJ, (rJx(x - t) ! is a cubic polynomial, q(t), such that 

q(Xj_ l ) = 6(L\xj + .!\xj_ I )(.!\Xj_ I ) Z + 3.!\xj_ I (.!\Xj + .!\xj _ I )Z 

- 3[.!\4.!\xj- l ) - I (.!\Xj_ l ) 3 + .!\Xj_ I (.!\Xjt l {(.!\Xj + .!\xj_ l ) 3 

- (.!\xj- I ) 3 )] 

= 0, 

and 

Dq(xj_ l ) = - 12(.!\xj + .!\xj_ I )(.!\Xj _ l ) - 6.!\xj_ I (.!\Xj + .!\xj_ l ) 

+ 9[.!\Xj(.!\Xj_ I ) - I (.!\Xj_ I )Z + .!\Xj_ I (.!\Xjt l {(.!\Xj)Z 

+ 2(.!\xJ(.!\xj_ I )}] 

= 0 . 

Thus, the cubic polynomial, q(t), vanishes at t = Xj_ 1 and Xj and Dq(t) 
vanishes at t = xj_ 1 and is positive at Xj ' Hence, q(t) < 0. 

Using these facts on the sign of (r)x(x - t) ! .  we have from (4.34) that 

I rjU) I < I I Dl "= {s::
_

, - (rj) ,(x - t)! dt + s::. , (r,.)x(x - t)! dt} 
= 

I I D1 1 1= {2(.!\xj + .!\Xi- I )(Xi - t)3 I�:_ , + .!\Xj- l (Xi + 1 - t)3 I�:_ , 

(4.36) - i[.!\X;(.!\X/_ I ) -
I (Xi - t)4 + .!\Xi- I (.!\Xit I {(X/+ I - t)4 

- (Xi - t)4}W:_ , - .!\Xj- l (Xi + I - t)3 I�:" 

+ ,t.!\XI_ I (.!\Xi) - I (Xj+ I - t)4 1�:" } 

< ti I I D4f l l=[.!\x;(.!\xi_ IP  + .!\Xi_ I (.!\Xy]. 

Multiplying both sides of Be l = r by the diagonal matrix D [dij] , 
where dii - 1-(.!\Xi + .!\Xi_ I ) - I , 1 < i < N, we have 

and 
DBel 

= (/ + M)e 1 
= Dr 

N 
I I  M I I= - I I  [mij] 1 1= - max L: I mij 1 =  1-. 

l -:;'j�N i = l  
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Thus, 

(cf. [4 .7]) , and 

(4.37) 

However, from (4.36) we have 

I djjrj l  < ;(s- I I D4f l l�[Axj(Axj_ t ) 3 + Axj_ t (AxY](Axj + Axj_ t ) - t 

< ;(s- I I  D4f l l=[max (Axj _ 1 > AxJ) 3 .  

In  fact, i f  for example 0 < Axj _ t < Axj , then 

Hence 

[Ax;(Axt_ t ) 3 + Axj_ t (AxY](Axj + Axj_ t ) - t 

< AxjAxj_ t [(Axj)Z + (AXj)2](Axj_ t + Axj_ t t t 

= (AxY· 

and using this to bound the right-hand side of (4 .37) we obtain (4. 3 1 ) . 
For the case of a uniform partition, i . e . ,  AXj = 17, 0 < i < N, we have 

from (4. 33) that 

trj(f) = th[Df(xj- t )  + 2Df(xj) + Df(xj + t )] - [f(Xi + t )  - f(xj- t )] 

(4 .38) = th[Df(xj - t )  + 2Df(xJ + Dj(xj + t )] - f:::: Df(x) dx, 

1 < i< N. 

The right-hand side of (4 .38) turns out by coincidence to be exactly the error 
for Simpson's rule for the approximate calculation of the integral 

r·t Df(x) dx, and it is a classical result of numerical analysis that 
X'_ I  

cf. [4 .7] . Using the a priori bound I l r l l= < (h 5/30) I I D 5f l l= , we may complete 
the proof as in the nonuniform case to obtain I I Dr l l  < (h4/ 1 20) I I D 5f l l� and 
(4. 32) . Q.E.D. 

THEOREM 4.7 

If f E PC4.�(J) ,  then 

(4.39) 
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Moreover, iff E C 5(/) and li is a uniform partition, then 

Proof As we previously noted, 

Using the bound (3 .20) and Lemma 3 . 1 in conjunction with Lemma 4.2, 
we have in the general case 

In the case off E C 5(/) and a uniform partition, we have 

which yields (4.40) . Q.E.D. 

Birkhoff and deBoor gave the first proof of the fact that cubic spline 
interpolation was fourth-order accurate in the L�-norm, at least for partitions 
with bounded mesh ratios ; cf. [4 .2] . However, our treatment follows that of 
Hall, who proved the result without any restrictions ; cf. [4 .6] . 

Our last result of this section is of interest not only for itself but for its 
usefulness in obtaining error bounds for bicubic spline interpolation. 

THEOREM 4.8 

If f E PC2 .�(/), then 

(4 .41 ) 

Proof The proof is essentially the same as that of Theorem 4.7 . The only 
difference lies in the bound for I I  Dr I I� . 

By the Peano Kernel Theorem, 

1 < i < N, 

and 

j2(liXi + lixi_ l ) + lixi_ 1 - 3[lixllixi_ I t l (Xi - t) 
(ri)x(X - t) + = + liXi_ l (lixJ- I {(Xi+ 1 - t) - (Xi - t))], Xi - I < t < Xi' 

liXi_ 1 - 3[lixi_ l (lixi) - I (Xi + 1 - t)], Xi < t < Xi + 1 "  

On [Xi- I ' Xi] '  (ri)x(x - t) + i s  a linear polynomial pet) such that 

p(xi) = 2(lixi + lixi_ l ) + lixi_ 1 - 3lixi_ l (lixi_ I ) -
llixi = 2lixi 
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P(Xi _ l ) = 2(Lhl + Lhi _ l ) + L\Xi_ 1 - 3[L\xi(L\x,.)- IL\x1_ 1 
+ L\Xi _ I (L\xy l (L\Xi + L\Xi_ 1 - L\Xi_ I )] = - L\Xi . 

Thus, P(tXi- 1 + 1-x,,) = O. On [Xi ' Xi + I ] ,  ri(x - t) + is a l inear polynomial 
q(t) such that 

and 

Thus, q(1Xi + tXi + l ) = 0, and the graph of (ri>X(x - t)+ is as follows : 

-2.a.x; _ 1 

Thus, 

I rl(f) I < I I  DZfl l� X (sum of the areas of the shaded triangles of the preced­
ing graph) 

= �HL\XI_ I (L\XI) + iL\x1_ , (2L\x,.) + iL\xi(2L\xi_  I ) 

+ iL\xi(L\Xi_ I )] I I  DZfl l� 

Moreover, 

Since I I (DB) - ' I I� < 2, we have I I e l I I� < jh I I DZfl l . Combining this bound 
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with the results of Lemma 3 . 1 and Theorem 3 .7, we have 

CHAP. 4 

I I I - {} sl 1 1= < thZ I I  DZ/I I= + (th)(ih I I  DZ/I I=) = ihz I I  DZ/I I= ­
Q.E.D. 

We now proceed to the a priori error bounds for the bicubic spline 
interpolation procedure. We find as in the one-dimensional case that if I is 
sufficiently smooth, then {} S (pJ is a fourth-order approximation to I with 
respect to both the L =-norm and the LZ-norm. 

THEOREM 4.9 

Ifl E PC4 • Z(U), then 

4.42 
I I I - {}s/l i z < 41c 4(h4 1 1  D!/ l l z + hZP I I  D;D;/ l l z + k4 1 1 D;/ l l z ) 

( ) 
< 4n- 4p4(1 1 D!/ l l z + I I  D;D;/ l l z + I I D;/ l l z )· 

Proof From (4.8) and the triangle inequality, we have 

(4.43) 

I II - {}s/ l l z < I I I - {}s(4J l l z + I I {}S (4) (f - {}S(4,J) l i z 
< I II - {}s(4J l l z + I I {}S (4)(f - {}S(4.» 

- (f - {}S(4.» l i z + I II - {}s(4.J I Iz · 

Using the results of Theorems 4 .5 and 4.6 to bound the right-hand side of 
(4.43), we have 

4.44 
1 1 1 - {}s/ l l z < 4n- 4h4 1 1  D!/ l l z + 2n- zhz I I  D;U - {}s(4,J l l z 

( ) 
+ 4n- 4k4 1 1  D;/ l l z · 

(4.45) I I  D;(f - {}s(4.J) l l z < 2n- zkz I I  D;D;/ l l z ·  

Using (4.45) to bound the right-hand side of (4.44), we obtain (4.42) . Q.E.D. 

Using the results of Theorems 4.7 and 4. 8 ,  we may prove the following 
result in essentially the same way. 

THEOREM 4. 1 0  

Iff E PC4 ·=( U), then 

I II - {}s/ l l= < 1hh4 1 1  D!/ I I= + �hzkz I I D;D;/ I I= + 1hk4 1 1  D;/ I I= 
(4.46) 

< p4(1"h I I D!/ I I= + � I I D;D;/ I I= + 1h I I  D;/ I I=) · 



CHAP. 4 EXERCISES 

E X E R C I S E S  F O R  C H A P T E R  4 

(4. 1 ) Using the Peano Kernel Theorem , show that if f E PC 4 . �(I), then 

(cf. [4 . 6]) .  

(4. 2) Using the Peano Kernel Theorem, show that i f  f E PC 4 . �(I), then 

(cf. [4.6]) . 

(4.3 )  U s i n g  t h e  Peano Kernel Theorem, s h o w  t h a t  i f  f E PC4 . �(I), then 

(cf. [4 . 6]) . 
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(4.4) G iven f == (fo, /'" . . . , /"V+ I ) ' let 81I(!. )f, the Type I I  S(a)-interpolate of f, 
be the unique spl ine, sex), i n  Sea) such that  sex,) = [" 0 :::;: i :::;: N + I ,  
and D2s(Xi) = 0, i = 0 and N + I .  Show that the mapping 81I(!.) i s  wel l ­

defined (cf. [4 . 8], [4. 1 0], a n d  [4 . 1 3]) .  

(4. 5 )  G i ven f == (j� ,  . . . , f,v+ 1 , f5JJv + I ) ' l e t  8M�)f, the Type I I I ,  S(a)-interpolate 
of f, be the un ique spl ine, sex), i n  Sea) such that S(Xi) = j,: , 0 :::;: i :::;: N + I ,  
and D2s(x,) = fl, i = 0 and N + I .  Show that the mapping 81I(� ) i s  wel l­
defined (cf. [4 . 8], [4. 1 0], and [4. 1 3]) . 

(4.6) G iven f(x) E C�(I), i .e. J(x) E C 3 (1 )  and Dkf(O) = Dkf( l )  = 0, 0 :::;: k :::;: 
3, let 8li!.)f, the Type I V, S(M-i nterpolate of f, be the u nique spl ine,  sex), 
in Sea) such that S(Xi) � J;, 0 :::;: i :::;: N -t- I ,  and Dks(O) = Dks( l ), 1 :::;: k :::;: 
2. Show that  the mapping 8li!.) is wel l -defined (cf. [4 .8], [4. 1 0], and [4 . 1 3]) . 

(4 .7) Show that  i f  sex) i s  the Type I I  or I V  interpolate o f  f E PC 2 . 2 (1) ,  then i t  
sat isfies t h e  First I ntegra l Relat ion (cf. [4 .8 ]  a n d  [4. 1 0]) .  

(4. 8 )  S h o w  that i f  sex) i s  the Type I I I  or I V  i nterpolate of f E PC4 . 2(1) ,  t hen i t  

sati sfies the Second I ntegra l Relat ion (cf. [4 .8 ]  and [4. 1 0]) . 

(4.9) Derive error bounds analogous to those of Section 4. 1 for the i nterpolation 

proced ures of Types I I ,  I I I , and I V  ( cf. [4 .8] ,  [4. 1 0], and [4. 1 3]). 

(4. 1 0) Develop a theory for two-d imensiona l sp l i ne i nterpolation procedures of 

Types I I ,  I I I ,  and I V, analogous to that  of Sect ion 4 .2 .  

(4. 1 1 ) U se Exercises ( 1 .2 )  and ( 1 .4) to show that i ff E PC 2 . 2(I),  then 

I I f - 8s/ l l p :::;: n - 1 h 1  2 + p ' I I  D 2f l 1 2 

for a l l  p :;::: 2. Furthermore, show that if f E PC4 . 2 (1) ,  then 

for a l l  p :;::: 2. 
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(4. 1 2) If m is a positive integer and z is an integer such that m - 1 ::s:; z ::S:;  2m - 2, 
we define the spline space S(2m - 1 ,  a, z) to be the set of all real-valued 
functions sex) E CZ(I) such that on each subinterval [Xi>  xi+ d, O ::S:;  i ::S:;  N, 
sex) is a polynomial of degree 2m - l .  Moreover, we define the interpola­
tion mapping {fm : cm- l (1) --> S(2m - 1 ,  a, z) by {fm/ == s, where 

D k _ D k 
{O ::s:; k ::s:; 2m - 2 - z, 1 ::S:;  i ::S:;  N, 

S(Xi) - /(xJ, 
O ::S:; k ::S:; m - 1 ,  i = 0 and N + l . 

Show that S(l ,  a, 0) = L(a), S(3, a, 1 )  = H(a), and S(3, a, 2) = Sea). 
Moreover, show that the interpolation mapping {f m is well-defined (cf. 
[4.8], [4. 1 0], and [4. 1 3]). 

(4. 1 3) Using the notations of Exercise (4. 1 2), show that if / E PCm. 2(1), then 
{f m/ satisfies the First Integral Relation, i .e. , 

II D m/I I ; = II D m(f - {fmf) l l � + II D m{fm/II� 

(cf. [4.8], [4. l O], and [4.13]). 

(4. 14) Using the notations of Exercise (4. 1 2), show that if / E PC2m. 2(1), then 
{fm/satisfies the Second Integral Relation, i.e. , 

(4. 1 5) Using the notations of Exercise (4. 1 2), show that if / E Pcm. 2(1), then 

where 

K . = m, m ,z . )  -

1 ,  m - 1 ::s:; z ::s:; 2m - 2 ,  j = m, 

n-m +j , 
n-m+j(z + 2 - m) ! ,  

m - 1 = z, 0 ::S:; j ::S:; m - 1 , 

m - 1 ::s:; z ::s:; 2m - 2, 

o ::s:; j ::s:; 2m - 2 - z, 

m - 1 ::s:; z ::s:; 2m - 2, 

2m - 2 - z ::S:; j ::S:; m - 1 . 

Moreover, show that if / E PC2m. 2(1), then 

where Km. 2m.z . j == (Km.m . z . j)(Km .m . z. o) (cf. [4. 1 1 ]). 

(4. 1 6) Using the notations of Exercise (4. 1 2), let {f! be the product interpolation 
mapping into the tensor product space S(2m - 1 ,  a, z) @ S(2m - 1 ,  
ay, z )  and show that i f  / E PC2m. 2(R), then 

II! - {f!/ 1 1 2 ::s:; Km. 2m . z . o (h2m II D ;m/ 1 1 2 + hmkm II D :'D;/ 1 1 2 + k2m II D;m/ 1 1 2) 

::s:; Km. 2m .z . ojPm( 1 1 D ;m/ 1 12 + II D :'  D;/ 1 1 2 + II D;m/IIz)· 
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(4. 1 7) U sing the notations of Exercise (4. 1 2) and the results of Exercises 0 .2) and 
( 1 .4), show that if f E Pcm. Z(1), then 

Moreover, show that if f E PC Zm. z(1), then 

P 2 2. 

P 2 2. 

(4. 1 8) Develop analogues of the results of Exercises (4. 1 2)-(4. 1 7) for interpolation 
mappings of Types I I ,  I I I ,  and IV into S(2m - I ,  .:l, z) (cf. [4.8], [4. 1 0], 
and [4. 1 3]). 

R E F E R E N C E S  F O R  C H A P T E R  4 

[4. 1 ]  AHLBERG, J. H.,  E. N. NILSON, and J. L. WALSH, Convergence properties of  
generalized splines. Proc. Nat. Acad. Sci. U.S.A .  54, 344-350 ( 1 965) . 

[4.2] BIRKHOFF, G.,  and C. DEBoOR, Error bounds for spline interpolation. 
J. Math. Mech. 13, 827-836 ( 1 964). 

[4.3] CARLSON, R. E. ,  and C. A. HALL, On piecewise polynomial interpolation 
in rectangular polygons. J. Approx. Theory 4, 37-53 ( 1 97 1 ) .  

[4.4] COURANT, R. ,  and D. HILBERT, Methods of Mathematical Physics. Inter­
science, New York ( 1 962). 

[4. 5] DEBoOR, c.,  Bicubic spline interpolation. J. Math. Phys. 41 ,  2 1 2-2 1 8  ( 1 962). 

[4.6] HALL, C. A.,  On error bounds for spline interpolation. J. Approx. Theory 1, 
209-21 8  (1 968). 

[4.7] ISAACSON, E., and H. B. KELLER, Analysis of Numerical Methods. John 
Wiley & Sons, Inc. , New York ( 1 966) . 

[4.8] LUCAS, T. R.,  A generalization of L-splines. Numer. Math. 15, 359-370 
(1 970). 

[4.9] SCHOENBERG, I. J., Contributions to the problem of approximation of 
equidistant data by analytic functions. Parts A and B.  Quart. Appl. Math. 4, 
45-99, 1 1 2-141 ( 1 946). 

[4. 10] SCHULTZ, M. H. ,  and R. S. VARGA, L-splines. Numer. Math. 10, 345-369 
( 1 967). 

[4. 1 1 ] SCHULTZ, M. H.,  Error bounds for polynomial spline interpolation. Math. 
of Compo 24, 507-5 1 5. ( 1 970). 

[4. 1 2] SCHULTZ, M. H.,  Computing spline interpolates without derivatives. Yale 
Computer Science Research Report. 

[4. 1 3] SWARTZ, K. B. , and R. S. Varga, Bounds for some spline interpolation 
errors. (to appear). 



5 LIN EAR IN TEGRAL EQUATIO N S  

I n  this chapter we discuss the method of degenerate kernels for approxi­
mating the solutions of Fredholm integral equations of Type I I .  In particular, 
we cO.nsider the use of bivariate, piecewise polynomial kernels. 

We consider the equat ion 

(5. 1 )  u(x) = ( K(x, y) u( y) dy + f(x), 

where K(x, y) andf(x) are given real-valued cont inuous functions. The kernel 
K(x, y) is said to be degenerate if i t  has the form 

(5.2) 

Substituting (5 .2) into (5. 1 ) , we see that if u(x) i s  a solution, then 

or 

(5 .4) 

where 

(5 .5) 

Equation (5 .4) determines the structure of u(x), and it remains only to 
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determine the coefficient vector �. Substituting (5 .4) into (5 . 1 ) ,  we get 

Setting the coefficient of Bj(x) on the left-hand side of (5 .6) equal to the coeffi­
cient of Bj(x) on the right-hand side of (5 .6) for each 0 < i < n, we have 

for 0 < i < n. Putting this linear system into matrix form, we have 

(5.8) A� = k, 

where A = / - B, B = [bij] '  

and 

o < i <  n. 

Of course in general, K(x, y) is not degenerate, but we can approximate it 
by a piecewise bivariate polynomial, P(x, y) , which is degenerate. In this 
chapter, we will concentrate on approximating the kernel by interpolation. 
However, i t  is clear that we could as well approximate it  by a least squares 
technique. Moreover, in a problem in which K(x, y) is experimentally deter­
mined, this latter technique might be preferable . 

We first study the question of the nonsingularity of the matrix A for a 
degenerate kernel P(x, y) approximating K(x, y) . If we rewrite (5. 1 ) in 
operator form as 

(5 .9) (/ - K)u = /  

and the approximate integral equation (which reduces to (5 .8)) as 

(5 . 1 0) (/ - P)u = f,  

then we show that if 1 1 K - P I I� = max I K(x, y) - P(x, y) I i s  sufficiently 
O :S; x, y:S; 1 

small and if / - K is invertible (i .e . ,  (J - K)u = / has a unique solution 
u(x) E qo, I ] for all / E qo, 1 ]), and if there exists a positive constant, 
which we will denote by 1 1 (J - K)- I I 1�, independent of/ such that I l u l l� < 
I I  (/ - Kt l l l� I I / I I� for all / E qo, 1 ] , then / - P is invertible. 
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THEOREM 5 . 1 

CHAP. 5 

If 1 - K is invertible and 1 1 K - P I I= I I  (J - K) - I I I � = q < I , then 1 - P 
is invertible .  

Proof We must show that for all 1 E qo, I ] , (1 - P)u = 1 has a unique 
solution in qo, I ] .  Let g E qo, I] be such that (I - K)g = 1 and I I  g 1 1= < 
I I  (I - K) - l l l= 1 1 / 1 1= .  Then it suffices to consider (1 - K) - I (I - P)u = g and 
to show that this has a unique solution. But 

and 

(1 - Kt l (1 - P) = 1 - (I - K) - I [(I - K) - (1 - P)] 

= 1 - (J - Kt l (P - K), 

Thus if W _ (I - K)- I (P - K), we want to solve (1 - W)u = g or u = 
Wu + g V(u) where V satisfies 

I I V(u) - V(z) 1 1= = I I W(u - z) l l= < q l l u - z l l= 

and is a contraction mapping on qo, I ] .  By the contraction mapping theorem 
(cf. [5 . 1 ]) ,  (J - K)- I (I - P) is invertible and 

Q.E.D. 

We can now obtain two general error bounds. The first is an a priori 
bound and depends on I I u 1 1= and the second is an a posteriori bound and 
depends on I I u I I= -

THEOREM 5 .2 

If the hypotheses of Theorem 5 . 1 hold,  

(5 . 1 1 ) 

and 

(5. 1 2) 

Proof 

u = (I - Pt 1/ =  (J - Pt 1 (1 - K)u 

= (J - P)- I [(J - P) + (P - K)]u 

= u + (J - Pt l (P - K)u 
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and hence 

I l u - u l l� < 1 1 (1 - P)- I (P - K) I I� l l u l l� 
1 1 (1 - Ktl l l� I I P - K I I� 

< 1 - 1 1 (1 - K)- I I I� l i P  - K I I) u l l�, 

which proves (5. 1 1 ) .  Likewise, 

u = (1 - K)- If = (I - K)- I (1 - P)U 
= (I - K)- I [(I - K) + (K - P)]U = u + (1 - K)- I (K - P)U, 

and hence 

Q.E.D. 

From Theorem 2.8, we have the following result. 

CoROLLARY 1 

If 1 - K is invertible, K(x, y) E Pcz' �(U), and p is such that 

then 1 - {} L(p)K is invertible and 

(5 . 1 3) 

i .e . ,  we have a second-order approximation scheme. 

From Theorems 3 . 1 0  and 4. 1 0, we have the following results. 

COROLLARY 2 
If I - K is invertible, K(x, y) E PC4· �(U) and p is such that 

then 1 - {} H(p)K is invertible and 

(5 . 14) 

i .e . ,  we have a fourth-order approximation scheme. 

CoROLLARY 3 

If 1 - K is invertible, K(x, y) E PC4· �(U) and p is such that 

q� k = (mh4 I 1 D!K I I� + �hzkZ I I D;D;K I I� + mk4 1 I D;K I I�) 
X 1 1 (1 - K)- I I I� < 1 ,  
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then I - {} s(p)K is invertible and 

(5 . 1 5) 

i .e . ,  we have a fourth-order approximation scheme. 

E X E R C I S E  F O R  C H A P T E R  5 

(5 . 1 )  Using the notations and results of Exercise 3 . 1 9, show that if 1 - K is 
invertible and K(x, y) E PC 2m· =(R) , then there exists a positive constant, 
C, such that if 

qh, k == CWm I I D�mK I I= + hmkm I I D�D;K I I= + k2m I I D;mK I I=) 

x 1 1 (1 - K)- l l l= < 1 ,  

then I - {}Hm (p)K i s  invertible and 

i .e. , we have a 2mth-order approximation scheme. 

R E F E R E N C E  F O R  C H A P T E R  5 
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Hall, Inc. ,  Englewood Cliffs, N. J. , ( 1 967). 



6 FINITE ELEMEN T REGRESSION 

6.1 O N E · D I M E N S I O N A L  P R O B L E M S  

In this chapter, we  study finite element regression or least squares ap· 
proximation by means of piecewise polynomial functions. 'Generally, we 
recommend least squares procedures for smoothing "noisy" or oscillatory 
data when we wish to avoid the extraneous oscillations of the approximations 
given by interpolation procedures. We start by considering general one· 
dimensional problems. 

Let {B/(x) }/= 1 denote n linearly independent basis functions in Pco, Z(I) and 
f E PCO, Z (I) . We consider the least squares variational problem of finding 
P* E R" such that 

(6. 1 ) 

The function 

is clearly quadratic in p E R" and hence P* is a solution of (6. 1 )  if and only if 

(6.2) D/cb(P*) = 0, 

and the matrix J[p*] = [D/D,cb(P*)] is positive definite. Carrying out the 
differentiation in (6.2), we obtain the linear system 

(6.3) AP* = k, 
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1 < i < n. Moreover, 

(6.4) J[P] = 2A,  for all P E Rn. 

Using (6. 3) and (6.4), we have the following result. 

THEOREM 6. 1 

The least squares variational problem of finding P* satisfying (6. 1 )  has a 
unique solution, 

where the P* is the solution of a symmetric, positive definite linear system. 

Proof The matrix A is clearly symmetric. If P -=I=- 0, 

In fact, if l l ii p/ B/ 1 12 = 0, then, since {Btl7= 1 are linearly independent, P = 0, 
which contradicts the choice of p .  Hence, A is positive definite. 

Furthermore, (6.3) has a unique solution P*. Since J[p*] = 2A, P* is 
actually a solution of the variational problem (6. 1 ) .  Q.E.D. 

If S = {ii p/B/(x) I P E Rn } , then the unique solution given by (6.3) is 

denoted by Psi = .t Pt B/(x) . Clearly Psi is the orthogonal projection of I 
/= 1 

onto S with respect to the V-inner product ; cf. [6.4] . 
We now examine the question of choice of basis functions so as to yield 

sparse, well-conditioned matrices. 
As a basis for L(!1), we suggest the functions {l/(X)}�;I(/ defined in Section 

2. 1 .  Using these to form the system (6. 3) ,  we obtain a system with a tridiagonal 
matrix. Such systems can be solved very efficiently by Gaussian elimination ; 
cf. [6.2] and [6.6] . Moreover, in the special case of a uniform partition, i .e . ,  
x/ = ih, 0 < i < N + 1 ,  where h = (N + It l , the matrix Ah = [all] is 
given by 

(6.5) 
��� , 
o ,\4 1 

1 2 
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where the solid lines indicate a continuation of the same entry. Since Ah i s  
symmetric, i t s  eigenvalues are real ,  and by the Gerschgorin Theorem (cf. [6.6] and [6 . 1 1 ]) , the eigenvalues lie in the open interval (h/6, h) . Thus, the 
condition number of Ah, cond (AJ, which for symmetric, positive definite 
matrices is the ratio of the maximum eigenvalue to the minimum eigenvalue, 
satisfies 

(6.6) 

For a detailed discussion of the computational significance of condition 
numbers, see [6.2] and [6 . 6] . The important thing to note in the bound (6.6) 
is that the condition number is bounded independent of h . 

For the case of nonuniform partitions, we can obtain a similar result, 
though the proof is different. 

THEOREM 6.2 

If AL(I!.) is the least squares matrix (6. 3) obtained by using the basis 
functions {l1(X)}�"'i/ defined in Section 2. 1 ,  then 

(6 .7) 

Proof Since AL(I!.) is symmetric and positive definite, it suffices to find 
positive numbers A and A such that 

(N+ I ) 5 1 [N+ I J2 (N+ I ) A I� Pf < 1ST AL(I!.)p = 0 j� PJj(x) dx < A I� Pf . 
In fact, then cond (AL(I!.» < A - I A. If we let 

O < j < N, 

then by a change of variables we have 

(6. 8) 
ti = (X, + I - XJ) 5: [p/O<y) + P,+JI (y)] 2 dy 

(XJ+ I - x,)I" 

where lo(Y) = 1 - Y and I I (Y) = y are independent of j, for all 0 < j < N. 
But the integral Ii = [PJ ' PJ+ t 1M[P" Pi+ I ]T, where M is the 2 X 2 matrix 

(6.9) [t tl 
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whose eigenvalues are i and i. Thus, 

(6. 10) 

Summing the inequality (6. 1 0) with respect to j from 0 to N, we obtain 

(6 . 1 1 ) 

!!{�I Pl) < ih(P5 + 2 i1 Pl + P1+ 1 )  
< pT AL(6)P 

< ih(P5 + 2 i1 Pl + P1+ 1 )  
(N+ I ) < h /� Pl . 

Hence, we may take A = i!! and A - h. 

As a basis for H(Ii), we suggest the functions {hi(X)};:,"';,1 and 

(6. 1 2) 

i = 0, 
I < i < N, 
i = N + 1 ,  

Q.E.D. 

where the functions h/(x) and hl (x) are defined in Section 3 . 1 and we have 
normalized the functions hl (x) so as to make all the diagonal entries in AH(6) 
the same order of magnitude. It  is easily verified that AH (6 ) is six-diagonal 
and that if we couple together h/(x) and hI (x) for each 0 < i < N + I ,  then 
the corresponding (block) matrix is block tridiagonal with 2 x 2 subblocks. 

For the case of uniform partitions of I, we can prove an analogue of 
Theorem 6.2 for these basis functions ; cf. [6.3]. 

THEOREM 6 .3  

If Ii is a uniform partition and AH(6) is the least squares matrix (6.3) 
obtained by using the basis functions {h/(x)/I I  h/(x) 1 1 2 , hi (x)/I I  hi (x) l i d;:'"';, I , then 

(6. 1 3) cond AH(6) < 1 60. 

The important thing to note is that the bound of (6. 1 3) is independent of h. 
Moreover, we can ask whether or not there exist other "obvious" basis 
functions for H(Ii), which would yield an even better result than (6. 1 3) . To 
this end, for each IX > 0, we let 

(6 . 1 4) O < i < N + I ,  
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and 

(6. 1 5) If(x) - h;Cx) - a,hl (x), 
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O < i < N + I ,  

be a basis for H(I1) . I f  AH(,1 ) (a,) denotes the least squares matrix with respect 
to these basis functions, then we can seek a,* > 0 which minimizes 
cond A H(,1)(a,). As a step in th i s  d irect ion, i t  has been shown that 
cond A H(&) ( 1 5 . 5) � 26 ; cf. [6. 3 ] . 

To define a basis for S(I1), we augment the part it ion 11 to form A :  
- X_ 3 

< X- 2 < . . .  < XN l  I < . . . < XN+ 4 '  where, for example, we choose 
Xi + 1 - Xi -- X I - XO , -- 3 :S;; i < - I , and xj + 1  - Xj - XN+ I - XN, 

N + I :s;; j < N + 3 .  Following [6 . 8] ,  we suggest as a basis for S(I1) the fol­
lowing "B-spl ines : " 

(6. 1 6) 

4 
where coi(x) - II (x - Xi+k) and 

k - O 

3 
_ {yl , 

y + = 

0, 

The graph of Si(X) is given by 

y > O, 

y < O. 

-3 < i <  N, 

l �  
X, X , +  I 

I n  the special case of a uniform partition with mesh length h = (N + I) - I , 
the basis functions Si(X) , - 3  < i < N, can be expressed in  terms of a 
"standard" basis funct ion, S(x) . In fact, if 

(2 - x)3/24 - ( I - x)l/6 - x3/4 + ( l  + x)3 /6 , - 2 < x < - 1 , 

(2 - x) l/24 - ( I  - x) l /6 - x3/4, - I  < X < 0 

S(x) = (2 - x) l/24 - ( I  - x)l/6, 0 < X < 1 

(2 - x)3 /24, I < x < 2 
0, X E R - [- 2, 2] ,  

then Sj(x) = S(h - I x - i - 2) , - 3 < i < N. 
It is easily verified that with these basis functions, As(,1) i s  a band matrix 

with seven nonzero diagonals, and hence the linear system (6. 3) can be 
efficiently solved by Gaussian elimination for band matrices. Moreover, for 
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the case of uniform partitions of I, we can prove an analogue of Theorems 
6.2 and 6 .3  for these basis functions ; cf. [6.9] . 

Now we discuss the question of what to do if the data is given only at the 
points T = {tJ� 1 .  Our first approach to this problem follows [6.7] .  We note 
that the only place in the linear system (6.3) where the data f(x) plays a role 

is in the formation of the right-hand side k - U:f(X)Bj(X) dx J. 
The idea is to approximate these integrals by expanding f(x) in terms of 

the data, i . e . ,  

f(x) = tJ(f;) Vj(X) = !(x), 
; = 1 

in such a way that the integrals f: !(x)Bix) dx, 1 < j < n, can be evalu­

ated analytically and such that the error introduced by this procedure is 
"asymptotically consistent" with the error of the basic least squares method. 
For the special case of L(A), we suggest letting ! - {} L(T'/, i . e . , ! is the piece­
wise linear interpolate of f(x) with respect to the partition T. For the special 
cases of H(A) and S(A), we can do essentially the same thing. However, 
here we suggest using piecewise, cubic Lagrange interpolation with respect to 
the partition T to form !.  This procedure was described in detail in Chapters 
2 and 3 in the context of approximating derivatives of f(x) . 

Our second approach to the problem of what to do if f(x) is given only 
at the points T = { fJP� 1 is based on the idea of approximating the functional 

In particular, we consider the approximate functional 

where 

j = 1 , 
2 < j < Q - I ,  

j = Q, 

and define P* as the solution of the approximate variational problem of 
finding P* E Rn such that 

$(p*) = inf $(P). 
P E R" 

It is possible to analyze this procedure completely ; cf. [6.9] for the details. 
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We end this section with some numerical resu lts due to Patent (cf. [6. 7]) 
concerning the approximation of the exponential function , eX , by finite 
element regression with the spaces L(I1) , H(I1), and S(I1) . In all of the 
following examples the part itions l1(h) will be uniform with mesh length h . 

h 

2- 1 
2- 2 

2-3  
2-4  
2- 5 

h 

2- 1 
2- 2 

2-3  
2-4  
2- 5 

h 

2- 1 
2-2 
2- 3 
2-4 
2- 5 

L(I1(h» 

I I  eX - PL(Ii(h»ex 1 1 2 

.63 X 1 0- 1  

. 1 7  X 1 0- 1 
.42 X 1 0- 2  
. 1 1  X 1 0- 2  
.27 X 1 0- 3  
.66 X 1 0-4  

H(I1(h» 

I I  eX - PH(Ii(h»ex 1 1 2 

.34 x 1 0- 3  

.43 X 1 0-4  

.44 X 1 0- 5  

.34 X 1 0-6  

.23  X 1 0-7  
. 16  X 1 0- 8  

S(I1(h» 

I I  ex - PS(Ii(h»ex 1 1 2 

.34 x 1 0- 3  

.46 X 1 0-4  
. 54  X 1 0- 5  
.37 X 1 0-6  
.24 X 1 0-7  
. 16  X 1 0- 8  

I I  e x  - P L(Ii(h»ex 1 1= 

. 1 6  X 100  

. 5 1  X 1 0- 1  

. 1 4  X 1 0- 1  

. 35  X 1 0- 2  

.88 X 1 0- 3  

.22 X 1 0- 3  

I I  e x  - PH(Ii(h»ex 1 1= 

. 1 1 X 1 0- 2  

. 1 5  X 10-3 

. 14 X 1 0-4  
.93  X 1 0-6  
.62 X 1 0-7  
.60 X 10-8  

I I  ex - PS(Ii(h» ex 1 1= 

. 1 1  X 1 0-2  

. 1 9  X 1 0- 3  

. 1 1 X 1 0- 4  

.8 1  X 1 0-6  

.56 X 1 0-7  

.40 X 1 0- 8  

These numerical results indicate that the piecewise linear least squares 
approximation to eX is second-order accurate in both the L2-norm and the 
L =-norm, while the piecewise cubic Hermite and spline least squares approxi­
mations to eX are fourth-order accurate in both the V-norm and the L =-norm. 
In Section 6 .3 ,  we will prove that these special results are true for all suffi­
ciently smooth functions. 
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6 . 2  TWO - D I M E N S I O N A L  P R O B L E M S  

Let {B/(x, Y)}7� 1 denote n l inearly independent basis functions i n  PCO, 2(U) 
and I E PCO, 2(U) . We consider the least squares variational problem of 
finding P* E Rn such that 

(6. 1 7) �(P*) = inf �(P) = inf I I I I [/(x, y) - t pj Bb, y)J2 
dxdy. 

P E Rn P E Rn ° ° j � I 

Using essentially the same analysis as we did in Section 6. 1 ,  we can prove 
the following characterization result. 

THEOREM 6.4 

The least squares variational problem of finding P* satisfying (6. 1 7) has a 
unique solution, 

t PfBj(x, y), 
I � I 

where the coefficients P* are the solution of the symmetric, positive definite 
linear system 

(6. 1 8) AP* = k, 
where 

A = [a/j] = [( I: BtCx, y)Bix, y) dxdyJ 
and 

k = [kJ = [J: (/(x, y) Bj(x, y) dxdy J. 
If S = {t1 PiB/(x, y) I P E Rn } , then the unique solution given by (6. 1 8) 

is denoted by PsI - :t PfBj(x, y) .  Clearly Psfis the orthogonal projection of i = l 
I onto S with respect to the V-inner product over the square U; cf. [6.4] .  

We now examine the choice of basis functions. As a basis for L(p), we 
suggest the functions {ll(x) liy)}f,,;'o�/�Io+ I . Using these to form the matrix of 
(6. 1 8), we obtain a sparse matrix with nine nonzero diagonals. The zero 
structure is given in the following figure 

where the solid lines indicate the nonzero diagonals. 
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Actually AL(p) may be conveniently expressed in terms of AL(tJ.) and AL(tJ.,) . 
In fact, if B [

b
ij] and 

C 
[cij] are an n X n and m X m matrix respectively, 

then we define their tensor or Kronecker product as the mn X mn matrix 
B ® C given by lb l l

C 

B ® C : 
b
n l

C 

b
, .
Cl , 

b
nn
C J 

and in particu lar AL(p) = A L(tJ.) ® AL(tJ.,) . Moreover, it follows from the 
theory of tensor products of matrices (cf. [6. 1 ]) , that 

To solve the linear system corresponding to AL(p) ,  we suggest either 
Cholesky decomposition (cf. [6.2] and [6.6]), or an i terat ive method such as 
successive overrelaxation (SOR) ; cf. [6.6] and [6. 1 1 ] .  The Cholesky decom­
position requires storage of the order e.- 3 and on the order of !!.- 3  arith­
metic operations. The successive overrelaxation i terative method requires 
storage of the order e.- I and by Ostrowski's Theorem is convergent for any 
relaxation factor ill E (0, 2) ; cf. [6. 1 1 ] .  Moreover, if we consider the block 
partitioned form of AL(p) obtained by lumping together all the unknowns 
along every horizontal line (i .e . ,  for each 0 < j  < M + 1 ,  we consider as 
one vector in RN+ 2 the coefficients of li(x) l/y), 0 < i < N + 1 ) , we obtain 
a block tridiagonal matrix AL(p) . Since AL(p) has block property A and i s  
block consistently ordered, we may apply the theory of  Young (cf. [6. 1 1 ]) to 
determine the optimal relaxation factor for block successive relaxation. 

As a basis for H(p), we suggest the functions 

(6. 1 9) 
{hi(x)hiy), hl (x)hiY), hi(x) hj (y), hl (x) hj (y) 1 0  < i < N + 1 

and 0 < j < M + I } . 

If for each i and j, we lump together the four basis functions h{(x)hiy), 
hl (x) h/y),  hi (x) hj (y) , and hl (x) hJ(y), then we obtain a block matrix whose 
zero structure is the same as the zero structure of the preceding matrix AL(p) . 
Moreover, for uniform partitions, p, cond AH(p) < ( 1 60)2 . As discussed before, 
we may use either Cholesky decomposition or successive overrelaxation to 
solve the corresponding system. 

Finally, as a basis for S(p), we suggest the fUllctions 

(6.20) 

where Si(X) and siY) are defined in (6. 1 6) .  Using these to form the least squares 
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matrix (6. 1 8) ,  we obtain a sparse matrix with forty-nine nonzero diagonals. 
Again the corresponding l inear system can be solved by either Cholesky 
decomposition or successive overrelaxation. 

6.3 E R R O R  A N A LYSIS 

In this section, we prove a priori error bounds for the least squares pro­
cedures introduced in Sections 6. 1 and 6.2. Our analysis is based upon the 
results of Chapters 2, 3, and 4. 

THEOREM 6. 5 

If I E  Pcz. Z(I), then 

(6.21 ) 

and 

Proof. Inequality (6.2 1 )  follows from the observation that 

(6 .23) I I I - PL(4J I I z = inf I I I - I ll z < I I I  - UL(4JI I z l(x) E L(4) 

and the results of Theorem 2.5 ,  which we use to bound the right-hand side of 
(6.23) . To prove (6.22) ,  we use the Schmidt Inequality (cf. Theorem 1 . 5), 
and (6.23) to obtain 

(6.24) 

I I D(f - PL(4)f) l i z < I I D(f - 3L(4)f) l i z + I I D(3L(4J - PL(4)f) l i z 
< I I D(f - 3L(4)f) l i z 

+ 2�!!- 1 1 1 3L(4J - PL(4Jl l z 
< I I D(f - 3L(4)f) l i z 

+ 2�!c l (1 1 1 - UL(4J l l z + I I I - PL(4JI I z) 

< I I D(f - UL(4J) l i z + 4�!!- 1 1 1 1 - UL(4JI I z ·  

Inequality (6.22) now follows by  using the results of  Theorem 2 . 5  to  bound the 
right-hand side of (6.24) Q.E.D. 

In the L �-norm, we can obtain a rather surprising error bound, which 
states that the least squares approximation to I E Pcz· �(I) is asymptotically 
as good as the Tchebyscheff approximation to I in L(/i). 
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THEOREM 6.6 

If f E PC2' �(I), then 
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(6.25) I l f  - PL(6J I I� < -(,;( 1 + 4�- l h)h2 1 I D2f l l� 

and 

Proof The idea of the proof is to show that P L(6) is the second derivative 
of the cubic spline interpolate of a second i terated integral of f(x) . The 
required inequalities then follow immediately from Exercises (4.2) and (4 .3) . 

We define a mapping M of C[O, I ] into C2 [0, I ]  by 

M(f)(x) - f: f: f(t) dtds. 

It is easy to verify directly that M(f)(O) = DM(f)(O) = 0, M{L(a)} = 
{s E Sea) I s(O) = Ds(O) = O} - Sea), and D2 M(f) = f Moreover, since 
from (6.3) we have (f - PL(6)j, 1) 2 = 0 for ali i E L(a), 

(6.27) for al l  I E L(a), 

or equivalently 

(6.28) for all s E S(a) . 

But from the proof of Theorem 4.3 ,  we have 

(6.29) for all s E Sea), 

and subtracting (6.28) from (6.29) we obtain 

(6. 30) for all s E Sea) . 

Since [M(PL(6)f) - 8S(6)M(f)] E Sea), we have by the "one-sided Rayleigh­
Ritz Inequality" (cf. Exercise ( 1 .3» , 

0 =  I I D2 [M(PL(6J) - 8S(6)M(f)] I i i 
(6. 3 1 )  
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and 
f - P w.J = D2 M(f) - D2 {} sM(f). 

CHAP. 6 

The results now follow by applying Exercises (4.2) and (4.3) to the function 
M(f). Q.E.D. 

It is possible to use the argument of the preceding proof in reverse to 
obtain new error bounds in the V-norm for cubic spline interpolation from 
the results of Theorem 6 .5 .  We do this now to improve and extend some of 
the results of Chapter 4. We begin by improving the results of Theorems 4.6 
and 4.9 .  

THEOREM 6.7 

If f E PC 4. 2(/) , then 

(6. 32) 

(6.33) 

and 

(6.34) 

I I D2(f - {}sf) 1 1 2 < n- 2h2 I 1 D4f l l z , 

I I D(f - {}sf) 1 1 2 < 2n- 3h3 1 I D4f I 1 2 ' 

Proof We first remark that 

f(x) - [Df(O)x + f(O)] - {}s[f(x) - (Df(O)x + f(O» ]  = f(x) - {}sf(x), 

since {}s preserves cubic polynomials. Thus, we may assume that f(O) = Df(O) 
= O. By the argument of the preceding proof, D2{}sf = PL(4.) D2f and hence by 
inequality (6. 2 1 )  

which proves (6 . 32) . The remaining results follow from (6.32) as  in the 
proof of Theorem 4.6. Q.E.D. 

The following result is proved in the same way as Theorem 6.7 .  It  is an 
improvement of Theorem 4.9. 

THEOREM 6.8 

If f E PC 4. 2 (U) , then 

(6 .35) 
I l f  - {}s(pJ I 1 2 < 2n-4(h4 1 I D!f I 1 2 + 2h2k2 1 1 D;D;f l l + k4 I 1 D;f l l z ) 

In order to extend the results of the preceding theorem to include bounds for 
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the partial derivatives of the interpolation error, we need the foIIowing result, 
which is also of interest for its own sake. 

THEOREM 6.9 

If f E PC3, 2(J), then 

(6. 36) 

(6 .37) 

and 

(6.38) 

I I D2(f - 3sf) 1 1 2 < n- 1 h I I D3f 1 1 2 ' 
I I  D(f - 3sf) 1 1 2 < 2n- 2h2 1 1  D3f l b 

Proof As in the proof of Theorem 6.7, we may assume that f(O) = Df(O) 
= 0 and hence D23sf = PL(I1)D2f Thus, we have 

and inequality (6. 36) follows from Exercise (6. I ) .  The remaining inequalities 
follow from (6 . 36) as in the proof of Theorem 4.5 .  Q.E.D. 

THEOREM 6. 10  

Jff E PC4, 2(U), then 

(6.39) 

and 

(6.40) 

I I Dif - 3S(p)f) 1 1 2 
< 2n- 3 (h 3 1 I D!f I 1 2 + 2hP I I D;D;f I 1 2 + k3 1 I DxD;f I 1 2) 

< 2n- 3p3( I I D!f l b + 2 1 1 D;D;f I 1 2 + I I DxD;f l b) 

I I Dif - 3S(p)f) 1 1 2 
< 2n- 3(k 3 1 I D;f I 1 2 + 2kh2 1 1 D;D;f I 1 2 + h3 1 1 DyDUl b) 

< 2n- 3p3 ( 1 1 D;f 1 1 2 + 2 1 I D;D;f I 1 2 + I I DyD!f l b) · 

Proof We prove only (6. 39) , since (6 .40) follows by symmetry. Using the 
results of Theorems 4.5, 6.7, and 6.9, we have 

(6.4 1 ) 

I I Dx(f - 3S(p)f) 1 1 2 < I I Dif - 3S(I1J) 1 1 2 + I I  DxWS(I1) (f - 3S(I1,)f) 

- (f - 3S(I1,J)] 1 1 2 + I I Dif - 3S(I1,J) 1 1 2 
< 2n- 3h3 1 I D!f l b  + 2n- 1 h 1 1 D;(f  - 3S(I1,J) 1 1 2 

+ 2n- 3k3 1 I DxD;f l b 

< 2n - 3h3 1 I D!f l b  + 4n- 3hP I I D;D;f I 1 2 
+ 2n- 3k3 I 1 DxD;f I 1 2 ' 

Q.E.D. 
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We now return to the question of error bounds for finite element regres­
sion . Using the same techniques as in the proof of Theorem 6. 5, we may obtain 
the following result . 

THEOREM 6. 1 1  

If f E PC 4 , Z(/), then 

(6.42) I l f  - PH(dJ I I z < n- 4h4 1 I D4f l l z , 

(6.43) I I  D(f - PH(dJ) 1 1 z < n- 3 ( l  + 2,.j1790:::---:-+--=2c-,.j"""""'I=o"60""'5n- l b - l h)h3 1 I D4f l lz 

and 

(6.44) I I Dz(f - PH(d)f) l l z < n- z( l + 4.J1 350 + 30,JT605n-zb- ZhZ) I I D4f l l z . 

Using a result of Hall (cf. [6 .5]) concerning C 3 (J)-piecewise quintic 
polynomial interpolation of functions in PC6 . =, we may prove the following 
analogue of the surprising result of Theorem 6.6. 

THEOREM 6. 1 2 

If f E PC4' =(J), then 

(6.45) I l f - PH(dJ I I= < rthh4 1 I D4f l l= , 

(6.46) I I D(f - PH(d)f) 1 1= < -du( l  + 2b - 1 h)h 3 1 I D4f l l=, 

and 

(6.47) I I DZ( f - PH(dd) 1 1= < o'rr(6 + 5b- ZhZ)hZ I I D4f l l= · 

Turning now to the spline case, we can prove the following result with the 
aid of Theorem 6.7 .  

THEOREM 6. 1 3  

If f E PC4, Z (J), then 

(6.48) I l f  - pS(dJ l l z < 2n- 4h4 1 I D4f l l z , 

(6.49) I I D(f - pS(dd) l i z < 2n- 3 ( l  + 2.J90 + 2.J1605n- 1 b - 1 h)h3 1 I D4f l l z , 

and 

(6. 50) 
I I DZ(f - PS(d)f) l i z 

< 2n- z( 1 + 4.J1 350 + 30.J1 605n- Zb - ZhZ)hZ I I D4f l lz ' 

To prove an analogue of Theorems 6.6 and 6. 1 2  for S(�), we need a result 
about L=-norm bounds for the error in interpolation in S(5, � , 4), where we 
have used the notations of Exercise (4. 1 2) . More precisely, we need to know 
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that there exist positive constants, {J.lk}��O' such that 

(6.5 1  ) 0 <  k < 4, 

for all I E PC6. �(I) ; cf. [6 . 1 0] for a discussion of such results. 

THEOREM 6. 1 4  

If I E PC 4 . �(I) and (6. 54) is true, then 

(6 .52) 

We turn now to the derivation of error bounds for two-dimensional 
problems. 

THEOREM 6. 1 5  

If I E  PC z, Z ( U) , then 

(6. 53) 

(6.54) 

and 

I I I - PL(p' / l l z  < l£- Z(hZ I I DUl l z + p I I D;I l i z ) 

< l£- ZpZ( I I D;/ l l z + I I D;/ I I z) , 
I I Dx(f - PL(p)f) l i z 

< 1£- 1 [( 1 + 4-v'Tb- 1 h)h l l m/ l l z + (2-v'T1£- 1 h- 1 k)k I I D;/ l l z] 

< 1£- 1 ( 1 + 4-v'T e- 1p)p(l l m/l l z + I I D;/ I I z ), 

I I Dil - PL(p)f) l i z 

(6. 55) < 1£- 1 [(2-v'T1£- 1k- I h)h I I DU l l z + ( I + 4-v'Tk- I k)k I I D;/ l l zl 

< 1£- 1 ( 1 + 4-v'T e- Ip)p(l l m / l l z + I I D;f l l z ) . 

Proof We begin by remarking that 

In fact, if {Aj(x)}[':"'i/ denotes an orthonormal basis for L(li) and {F/y)}f=t l 
denotes an orthonormal basis for L(liy) , then {Aj(x)F/y)}[':"'O�j�o+ I is an 
orthonormal basis for L(p) and 

N+ I M+ I f l f l PL(p,/ = j� ftt, Alx)F/y) 0 
o

/(x, y)Alx)F/y) dxdy 

= �I Ab) 5: [�I F/y) 5: I(x, y)F/y) dy]Aj(x) dx 

= PL(I1)PL(I1,)1 

= };I F/y) 5: [�I Aj(x) 5: I(x, y)Aj(x) dx ]F/Y) dy 

= PL(I1,)PL(I1) / 
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Thus, since ( [PL(A)g(X)]2 dx < ( [g(X)]2 dx for all g(x) E PCO, Z(/) 

(cf. [6.4, p. 1 75]), we have 

(6.56) 
I I I  - PL(pJ I I z < I I I - PL(AJ l l z + I I  PL(A)(/ - PL(A.J) l i z 

< I I I - PL(AJ l l z + I I I  - PL(A.Jl l z . 

Inequality (6.53) follows by using the results of Theorem 6.5 to bound the 
right-hand side of (6. 56) .  

To obtain (6. 54) we use the Schmidt Inequality (cf. Theorem 1 . 5), to get 

(6.57) 
I I Dx(/ - PL(pJ) l iz < I I Dx(/ - PL(A)!) l i z + I I DxPL(A)(/  - PL(A.J) l i z 

< I I Dx(/ - PL(A)!) l i z + 2,.;Tb- 1 1 1 1 - PL(A.JI 1 2 . 

Inequality (6.54) follows by using the results of Theorem 6.5 to bound the 
right-hand side of (6. 57) . Inequality (6. 55) follows by symmetry. Q.E.D. 

In a similar fashion, we may prove the following result . 

THEOREM 6. 1 5  

If I E  PC4, Z (U), then 

(6.58) 

and 

(6.59) 

I I I - PH(pJ I I z < 1,,-4(h4 1 I D�/ 1 I 2 + k4 1 I D;/ I I z) 

< 7l-4p4(I I D�/ 1 1 z + I I D;/ I I z ) 

I I 1 - ps(pJ l 1 2 < 271-4(h4 1 I D�/ 1 1 2 + k4 1 I D;/ I I z) 

< 271-4p4(1 I D�/ 1 1 2 + I I D;/ l l z ) · 

Analogues of inequalities (6.54) and (6.55) hold for the spaces H(p) and 
S(p). Their derivations are straightforward and are left to the reader. 

E X E R C I S E S  F O R C H A P T E R 6 

(6. 1 ) Show that iff E PC I , 2(I), then 

(6.2) Show that P solves the variational problem (6 . 1 )  if and only if it solves the 
variational problem 

inf {f l [± P1Blx)] 2 dx - 2 f l f(x) ± P1Blx) dx} . 
p e R" ° 1 = 1 ° 1 = 1  
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(6.3) Using the notations and results of Exercises (4. 1 2)-(4. 1 S), show that if 
I E PC 2m , 2(1), then 

I I I  - PS(2m- I , 4, z ,/ l h � Km, 2m, z. o h2m I I  D2m/ 1 1 2 . 

Moreover, show that if I E  PC 2m, 2(R), then 

(6.4) In many problems we wish to approximate a closed contour r == 
{(x(t), y(t» 1 0 � t � I }  in the plane. We may assume that (x(O), y(O» = (0, 0) 
and since r is closed we must also have (x( l ), y( l » = (0, 0). If 

and 

Lo (ll) == {l(x) E L(ll) 1 /(0) = l( l ) = OJ, 

Ho(ll) == {h(x) E H(ll) I h(O) = h(l )  = OJ, 

So(ll) == {s(x) E S(ll) I s(O) = s(l )  = OJ, 

develop analogues of the results of Section 6. 1 for the least squares ap­
proximation of the two coordinate functions x(t) and y(t) over Lo(ll), 
Ho(ll), and So(ll). Many times we are given (x(t), y(t» for only a discrete set 
of points T == {tl}� I , i .e. ,  we are given only a finite set of points, in the plane, 
which approximate the contour. In this case develop analogues of the "ap­
proximate regression" results of Section 6 .3  (Hint : Use the arc length along 
the polygon with vertices {(x(t), y(t» I t E T} as the parameter t.). 

(6. S) If I E  PC 2 , 2(R), show that 

max O I Dil - PH(p)/) 1 1 2 . I I Dil - PH(p)f) l i z) 

� n- l (1  + 2�90 + 2,J 1 60Sr 1 p)p(I I DU I 1 2 + I I D;fl l z) 

and 

max (1 I Dx(/ - PS(p) /) 1 1 2 , I I D"(I - PS(p) /) 1 1 2) 

� 2n- l (1 + 2�90 + 2,J 1 60Sr 1 p)p(I I DUl h + I I D;/l l z) . 

(6.6) If/ E PC4, 2(U), show that 

max O I Dil - PH(p)/) l i z, I I D"(I - PH(p)/) l i z) 

and 

< n- 3 (1  + 2�90 + 2,J 1 60Sr 1 p)p3(1 1 D!/l I z + I I D:/ 1 1 2) 

max (1 1 Dil - PS(p,/) 1 1 2 . I I D"(I - PS(p,/) l i z) 

< 2n- 3 ( 1  + 2�90 + 2v'1605r 1 p)p3(I I D!/ 1 1 2 + I I D:/ l lz). 
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7 
THE RAYLEIGH-RITZ-GALERKIN 

PROCEDURE FOR ELLIPTIC 

DIFFERENTIAL EQUATION S 

7.1 I NT R O D U CTI O N  

In the past few years there has been renewed interest in the Rayleigh­
Ritz-Galerkin procedure, and in particular the finite element procedure, for 
approximating the solutions of well-posed boundary value problems for 
linear and nonlinear elliptic differential equations. In this context, the finite 
element procedure is  nothing more than the Rayleigh-Ritz-Galerkin proce­
dure applied to the spaces of piecewise polynomial functions which we intro­
duced in Chapters 2, 3, and 4. For classical accounts of this procedure, see 
[7 . 14], [7. 1 5] ,  [7. 1 6] , [7 .25] , and [7 .26] ; for modern accounts see [7 . 1 ] , [7 .7] , 
[7 .8] , [7. 1 2] , [7. 3 1 ] ,  [7 .32] , and [7. 35] . 

For a bibliography of the extensive Russian work on this procedure, see 
[7.27] , and for a bibliography of the engineering literature on the finite 
element method, see [7 .44] . Finally, we mention the very general and impor­
tant work of Aubin, Babuska, Bramble, Fix, Schatz, and Strang on the 
mathematics of the finite element method ; cf. [7 .2] , [7 .3] , [7 .6] , and [7.42] for 
references. 

In this chapter, we will consider the Dirichlet problem for self-adjoint, 
seeond-order linear and semilinear elliptic equations. See [7 .9] , [7 . 1 0] , [7 . 1 1 ] ,  
[7. 1 2] ,  [7. 1 8] ,  [7 .37] ,  [7 .38] , and [7 .39] for a discussion of other types of 
boundary conditions and more general equations. Moreover, for two­
dimensional problems we will consider only tensor product types of sub­
spaces. See [7. 1 9] ,  [7.44] , [7.45] , [7.46] , and [7 .47] for discussions of subs paces 
based on triangulations. 

87 
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7.2 LI N EA R  S EC O N D - O R D E R  TWO - P O I N T  

B O U N DA R Y  VALU E P R O B LE M S  

CHAP. 7 

In this section, we consider the problem of approximating the solution 
of the self-adjoint differential equation 

(7. 1 ) - D[p(x) Du(x)] + q(X)U(X) = f(x), 0 <  x < I ,  

subject to the Dirichlet boundary conditions 

(7.2) u(O) = u( l )  = O. 

We assume that the differential equation is elliptic, i .e . ,  p(x) and q(x) E 
Pco '�(I) are such that there exist positive constants l' and Jl such that 

Z f l  Z (7 .3) I' l l  Du l i z < 0 [p(x)(Du)Z + q(x)UZ] dx < Jl I I  Du l i z 

for all u E Pq· z(I) = {Ifo E PC 1 . Z (I) I Ifo(O) = 1fo( 1)  = OJ, and f E Pco , Z (I). 
See [7. 1 3] for a discussion of singular two-point boundary value problems. 
We say that u is a generalized solution (over PC .\ . Z) of (7. 1 )-(7 .2) if and only if 
u E PCJ · z(l) and 

(7 .4) a(u, v) = s: [p(x)DuDv + q(x)uv] dx = (J, v)z 

for all v E PC.\ · Z(I) .  Integrating by parts, we can prove the following stan­
dard result. 

THEOREM 7. 1 

If u is a classical solution of (7. 1 )-(7.2), i . e . ,  U E CZ(I) and satisfies (7. 1 ) 
pointwise, then it is a generalized solution. 

Moreover, if the coefficients of the differential equation are sufficiently 
smooth, we can show that every generalized solution is a classical solution. 

We now state and prove a variational characterization of generalized 
solutions . 

THEOREM 7.2 

The function u(x) i s  the generalized solution of (7 . 1 )-(7.2) if and only if 
u(x) is the unique solution of the variational problem of finding u such that 

(7 .5) F[u] = inf F[w] = a(w, w) - 2(w,f)z . WEPC&. 2 

Proof First, we show that if u solves the variational problem then it is a 
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generalized solution. In fact, if " E Pq· 2(I) and IX E R, 

89 

F[u + IX,,] = a(u, u) + IX2a(" , ,,) + 2IXa(u, ,,) - 2(U ,f)2 - 2IX(",f)2 > F[u] , 

and hence F[u + IX,,] is quadratic in IX and has a minimum at IX = 0 only if 
(dF/dIX)[u] = O. Calculating this latter expression, we obtain a(u, ,,) = (j, ")2 
for all " E Pq· 2(I), i .e . , u is a generalized solution. 

Conversely, if u is a generalized solution and " E PCA · 2 (I), then 

F[,,] - F[u] = a(", ,,) - a(u, u) + 2(j, u - ")2 
= a(", ,,) + a(u, u) - 2(j, ")2 ' 

where we have used the equality obtained by putting v = u in (7.4) .  Using the 
equality obtained by putting v = " in (7.4), we finally obtain 

(7.6) F[,,] - F[u] = a(", ,,) - 2a(u, ,,) + a(u, u) = a(" - u, " - u) 

> 1'2 1 1  D(u - ,,) I I ; > 0, 

with equality if and only if u = ", i .e . ,  u is the unique solution of the varia­
tional problem (7. 5). Q.E.D. 

Let S be any finite-dimensional subspace of Pq· 2(l) and {BI(X)}7� 1 be a 
basis for S. The Rayleigh-Ritz procedure is to find an approximation to the 
generalized solution, u, of (7. 1 )-(7.2) by determining an element Us E S, 
which minimizes F[u] over S. The following result shows that this is a well­
defined procedure. 

THEOREM 7.3 

There is a unique element Us E S which minimizes F[u] over S. 

Proof Considering 

as a function of p E R", it is clear that F[P] is quadratic in P and hence F 
has a minimum at P* if and only if 

(7.7) �P*] =  0, for all I < i < n, 

and the matrix 

is positive definite. 
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Calcu lating the equations of the system (7 .7) , we obtain 

(7 .8) 

or in matrix form 

(7.9) 

where 

(7 . 1 0) 

and 

(7 . 1 1 ) 

I < i < n, 

AP* = k, 

CHAP. 7 

Clearly, A is symmetric and positive definite. In fact, if P *- 0, then 

pT AP = a(� PiBi, I� PIBI) > Y I I D(It. PIBI) I I �  

> Y712 1 1 � PIBi l l : > O .  

Thus (7.9) has a unique solution p* .  Moreover, from (7 .8) it  i s  clear that 
H = 2A and hence P* is the unique minimum of F over R". Q.E. D. 

It fol lows from the preceding proof that the Rayleigh-Ritz approximation 
can be characterized in terms of the solution of a linear system of equations, 
whose matrix is symmetric and positive definite for any choice of basis func­
tions for any finite-dimensional subspace of Pq· 2(I). 

The Galerkin procedure is to find an approximation to the generalized 
solution, U, of (7. 1 )-(7 .2) by determining an element Ws E S such that 

(7. 1 2) for all I < i < n. 

If we expand Ws in terms of the basis functions 

then we can see that the coefficients, ,,(, satisfy the exact same linear algebraic 
equations as the coefficients, P* ,  for the Rayleigh-Ritz approximation. Thus, 
for a problem of this form the Rayleigh-Ritz and Galerkin approximations 
are identical and will henceforth be called the Rayleigh-Ritz-Galerkin or 
RRG approximation. 

We now show how to construct computationally attractive basis functions 
for the spaces under consideration. 
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As a basis for Lo(/i) = {l(x) E L(/i) 1 /(0) = l(l) = OJ, we suggest the 
functions f/;(x)}f!, I defined in Chapter 2, i . e . ,  we eliminate the two functions 
lo (x) and IN+ I (x) from our basis for L(/i). This choice of basis leads to an 
RRG system (7.9) with a tridiagonal matrix. As discussed in Chapter 6, such 
systems are easily solved by Gaussian elimination. 

For the special case of a uniform partition with mesh length h, p(x) = 1 ,  
and q(x) = 0 ,  the RRG matrix is given by 

(7. 1 3) 

2 - 1 
0 

- 1  � V 
Ah = h - I  � � � , 

o � - 1 

- 1 2 

which is irreducibly diagonally dominant ; cf. [7.43] . Moreover, since 

sin kn(x - h) - 2 sin knx + sin kn(x + h) + 2( 1 - cos knh) sin knx = 0, 

the eigenvalues of Ah are {2h - ' ( 1  - cos nkh) 1 1 < k < N}, h = (N + 1 ) - 1 ,  
and hence 

cond (Ah) = ( 1  - cos nh) - ' ( 1 - cos nNh) """ (nZhZ) - ' (nZNZhZ) 

= NZ """ i?- z as h -----+ O. 

Furthermore, the matrix h - ' Ah is identical to the matrix one obtains from 
the standard three-point central difference approximation to the differential 
operator - DZ ; cf. [7 .24] . 

For the case of nonuniform partitions, we can obtain a similar result, 
though the proof uses the result of Theorem 6.2 and the Schmidt Inequality 
(cf. Theorem 1 . 5) . 

THEOREM 7.4 

If Awo) is the RRG matrix (7. 10) obtained by using the basis functions 
{l;(x)}f!, I , then 

(7 . 14) 

Proof From the Rayleigh-Ritz Inequality (Theorem 1 .2) and the proof 
of Theorem 6.2, we have for all p -=I=- 0 

(7 . 1 5) 
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From the Schmidt Inequality (cf. Theorem 1 . 5), and the proof of Theorem 
6.2, we have 

(7 . 1 6) pT AL(4)P < 1 2b- 2 p, II t. PJ, I I: < 1 2p,h- 2h ,� Pl . 

Combining (7. 1 5) and (7 . 1 6), we obtain (7 . 1 4) . Q.E.D. 

The important thing to note about the bound (7. 1 4) is that the condition 
number grows at a rate no worse than the square of the size of the system . 

As a basis for Bo(li) = {hex) E B(li) I h(O) = h( l )  = OJ, we suggest the 
basis functions {hj(x)}� 1 U {hl Cx)}�+OI defined in Section 6. 1 ,  i . e . ,  

d im Bo(li) = 2N + 2. 

This choice yields an RRG system with a block tridiagonal matrix as dis­
cussed in Section 6. 1 for the corresponding least squares matrix. For a 
uniform partition with mesh length h, p(x) = I ,  and q(x) _ 0, the RRG 
matrix is given by the following matrix, equation (7 . 1 7) , 

2 - �  , 0 0 n- )llf 

- �  , 2 0 - �  , 
.. T1f 

0 - -:/,r  0 • - �  - -:/,r  n-
O • - �  ]; 
0 , , 

A _ I T1f )llf 
(7.1 7) h = 7i • , 0 ]; T1f 

, - -:/,r  0 

0 
T1f 

- �  , , 2 0 , T1f T T1f 
, - ..Jlf 0 • - -:/,r  T1f n-
O 0 , - -:/,r  2 T1f n-

Using the result of Theorem 6 .3, we can prove a result on the condition 
number of AH. (4) for uniform partitions. See [7 .20] for the proof and further 
details. 

THEOREM 7. 5  

There exists a positive constant, K, such that i f  li is a uniform partition 
and AH.(4) is the RRG matrix obtained by using the basis functions 
{h,(x)}� 1 U {hl (x)}�V , then 

(7 . 1 8) 

We make the important observation that the condition number for B o(li) 
grows at the same rate as the condition number for Lo(li) even though we have 
a fourth-order scheme instead of a second-order scheme ! 
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To construct a basis for So (A) = {s(x) E S(A) l s(O) = s( l )  = OJ, it is 
necessary to modify the basis functions {S;(X)}r:, _ 3 presented in Section 6. 1 so 
that the modified functions satisfy the Dirichlet boundary conditions. To this 
end, we illustrate the procedure by giving the modification for the special 
case of a uniform mesh . 

Let .L 2(x) = S_ 2(X) - 4s_ 3 (x), S_ t (x) = S_ I (X) - S_ 3 (X), Si(X) = s/(x) , 
o < i < N - 3, SN_ 2(X) - SN_ 2(X) - SN(X), and SN_ l (X) = SN_ l (X) - 4sN(x) . 
Then {s;(X)}r:,-_12 is a basis for SO<A) and the support of each Si is contained in 
at most four adjacent subintervals of A. Thus, use of these basis functions 
yields a seven-diagonal band RRG matrix, and the corresponding RRG 
system may be solved by Gaussian elimination. 

We turn now to the question of generating the RRG system of linear 
algebraic equations. The problem is that the nonzero coefficients of the 
equations are given by integrals of products of the coefficients of the differ­
ential equat ion and the basis functions or their derivatives. In general, these 
integrals cannot be evaluated analyticalIy, and furthermore we want an 
automatic program even for those problems in which the integrals can be 
evaluated analyticalIy. If the coefficients of the differential equation are 
sufficiently smooth, we suggest approximating the integrals by interpolating 
the coefficients in the space over which we are doing the RRG procedure and 
then evaluating the integrals of the approximate integrands, which will be 
products of piecewise polynomials, exactly. See [7.2 1 ] ,  [7.22] , [7 .40] , and [7.4 1 ]  
for further details. 

7.3 S E M I LI N EA R  S EC O N D - O R D E R  TWO- P O I N T  

B O U N DARY VA LU E P R O B L E M S  

In this section, we  foIl ow [7.9] and extend the ideas of  the previous section 
to semilinear problems of the form 

(7. 1 9) - D[p(x)Du] + q(x)u = f(x, u), 0 < x < 1 ,  

subject to the Dirichlet boundary conditions 

(7.20) u(O) = u( l ) = 0, 

where p and q E Pco .� and are such that there exist positive constants y and 

Jl. such that (7. 3) holds for alI u E Pq· 2 , f(X, u) and 1u(x, u) are continuous 

on [0, 1 ]  x (- 00 , 00) , / 1u (X, U) / < B for alI (x, u) E [0, 1 ]  x (- 00 , 00) , and 

af(x, u) < A < A = inf a(w, w) . 
au - w E PC" " (J )  (w, W)2 
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We say that u is a generalized solution (over PCA · 2) of (7. 1 9)-(7.20) if and only 
if u E Pq· 2 and 

(7.2 1 )  a(u, v) = (f(u), V)2 ' for all v E Pq· 2 . 
Integrating by parts, we can prove the following result. 

THEOREM 7.6 

If u is a classical solution of (7. 1 9)-(7.20), then it is a generalized solution. 

Moreover, if the coefficients of the differential equation are sufficiently 
smooth, every generalized solution is a classical solution. 

As in the linear case, we have uniqueness of generalized solutions. 

THEOREM 7 .7  

The problem (7. 1 9)-(7.20) has at most one generalized solution. 

Proof Let u and v be two distinct generalized solutions. Then 

(7 .22) 

o = a(u - v, u - v) - (f(u) - I(v), u - V)2 
= a(u - v, u - v) - (fu(u - v),  u - v t 
> a(u - v, u - v) - l(u - v, u - V)2 
> a(u - v, u - v) - lA - I a(u - v, u - v) 

= ( l  - lA- I )a(u - v, u - v) > yO - lA- I ) 1 1  D(u - v) l l i 

> yn2( l - lA - I ) I I  u - v II� > 0, 

which is a contradiction. Q.E.D. 

We now state and prove a variational characterization of generalized 
solutions. This is a semilinear general ization of Theorem 7 .2. 

THEOREM 7 .8  

The function u(x) is the generalized solution of (7 . 1 9)-(7 .20) if  and only if 
u(x) solves the variational problem of finding u such that 

(7 .23) F[u] = inf F[w] = r [P(X)(DW)2 + q(x)w 2 
w E Pq" 0 

_ 2 « Xl I(x, t) dtJ dx. 

Proof Let u(x) be a generalized solution and 'lex) be any other element in Pq·2 . Then 
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F['1] - F[u] = a('1, '1) - a(u, U) + 2 ( u: I(x, t) dt - s: I(x, t) dt } dx 

= a('1, '1) - a(u, u) + 2 S: S/(X, t) dtdx. 

But since u is a general ized solution, a(u, u) = (f(u), U)2 and a(u, '1) = 

(f(u), '1)2 ' and hence 

F['1] - F[u] 

= a('1, '1) + a(u, u) - 2a(u, '1) + 2 ( S: [/(x, t) - I(x, u)] dtdx 

= a(u - '1, u - '1) + 2 ( S: [/(x, t) - I(x, u)] dtdx 

(7.24) = a(u - '1, u - '1) - 2 s: r (%)(t - u) dtdx 

> a(u - '1, u - '1) - A ( ('1 - U)2 dx 

= a(u - '1, u - '1) - A l l u  - '1 1 1 ! > ( 1  - AA- I )a(u - '1, u - '1) 

> ( I  - AA- I )yn2 1 I u - '1 1 1 ! > O. 

Conversely, if '1 E PC� , 2 and rx E R, 

S I SU + �� F[u + rx'1] = a(u , u) + rx2a('1, '1) + 2rxa(u , '1) - 2 0 0 I(x, t) dtdx 

is twice continuously differentiable with respect to rx and has a minimum 
at rx = 0 only if (dF/drx)[u] = O. Calculat ing this latter expression, we obtain 
a(u, '1) = (f(u), '1) 2 for all '1 E PCJ , 2 , i .e . , u is a generalized solution. Q .E.D.  

As in Section 7 . 1 ,  we let  S be any finite-dimensional subspace of PQ, 2(l) 
and [B;(x)}?� I be a basis for S. The Rayleigh-Ritz procedure is to find an 
approximation to the generalized solution, u, of (7 . 1 9)-(7.20) by determining 
an element Us E S which minimizes F[w] over S. The following result shows 
that this is a well-defined procedure. Our proof closely follows [7.9] . 

THEOREM 7.9 

There is a unique element Us E S which minimizes F[w] over S. 

Proof If u E S, then from Theorem 7 .8 ,  u uniquely minimizes F over S. 
If u tf:. S, we consider the (n + I )-dimensional space spanned by [B;(x)}7� 1 
and u. Any function in th is space is expressible as 

rxu(x) + 1: P;B;(x) 
i= I 
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for suitable coefficients and can be represented as an (n + I )-vector I/> _ 

(IX, PI > . . .  , Pn>· Moreover, since {B/X)}7� 1 and u(x) are linearly independent, 

(7.25) 

is a norm over this subspace, and using (7.24) we have 

But, as all norms on any (n + I)-dimensional vector space are equivalent 
(cf. [7.24]) , there exists a positive constant, K, depending on S, such that 

K I (IX, P I > · · · ' PJ I > I (IX, PI > · · · ' P") 12 > I (P I > · · · '  P") 1 2 ' 

and hence 

where I . 1 2 denotes the f 2-norm. Thus, if we view 

as a functional on R", then the equivalence of all norms on R" coupled with 
(7.27) gives us that 

(7 .28) lim G(Il) = + 00 
1 "1 1-= 

for any norm 1 1 · 1 1  on R". Hence, as G(Il) i s  clearly a continuous function on R" 
which is bounded below by F[u] and satisfies (7.28), a standard compactness 
argument shows that there exists at least one vector 11* EO R" for which 
G(Il) > G(Il*) for all 11 EO R", or equivalently 

(7.29) for all 11 EO R". 

To show that 11* is unique, we observe that G(Il) is twice continuously 
differentiable over R" with derivatives given by 

aG(Il) ( n ) ( (  n ) )  
(7. 30) --ap; = 2a j� PjBj, B, + 2 f j� pjB] , B, 

2
' 

and 

I < i <  n, 
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Ifwe define the n X n matrix B(P) = [bIJ(P)] where blj(P) = aZG(p)/a Pia Pi 
then B is symmetric and uniformly positive definite. In fact, 

yTB(P)Y = ; .�I y/bij(P)YJ = 2a(Y, Y) + 2(��(P)Y, Y) z '  

where Y(x) = t YIB/(x). But from the proof of  Theorem 7 . 8 ,  we  have 
1 = 1 

(7. 32) 

and, by the equivalence of all norms on R", 

(7. 33) 

Since G(P) is twice continuously differentiable, we can write its Taylor 
series expansion about P* as 

(7. 34) G(P) = G(P*) + (P - P*Y (grad G(P*» + (P - P*Y B(w)(P - P*) , 

where w = Op + ( 1  - O)P* for some 0 E (0, 1 ) .  Then uniqueness follows 
since grad G(P*) = 0 implies 

G(P) = G(P*) + (P - P*Y B(w)(P - P*) 
> G(P*) + 2K)'nZ( 1  - AA- I ) I P  - P* I� .  

Q.E.D. 

To find the unique element uix) = t P? B;(x) which minimizes F[w] 
i = 1 

over S, we must solve the n nonlinear equations 

(7.35) 1 < i  < no 

We can rewrite these equations in vector form as 

(7.36) Ap = g(P) 

As with the linear problem, we can use the Galerkin procedure to find 
an approximation to the generalized solution, u, of (7. 1 9)-(7.20) by now 
determining an element Ws E S such that 

(7.37) 1 < i < n .  
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If we expand Ws in terms of the basis functions 

then we can see that the coefficients, T, satisfy the exact same nonlinear 
algebraic equations as the coefficients, p* ,  for the Rayleigh-Ritz approxima­
tion. Thus, for a problem of this form the Rayleigh-Ritz and Galerkin 
approximations are identical, and we will refer to the Rayleigh-Ritz-Galerkin 
(RRG) approximation. 

We now turn briefly to the question of algorithms for solving the nonlinear 
RRG systems (7. 36). Several iterative methods can be rigorously applied ; 
cf. [7.29], [7 .33] , and [7. 34] . For example ,  we may apply the Gauss-Seidel 
method to (7 .36) to obtain 

(7 .38) 
L a p<.r + I ) + L a pI! ) _ g (p(r + I ) p(r + I ) p(r ) P(r» ) j�j [1 J j > l  ij J i i ' • • •  , i , l +  1 , • • •  , n 

= 0, 1 < i < n. 

For each fixed i, 1 < i < n, this equation is a nonlinear equation in the single 
unknown Plr + I )  and has a unique solution, which can be obtained by Newton's 
method. Moreover, the cyclic determination of the Plr + 1 ) is convergent ;  
cf. [7. 33] and [7.34] . 

Finally, we give some numerical results for a simple model problem. 
We consider 

(7 . 39) 
(7.40) 

- DZu(x) = -�(u(x) + x + 1 ) 3 , 

u(O) = u( 1 )  = 0, 

0 <  x < 1 , 

which has the associated functional 

(7 .4 1 )  
f l fW (X l 

F[w] = 0 [(Dw(x)) Z + 0 (", + x + 1 ) 3d",] dx 

and the unique solution u(x) = 2(2 - X) - I - x - I .  The following com­
putations for this problem were done by Dr. Robert Herbold ; cf. [7.9] .  All 
the partitions are uniform. 

h dim Lol!.(h) I l u - uL l i z  dim Hol!.(h) I l u - uH l l z  dim Sol!.(h) I l u - us l l z  

I 6 . 1 9  x 1 0- 5  "3" 
I 8 .75 X 1 0- 6  5 .91 X 1 0-6  .-
I 4 . 1 5  X 1 0- 3  1 0  .36 X 1 0-6 6 .47 X 1 0- 6  ... 

I 9 .43 X 1 0-4  T �  
I 1 9  . 1 2  x 1 0-4  ' H  
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Though it is difficult to tell from these numerical resu lts, we will prove 
in Section 7 . 5  that the RRG procedure is second-order accurate for Lo (!1) 
and fourth-order accurate for Ho(!1) and So(!1) for all sufficiently smooth 
solutions. 

7.4 S E C O N D - O R D E R  P R O B LE M S  IN TH E 
P LA N E  

I n  this section, w e  consider the problem o f  approximating the solution 
of the second-order self-adjoint linear elliptic differential equation 

- DJp(x, y)Dxu(x, y)] - D)r(x, y)Dyu(x, y)] + q(x, y)u(x, y) 
(7 .42) 

= I(x, y), (x, y) E interior of U, 

subject to the Dirichlet boundary conditions 

(7 .43) u(x, y) = 0 for all (x, y) E boundary of U, 

where p(x, y), rex, y), and q(x, y) E Pco.=(  U) are such that there exist 
positive constants l' and /1. such that 

l' I I  u I I ; - l' f: f: { (Dxu) 2 + (DyU)2} dxdy 

(7.44) < ( f: {p(x, y)(DxU)2 + rex, y)(DyU)2 + q(x, y)u2} dxdy 

< /1. 1 1  u l i b  

for al l  u E PC6 · 2 ( U) - {ifJ E PC I , 2 (U) 1 ifJ(x, y) = o for al l  (x, y) E boundary 
of U } and I E  PCO, 2( U). We can extend the methods and results of this 
section to treat semilinear problems in the plane in the same way that we 
explicitly extended those of Section 7 .2 to Section 7.3, for one-dimensional 
problems. The details are straightforward and are left to the reader. We 
say that u is a generalized solution (over Pq , 2( U» of (7.42)-(7.43) if and only 
if u E Pq , 2(U) and 

(7 .45) a(u, v) ( f: {p(x, y)DxuDxv + rex, y)DyuDyv + q(x, y)uv} dxdy 

= ( (  I(x, y)v dxdy 

for all v E Pq, 2(U) . 
Integrating by parts, we can prove the following result. 
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THEOREM 7. 1 0  

If u i s  a classical solution of (7.42)-(7.43), then i t  i s  a generalized solution. 
Moreover, if the coefficients of the differential equation are sufficiently 
smooth, then every generalized solution is a classical solution. 

We now state a variational characterization of generalized solutions. The 
proof is an exact analogue of the proof of Theorem 7.2. 

THEOREM 7. 1 1  

The function u(x, y) is a generalized solution of (7.42)-(7.43) if and only 
if u(x, y) is the unique solution of the variational problem of finding u such 
that 

(7.47) F[u] = inf F[w] = a(w, w) - 2(f, W)2 ' wEPC, \ ,  ' (U )  

Following the treatment in Section 7. 1 ,  we let S be any finite-dimensional 
subspace of Pq· 2(U) and {B/(x, Y)}7� 1 be a basis for S. The Rayleigh-Ritz 
procedure is to find an approximation to the generalized solution by deter­
mining an element Us E S which minimizes F[w] over S. The following result 
extends Theorem 7 .3  to the two-dimensional case. The proof is analogous to 
that of Theorem 7 .3 .  

THEOREM 7. 1 2  

There i s  a unique element 

Us = t PtB/(x, y) E S / � I 
which minimizes F[w] over S. Moreover, P* is the solution of the linear 
system with symmetric, positive definite matrix A = [aij] = [a(B/, BJ)] . 

If we define the Galerkin approximation wS<x, y) = t 'Y/B/(x, y) to be 
i = 1 

determined by the solution of the linear equations 

(7.48) 1 < i < n, 

then we can see that the coefficients satisfy the exact same linear equations as 
P* and hence ., = p* ,  and we will refer to the Rayleigh-Ritz-Galerkin, RRG, 
approximation. 

Now we turn our attention to the question of constructing suitable basis 
functions. As a basis for Lo(p) = {lex, y) E L(p) I l(x, y) = 0 for all (x, y) E 
boundary of U}, we suggest the functions {1;(x)IJ(y)}f!;�J� I '  This choice yields 
an RRG system with a sparse matrix having only nine nonzero diagonals. 
Moreover, the zero structure of the matrix is exactly the same as that of 
the least squares matrix for L(p) described in Section 6.2, and we may use 



SEC. 7.4 SECOND-ORDER PROBLEMS IN THE PLANE 1 01 

Cholesky decomposition or successive overrelaxation to solve the linear 
system as in Section 6. 2. I t  is possible to prove an analogue of Theorem 7.4 
for AL, (p) ; cf. [7 .20] . 

As a basis for Ho(p) - {h(x, y) E H(p) I h(x, y) = 0 for all (x, y) E 
boundary of V}, we suggest the product basis functions 

{hlx)h/Y)}f!: �J= 1 u {iil (x)hiY)}r.;'O�i�1 
U {h/(x)iij (Y)}f!:�/=10 u {iil(x)iiJ (Y)}r..��i!'"o+ 1 , 

i . e . ,  Ho(p) has dimension 4(N + I )(M + I ) . This choice yields a sparse RRG 
matrix with thirty-six nonzero diagonals, as described in Section 6.2, and we 
may use either Cholesky decomposition or successive overrelaxation to solve 
the corresponding linear system. 

As a basis for So(p) - {s(x, y) E S(p) l s(x, y) = 0 for all (x, y) E 
boundary of V}, we suggest the product basis functions {s/(x)s/y)}f!,-_I:i."fa-22 •  
These functions yield a sparse RRG matrix, with forty-nine nonzero 
diagonals, which has essentially the same zero structure as the least squares 
matrix for S(p) described in Sect ion 6.2 . Again we may use either Cholesky 
decomposition or successive overrelaxation to solve the RRG system. 

Finally, we consider the two-dimensional problem 

(7 .49) 

(7 . 50) 

- D;u(x, y) - D;u(x, y) = -6xyexe"(xy + x + y - 3) , 

u(x, y) = 0, 

(x, y) E interior of V, 
(x, y) E boundary of V, 

which has the associated functional 

(7. 5 1 ) F[w] = ( f: {[(D,w(x, y» 2 + (Dyw(x, y» 2] 

+ 1 2[xyexe"(xy + x + y - 3)w(x, y)] } dxdy 

and the unique solution u(x, y) = 3exe"(x - x2)(y - y2) . The following 
computations for this problem were also done by Dr. Robert Herbold ; cf. 
[7 .2 1 ) .  All the partitions are uniform. 

h & k dim Lo(p) I l u - uL I 1 2 dim Ho(p) I l u - uH l I 2 dim So(p) I I U - Us 1 1 2  

I 36 .92 x 1 0- 5  1 6  . I l  x 1 0-4  "! 
I 64 .32 x 1 0- 5  25 . 36  x 1 0- 5  • 
I 1 00 . 1 4  X 1 0- 5  36 . 16  x 1 0- 5  � 
I 1 44  . 7 1  x 1 0- 6  49 .77 x 1 0- 6  11" 
I 36 .31 x 1 0- 3  64 .42 x 1 0- 6  .., 
I 49 .25 x 1 0- 3  11" 
I 64 .20 x 1 0- 3  11" 

I 81  . 1 6  x 1 0- 3  TV 
I 1 00 . 1 4  X 1 0- 3  TT 
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These results indicate that for this particular problem the RRG procedure 
is second-order accurate for Lo(p), and fourth-order accurate for Ho(p) and 
So (p) , In Section 7.5 ,  we will prove that this is true for all sufficiently smooth 
solutions. 

7.5 E R R O R  A N A LY S I S  

In this section, we prove a priori error bounds for the Rayleigh-Ritz­
Galerkin procedures introduced in Sections 7.2, 7 . 3 ,  and 7.4. Throughout this 
section, we will assume that the generalized solution, u, exists. Our analysis 
is based upon the results of Chapters 2, 3, 4, and 6. We start with one­
dimensional problems . 

Before discussing error bounds there is one further characterization we 
want to introduce. From (7 .3) it follows that a(u, v) is an inner product on 
PC� · 2(I) and we may show that Us is the orthogonal projection of U onto S 
with respect to the inner product a(u, v) , i .e . , U = Us + es where es is  
orthogonal to S or a(es' Bj) = 0 for all 1 < i < n. 

THEOREM 7 . 1 3  

The RRG approximation, Us, is the orthogonal projection with respect to 
the inner product a(u, v) of u onto S, i .e . ,  a(u - US, BJ = 0 for all 1 < i < n. 

Proof This result follows directly by subtracting (7. 1 2) from (7.4) with 
v = B/ . Q.E.D. 

We proceed now to a discussion of a priori error bounds. 

THEOREM 7. 1 4  

If u i s  the generalized solution of (7 . 1 )-(7 .2), S i s  any finite-dimensional 
subspace of Pq· 2(/), and Us is the RRG approximate to u, then 

(7. 52) a(u - Us, u - us) = inf a(u - y, u - y) . 
y E S 

Proof We will give two proofs of this fundamental result. First let 
{Ba/= 1 be an orthonormal basis for S with respect to the inner product 

a(u, v) . Then, if Us = t pjB/, u = t p/B/ + es where es is orthogonal to S. 
i= I i =  1 

If y = t ')'jBj is any other element in S, we have 
i= 1 

and 

which is minimized for pj = ,),j ' 1 < i < n, i . e . ,  for y = Us ' 
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For the second proof, we use (7 .6) . In fact, using (7 .6) for " = Us and 
" = y, we have 

inf a(u - y, u - y) < a(u - Us, u - us) = F[us] - F[u] 
y E S  

< F[y] - F[u] = a(u - y, u - y). 
Q.E.D. 

We can now use this result in  conjunction with the results of Chapters 
2, 3, 4, and 6, giving a priori error bounds for interpolation mappings to 
obtain explicit a priori error bounds in the norm I I  D(u - us) 1 12 ' Moreover, 
for a large class of problems, we can actually give sharp bounds for l l  u - Us l b . 
To this end, we say that (7. 1 )-(7.2) or a(u, v) is strongly coercive if and 
only if there exists a positive constant, r, such that (7 . 1 )-(7 .2) has a gen­
eralized solution, u E PC2 . 2 (I) n Pq· 2(I), for all f E PCO . 2(I) , and 

(7 .53) for all f E Pco . 2(I) . 

If p(x) E PC " �(I), p(x) > 0 > 0 for a l l  x E I, and q(x) E Pco '�(I) , then 
(7. 1 )-(7.2) is strongly coercive and 

In fact, differentiating out (7 . 1 ) ,  we have 

(7. 54) -D2U '= p(
�) [DP(X)DU - q(x)u + f], 

and hence 

(7 .55) I I D2u l l2 < I / !  IL[I I Dp l l� I I Du I 1 2 + I l q l l� l l u l b  + I l f I 1 2] ' 
But 

y I I Du I b2< a(u, u) = (J, U)2 < I I f l 1 2 1 1 u 1 1 2 < n - I  I I f l 1 2 1 1  Du I b  

implies I I  Du l 1 2 < (yn)- ' l l f l b  and 

l I u l 1 2 < n- ' I I Du l b  < y- ' n- 2 1 I f I 1 2 ' 
Using these inequalities to bound the right-hand side of (7 .55), we obtain the 
stated a priori bound. 

THEOREM 7. 1 5  

If (7. 1 )-(7.2) is strongly coercive, then 

(7. 56) 
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and 

(7 .57) 

where UL is the RRG approximation to U over 

Lo(ll.) - {/(x) E L(ll.) 1 /(0) = /( 1 ) = OJ. 

CHAP. 7 

Proof From the result of Theorem 7. 1 4  and inequality (7. 3) we have 

(7. 58) 

yl l D(u - uJ I I � < a(u - UL, U - uL) 

< a(u - {fLU, U - {fLU) 

< p. 1 1  D(u - {fLU) I I � , 

since {fLU E Lo(ll.) . The bound (7. 56) follows by using the results of Theorem 
2 .5  to bound the right-hand side of (7 .58) and by taking the square root of 
both sides of the resulting inequality. 

To prove (7. 57), we use a technique of Nitsche ; cf. [7.28]. We let 

and consider the problem of finding ¢JL such that 

(7. 59) for all v E Pq· z(I) . 

Since (7. 1 )-(7 .2) i s  strongly coercive, the problem (7. 59) has a unique solu­
tion, ¢JL' and I I DZ¢JL l l z < r. Moreover, a(¢JL' U - uL) = I l u - uL l l z · 

Since {f L¢JL E Lo(ll.), we have by the definition of the RRG procedure, 

and hence 

Using the inequalities (2. 1 7) and (7. 56) to bound the right-hand side of this 
inequality, we have 

I I U - UL l i z < p.(n- 1 hr)(y- l p.) I / Z7c 1r J l f l l zh 
= y - l I Zp.3/zPn- z l l f l l zh z , 

which proves (7 . 57). 

In a similar way, we can prove the following two results. 

Q.E.D. 
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THEOREM 7. 1 6  

If U E PC4 . 2(I) n Pq· 2(J), then 

(7.60) 

where UH is the RRG approximation to U over 

Ho(l1) = {hex) E H(I1) I h(O) = h( l )  = OJ. 

Moreover, if in addition (7. 1 )-(7.2) is strongly coercive, then 

(7.6 1  ) 

THEOREM 7. 1 7  

If U E PC4 . 2(J) n Pq · 2(J), then 

(7.62) 

where Us is the RRG approximation to U over 

So(l1) = {sex) E S(I1) I s(O) = s(1) = OJ . 

Moreover, if in addition (7. 1 )-(7.2) is strongly coercive, then 

(7.63) 

Thus, we have shown that under suitable hypothesis the RRG approxima­
tion to U over Lo(l1) is second-order accurate with respect to the L2-norm, 
while the RRG approximations to U over Ho(l1) and So(l1) are both fourth­
order accurate with respect to the L2-norm. Roughly speaking, this means 
that asymptotically it is no more difficult to obtain a finite element RRG 
approximation to the solution of a linear two-point boundary value problem 
than it is to obtain a finite element least squares approximation given the 
solution. 

We proceed now to discuss semi linear problems. 

THEOREM 7. 1 8  

If u i s  the generalized solution of (7. 1 9)-(7.20), S i s  any finite-dimensional 
subspace of Pq· 2(I), and Us is the RRG approximation to u over S, then 
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Proof Since a(u, B/) = (f(u), BJ2' 1 < i < n, and 

1 < i < n, 

CHAP. 7 

we have a(u - US, B/) = (f(u) - !(us) , B/), 1 < i < n. But from the proof 
of Theorem 7 .8  we have, for all Y E S, 

y( 1 - lA- I ) I I D(u - us) I I ; 
< a(u - Us, u - us) - (f(u) - !(us), u - us):z. 
< a(u - Us, u - y) - (f(u) - !(us), u - Y)2 
< Il I I D(u - us) 1 1 2 I I  D(u - y) 1 1 2 + B l l u - us l 1 2 1 1 u - Y 1 1 2 
< Il i l D(u - us) 1 1 2 1 1 D(u - y) 1 1 2  + Bn- 2 1 1 D(u - us) 1 1 2, 1 1  D(u - y) 1 1 2 '  

and hence 

(7 .65) I I D(u - us) I I:z. < y- l ( 1 - lA - 1 ) - I (1l + Bn- 2) I I  D(u - y) 1 12 ' 

Q.E.D. 

We can now use this result in conjunction with the appropriate results 
from Chapters 2, 3, 4, and 6 to obtain explicit a priori error bounds. 

THEOREM 7 . 1 9  

If u E PC2 . 2 (1 ) n Pq· 2(I), then 

(7 .66) 

where n is the constant defined in (7 .64) and UL denotes the RRG approxima­
tion to u over Lo(/1). Moreover, if in addition a(u, v) is strongly coercive, then 

Proof The bound (7 .66) follows by using the results of Theorem 2. 5  to 
bound the right-hand side of (7 .64) of Theorem 7 . 1 8 . To prove (7 .67), let 

and let t/J L(X) be the unique solution of the linear problem 

(7 .68) 
b(v, t/JL) = a(v, t/JL) + (�� [8u + ( 1 - 8)uJv, t/JL)

2 
= (IJIL' vb 

where 0 < 8 < 1 ,  for all v E Pq· 2(I) . 
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(7.69) 
1'( 1 - AA - I ) I I  Dv I I � < ( 1 - A� - I )a(v, v\< b(v, v) 

2 < .u I I Dv l b  + B l l v l b  < (.u + Bn- 2) I I  Dv 1 1 2 , 

for all v E Pq· 2(I) ,  and 

(7 .70) 
1'( 1 - AA - I ) I I  Dr/h I I� < b(r/JL' r/JL) = ('II L> r/JL)2 

< 1 1 '11 L 1 1 2 1 1 r/JL 1 1 2 < n- I I I Dr/JL 1 1 2 ' 

From the strong coerciveness of a(u, v) and (7.70) we have 

Moreover, from (7.68) we have that for all I E L(li) , 

(7.72) 

I l u  - uL I 1 2 = a(u - UL, r/JL - I ) + (��(u - uL), r/JL - / )
2 

� .u I I  D(u - UL) 1 1 2 1 1  D(r/JL - I) 1 1 2 
+ Bn- 2 1 1  D(u - UL) 1 1 2 1 1  D(r/JL - l) 1 1 2 

< (.u + Bn- 2) I I  D(u - UL) 1 1 2 1 1  D(r/JL - Y) 1 1 2 ' 

Choosing Y = {fLU, we may use (7 .66) and (2. 1 7) to bound the right-hand 
side of (7 .72) and obtain (7 .67) . Q.E.D. 

In a similar way, we can prove the following two results. 

THEOREM 7.20 

If U E PC4 . 2 (I) n Pq· 2(I), then 

where Q is the constant defined in (7.64) and UH denotes the RRG approxima­
tion to u over Ho(li) . Moreover, if in addition a(u, v) is strongly coercive, 
then 

THEOREM 7.2 1  

If  u E PC4 . 2(I) n Pq· 2(J), then 

(7 .75) 

where Q is the constant defined in (7 .64) and Us denotes the RRG approxima-
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tion to U over SiAl. Moreover if in addition a(u, v) is coercive, then 

CHAP. 7 

We turn now to a discussion of the two-dimensional problem. Analogues 
of Theorems 7. 1 3  and 7. 1 4  hold. 

THEOREM 7.22 

If U is the generalized solution of (7. 59)-(7 .60), S is any finite-dimensional 
subspace of PCA · 2(U), and Us is the RRG approximate to u, then 

(7.77) a(u - us, u - us) = inf a(u - y, u - y). 
y E S  

We can now use this result in conjunction with the results of Chapters 
2, 3, 4, and 6 to obtain a priori error bounds in the norm I I U - Us l iD ' More­
over, for a large class of problems, we can actually give sharp error bounds 
for I I  u - Us l b . To this end, we say that (7.42)-(7.43) or a(u, v) is strongly 
coercive if and only if (7.42)-(7.43) has a generalized solution for all f E 
PCO . 2 (U), 

and 

(7.78) 

U E PC2. 2(U) n PQ·2(U), 

for all 0 < k + j < 2. 

Birman and Skvortsov have shown that if p(x, y) and r(x, y) E C I ( U), 
q(x, y) E C(U) , and a(u, v) satisfies (7.44), then a(u, v) is strongly coercive ; 
cf. [7 .5] . 

THEOREM 7.23 

If (7.42)-(7.43) is strongly coercive, then 

(7 .79) 

where UL is the RRG approximation to u over 

Lo(p) = {l(x, y) E L(p) I l(x, y) = 0 for all (x, y) E boundary of U}, 

and 

(7. 80) 

Proof From the result of Theorem 7.22 and inequality (7.77) we have 

yl l u  - uL l lb < a(u - uL' U - uL) < a(u - {fLU, U - {fLU) 
(7. 8 1 ) 

< # 1 1 U - {fLU l ib , 
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since {J LU E Lo(p) , The bound (7 .79) follows by taking the square root of both 
sides of (7. 8 1 ) and using the results of Theorem 2.7 to bound the right-hand 
side of the resulting inequality. 

To prove (7 .80) ,  we can follow the proof of Theorem 7. 1 5  almost exactly 
to obtain the inequality 

where CPL is the solution of the two-dimensional analogue of (7 .59) . Using the 
results of Theorem 2.7 and inequality (7 .79) to bound the right-hand side of 
(7.82), we obtain "(7. 80) . Q.E.D. 

In a similar way, we can prove the following two results. 

THEOREM 7.24 

If U E PC4 . Z (U) n Pq· Z(U), then 

where I I  U 1 1 4 . z  = � I I  D�D�u l i z and UH is the RRG approximation to u over 
k +J� 4 

Ho(p) = {hex, y) E H(p) I hex, y) = 0 for all (x, y) E boundary of U}. 

Moreover, if in addition (7.42)-(7.43) is strongly coercive, then 

7 84 
I I U - uH l l z < 2ry- l l Zp 3/ Zn- 4( l  + n- 1 2.y13) 

( . ) 
x ( 1 + W90 + 2-./1605r 1ji)ji4 1 I u l k z . 

Proof In analogy to the preceding proof, we have 

(7 .85) 

and (7 .83) follows by using the results of Theorem 3 . 1 0  to bound the right­
hand side of (7 .85) . 

To prove (7.84) we can follow the proof of Theorem 7. 1 6  almost exactly 
to obtain the inequality 

where CPH is the solution of the two-dimensional analogue of (7. 59) . Using the 
results of Exercise (6. 5) and (7 .83) to bound the right-hand side of (7. 86), 
we obtain (7 .84). Q.E.D. 
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THEOREM 7.25 

If U EO PC4. 2(U) n Pq·2( U), then 

(7. 87) I I U - Us l in < 21'- 1 /2j.l 1 /271- 3 ( l  + 2,J90 + 2,J1605r 1p)P I I U 1 1 4 .2 ' 

where Us is the RRG approximation to u over 

So(p) - {sex, y) EO S(p) I sex, y) = 0 for all (x, y) EO boundary of U} . 

Moreover, if in addition (7.42)-(7.43) is strongly coercive, then 

In general we would not expect u EO PC 4 .2(U ) because of singularities of 
derivatives of u at the corners of R. However, i t  is possible to augment Ho(p) 
and So(p) with appropriate "singular" basis functions so that we rigorously 
obtain results which are essentially the same as those of Theorems 7.24 and 
7 .25 with the augmented spaces. See [7. 1 7] for the details. 

E X E R C I S E S  F O R  C H A P T E R 7 

(7. 1 )  Prove analogues o f  the results of Sections 7 . 2  and 7 . 3  for the spaces 

So(2m - 1 ,  a, z) == {t/> E S(2m - 1 ,  a, z) It/>(O) = t/>(1) = O} 

defined in Exercise (4. 1 2) (cf. [7. 39]). Prove analogues of the results of Section 
7.4 for the spaces 

So(2m - 1 ,  p, z) == So(2m - 1 ,  a, z) ® So(2m - 1 ,  ay, z) 

(cf. [7 .39]). 

(7.2) Prove analogues of the results of Section 7.2 for the linear two-point boun­
dary value problem of order 2n, i .e . ,  find U E PC·· 2(1) such that 

t ( - l )1Di[pi(x)Diu(x)] = /(x), 0 <  x < 1 , 
1 =

0 

D1u(0) = Diu(l) = 0, O � i � n  - 1 , 

where Pi(X) E Pc o ' =(1), 0 � i � n, and 

for all 

U E PC'li2(1) == {t/> E PC·· 2(1) I Dit/>(O) = Dit/>(l) = 0, O �  i � n - I }. 
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(Hint : Use the functional 

F[w] == f� ito
Pi(X)[DiWP dx - 2 f�f(X)w dx ; 

cf. [7.9] and [7. 39]) .  

1 1 1  

(7 .3)  Prove analogues of the results of Section 7 . 3  for the nonl inear two-point 
boundary value problem of order 2n, i .e . ,  find U E PC" 2(1) such that 

0 <  x < 1 , 

Diu(O) = Diu( l ) = 0, 

where the coefficients Pi(X), 0 S; is; n, satisfy the hypotheses of Exercise (7.2), 

al I(x, u), au (x, u) E C([O, I ] x ( - 00, 00» ,  

I ��·(x, u) I S; B for a l l  (x, u) E [0, I] X ( - 00, =) , and 

a I . f I t piCx)[DiW(X)P dx 
-a (x, u) s; A. < A == mf :.:, �"",O---'''''I ___ _ U w E PC'"" ( l )  0 f

o
[wP dx 

(Hint : Use the functional 

f l { • 
fW(X) } F[w] == 0 

i
�

o
p;(x)[ DiW] 2 dx - 2 0 I(x, t) dt dx ; 

cf. [7.9] and [7.39].) 

(7.4) Follow the example of Exercises (7.2) and (7. 3) and generalize the results of 
Section 7.4 to problems of order 2n in  the square (cf. [7.4] and [7. 39]). 

(7 .5) In  many nonlinear two-point boundary value problems, we have all  the hypo­
theses of Section 7.3 except for the boundedness of I(x, u) as a function of u. 
Show that if  under these hypotheses we can still prove an a priori bound, 
I I  u I I ,� S; B, for any solution of (7.25)-(7.26) then we may apply all the results 
of Section 7.3 to the equivalent problem 

where 

- D[p(x)DuB] + q(X)UB = I(x, eB(UB», 0 < x < 1 ,  

uBCO) = UB( 1 ) = 0, 

B < UB, 

I UB I S; B, 

UB < -B, 

i .e . ,  the modified problem satisfies all the hypotheses of Section 7 . 3 ; if UB 
is a solution of the modified problem, then I I UB 1 1 =  < B ;  and if UB exists, then 
UB = u (cf. [7. 1 2]). 
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(7.6) Show that for the problem - DZu = f(x), 0 < x < I ,  U(O) = U(l) = 0, 
UL = {JL (l1 )U  and hence UL is  "infinitely accurate" at the mesh points and if 
f E Pc o . =(l), then 

Moreover, show that if f E Pc z . =(I), then there exists a positive constant, 
K, such that 

and 

(cf. [7.23], [7. 30], and [7.36] for more general results on the uniform conver­
gence of RRG approximations.) 

(7.7) Consider the nonselfadjoint problem of finding u(x) such that 

- DZu(x) + p(x)Du(x) + q(x)u(x) = f(x), 0 < x < 1 , 

and u(O) = u( 1 )  = 0, where we assume that p(x) E C I (l), q(x) E C°(l), 
f(x) E Pc o .  z(I), and there exists a positive constant y such that 

Z f l y l l  Dw l i z ::;; 0 [(Dw)Z + (q(x) - � Dp(x» (w)2] dx 

for all w E PC b· z(I) . We say that this problem has a generalized solution, u, 
if and only if  

a(u, v) == f: [DuDv + p(x)vDu + q(x)uv] dx 

= f>(x)v dx == (f, v)z 

for all v E PC b ·  z (I) .  Show that this problem has at most one generalized 
solution. Let S be any n-dimensional subspace of PCb · z(I) with basis 
{B,(x)}7� I . If the generalized solution exists, we define the Galerkin approxi­
mate, lis, as the solution of 

1 < i ::;; n .  

Show that Us is well-defined and that 

where 

I I D(u - lis) l i z ::;; [ 1 + y- 1 ( 1  + P1C I + Qn- Z)] inf I I  D(u - y) l i z, 
y E S  

P == max l p(x) 1 and Q == max l q(x) l . 
x E J  x E J  

Prove analogues of inequalities (7. 57), (7.6 1 ), and (7.63) for this problem. 
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8 
THE RAYLEIGH-RITZ-GALERKIN 

PROCEDURE FOR EIGENVALUE 

PROBLEMS 

8.1 I N TR O D U CTI O N  

In  this chapter, we  consider the problem of  finding those real numbers, 
A, such that the problem 

(8 . 1 ) - D[p(x)Du] + q(x)u = Ar(x)u, 0 < x < 1 , 

(8 .2) u(O) = u(l ) = 0, 

has a nontrivial solution. A value of A for which a nontrivial solution of 
(8 . 1 )-(8 .2) exists is called an eigenvalue and the nontrivial solution u(x) is 
called an eigenfunction. 

The results of this chapter extend to higher-order problems, problems 
with more general boundary conditions, and problems in more than one 
independent variable ; cf. [8 . 1 ] , [8 .3] ,  [8 . 1 0] ,  and [8 . 1 2] for further details. 

8.2 O N E- D I M E N S I O N A L  P R O B L E M S  

We make the assumption that p(x) E C l (I), that q(x) and rex) E C°(l), 
and that there exist positive constants IX, y,  and p, such that 

IXy 1 1  w I I � < IXb(w, w) = IX s: r(x)[w] 2 dx < a(w, w) 
(8 . 3) 

= s: f p(x)[Dw]2 + q(X)[W]2 } dx < p, I I Dw I i i , 

for all W E Pq· 2(I) . It is well-known that solutions fA, u(x}} of (8 . 1 )-(8 .2) 
can be characterized in terms of the minimum values and minimizing func-

1 1 6  
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tions of the Rayleigh-quotient : 

(8 .4) R[ ] = a(w, w) = a[w] w - b(w, w) - b[w] 
, 

1 1 7  

W E Pq· 2(I) ,  w =t= 0 ;  cf. [8 .4] ,  [8 . 5] ,  [8 .6] ,  and [8 .9] . We now state the results 
of Brauer (cf. [8 .2]) and Kamke (cf. [8 . 7] and [8 . 8]) for this problem. 

THEOREM 8 . 1 

The problem (8 . 1 )-(8 .2) has countably many eigenvalues which are real, 
have no finite limit point, and can be arranged as 

(8 .5) 

There is a corresponding sequence of eigenfunctions {uix)}j= t , where uJ E 
C2(I) and 

0 <  x < 1 ,  

for allj > 1 ,  and these eigenfunctions can be normalized so that 

(8 .6) for all i, j = 1 ,  2, . . .  , 

and 

(8 .7) for all i, j = 1 , 2, . . . .  

Moreover, each eigenvalue, Aj, j  > 1 ,  can be characterized as 

inf {R[w] I W E Pq· 2(I) such that b(w, Uk) = 0, I < k < j}, 
R[u,] , 

(8 .8) A, = { [ 
j 

] I min C���J R � C/ V/ v t (x), . . .  , vix) E Pq· 2(I) 
linearly independent } . 

As in the previous chapters, let S be a finite-dimensional subspace of 
Pq· 2(I) spanned by the basis functions {B/(X)}7= t .  The Rayleigh-Ritz pro­
cedure consists of looking for the minimizing points of R[w] over S. The 
restriction of R to S can be viewed as 



1 1 8  THE RAYLEIGH-RITZ-GALERKIN PROCEDURE CHAP. 8 

To find the minimum values of R[P) , we write using the calculus 

(8 .9) I < i < n, 

which yields the matrix eigenvalue problem, 

(8 . 1 0) 

where the n x n matrices A and B have their entries given by 

(8 . 1 1 ) 

and 

(8. 1 2) 

The matrices A and B are c learly symmetric and positive definite. Thus 
the matrix eigenvalue problem (8. 1 0) has n positive eigenvalues 0 < I I < 
12 < . . .  < I. and corresponding linearly independent eigenvectors P I ' . . . , 
P •. To each eigenvector Pj ' 1 < j < n, we associate the function 

(8 . 1 3) 

where Pi,' is the i-th component of Pi '  and henceforth we wil l  call Ij an 
approximate eigenvalue and uj (x) an approximate eigenfunction for (8 . 1 )-(8 .2) . 
Clearly, we have the following characterizations, which are analogues of (8 .8) . 

Ij = 
inf {R[w) I W E  S and b(w, Uk) = 0, I < k  < j} 

jR[UJ 

min L���J R[ii c/ v/] !  v I (x) , . . .  , vix) E S linearly independent } . 

The Galerkin procedure is to find an approximation {ii ' u, E S} by solving 
the finite-dimensional problem 

for all I < i < n. If we expand uj in terms of the basis functions, then we can 
see that the coefficients satisfy the matrix eigenvalue problem (8. 1 0) .  Thus, 
for a problem of this form the Rayleigh-Ritz and Galerkin approximations 
are identical and will henceforth be called the Rayleigh-Ritz-Galerkin (RRG) 
eigenvalue and eigenfunction. 
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Using the equality of the two characterizations, we immediately have 
the following basic result . 

THEOREM 8.2 

If S is any n-dimensional subspace of PC J . 2(1) and Xi ' I < j < n, are the 
corresponding approximate eigenvalues of (8 . 1  )-(8.2), then 

(8 . 1 4) 

This result yields an upper bound for the eigenvalues. In Section 8 .3 ,  
we will also give a lower bound and hence an a priori error estimate. 

Using the basis functions for the subspaces LoCL\), HoCL\), and So (L\) 
described in Chapter 7, we obtain sparse matrices which for one-dimensional 
problems are actually band matrices. Moreover, as shown in Chapter 7, 
these matrices are weB-conditioned. 

We now give the numerical results of [8 . 1 ]  for the very simple problem 

(8 . 1 5) 

(8 . 1 6) 

0 <  x <  I ,  
u(O) = u( l ) = O.  

For Ho(L\), a search was made for the zeroes of det (A - pB) using regula 
falsi and a special code for seven-diagonal determinants. For So CL\) , the 
eigenvalues were computed by applying a standard eigenvalue subroutine 
to the not necessarily symmetric matrix B- 1 A. Moreover, all the partitions 
were chosen to be uniform. 

h X I (Ho) - A I  X2(Ho) - A 2  X 3(Ho) - A 3 X I CSo) - A I X2(So) - A2 X3(So) - A 3 

! .32 X 1 0-6  .43 X 1 0-4 . 12 X 1 0-2  .5 X 1 0- 2  

! .64 X 10-7 . 1 1  X 1 0-4 . 1 7  X 10-3  .52 X 1 0-4  .27 X 1 0-2  

! . 1 8  X 1 0-7  .34 x 1 0- 5  . 5 8  X 1 0- 4  . 1 1  X 1 0-4  .48 X 1 0- 3  

! .64 X 1 0- 8  . 1 3  x 1 0- 5  .24 X 10-4  . 28  x 10- 5  . 1 2 X 1 0- 3  

, .27 X 10-8 .54 X 1 0-6  . 1 1 X 1 0-4 . 10 x 1 0- 5  . 3 8  X 1 0-4 

k . 1 2 X 1 0- 8  .26 X 1 0-6 .42 x 1 0- 5  .40 X 1 0-6  . 1 5 X 1 0-4 

� .68 ')( 1 0-9  . 13  X 1 0- 6  . 2 8  x 10- 5  .20 X 1 0-6  .64 x 10- 5  

For the case of Lo(.!\), where L\ is a uniform partition of mesh length h,  
we obtain 

A - h- '  
- l
� l and B = : l

� l ' 
l 2 

-
I 0 J l4 1 0 J - I 2 1 4 
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and hence B = h(/ - (h/6)A) . Therefore, if A P  = XBP , we have 

or 

But it is easily verified, as in Section 7.2 ,  that the eigenvalues of hA are 

III = 2h- 2 ( l  - cos jnh), 

and therefore the eigenvalues Xl are given by 

Moreover, i t  is easily verified that 

These numerical results show that for this special case the Rayleigh-Ritz­
Galerkin procedure yields approximate eigenvalues over Lo(A) which are 
second-order accurate, and approximate eigenvalues over Ho(li) and So (li) 
which are sixth-order accurate. In Section 8 . 3, we will prove that this is true 
in general for sufficiently smooth eigenfunctions. 

8.3 E R R O R  A N A LYSIS 

In this section, we prove a priori error bounds for the Rayleigh-Ritz­
Galerkin approximations to the first eigenvalue and eigenfunction. Our 
method of proof follows [8 . 1 ] and [8 . 3] . See Exercise (8 .2) for corresponding 
results about the approximations to the higher eigenvalues and eigenfunc­
tions. 

We begin by discussing the approximate eigenvalue. 

THEOREM 8 .3  

Let S be any finite-dimensional subspace of PCJ· 2 (I), rX I > u I } the RRG 
eigenvalue and eigenfunction in  S corresponding to P' I > u I } and {f any linear 
mapping of PCJ· 2(I) into S. If b[u l - {fu l l < I ,  then 

(8 . 1 7) 

Proof Let el = {fu l - U l and P, e l = 0 1 >  where P, denotes the orthogonal 
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projection mapping of PC�· 2 (J) onto the one-dimensional subspace spanned 
by U I with respect to the inner product b(w, v) . 

We now make the important observation that if u E span (u l ) , i . e . ,  
u is in the one-dimensional subspace spanned by u p  and b(v, u l ) = 0, then 

(8. 1 8) b[u + v] = b[u] + b[v] and a[u + v] = a[u] + a[v] . 

In fact, 

and 

and 

b[u + v] = b(u + v, u + v) = b[u] + b[v] + 2b[u, v] 

= b[u] + b[v] 

a[u + v] = a[u] + a[v] + 2a(u, v) = a[u] + a[v] + A l b(u, v) 

= a[u] + a[v] . 

b[3u l ] = b[u l + <5 1 ] + b[el - <5 1 ] , 

a[3u l ] = a[u l + <5 1 ] + a[e l - <5 1 ] , 

Thus, 

R[3u l ] = a[3u l ](b[3u t lt
l = (a[u l + <5 1 ] + a[el - <5 1 ])(b[3u l ]) - 1 

< (a[u l + <5 1 ])(b[u l + <5 1 ]) - 1 + (a[e l - <5 1 ])(b[3u l ]) - 1 

= A l + (a[e l - <5 1 ])(b[3u l ]t l , 

where we have used the fact that 

Hence, 

(8 . 1 9) 

But by the triangle inequality, 

or 

(8 .20) b[3u l ] > (b l 1 2 [u l ] - b l /2 [e IW = ( 1  - b l /2 [e l ])2 . 

Using (8 . 20) to bound the right-hand side of (8 . 1 9) ,  we obtain (8. 1 7) . Q.E.D. 

We now turn to a derivation of an a priori errror bound for the first 
eigenfunction. 
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THEOREM 8 .4 

CHAP. 8 

Let 0 < A I < A2 < . . .  , S  be any finite-dimensional subspace of Pq· 2(l), 
and {X I ' u I } be the RRG eigenvalue and eigenfunction in S corresponding to 
{A I ' u l } · If X I < A2 , then 

(8 .2 1 )  a [u l - u I ]  < X I - A I + 2A. I [ l  - { l - (X I - A I )(A2 - A I ) - I J I I2] . 

Proof We normalize the first RRG eigenfunction u l by b[u I ]  = 1 ,  
(a[u l ] = X I )' and b2(u l , u I ) = I - a t  > O. Thus, 

b[u l - u I ] = b[u I ] - 2b(u l ' u I ) + b[u I ] = 2( 1 - b(u l , U I » 
= 2( 1 - ( I  - aD I /2) . 

Moreover, since u l = b(u l > U I )U I + ", where b(", u I ) = 0, we have 

(8 .22) at = 1 - b2(u l o u I ) = b(", U I ) = b(", ,,) = b[,,] . 

Let al [w] = a[w] - A l b[w] and a2 [w] = a[w] - A2b[w] for all W E 
Pq· 2(J) . Since a2 [w] + (A2 - A I )b[w] = al [w] for all IV E Pq· 2(/), and 
a2 [w] > 0 for all w such that b(w, u I ) = 0, we have 

(8 .23) (A2 - A I )b[,,] < a l ["] = a l [u l ] = X I - A I > 

where we have used (8 . 1 8) with U = b(u l ' U I )U I and v = " . From (8 .23), 
we have 

(8 .24) 

and from (8 .22) and (8 .24) we have 

(8 .25) 

Moreover, 

XI - A I = a l [u l ] - a l [u l ] = a l [u l + (u l - u I )] - a l [u l ] 

Hence 

(8 .26) 

= 2(a(u l , u l - u I ) - A l b(u l > u l - u I » + a l [u l - u I ] 

= a l [u l - u I ] = a[u l - u I ] - A lb[u l - u l ] · 

a[u l - u I ] = (X I - A I ) + A l b[u l - u J 

= (XI - A I ) + 2A I ( 1 - ( I  - aDI/2), 

and we obtain (8 .2 1 ) by using the inequality (8 .25) to bound the right-hand 
side of (8 .26). Q.E.D. 
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COROLLARY 

Let 0 < A l < A2 < . . .  , let S be a finite-dimensional subspace of 
Pq· 2(J), and let {I p u I } be the RRG eigenvalue and eigenfunction in S 
corresponding to {A I ' u l } .  If I I < A2 and {l is any linear mapping of Pq· 2(J) 
into S such that e l = b[u l - {lU I ] < 1 ,  then 

8 .27 
a[u l - u I ] < '1 1 ( 1 - e : 12t 2 

( ) 
+ 2A I [ 1 - { l - '1 1 ( 1 - e 1 '2t 2(A2 - A lt I P/2], 

Combining the results of Theorem 8 . 3  and the Corollary to Theorem 8 .4 
with the approximation theory results of Chapters 2, 3, and 6, we obtain the 
following a priori bounds. Using the results of Theorem 2 .5, we may prove the 
following theorem. 

THEOREM 8 . 5  

Let u l E PC2 . 2 (J) n Pq · 2(J) and {Ip u I } be  the RRG eigenvalue and 
eigenfunction in Lo (a) corresponding to {A I ' u l } . If e l = 7l- 4h4 1 1  D2u I I 12 1 1 r I I� 
< 1 ,  then 

(8 .28) 

where 

Moreover, if in addition A l < A2 and a is such that II < A2 , then 

8 .29 
a[u l - ud < 11 1 ( 1 - e 1 '2t 2 

( ) + 2A I [ l  - { l  - '1 1 ( 1 - e l '2t 2(Az - A l t l } 1 /2] . 

It follows that if U I E PC2 . 2(J) n Pq· 2(l) and S = Lo(a), then ul is a 
first-order accurate approximation to U I with respect to the norm al /2 [ . ] and 
I I is a second-order accurate approximation to A I ' Using the results of 
Theorem 3 .5 ,  we may prove the following theorem. 

THEOREM 8 .6  

Let u l E PC4 . 2(J) n Pq· 2(J) and {I I ' u I } be the RRG eigenvalue and 
eigenfunction in Bo(a) corresponding to {A p u l } .  If e I = 7l- shs l l D4u l l I � I I r 1 I� 
< 1 , then 

(8 .30) 
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where 

Moreover, if in addition A I < Az and 11 is such that XI < Az , then 

CHAP. 8 

8 . 3 1  
a [u l - u I ] < '1 1 ( 1 - c! 1'2t 2 ( ) + 2A I [ l  - { 1 - '1 1 ( 1 - C! 1 '2tZ(Az - A I )- 1 J 1 /2] . 

Finally, using the results of Theorem 6.7, we may prove the following 
theorem. 

THEOREM 8 .7 

Let u l E PC4 . 2 (/) n Pq· 2(I) and {Xp u I } be the RRG eigenvalue and 
eigenfunction in So (11) corresponding to {A I ' u l } . If c! 1 = 41l- shs l l  D4u l l h I I  r I I� 
< 1 ,  then 

(8 .32) 

where 

Moreover, if in addition A I < Az and 11 is such that XI < Az , then 

8 .33  
a[u l - ud < '1 1 ( 1 - c! I 'Zt 2 

( ) + 2A I [ 1 - { 1 - '1 1 ( 1 - C! I 'Z)- 2(Az - A I )- I J 1 / Z] . 

We remark that if u E PC4 . Z(I) n Pq· 2(J) and S = Ho (l1) or S = So(l1), 
then u l is a third-order accurate approximation to U I  with respect to the norm 
al /Z [ . ] and XI is a sixth-order accurate approximation to A I ' 

E X E R C I S E S  F O R  C H A P T E R  8 

(8. 1 )  Show that if a(u, v) i s  strongly coercive, {X I > a d  are the RRG eigenvalue and 
eigenfunction in Lo(l1) corresponding to {A I > ud, and 

then 

(cf. [8. 1 2].) 

(8.2) Prove the following extension of Theorems 8.3 and 8.4. Let U l > • • •  , Uk 
denote the first k eigenfunctions normalized so that b(uj, u) = OJ) and S 
be a finite-dimensional subspace of PC �· Z(/) of dimension greater than k. 
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If there exist k functions W I ,  • • .  , Wk E S such that 

then 

for all 1 � j  � k. Moreover, if in addition 0 < A l < Az < . . . < Ab there 
exists a positive constant, K, such that 

(Hint : cf. [8. 1 ]  and [8. 3]). (See [8. 1 0] and [8. 1 1 ] for sharp error bounds for 
the RRG eigenfunctions with respect to the V-norm.) 

(8.3) Prove analogues of the results of Section 8.2 for the spaces 

So(2m - 1 ,  a, z ) == {rp E S(2m - 1 ,  a, z) 1 rp(O) = rp(1 ) = O} 

defined in Exercise (4. 1 2). 
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9 
SEMI-DISCRETE GALERKIN 

PROCEDURES FOR 

PARABOLIC EQUATIONS 

9.1 LI N EAR P R O B L E M S  

In this chapter, we  discuss the use of  the Galerkin procedure to "dis­
cretize" the space variables in initial boundary value problems for linear and 
semilinear parabolic differential equations. In this section , we consider the 
linear problem 

(9. 1 )  D, u  = DAp(x)Dx u] - q(x)u + f(x), 0 <  x < I ,  t >  0, 

subject to the initial condition 

(9.2) u(x, 0) = uo(x), 0 <  x < I ,  

and the boundary conditions 

(9.3) u(O, t) = u(l , t) = 0, t > 0, 

where p(x) and q(x) E PCO' �(I) , J(x) E PCO, 2 (I) ,  uo(x) E Pq, 2(I) , and such 
that there exist two positive constants, r and p" for which 

(9.4) 
r l l Dx u l l i < s: { p(x)[Dx U]2 + q(x)[u]2 } dx = a(u, u) 

< p, I I Dx u I I � , 

for all u E Pq, 2(I) . See [9.2] , [9.3] , [9 .6] ,  [9 .7] ,  and [9. 8] for discussions of 
more general problems. 

We say that u is a generalized solution of (9 . 1 )-(9 .3) if and only if u(x, t) E 

1 27 
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PC J. Z (/) for all t > 0, u(x, 0) = uo(x), and 

(9. 5) (D, u, v) z + a(u, v) = (J, v)z , t > 0, for all v E Pq· z(l) . 

Integrating by parts and using the Gronwall Inequality (cf. [9. 1 ]) , we can 
prove the following standard result ; cf. [9. 5] .  

THEOREM 9. 1 

If u is a classical solution of (9 . 1 )-(9 .3), then it is a generalized solution. 
Moreover, (9. 1 )-(9 .3) has at most one generalized solution. 

Throughout this section, we will assume the generalized solution exists . 
To define a "semi-discrete Galerkin" approximation to the generalized 

solution, u, of (9. 1 )-(9 .3), we let S be a finite-dimensional subspace of PCA, Z(I) 
spanned by the basis functions {Bj(x)}7� I and seek an approximation us(x, t) 
of the form 

uix, t) = t P;(t)B;(x). / � I 

The coefficients {P/(t)}7� 1 are functions of time which are determined as the 
solution of the linear system of ordinary differential equations 

(9. 6) 1 < i < n, for all t > 0, 

and 

(9 .7) 

Expressing Us in terms of the basis functions, we obtain the equivalent system 

(9. 8) 

(9.9) 

BD,P(t) + AP(t) = k, 
BP(O) = g, 

t >  0, 

where B = [bj'] = [(Bj , B,>z] , A - [au] = [a(Bj' B,)], k - [kj] = [(J, B/)z], 
and g - [gj] - [(uo ' B;} z] ' 

Since B is symmetric, positive definite and hence nonsingular, it follows 
from a standard result in ordinary differential equations (cf. [9. 1 ]), that 
(9. 8)-(9 .9) has a unique solution P*(t) .  Moreover, the solution p*(t) can be 
expressed analytically as 

(9 . 10) t > 0. 

THEOREM 9.2 

Under the preceding hypotheses, the semi-discrete Galerkin procedure is 
well-defined for linear problems. 
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We now turn to the question of a priori error bounds for this procedure. 

THEOREM 9.3 

If us(x, t) is the orthogonal projection of u(x, t) onto S with respect to the 
inner product a(u, v) for all t > 0, then 

Proof From Theorem 7. 1 3  we have that for each t > 0, 

(9. 1 2) 1 < i < n. 

I t  follows from equation (9 .6) that for al l  W E S, we have 

( D,(u - us)(t), W)2 = (J, W)2 - a(u(t), w) - (D, us(t) , W)2 
(9. 1 3) = (D, us(t) , W)2 + a(us(t) , w) - a(us(t) , w) 

- (D, us(t), W)2 ' t > O. 
Thus, 

(9 . 1 4) 
(D,(u - us)(t) , W)2 

Choosing w = us(t) - us(t) in (9. 1 4) , we obtain 

(D,(u - us)(t) , (us - US)(t» 2 

t > O. 

(9. 1 5) = (Dlus - us)(t) , (us - US)(t» 2 + a« us - us)(t) , (us - us)(t» 
= tD, I I (us - us)(t) l l ; + a« us - us)(t) , (us - us)(t» . 

But 

(D,(u - us)(t), (us - uS)(t» 2 

and hence 

(9 . 1 6) 

< (4yn2)- 1 1 1  Dlu - us)(t) I I � + yn2 I I  (us - us)(t) I I � , 

tD, I I (us - us)(t) l l � 

< (4yn2)- 1 I I Dlu - us)(t) l l � + yn2 1 1 (us - us)(t) I I � 

- a« us - us)(t), (us - us)(t» 

< (4yn2)- 1 1 1  D,(u - us)(t) I I � . 

Integrating both sides of the inequality (9. 1 6) from 0 to t, we obtain 

and the result follows from the triangle inequality. Q. E. D . 
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Since D,us is the orthogonal projection of D, u  onto S with respect to the 
inner product a(u, v) , i . e . ,  

a(D,us, w) = a(D, u, w), for all W e S, 

we may use the results of Chapters 6 and 7 to bound the right-hand side of 
(9 . 1 1 ) .  

THEOREM 9.4 

If a(u, v) is strongly coercive and u e PC3 , =(1 x (0, 00)), then 

(9 . 1 8) 

I I (u - uL)(t) l i z < y- l / zj.l3 l2n- ZrhZ I l m u(t) 1 1 z 

+ [( 1 + y- l / zj.l 3l2r)z l l m uo l l � -+ t(2ynZt 1 y- I j.l3p 

x sup I I  D,m u(s) I I ;p /zn- zhz , t ?': 0, 
O ::;;;s ::;;;t 

where u L is the semi-discrete Galerkin approximation to u over Lo(�.). 

Proof By the results of Theorems 6. 5 and 7. 1 5 , 

and hence 

(9 .20) 
I I  uiO) - uL(O) l i z < I I  U O - uL(O) l i z + I I  U O - uL(O) l i z 

< ( I + y- I / Z j.l3 l2r)n- zhz l l m uo l i z . 
Moreover, 

< t(2ynZt I y- I j.l3n- 4Ph4 sup I I D,D; u(s) I I ; . 
O ::;;s�t 

Inequality (9. 1 8) now follows by using (9. 1 9)-(9.2 1 ) to bound the right-hand 
side of (9. 1 1 ) Q.E.D. 

Likewise, we may prove the following result .  

THEOREM 9 .5  

If  a(u, v) is strongly coercive and u E Pc s' =(l x (0, 00)), then 

(9 .22) 

I I ( u - uH)(t) l i z < y- I 1 2j.l3 /2n- 4rh4 1 I D! u(t) l l z  

+ [( 1 + y- I /2j.l3/zr)z I I D! uo I I ; + t(2ynZt 1 y- I j.l3p 

x sup I I D,D! u(s) I I ;p 12n- 4h4 
O ::;;s '::;;; t 
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and 

(9 .23) t > 0, 

where UH and Us denote the semi-discrete Galerkin approximations to u over 
Ho(!:!.) and So(L\), respectively. 

Thus, we have shown that under suitable hypotheses, the semi-discrete 
Galerkin approximation to u over Lo(L\) is second-order accurate with 
respect to the V-norm, wh ile the semi-discrete Galerkin approximations to u 
over Ho(L\) and So (L\) are both fourth-order accurate with respect to the V­
norm. 

9.2 S E M I LI N EA R  P R O B LE M S  

In this section , we  consider the semilinear problem 

(9 .24) D, u = Dx[p(x)Dx u] - q(x)u + I(x, u) , 

subject to the initial condition 

(9.25) u(x, 0) = uo (x) , 0 <  x < I ,  

and the boundary conditions 

(9.26) u(O, t) = u( l , t) = 0, t > 0, 

0 <  x < I ,  t > 0, 

where the coefficients p(x), q(x), and uo (x) satisfy the hypotheses of Section 
9. 1 , /(x, u) and (allau)(x, u) are continuous on / X ( - 00, 00), I (allau)(x, u) I 
< B for all (x, u) E / x ( - 00, 00), and 

al(x, u) < A. < A = i nf a(w, w) . 
au - w E PC, ' . ' (I )  (w , w)z 

We say that u is a generalized solution of (9.24)-(9.26) if and only if 
u(x, t) E Pq· 2(/) for all t > 0, u(x, 0) = uo(x), and 

(9.27) (D, u, V) 2 + a(u, v) = (f(u), v)z , t > 0, for all v E PC�. Z(I). 

As in the linear case, we may prove the following standard result ; cf. [9. 5] . 

THEOREM 9.6 

If u is a classical solution of (9.24)-(9.26), then it is a generalized solution. 
Moreover, (9.24)-(9.26) has at most one generalized solution .  
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Throughout this section, we will assume that the generalized solution 
exists. Given a finite-dimensional subspace S of PCb'  2 (1),  we find the semi­
discrete Galerkin approximat ion 

by solving the nonlinear system of ordinary differential equations, 

(9 .28) (D, us, W)2 + a(us, w) = (f(us), W)2 '  t > 0, for a l l  w E S, 

(9 .29) (us(O) , W)2 = (uo ' W)2 '  for al l W E S, 

or equivalently 

(9 . 30) 

(9 . 3 1 ) 

BD, P(t) + AP(t) = f(P) , t > 0, 

BP(O) = g, 

where B and A are the previously defined matrices and 

Since B is nonsingular, i t  follows from a standard result  in ordinary differ­
ential equat ions (cf. [9 . 1 1 ]) , that (9 .30)-(9 .3 1 ) has a unique solution . 

THEOREM 9.7 

Under the preceding hypotheses, the semi-discrete Galerkin method is 
well-defined for semilinear problems. 

We turn now to the question of a priori error bounds for this procedure. 

THEOREM 9 .8  

If, for al l t > 0 ,  us(x, t) is the RRG approximation in S of the solution. 
vex), of the nonlinear two-point boundary problem 

(9 . 32) 

(9 .33) 

then 

-Dx[p(x)Dx v] + q(x)v - I(x, v) 

= -DJp(x)Dx u(x, t)] + q(x) u(x, t) - I(x, u(x, t» , 

v(O) = v( l ) = 0, 

O < x <  1 ,  

t > O. 
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Proof By our hypotheses, we have that for all W E S, 

(9. 35) 

Thus, 

(D,(u - us)(t), W)z = (f(u(t» , w)z - a(u(t), w) - (D,uAt), W)z 
= (D, us(t), W)z + a(us(t), W) - (f(uAt», W)z 

+ (f(uAt» , W) z - a(uAt), w) - (D,uAt), w)z . 

(D,(u - us)(t), w)z 
= (D,(us - us)(t), w)z + a« us - us)(t), w) - (f(us(t» - !(us(t» , w)z 

and, choosing w us(t) - us(t) , we have 

(D,(u - us)(t), (us - us)(t))z 

But 

= (Dt(us - us)(t), (us - us)(t)) z + a« us - us)(t), (us - us)(t» 

- (f(uAt» - !(uAt» , (us - us)(t)) z 
> tDt I I  (us - us)(t) I I ; + ( 1 - AA - I ) a«us - us)(t), (us - us)(t» . 

(D,(u - us)(t), (us - us)(t» z  < [4y( 1 - AA - I )nZ] - 1 I I D,(u - us)(t) I I ; 

and hence 

(9 .36) 

+ y( 1 - AA- I )nZ I I (us - us)(t) I I ; , 

-tDt I I (us - us)(t) I I � < [4y( 1 - AA - I )nZ]- 1 I I D,(u - us)(t) I I ; 

+ y( l - AA- I )nZ I I (us - us)(t) l l � 

- ( 1 - AA - I ) a« us - us)(t), (us - us)(t» 

< [4y( 1 - AAt I )nZr I I I  D,(u - us)(t) I I ; . 

Integrating both sides of the inequality (9.36) from 0 to t, we obtain 

and the result follows from the triangle inequality. Q.E.D. 

Using the results of Chapter 7 to bound the quantities on the right-hand 
side of (9. 34),  we obtain the following results ; cf. [9 . 3] and [9. 8] for the 
technical details. 
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THEOREM 9.9 

I f  a(u, v) i s  strongly coercive and u E PC3 . �(1  X (0 ,  00 » , then there exists 
a posit ive constant, K, such that 

(9. 38) t > 0, 

where UL i s  the sem idiscrete Galerk in  approx imation to u over Lo(!:!.). 

THEOREM 9 . 1 0  

I f  a(u, v) is strongly coercive and u E Pcs " " ( l  X (0, 00 » , then there exists 
a posit ive constant, K, such that 

(9. 39) t > o  

and 

(9.40) t > 0, 

where UH and Us are the semi-discrete Galerkin approx imations to u over 
Ho(!:!.) and So (!:!.)' respectively. 

Thus we have shown that under su i table hypotheses on the semilinear 
problem, the sem i-discrete Galerk in approx imation to u over Lo (!:!.) is 
second-order accurate with respect to the V-norm, while the semi-discrete 
Galerkin approx imations to u over Ho(!:!.) and So(!:!.) are both fourth-order 
accurate with respect to the V-norm . 

9 . 3  C O M P U TATI O N A L  C O N S I D E RATI O N S  

I n  t h i s  sect ion,  we  discuss t he  question of actual ly solving t h e  systems 
of ordinary differentia l  equat ions,  (9 . 8)-(9.9), wh ich we obtain  by discretizing 
the space variables via Galerkin 's  procedure. We wi l l  t reat only the special 
problems studied in  Sect ion 9. 1 .  See [9 .2] ,  [9 .3] ,  [9. 7] ,  and [9. 8] for the 
analogous deta i l s  about more general problems. 

We recall that our system is of the form 

(9 .8) 

(9.9) 

BD, �(t) + A�(t) = k, 
B�(O) = g, 

t > 0, 

where A and B are symmetric, posi t ive defin ite mat rices. I f  B I IZ i s  t he  unique, 
nonsingular square root of B, i . e . ,  (B I I Z ) Z  = A , yet)  _ B I IZ �(t), and E _ 

B- I /ZAB- I 1 2 ,  then (9 .8)-(9 .9) can be rewritten as 

(9 . 4 1 ) 

(9.42) 

D, y(t) = - Ey(t) + c, 

yeO) = h, 
t >  0, 
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where e = BI /2B- l k = B- I /2k and h B- l l2g . The solution of (9 .41 )-(9.42) 
is given by 

(9.43) t > 0, 

or equivalently 

(9.44) 
y(to + At) = e-ll.tE y(t o) + (I - e-ll.tE)E - l e 

= E - I e + e-ll.tE(y(to) - E - I e) . 

The method that we suggest for computing y(t) is to discretize the 
continuous time variable t E [0, 00] into { t, = jAt Ij  = 0, I ,  2, . . . } and to 
replace (9 .4 1 ) by a finite difference equation. If we think ofy, as an approxima­
tion to y(ti) , j = 0, 1 , 2, . . . , then three well-known finite difference ap­
proximations to (9 .4 1 ) are the forward difference approximation 

(9.45) 

or equivalently 

(9.46) Yi + 1 = (/ - AtE)y, + Ate, 

the backward difference approximation 

(9.47) 

or equivalently 

j = 0, 1 , 2, . . . , 

j = 0, 1 , 2 ,  . . ' "  

j = 0, 1 , 2, . . . .  , 

(9.48) y, + 1 = (I + AtE)- l y, + At(1 + AtE) - l e, j = 0, 1 , 2, . . .  , 

and the Crank-Nicholson approximation 

(9.49) j = 0, 1 , 2, . . . , 

or equivalently 

(9 .50) y'+ 1 = (I + tAtEt l (I - tAtE)y, + At(I + tAtE)- l e. 

Comparing (9.46), (9.48), and (9. 50) with (9 .44) , we see that these three 
difference approximations give rise to particular rational matrix approxima­
tions to the matrix e-ll.tE . 

Following [9 .9] , these approximations may be generalized and studied 
from the viewpoint of the Pade table for e-Z •  The Pade table for e-Z is a 
double entry table of rational approximations, Rp,iz), such that 

(9 . 5 1 ) as I z i  � O, 

(where np, q(z) and dp,iz) are polynomials of degree q and p respectively) 
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gives the best approximation for e-Z  near z = 0. Except for a multiplicative 
factor, these polynomials are uniquely determined and r = p + q + 1 .  In 
fact, it turns out that 

q (9. 52) np .iz) = 1: (p + q - k) ! [(p + q) ! k !  (q - k) W I ( - z)k, k � O 

(9. 53) dp,iz) = t (p + q - k) ! p ! [(p + q) ! k ! (p - k) ! ]zk ,  k � O  

and 

(9. 54) I Rp.q(z) I < p ! q ! ZP+q+ l e-Z[(p + q) ! (p + q + I ) ! dp .q(z)t l , 

for all real z. Clearly, Ro . l (z) = 1 - z, RI , o (z) = ( I + zt l , and RI , I (Z) = 

( l  - �z)( 1 + !Z) - I . 
To define our class of difference approximat ions, let R p , q(dtE) denote the 

matrix Pade approximation to e-l!.tE and 

(9 . 55) Tj + I (P, q) = E - I C + Rp,q(dtE) (Tj(P, q) - E - I C) , 

(9. 56) To (P, q) = h . 

j =  0, 1 , 2, . . . 

We now state and prove a result giving the necessary and sufficient 
conditions for stability in the V-norm for this class of difference approxima­
tions coupled with the Galerkin approximations. 

THEOREM 9. 1 1  

Let S be the finite-dimensional subspace of Pq, 2 (I) spanned by the basis 
functions {B,(X)}?�

I ' which are normalized so that xTx < xTBx < AxTx 
for all x E R". If 

u�· q(t j) = i: Pf· q(j)B;(x), 
i = 1 

j = 0, 1 , 2, . . .  , 

( " ) 1 /2 where I x I z = � xl for all x E R" and 

I M Iz - sup { l Mx I z I x 1 2 1 1 x E R", x *- O} 

for all n x n matrices. 
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Proof Using our hypotheses, we have for all j = 0, 1 ,  2, . . .  , 

I I  u�· q(tj) 1 1 2 < N/2 1 pp, q(j) 1 2 
< N/2 I B- I /2 1 2 1 'Y,(p, q) b 
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(9 .58) 

< N/2 I B- I / 2 h { I E - I e h + I R�. q(L\tE) h I h - E- I e h} 
< N/2 I B- I /2 h { l B I /2A - lk h  

+ I R�.iL\tE) h I B- I /2 g - BI / 2 A- I k h} 
< N/2 I B- I / 2  h I B I / 2 1 2 { I A- I k h 

+ I R�jL\tE) ldI B- I g I 2 + I A - Ik h)} . 

Moreover, since y < (XT AX)(XTBxt l for all x E R", we have 

(9 . 59) for all x E R". 

Using this inequality to bound the right-hand side of (9 . 58), we obtain for all 
j = 0, 1 , 2, . . .  

I l u�· q(tj) 1 1 2 < A{y- I l k h  + I R�.iL\tE) 12 (1 g I 2 + y- I l k I2 )} (9 .60) < A{y- I l l f I 1 2 + I R�.iL\tE) ldl l uo I h + y- I l l f l h)} · 
Q.E.D. 

COROLLARY I 
Let C be a set of finite dimensional subspaces, S _ span {Bj(xm�n: s, 

of Pq· 2 (I) such that 

(9 .6 1 ) for all x E Rdim s, 

where A is a positive constant independent of S E C. If 

for ° < z <  t} , 
then 

for all j = 0, 1 , 2, . . .  , 
and 

(9.63) 

where p(E) denotes the spectral radius of E (cf. [9 .9]) . 

Proof Since E is symmetric, we have that if (9 .62) holds then 

I R�,iL\tE) 12 = [p(Rp,iL\tE» ]' < 1 

(cf. [9 .9]). The result then follows from (9 .57) . 

S E C, 

Q.E.D. 
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Inequality (9 .62) states that the discretization procedure of Corollary 1 is 
strongly stable. 

COROLLARY 2 

If p > q and the hypotheses of Corollary I hold, then 

(9.64) 

for all j = 0, 1 , 2, . . .  , all l1t > 0, and all S E C. 

Thus, we have shown that under the appropriate hypotheses the back­
wards difference and Crank-Nicholson difference approximations coupled 
with the Galerkin method are strongly stable for all I1 t > O. The spaces 
Lo(I1), Ho(I1), and So (l1) with the basis functions given in Chapter 7 satisfy 
these hypotheses. 

We now show how to obtain a priori error bounds for the important 
special case of the Crank-Nicholson-Galerkin approximation. 

THEOREM 9. 1 2  

Let S be a finite-dimensional subspace o f  Pq· z (l) and us(t), j = 0 ,  1 ,  2, 
. . .  , be the orthogonal projection of u(x, t) onto S with respect to the inner­
product a(u, v) . If u E C l (f X [0, 00]), then there exists a positive constant, 
K, such that 

(9.65) 

I l u(x, tJ) - U} I (tJ) l i z < l I u(x, tj) - us(tJ l l z 
+ [2y- I71- Z sup ( 1 I D+(u(x, tk) - US(tk» I i i l :5;k:5;) 

+ K(l1t)Z sup I I Diu I I i ) 
O:5;,:5; (k + 1 ) 4' 

+ I I  U}· I (O) - usCO) 1 1 ; ] 1 /z , j = 0, 1 , 2, . . .  , 
where D+ is the forward difference quotient operator in the t ime variable, i .e . ,  

Proof We let OJ = u(x, tJ) - uit) and fJ = U} I (tJ) - us(tj) , for all 
j = 0, 1 , 2, . . . .  Then by Taylor's theorem applied to u(x, t), we have 

(9 .66) 
(D+O), W)z = (f, w}z - a(!(u(tj + l ) + u(t) ), w) 

- (D+ usCtj) , W)z + (eJ , w)z , 

for all W E S and all j = 0, 1 , 2, . . .  , where 

I I eJ l i z < K(l1tY sup I I D; u(x, t) l i z · O:5;,:5; (j + I )4'  
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Thus, 

(D+ Oj, w)z = (D+ U} I (tj) , w) z + a(!(u1, I (tj + l ) + U} I (tj» , w) 
(9.67) 

- a(!(usCtj + l ) + usCtj» , w) - (D+us(tj) , w) z + (ej , w)z , 

for a l l  W E S and allj = 0, 1 , 2, . . . .  Setting w _ fj + fj + 1 in (9.67) , we have 

(D+ Oj, fj + fj + l ) z = (D+ fj ' fj + fj + l ) z + ta(fj + fj + l > fj + fj + l ) 

(9.68) 
+ (ej , fj + fj + l )z 

> !D+ I I fj I I ; + !ynZ I I fj + fj • I I I ; - y- I n- Z I I ej I I ; 

j =  0, 1 , 2, . . .  , 

where we have used the fact that ah > _ ,,- l aZ - !"hZ for all " > ° and all 
a and h. 

Thus, we have 

9 69 
!D+ I I  fj I I ; < (D+ o» fj + fj + l ) z + y- I n- Z I I  ej I I ; - !ynZ I I fj + fj+ l l l ; 

( . ) 
< y- I nz I I D+ oj l l ; + y- I nZ l l ej l l i , j = 0, 1 , 2, . . .  , 

and it follows that 

Inequality (9 .65) follows from (9. 70) and the triangle inequality. Q.E.D.  

Combining Theorem 9 . 1 2  with the results of Chapter 7, we find that 
under the appropriate hypotheses 

(9 .7 1 )  

(9.72) 

and 
(9.73) 

I I  u - ul, l l l z = O(hZ + (At)Z) 
I I u - u]; I l l z = O(h4 + (At)Z) 

as h and At � 0, 

as h and At � 0, 

as h and At � 0. 

The estimates (9. 7 1 )  and (9.72) suggest the use of Richardson extrapolation 
with respect to the time difference scheme (cf. [9.4]), and indeed it is possible 
to show that in these two cases one extrapolation yields an approximation 
which is fourth-order accurate in time as well as in space. 

E X E R C I S E S F O R  C H A P T E R  9 

(9. 1 ) Prove analogues of the results of this chapter for the spaces 

So(2m - 1 , A, z) == {t/J E S(2m - 1 ,  A, z) I t/J(O) = t/J(l )  = OJ 

defined in Exercise (4. 1 2). 
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(9.2) Derive bounds for the interval of stability for the forward difference 
approximation coupled with the semi-discrete Galerkin method over Lo(l1), 
i .e. , derive bounds for 7:0 . 1 p- l (E). 

(9. 3) Prove rigorously that one recursion of Richardson extrapolation applied 
to the Crank-Nicholson difference approximation to the semi-discrete 
Galerkin equations over Ho(l1) and So(l1) yields a fourth-order accurate 
approximation with respect to the V-norm. 
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1 0  THE RITZ PROCEDURE FOR 

AN OPTIMAL CONTROL PROBLEM 

1 0.1 F O R M U LATI O N  OF TH E P R O C E D U R E  

I n  this chapter, we consider a variational procedure for approximating 
the solution of the "state regulator problem" in optimal control. Following 
Borsage and Johnson (cf. [ 1 0 .2] ,  [ 1 0. 3] ,  [ 1 0.4] ,  and [ 1 0 .6]), we consider the 
Lagrange formulation of the problem and show that the Lagrange multiplier 
can be characterized as the solution of the variational problem of minimizing 
a quadratic, positive definite functional, F, over an appropriate function 
space, ella .  

We obtain approximate solutions by using Ritz's idea of minimizing F 
over finite dimensional subspaces of ella and derive general a priori error 
bounds for this procedure in terms of approximation theory. Finally we apply 
these results to obtain asymptotic error bounds for the subspaces which we 
have previously considered. 

We let Q(t) and R(t) be respectively an n X n symmetric, positive definite 
matrix and an r X r symmetric, positive definite matrix, both of which 
are continuous functions of t E l.  For each k > 1 ,  we let 

k 
ellk = X [PC I , 2(J)]j ' 

The state regulator problem in optimal control is to find u* E ell' and 
x* E elln which minimize 

( 10. 1 )  J[u, x] = � ( {(x(t), Q(t)x(t)) + (u(t), R(t)u(t))} dt 

over all u E ell', where x(t) is given by 

( IO.2) D,x(t) = A(t)x(t) + B(t)u(t), 0 <  t < 1 ,  

1 41 
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and 

( 1 0. 3) x(O) = XO ' 
2 " 

I y h = (y, y) - I; y;, for all y E R", 
i = 1 

2 r 
I z l2 - (z, z) = I; z; , 

/ = 1 
for all z E Rr, 

CHAP. 1 0  

A(t) is  a n  n X n matrix, and B(t) i s  a n  n X r matrix, both o f  which have 
entries which are bounded, piecewise continuous functions of t E f. 

Using standard arguments in the calculus of variations (cf. [ 1 0. 1 ]) ,  we 
can show that the state regulator problem is equivalent to the variational 
problem of finding ).. * E ell" which minimizes 

-L[u, x ; ).., 1] = J [u, x] 
( 1 0.4) 

+ ( )..(t), - D,x(t) + A(t)x(t) + B(t)u(t» dt + (1, x(O) - xo), 

subject to the constraint that 

( 10. 5) A.( 1 ) = 0, 

where 1, u(t), and x(t) are given by 

( 10.6) 

( 10.7) 

and 

( 10.8) 

1 = -)"(0), 

u(t) = _R- I (t)BT(t)A.(t), for all t E f, 

x(t) = - Q- I (t)(D,)..(t) + AT(t»)..(t» , for all t E f. 

Using the characterizations ( 10.6), ( 1 0.7) , and ( 10.8), we can express 
L[u, x ; ).., 1] in terms of ).. only. In fact, we have 

-L[u, x ; ).., 1] = -J[u, x] + ()..(t) ,  x(t» I A 

But 

- f� (D,).. + AT).., x) dt - f� (BT).., u) dt 

+ ()"(O), x(O) - xo) 

= J[u, x] - ()"(O), xo). 

t ( (u, Ru) dt = t s: (R - I BT).., RR - 1BT)..) 

= t 5: (BR - I BT).., )") dt , 
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and 

t ( x, QX) dt = t f: (Q- I AT1 + Q- I D,1, AT1 + D,1) dt 

Thus, 

= t s: (Q- I D,1, D,1) dt + t s: (Q- I AT1, AT1) dt 

+ t s: (Q- I AT1, D,1) dt + t f: (Q- I  D,1, AT1) dt 

= t f: (Q- I  D,1, D,1) dt + t f: (AQ- I  AT1, 1) dt 

+ ( A Q- I D,1, 1)dt. 

F[1] = - L[u, x ; 1, y] 

= t f: (Q - I D,1, D,1) dt + t f: (AQ- IAT1, 1) dt 

+ t s: (BR - I BT1, 1) dt + f: (AQ- I D,1, 1) dt - (1(0), xo) · 

If we define 

[1, 1)] = f: (Q- I D,1, D,1) dt + f: (AQ- I  AT1, 1) dt 

( 10.9) + ( BR - I BT1, 1) dt + f: {(AQ- I D,1, 1) 

+ (AQ- I D,1), 1)} dt , 

for all 1 and 1) in ell", then 

( 10 . 10) F[1] = t[1, 1] - (1(0), xo). 

If we use the notation that for any r X p matrix M, 

we may prove the following characterization result. 

THEOREM 1 0. 1  

The optimal Lagrange multiplier exists and i s  the unique solution in 

ella = {ef> E ell" I ef>( I ) = O} 

of the generalized Euler equation 

( 10. 1 1 ) for all 1) E ella .  

1 43 



1 44 THE RITZ PROCEDURE FOR AN OPTIMAL CONTROL PROBLEM 

Moreover, [1, 'I] is symmetric, 

CHAP. 1 0  

( 1 0. 1 2) I I D,l l l � - f: (D,l, D,l) dt � 2eij ' [ 1 1 Q l i z  + P I I  AT  I l z ) 2[l, 1], 

and 

( 1 0. 1 3) 

where eo - min re(t) I e(t) is an eigenvalue of Q(t)} ,  
, E  I 

I I Q m - f: I Q(t) l � dt, I I AT m - ( I AT(t) l � dt , 

I I  AT I I� - max I AT(t) I z ' and P = I I  Q I l z(2 1 1  AT 1 1�) - I / zeIWI I� . 
I E  I 

Proof The existence part of the theorem is a standard result in optimal 
control theory ; cf. [l 0. 1 ] .  If 'l E Wii and IX E R, we have F[l * + IX'I] > F[l *], 
with equality if and only if IX = O. Hence, we must have (aFjaIX)[l*] = 0, 
and this implies that ( 1 0. 1 1 ) holds. 

Clearly, [1, 'I] is symmetric in 1 and 'I and 

[1, 1] = t ( (u, Ru) dt + t f: (x, QX) dt 

> � ( (x, Qx) dt > teo ( (x, .x) dt , 

where u and x are given by ( 1 0. 7) and ( 1 0.8) . From ( 1 0. 8), we have 

1 1(t) I z  - (l(t) , l(t» I 1 Z  < I I Q l i z I I x l i z  + r I AT(S) I z  1 1(s) I z dt , 

and using Gronwall's Inequality (cf. [ 1 0. 5]), we obtain the inequality 

1 1 1 1 1 z < I I Q l l z(2 1 I AT I I�) - t ! ze'w" = l l x l l z - p l l x l l z ·  

Thus, we have [1, 1]  > �eop- z 1 1 1 1 1 � ,  which proves ( 1 0. 1 3), and ( 10. 1 2) follows 
by combining ( 1 0. 8) and ( 1 0. 1 3) .  

Finally, if 1 and 'I both satisfy ( 1 0. 1 1 ) , then 

0 =  [1 - p, l - p] > �eQP- z 1 1 1 - p I I � 

and 1 = p, which proves the uniqueness result. Q.E .D. 

To define the Ritz approximation procedure, we let S be any finite­
dimensional subspace of Wii and we find an approximation, 1s' to 1* by 
minimizing F over S and an approximation, us , to u* via equation ( 1 0.7). 
When we apply the computed control ,  we obtain the state Xs determined by 
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( 1 0.2) . It is important to note that Xs is not the state which we can compute 
via equation ( 1 0.8) .  

We now show that the Ritz procedure is well-defined. 

THEOREM 10.2 

There exists a unique 1s E S which minimizes F over S. 

Proof. Let fB;(t)}:"� 1 be a basis for S. Considering 

as a function of P E Rm, it is clear that F is twice continuously differentiable 
and hence F has a minimum at P* if and only if 

( 1 0. 1 4) :� [P*] = 0, for all 1 < i < m, 

and the Hessian matrix of F, H - [a2F/ax;axJ, is positive definite. Cal­
culatillg the equations ( 1 0. 1 4) ,  we obtain 

( 1 0. 1 5) 

or 

( 1 0. 1 6) 

where 

( 1 0. 1 7) 

and 

( 10. 1 8) 

1 < i < m, 

AP* = k, 

Clearly, A is symmetric and positive definite. In fact, if P '* 0, then from 
( 10. 1 3) we have 

pT AP = [� p;B;, � p;B;] > M;op- 2 1 1 � PIBI I 12 > O. 

Moreover, it follows from (10 . 1 5) that H = 2A and hence P* is the unique 
minimum of F over Rm. Q.E.D. 

1 0. 2  E R R O R  B O U N D S 

In this section, we obtain general error bounds and then apply the results 
of Chapters 2, 3 ,  and 4 to obtain error bounds for the spaces which we have 
previously discussed. 
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THEOREM 10 .3  

If  As denotes the Ritz approximation to A * over S, then 

( 1 0. 1 9) I A* - As I = [A* - As,  A* - AS] I ! 2 = inf I A* - w i · 
w " S  

Proof. I f  w E S, 
F[w] = -Hw, w] - (w(O) ,  xo) 

and 
F[w] - F[A*] = �[w, w] - �[A* ,  A*] + (xo , A*(O) - w(O» . 

CHAP. 1 0  

But taking 'I = A * i n  ( 1 0. 1 1 ) , we See that [A * , A *] = (xo , A *(0» , and hence 
that 

F[w] - F[A *] = -}[w, w] + i[A * , A *] + (xo , - w(O» .  

Taking 'I = w in ( 1 0. 1 1 ) , we see that [A* , w] = (xo , w(O» ,  and hence that 

F[w] - F[A*] = �[w, w] + i[A* , A*] - [A* , w] 

= -HA* - w, A* - w] = � I A* - w 1 2 . 
Thus, 

I A* - As 1 2 = 2(F[As] - F[A*]) < 2(F[w] - F[A*]) = I A* - W 1 2 , 
and we have 

inf I A * - w i  < I A * - As I < inf I A * - w I · 
W E S  W E S  

Combining Theorems 1 0. 1  and 1 0.3 ,  w e  have the following result . 

COROLLARY 

If As denotes the Ritz approximation to A * over S, then 

( 1 0 .20) 

and 

I I A* - As l b < (2eo l ) 1 / 2p inf l A* - w i  
W E S  

where eQ and p are defined in Theorem 1 0. 1 .  

Using this corollary, we may prove the following results. 

THEOREM 10.4 

Q.E.D.  

If us(t) - _ K I (t)BT(t)AsCt), t E l , is the computed approximation to u*,  
then 

( 1 0. 22) I I  u* - Us 1 1 2 < I I  R - 1 BT 1 1�(2eo l ) 1 / 2p inf I A* - w i, 
w E S  
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where 

I I R - I BT I I� = sup I R - l (t)BT(t) 1 2  t E l  

and eo and p are defined in Theorem 10. 1 .  

Proof In fact, we have that os(t) _ u*(t) - us(t) satisfies the equation 

Hence, ( 10.22) follows from the inequality 

I I os l 1 2 = I I R - 1 BT()..* - )..S) l l 2 < I I R - I BT I I� I I )..* - )..s l 1 2 

and ( 10.20) . 

THEOREM 1 0.5  

If  Dtxs(t) = A(t)xs(t) + B(t)us(t), t E l, and xs(O) = xo , then 

( 1 0.23) 

and 

I I x* - xs l 1 2 < r I I R - I BT I I�(2ei / ) 1 / 2P inf l )..* - w i  w ES 

I I  Dt(X* - xs) 1 1 2 

Q.E.D.  

( 10.24) 
< (r I I A I I� + I I B I I�) I I R - I BT I I�(2eQ I ) I / 2p inf l )..* - w i, w ES 

where r = I I  B 1 1 2eS! I A cz> l ,dz, I I  A I I� = sup I A (t) 1 2 ' I I  B I I� = sup I B(t) 1 2 ' and eo 
tEl l E I  

and p are defined in  Theorem 10. 1 .  

Proof Letting Es(t) = x*(t) - xs(t) , t E l, we have 

DtEAt) = A(t)EAt) + B(t)(u*(t) - us(t» ,  t E l, 

and EAO) = o. This implies that 

EAt) = 5: A(Z)Es(Z) dz + f: B(z)os(z) dz 

or 

I ES<t) Iz < f: I A(z) Iz I Es(Z) Iz dz + 5: I B(z) 1 2 1 oAz) 12 dz. 

Applying the Gronwall Inequality (cf. [ 10 . 5]), to this last inequality, we 
obtain 



1 48 THE RITZ PROCEDURE FOR AN OPTIMAL CONTROL PROBLEM CHAP. 10  

and 

I I  ES I I ; - f: I Es(t) I ; dt < I I  B I i i I I  OS l I ;e2S! ' A (z) " dz 

- r2 1 1 u* - us l l i , 

which , when combined with ( 1 0.22), proves ( 1 0. 23). Moreover, we have 

I D,Es(t) 1 2 < I A (t) 1 2 1 Eit) 1 2 + I B(t) 1 2 1 U*(t) - US(t) 1 2 ' t E l, 

and hence by the triangle inequality 

I I D,Es l 1 2 < I I A I I� I I Es I 1 2 + I I B I I� I l u* - us l 1 2 

< (rl l  A I I� + I I  B I I�) I I  u* - Us 1 1 2 '  

Inequality ( 1 0.24) follows by using ( 1 0.22) to bound I I u* - Us 1 1 2 '  Q.E.D. 

We now prove a result which gives us an error bound for the cost criteria, 
i .e . , if we actually use the computed control us(t) and the system behaves 
according to xit), how does J[us, xs] compare with J[u*, x*] ? The proof is 
essentially the same as the one for the analogous result in [ 1 0.4] .  

THEOREM 10.6 

Under the preceding hypotheses, 

( 1 0.25) 

J[u*,  x*] 

< J[us• xs] < J[u* , x*] +- I I  R - I BT I I�eQ I p2(1 1 Q I I�rz + I I  R I I�) 

X inf l A.  - w 12 • 
wES 

where r is defined in Theorem 10 .5  and eQ and p are defined in  Theorem 10. 1 .  

Proof If os(t) = u*(t) - us(t),  t E l, and Es(t) = x*(t) - xs(t) ,  t E l, 

then 

J[us, xs] = t f: (xit). Q(t)xit)) dt + t f: (uit), R(t)us(t)) dt 

= t f: (x* + Es, Q(x* + Es)) dt + t ( (u* + os. R(u* + os)) dt 

= J[u* , x*] + f: (os. RU*) dt + ( (Es Qx*) dt 

+ t f: (os, Ros) dt + t ( (Es, QEs) dt . 
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But since ( l 0.7) must hold for the optimal 1* and u*,  we have 

( 1 0.26) 
( (os , Ru*) dt = -f: (os, BT1*) dt 

= - f: (BOs, 1*)  dt . 

However, from the equation ( 1 0 .2) we have that 

and combining this with ( 1 0.26) we obtain 

( 1 0.27) ( (os ,  Ru*) dt = -f: (D,Es - AEs, 1*)  dt . 

Integrating the right-hand side of ( 1 0.27) by parts, using the boundary 
conditions on Es and 1* ,  and using ( 1 0. 8) for 1* and x* , we obtain 

f: (os , Ru*) dt = ( {(Es, D,1) + (Es, AT1*)} dt 

= - f: (Es, QX*) dt .  

Finally, using ( 1 0.22) and ( 1 0.23) we have 

J[us, xs] = J[u*,  x*] + t ( (os, ROs) dt + t f: (Es , QEs) dt 

< J[u* , x*] + t I I R I I= l l os l l ; + t I I Q I I= I I Es l l � 

< J[u* , x*] + t i l  Q I I=rz  I I  R - I BT 1 1:(2eo l ) ZpZ inf I 1* - w I Z 
w E S 

+ t i l  R - I BT l I:eo 1 pzO I Q I I=P + I I  R 1 1=) inf 1 1* - w 1 2. 
w E S 

Q.E.D. 

We now consider how these general error bounds can be applied to 
specific examples. As subspaces of 4>0 ' we consider 

( 10.28) 

( 10.29) 

£0(L\) = {,tt,PJi(X) I Pi E R", O < i < N } , 

_ { N N+ I 
Ho(L\) = �Pihi(X) + �o �ihl (x) I Pi E R", o < i < N, and �i E R", O<i<N + I } , 
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and 

( 10.30) 

It is easily verified that we obtain a block-banded matrix for the linear system 
( 10.6) by using these subspaces and basis functions in the Ritz procedure. 
Moreover, combining the results of Theorems 2 .5 , 3 .5 ,  and 4.6 with the 
general results of this chapter, we obtain the following error bounds. 

THEOREM 10.7  

If  1* E X [PC2. 2(J)1, then there exists a positive constant, K, such that 

( 1 0.3 1 )  

( 10.32) 

and 

( 10.33) 

1 = 1 

THEOREM 10 .8  

1 1 1* - lL� l b  < Kh, 

l I u*, uL� 1 I 2 < Kh, 

J[u* , x*] < J[UL:, XL:] < J[u* , x*] + Kh2 .  

If  1* E X [PC4 . 2(J)l, then there exists a positive constant, K, such that 

( 1 0. 34) 

( 10. 35) 

( 10.36) 

and 

( 1 0.37) 

1 = 1 

1 1 1* - 1m 1 12 < Kh3 , 

l I u* - um l b  < Kh3 , 
1 1 1* - 1 -- 1 1  < Kh3 So 2 - , 

J[u* , x*] < J[ung, xn:] < J[u*, x*] + Kh6 , 

J[u*, x*] < J[us�, xs:] < J[u* , x*] + Kh6 •  

We have shown that under the appropriate hypotheses, the Ritz procedure 
produces an approximate control over L� which is second-order accurate with 
respect to the performance criteria and approximate controls over H� and S�,  
which are sixth-order accurate with respect to the performance criteria. See 
[ 1 0.4] for some sample numerical results. 

E X E R C I S E S  F O R C H A P T E R  1 0  

( 10. 1 )  Prove analogues o f  the results o f  Section 1 0.2 for the subspaces o f  ct>� 
generated by the spaces S(2m - 1 , 11, z) defined in Exercise 4. 1 2. 

( 10.2) Obtain bounds for the constant, K, of Theorems 1 0.7  and 1 0.8 .  
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1 3 6  
Rayleigh-Ritz, 90, 9 8 ,  1 1 8  
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Backward difference approximation, 1 3 5  
Boot strap method, 3 3  
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Cauchy-Schwarz Inequality, 7, 1 7 , 34 .  54 
Cholesky decomposition, 77-78 ,  1 0 1  
Crank-Nicholson approximation, 1 3 5 ,  

1 3 8  
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Decomposition, Cholesky, 77-78, 1 0 1  
Degenerate kernels, 64 

Dirichlet boundary conditions, 88 ,  93 ,  
99 

Dirichlet problem, 87 

E 

Eigenfunction, 1 1 6, 1 1 7 ,  1 2 1 - 1 22, 1 23 ,  
1 24 

approximate, 1 1 8 
Eigenvalue, approximate, 1 1 8 
Eigenvalue problems, Rayleigh-Ritz-

Galerkin procedure for, 1 1 6--1 26 
error analysis, 1 20-1 24 
exercises, 1 24-1 25 
one-dimensional problems, 1 1 6-120 

Eigenvectors, 1 1 8 
Ell iptic differential equations, Rayleigh­

Ritz-Galerkin procedure for, 87-
1 1 5 

error analysis, 1 02- 1 1 0  
exercises, 1 1 0-1 12 
linear second-order two-point bound­

ary value problems, 8 8-93 
second-order problems in the plane, 

99- 1 02 
semilinear second-order two-point 

boundary value problems, 93-99 
Error analysis 

finite-element regression, 78-84 

1 53 
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Error analysis ( cont. ) 
piecewise cubic hermite interpolation, 

3 1-39 
piecewise linear interpolation, 1 4-2 1 
Rayleigh-Ritz-Galerkin procedure 

for eigenvalue problems, 1 20-1 24 
for elliptic differential equations, 

1 02-1 1 0  
spline interpolation, 5 1 -60 

Error bounds, Ritz procedure for an op­
timal control problem, 1 45-1 50 

Euler equation, 1 5 , 3 1-3 2, 52, 143  

F 

Finite element regression, 69-86 
error analysis, 78-84 
exercises, 84-85 
one-dimensional problems, 69-75 
two-dimensional problems, 76-7 8 

First Integral Relation 
piecewise cubic hermite interpolation, 

32 ,  3 3 ,  42 
piecewise l inear interpolation, 1 6  
spline interpolation, 52, 62 

Forward difference approximation, 1 3 5  

G 

Galerkin approximation, 1 00, 1 1 2, 1 1 8 , 
1 3 1 ,  1 3 2, 1 34, 1 3 6 

Galerkin procedures, 90, 97-98,  1 1 8 
for parabolic equations, 1 27-1 40 

computational considerations, 1 34-
1 39 

exercises, 1 3 9- 1 40 
linear problems, 1 27-1 3 1  
semilinear problems, 1 3 1 - 1 34 

Gaussian elimination, 1 ,  47, 70, 7 3 ,  9 1 ,  
93  

Gauss-Seidel method, 98  
Gerschgorin Theorem, 47 ,  7 1  
Gronwall Inequality, 1 28 ,  1 47 

Inequality 
Cauchy-Schwarz, 7 ,  17 ,  34, 54 
Gronwall, 1 28 ,  1 47 

Inequality (cont. ) 
Jensen's, 9 
Rayleigh-Ritz, 4, 1 5 , 1 6, 3 3 ,  37 ,  53 ,  

79,  9 1 
Schmidt, 37 ,  78 ,  84, 92 

Interpolation 
Lagrange, 1 0, 47 
piecewise cubic hermite, 24-43 

error analysis, 3 1 -39 
exercises, 39-43 
First Integral Relation, 3 2, 3 3 ,  42 
one-dimensional problems, 24-29 
Second Integral Relation, 32 ,  34, 4 1 ,  

42 
spline interpolation and, 44 
two-dimensional problems, 29-3 1 

piecewise linear, 1 0-23 
error analysis, 1 4-2 1 
exercises, 2 1-23 
First Integral Relation, 1 6  
one-dimensional problems, 1 0-1 3 
Second Integral Relation, 1 6  
two-dimensional problems, 1 3- 1 4  

spl ine, 44-63 
error analysis, 5 1 -60 
exercises, 6 1 -63 
First Integral Relation, 52, 62 
one-dimensional problems, 44-49 
piecewise cubic hermite interpolation 

and, 44 
Second Integral Relation, 53 ,  54, 62 
two-dimensional problems, 49-5 1 

J 

Jensen's Inequality, 9 

K 

Kronecker delta function, 1 1  
Kronecker product, 77 

l 

Lagrange interpolation, 1 0, 47 
Lagrange multiplier, 1 43 
Legendre polynomials, 7 
Linear integral equations, 64-68 
Linear second-order two-point boundary 

value problems, 88-93 



M 

Mapping, orthogonal projection, 1 20- 1 2 1  

N 

Newton's method, 98 
Nonzero diagonals, 76 

o 

One-dimensional problems 
finite element regression, 69-75 
piecewise cubic hermite interpolation, 

24-29 
piecewise linear interpolation, 1 0- 1 3  
Rayleigh-Ritz-Galerkin procedure for 

eigenvalue problems, 1 1 6-1 20 
spline interpolation, 44-49 

Optimal control problem, Ritz procedure 
for, 1 4 1 -1 5 1  

error bounds, 1 45-1 50 
exercises, I SO 
formulation of the procedure, 1 4 1-145  

Orthogonal projection mapping, 1 20-1 2 1  

p 

Pade table, 1 3 5- 1 3 6  
Parabolic equations, Galerkin procedures 

for, 1 27-1 40 
computational considerations, 1 34-1 39 
exercises, 1 39-1 40 
linear problems, 1 27-1 3 1  
semilinear problems, 1 3 1-134  

Peano Kernel Theorem, 1 8 ,  29, 35 ,  42, 
55, 58, 6 1  

Piecewise cubic hermite interpolation, 
24-43 

error analysis, 3 1-39 
exercises, 39-43 
First Integral Relation, 32,  3 3 ,  42 
one-dimensional problems, 24-29 
Second Integral Relation, 32 ,  34, 4 1 ,  

42 
spline interpolation and, 44 
two-dimensional problems, 29-3 1 

Piecewise linear interpolation, 1 0-23 
error analysis, 1 4-2 1 

INDEX 1 55 

Piecewise linear interpolation (cont. ) 
exercises, 2 1 -23 
First Integral Relation, 1 6  
one-dimensional problems, 1 0-1 3 
Second Integral Relation, 1 6  
two-dimensional problems, 1 3-14 

Plane, second-order problems in ,  99-1 02 

R 

Rayleigh quotient, 8, 1 1 7 
Rayleigh-Ritz approximation, 90, 98,  1 1 8  
Rayleigh-Ritz Inequality, 4, 1 5 , 1 6, 3 3 ,  

3 7 ,  5 3 ,  7 9 ,  9 1  
Rayleigh-Ritz procedure, 8 9 ,  9 5 ,  1 00, 

1 1 7 
Rayleigh-Ritz-Galerkin procedure 

for eigenvalue problems, 1 1 6- 1 26 
error analysis, 1 20-1 24 
exercises, 1 24- 125 
one-dimensional problems, 1 1 6-120 

for elliptic differential equations, 87-
1 1 5  

error analysis, 1 02-1 1 0  
exercises, 1 1 0-1 1 2  
linear second-order two-point bound­

ary value problems, 8 8-93 
second-order problems in the plane, 

99-1 02 
semilinear second-order two-point 

boundary value problems, 93-99 
Regression, finite element, 69-86 

error analysis, 78-84 
exercises, 84-85 
one-dimensional problems, 69-75 
two-dimensional problems, 76-78 

Ritz procedure for an optimal control 
problem, 1 4 1 - 1 5 1  

error bounds, 1 45-1 50 
exercises, 1 50 
formulation of the procedure, 1 4 1 - 1 45 

Rolle's Theorem, 4, 7, 1 8 , 35 ,  53  

5 

Schmidt Inequalities, 37 ,  38 ,  84, 92 
Second Integral Relation 

piecewise cubic hermite interpolation, 
32, 34, 4 1 ,  42 

piecewise linear interpolation, 1 6  
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Second Integral Relation (cont. ) 
spline interpolation, 53 ,  54, 62 

Second-order problems in the plane, 99-
1 02 

Semilinear second-order two-point bound­
ary value problems, 93-99 

Simpon's rule, 57 
Spline interpolation, 44-63 

error analysis, 5 1 -60 
exercises, 61-63 
First Integral Relation, 52, 62 
one-dimensional problems, 44-49 
piecewise cubic hermite interpolation 

and, 44 
Second Integral Relation, 5 3 ,  54, 62 
two-dimensional problems, 49-5 1 

T 

Taylor series, 97 
Taylor's Theorem, 6 
Tchebyscheff approximation, 78 
Two-dimensional problems 

finite element regression, 76-78 
piecewise cubic hermite interpolation, 

29-3 1 
piecewise linear interpolation, 1 3- 1 4  
spline interpolation, 49-5 1 

u 

Uniform partitions, 29 
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