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1 Basic on differential geometry: topological and differentiable
manifolds.

1.1 General topology.

Let us summarize several basic definitions and results of general topology. The proofs of the
various statements can be found in every textbook of general topology.

1.1.1. We recall the reader that a topological space is a pair (X,T) where X is a set and T

is a class of subsets of X, called topology, which satisfies the following three properties.
(i) X, ∅ ∈ T.
(ii) If {Xi}i∈I ⊂ T, then ∪i∈IXi ∈ T (also if I is uncountable).
(iii) If X1, . . . , Xn ∈ T, then ∩i=1,...,nXi ∈ T.
As an example, consider any set X endowed with the class P(X), i.e., the class of all the subsets
of X. That is a very simple topology which can be defined on each set, e.g. Rn.
1.1.2. If (X,T) is a topological space, the elements of T are said to be open sets. A subset K
of X is said to be closed if X \K is open. It is a trivial task to show that the (also uncountable)
intersection closed sets is a closed set. The closure U of a set U ⊂ X is the intersection of all
the closed sets K ⊂ X with U ⊂ K.
1.1.2. If X is a topological space and f : X → R is any function, the support of f , suppf , is
the closure of the set of the points x ∈ X with f(x) 6= 0.
1.1.3. If (X,T) and (Y,U) are topological spaces, a mapping f : X → Y is said to be continuous
if f−1(T ) is open for each T ∈ U. The composition of continuous functions is a continuous
function. An injective, surjective and continuous mapping f : X → Y , whose inverse mapping
is also continuous, is called homomorphism from X to Y . If there is a homeomorphism
from X to Y these topological spaces are said to be homeomorphic. There are properties of
topological spaces and their subsets which are preserved under the action of homeomorphisms.
These properties are called topological properties. As a simple example notice that if the
topological spaces X and Y are homeomorphic under the homeomorphism h : X → Y , U ⊂ X
is either open or closed if and only if h(U) ⊂ Y is such.
1.1.4. If (X,T) is a topological space, a class B ⊂ T is called base of the topology, if each
open set turns out to be union of elements of B. A topological space which admits a countable
base of its topology is said to be second countable. If (X,T) is second countable, from any
base B it is possible to extract a subbase B′ ⊂ B which is countable. It is clear that second
countability is a topological property.
1.1.5. It is a trivial task to show that, if {Ti}i∈T is a class of topologies on the set X, ∩i∈ITi is
a topology on X too.
1.1.6. If A is a class of subsets of X 6= ∅ and CA is the class of topologies T on X with A ⊂ T,
TA := ∩T⊂CA

T is called the topology generated by A. Notice that CA 6= ∅ because the set
of parts of X, P(X), is a topology and includes A.
It is simply proved that if A = {Bi}i∈I is a class of subsets of X 6= ∅, A is a base of the topoplogy
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on X generated by A itself if and only if

(∪i∈I′Bi) ∩
(
∪j∈I′′Bj

)
= ∪k∈KBk

for every choice of I ′, I ′′ ⊂ I and a corresponding K ⊂ I.
1.1.7. If A ⊂ X, where (X,T) is a topological space, the pair (A,TA) where, TA := {U ∩A | U ∈
T}, defines a topology on A which is called the topology induced on A by X. The inclusion
map, that is the map, i : A ↪→ X, which sends every a viewed as an element of A into the same a
viewed as an element of X, is continuous with respect to that topology. Moreover, if f : X → Y
is continuous, X,Y being topological spaces, f �A: A→ f(A) is continuous with respect to the
induced topologies on A and f(A) by X and Y respectively, for every subset A ⊂ X.
1.1.8. If (X,T) is a topological space and p ∈ X, a neighborhood of p is an open set U ⊂ X
with p ∈ U . If X and Y are topological spaces and x ∈ X, f : X → Y is said to be continuous
in x, if for every neighborhood of f(x), V ⊂ Y , there is a neighborhood of x, U ⊂ X, such
that f(U) ⊂ V . It is simply proven that f : X → Y as above is continuous if and only if it is
continuous in every point of X.
1.1.9. A topological space (X,T) is said to be connected if there are no open sets A,B 6= ∅ with
A∩B = ∅ and A∪B = X. It turns out that if f : X → Y is continuous and the topological space
X is connected, then f(Y ) is a connected topological space when equipped with the topology
induced by the topological space Y . In particular, connectedness is a topological property.
1.1.10. A topological space (X,T) is said to be connected by paths if, for each pair p, q ∈ X
there is a continuous path γ : [0, 1] → X such that γ(0) = p, γ(1) = q. The definition can be
extended to subset of X considered as topological spaces with respect to the induced topology. It
turns out that a topological space connected by paths is connected. In particular, connectedness
by paths is a topological property.
1.1.11. If Y is any set in a topological space X, a covering of Y is a class {Xi}i∈I , Xi ⊂ X
for all i ∈ I, such that Y ⊂ ∪i∈IXi. A topological space (X,T) is said to be compact if from
each covering of X made of open sets, {Xi}i∈I , it is possible to extract a covering {Xj}j∈J⊂I
of X with J finite. A subset K of a topological space X is said to be compact if it is compact
as a topological space when endowed with the topology induced by X (this is equivalent to say
that K ⊂ X is compact whenever every covering of K made of open sets of the topology of X
admits a finite subcovering).
If (X,T) and (Y, S) are topological spaces, the former is compact and φ : X → Y is continuous,
then Y is compact. In particular compactness is a topological property.
Each closed subset of a compact set is compact. Similarly, if K is a compact set in a Hausdorff
topological space (see below), K is closed. Each compact set K is sequentially compact,
i.e., each sequence S = {pk}k∈N ⊂ K admits some accumulation point s ∈ K, (i.e, each
neighborhood of s contains some element of S). If X is a topological metric space (see below),
sequentially compactness and compactness are equivalent.
1.1.12. A topological space (X,T) is said to be Hausdorff if each pair (p, q) ∈ X×X admits a
pair of neighborhoods Up, Uq with p ∈ Up, q ∈ Uq and Up∩Uq = ∅. If X is Hausdorff and x ∈ X
is a limit of the sequence {xn}n∈N ⊂ X, this limit is unique. Hausdorff property is a topological
property.
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1.1.13. A semi metric space is a set X endowed with a semidistance, that is d : X ×X →
[0,+∞), with d(x, y) = d(y, x) and d(x, y) + d(y, z) ≥ d(x, z) for all x, y, z ∈ X. If d(x, y) = 0
implies x = y the semidistance is called distance and the semi metric space is called metric
space. Either in semi metric space or metric spaces, the open metric balls are defined as
Bs(y) := {z ∈ Rn | d(z, y) < s}. (X, d) admits a preferred topology called metric topology
which is defined by saying that the open sets are the union of metric balls. Any metric topology
is a Hausdorff topology. It is very simple to show that a mapping f : A → M2, where A ⊂ M1

and M1, M2 are semimetric spaces endowed with the metric topology, is continuous with respect
to the usual ”ε− δ” definition if and only f is continuous with respect to the general definition
of given above, considering A a topological space equipped with the metric topology induced by
M1.
1.1.14. If X is a vector space with field K = C or R, a semidistance and thus a topology can
be induced by a seminorm. A semi norm on X is a mapping p : X → [0,+∞) such that
p(av) = |a|p(v) for all a ∈ K, v ∈ X and p(u + v) ≤ p(u) + p(v) for all u, v ∈ X. If p is a
seminorm on V , d(u, v) := p(u − v) is the semidistance induced by p. A seminorm p such
that p(v) = 0 implies v = 0 is called norm. In this case the semidistance induced by p is a
distance.

A few words about the usual topology of Rn are in order. That topology, also called the Eu-
clidean topology, is a metric topology induced by the usual distance d(x, y) =

√∑n
i=1(xi − yi)2,

where x = (x1, . . . , xn) and y = (y1, . . . , yn) are points of Rn. That distance can be induced by
a norm ||x|| =

√∑n
i=1(xi)2. As a consequence, an open set with respect to that topology is any

set A ⊂ Rn such that either A = ∅ or each x ∈ A is contained in a open metric ball Br(x) ⊂ A
(if s > 0, y ∈ Rn, Bs(y) := {z ∈ Rn | ||z − y|| < s}). The open balls with arbitrary center and
radius are a base of the Euclidean topology. A relevant property of the Euclidean topology of
Rn is that it admits a countable base i.e., it is second countable. To prove that it is sufficient to
consider the open balls with rational radius and center with rational coordinates. It turns out
that any open set A of Rn (with the Euclidean topology) is connected by paths if it is open and
connected. It turns out that a set K of Rn endowed with the Euclidean topology is compact
if and only if K is closed and bounded (i.e. there is a ball Br(x) ⊂ Rn with r < ∞ with
K ⊂ Br(x)).

Exercises 1.1
1.1.1. Show that Rn endowed with the Euclidean topology is Hausdorff.
1.1.2. Show that the open balls in Rn with rational radius and center with rational coordinates
define a countable base of the Euclidean topology.
(Hint. Show that the considered class of open balls is countable because there is a one-to-one
mapping from that class to Qn×Q. Then consider any open set U ∈ Rn. For each x ∈ U there is
an open ball Brx(x) ⊂ U . Since Q is dense in R, one may change the center x to x′ with rational
coordinates and the radius rr to r′x′ which is rational, in order to preserve x ∈ Cx := Br′x′ (x

′).
Then show that ∪xCx = U .)
1.1.3. Consider the subset of R2, C := {(x, sin 1

x) | x ∈]0, 1]} ∪ {(x, y) | x = 0, y ∈ R}. Is C
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path connected? Is C connected?
1.1.4. Show that the disk {(x, y) ∈ R2 | x2 + y2 < 1} is homeomorphic to R2. Generalize the
result to any open ball (with center and radius arbitrarily given) in Rn.
(Hint. Consider the mapping (x, y) 7→ (x/(1−

√
x2 + y2), y/(1−

√
x2 + y2)). The generalization

is straightforward).
1.1.5. Let f : M → N be a continuous bijective mapping and M , N topological spaces, show
that f is a homeomorphism if N is Hausdorff and M is compact.
(Hint. Start by showing that a mapping F : X → Y is continuous if and only if for every
closed set K ⊂ Y , F−1(K) is closed. Then prove that f−1 is continuous using the properties of
compact sets in Hausdorff spaces.)

1.2 Topological Manifolds.

Def.1.1. (Topological Manifold.) A topological space (X,T) is called topological manifold
of dimension n if X is Hausdorff, second countable and is locally homeomorphic to Rn, that
is, for every p ∈ X there is a neighborhood Up 3 p and a homeomorphism φ : Up → Vp where
Vp ⊂ Rn is an open set (equipped with the topology induced by Rn).

Remarks.
(1) The homeomorphism φ may have co-domain given by Rn itself.
(2) We have assumed that n is fixed, anyway one may consider a Hausdorff connected topolog-
ical space X with a countable base and such that, for each x ∈ X there is a homeomorphism
defined in a neighborhood of x which maps that neighborhood into Rn were n may depend
on the neighborhood and the point x. An important theorem due to Whitehead shows that,
actually, n must be a constant if X is connected. This result is usually stated by saying that
the dimension of a topological manifold is a topological invariant.
(3) The Hausdorff requirement could seem redundant since X is locally homeomorphic to Rn

which is Hausdorff. The following example shows that this is not the case. Consider the set
X := R ∪ {p} where p 6∈ R. Define a topology on X, T, given by all of the sets wich are
union of elements of E ∪ Tp, where E is the usual Euclidean topology of R and U ∈ Tp iff
U = (V0 \ {0}) ∪ {p}, V0 being any neighborhood of 0 in E. The reader should show that T

is a topology. It is obvious that (X,T) is not Hausdorff since there are no open sets U, V ∈ T

with U ∩ V = 0 and 0 ∈ U , p ∈ V . Anyhow, each point x ∈ X admits a neighborhood which is
homeomorphic to R: R = {p} ∪ (R \ {0}) is homeomorphic to R itself and is a neighborhood of
p. It is trivial to show that ther are sequences in X which admit two different limits.
(4). The simplest example of topological manifold is Rn itself. An apparently less trivial ex-
ample is an open ball (with finite radius) of Rn. However it is possible to show (see Exercise
1.1.4) that an open ball (with finite radius) of Rn is homeomorphic to Rn itself so this example
is rather trivial anyway. One might wonder if there are natural mathematical objects which are
topological manifolds with dimension n but are not Rn itself or homeomorphic to Rn itself. A
simple example is a sphere S2 ⊂ R3. S2 := {(x, y, x) ∈ R3 | x2 + y2 + z2 = 1}. S2 is a topological
space equipped with the topology induced by R3 itself. It is obvious that S2 is Hausdorff and
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has a countable base (the reader should show it). Notice that S2 is not homeomorphic to R2

because S2 is compact (being closed and bounded in R3) and R2 is not compact since it is
not bounded. S2 is a topological manifold of dimension 2 with local homomorphisms defined as
follows. Consider p ∈ S2 and let Πp be the plane tangent at S2 in p equipped with the topology
induced by R3. With that topology Πp is homeomorphic to R2 (the reader should prove it).
Let φ be the orthogonal projection of S2 on Πp. It is quite simply proven that φ is continuous
with respect to the considered topologies and φ is bijective with continuous inverse when re-
stricted to the open semi-sphere which contains p as the south pole. Such a restriction defines
a homeomorphism from a neighborhood of p to an open disk of Πp (that is R2). The same pro-
cedure can be used to define local homeomorphisms referred to neighborhoods of each point of S2.

1.3 Differentiable Manifolds.

If f : Rn → Rn it is obvious the meaning of the statement ”f is differentiable”. However, in
mathematics and in physics there exist objects which look like Rn but are not Rn itself (e.g. the
sphere S2 considered above), and it is useful to consider real valued mappingsf defined on these
objects. What about the meaning of ”f is differentiable” in these cases? A simple example is
given, in mechanics, by the configuration space of a material point which is constrained to belong
to a circle S1. S1 is a topological manifold. There are functions defined on S1, for instance the
mechanical energy of the point, which are assumed to be ”differentiable functions”. What does
it mean? An answer can be given by a suitable definition of a differentiable manifold. To that
end we need some preliminary definitions.

Def.1.2.(k-compatible local charts.) Consider a topological manifold M with dimension n.
A local chart or local coordinate system on M is pair (U, φ) where U ⊂M is open, U 6= ∅,
and φ : p 7→ (x1(p), . . . , xn(p)) is a homeomorphism from U to the open set φ(U) ⊂ Rn. More-
over:
(a) a local chart (U, φ) is called global chart if U = M ;
(b) two local charts (U, φ), (V, ψ) are said to be Ck-compatible, k ∈ (N \ {0})∪{∞}, if either
U ∩ V = ∅ or, both φ ◦ ψ−1 : ψ(U ∩ V ) → Rn and ψ ◦ φ−1 : φ(U ∩ V ) → Rn are of class Ck.

The given definition allow us to define a differentiable atlas of order k ∈ (N \ {0}) ∪ {∞}.

Def.1.3.(Atlas on a manifold.) Consider a topological manifold M with dimension n. A dif-
ferentiable atlas of order k ∈ (N\{0})∪{∞} on M is a class of local charts A = {(Ui, φi)}i∈I
such that :
(1) A covers M , i.e., M = ∪i∈IUi,
(2) the charts of A are pairwise Ck-compatible.

Remark. An atlas of order k ∈ N \ {0} is an atlas of order k − 1 too, provided k − 1 ∈ N \ {0}.
An atlas of order ∞ is an atlas of all orders.
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Finally, we give the definition of differentiable structure and differentiable manifold of order
k ∈ (N \ {0}) ∪ {∞}.

Def.1.4.(Ck-differentiable structure and differentiable manifold.) Consider a topological
manifold M with dimension n, a differentiable structure of order k ∈ (N \ {0}) ∪ {∞} on
M is an atlas M of order k which is maximal with respect to the Ck-compatibility requirement.
In other words if (U, φ) 6∈ M is a local chart on M , (U, φ) is not Ck-compatible with some local
chart of M.
A topological manifold equipped with a differentiable structure of order k ∈ (N \ {0}) ∪ {∞} is
said to be a differentiable manifold of order k.

We leave to the reader the proof of the following proposition.

Proposition 1.1. Referring to Def.1.4, if the local charts (U, φ) and (V, ψ) are separately Ck

compatible with all the charts of a Ck atlas, then (U, φ) and (V, ψ) are Ck compatible.

This result implies that given a Ck atlas A on a topological manifold M , there is exactly one
Ck-differentiable structure MA such that A ⊂ MA. This is the differentiable structure which
is called generated by A. MA is nothing but the union of A with the class of all of the local
charts which are are compatible with every chart of A.

Comments.
(1) Rn has a natural structure of C∞-differentiable manifold which is connected and path con-
nected. The differentiable structure is that generated by the atlas containing the global chart
given by the canonical coordinate system, i.e., the components of each vector with respect to
the canonical basis.
(2) Consider a real n-dimensional affine space, An. This is a triple (An, V,~.) where An is a
set whose elements are called points, V is a real n-dimensional vector space and ~. : An×An → V
is a mapping such that the two following requirements are fulfilled.
(i) For each pair P ∈ An, v ∈ V there is a unique point Q ∈ An such that

−−→
PQ = v.

(ii)
−−→
PQ+

−−→
QR =

−→
PR for all P,Q,R ∈ An.

−−→
PQ is called vector with initial point P and final point Q. An affine space equipped with a
(pseudo) scalar product (defined on the vector space) is called (pseudo) Euclidean space.
Each affine space is a connected and path-connected topological manifold with a natural C∞

differential structure. These structures are built up by considering the class of natural global
coordinate systems, the Cartesian coordinate systems, obtained by fixing a point O ∈ An

and a vector basis for the vectors with initial point O. Varying P ∈ An, the components of each
vector

−−→
OP with respect to the chosen basis, define a bijective mapping f : An → Rn and the

Euclidean topology of Rn induces a topology on An by defining the open sets of An as the sets
B = f−1(D) where D ⊂ Rn is open. That topology does not depend on the choice of O and the
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basis in V and makes the affine space a topological n-dimensional manifold. Notice also that
each mapping f defined above gives rise to a C∞ atlas. Moreover, if g : An → Rn is another
mapping defined as above with a different choice of O and the basis in V , f ◦ g−1 : Rn → Rn

and g ◦ f−1 : Rn → Rn are C∞ because they are linear non homogeneous transformations.
Therefore, there is a C∞ atlas containing all of the Cartesian coordinate systems defined by
different choices of origin O and basis in V . The C∞-differentible structure generated by that
atlas naturally makes the affine space a n-dimensional C∞-differentiable manifold.
(3) The sphere S2 defined above gets a C∞-differentiable structure as follows. Considering all
of local homomorphisms defined in Remark (4) above, they turn out to be C∞ compatible and
define a C∞ atlas on S2. That atlas generates a C∞-differentiable structure on Sn. (Actually
it is possible to show that the obtained differentiable structure is the only one compatible with
the natural differentiable structure of R3, when one requires that S2 is an embedded submanifold
of R3.)
(4) A classical theorem by Whitney shows that if a topological manifold admits a C1-differentiable
structure, then it admits a C∞-differentiable structure which is contained in the former. More-
over a topological n-dimenasional manifold may admit none or several different and not diffeo-
morphic (see below) C∞-differentiable structures. E.g., it happens for n = 4.

Important note. From now on ”differential” and ”differentiable” without further indication
mean C∞-differential and C∞-differentiable respectively. Due to comment (4) above, we develop
the theory in the C∞ case only. However, several definitions and results may be generalized to
the Ck case with 1 ≤ k <∞

Exercises 1.2.
1.2.1. Show that the group SO(3) is a three-dimensional differentiable manifold.

Equipped with the given definitions, we can state de definition of a differentiable function.

Def.1.5.(Differentiable functions and diffeomorphisms.) Consider a mapping f : M →
N , where M and N are differentiable manifolds with dimension m and n.
(1) f is said to be differentiable at p ∈M if the function:

ψ ◦ f ◦ φ−1 : φ(U) → Rn ,

is differentiable, for some local charts (V, ψ), (U, φ) on N and M respectively with p ∈ U ,
f(p) ∈ V and f(U) ⊂ V .
(2) f is said to be differentiable if it is differentiable at every point of M .
The real vector space of all differentiable functions from M to N is indicated by D(M |N) or
D(M) for N = R.
If M and N are differentiable manifolds and f ∈ D(M |N) is bijective and f−1 ∈ D(N |M), f
is called diffeomorphism from M to N . If there is a diffeomorphism from the differentiable
manifold M to the differentiable manifold N , M and N are said to be diffeomorphic.

9



Remarks.
(1) It is clear that a differentiable function (at a point p) is continuous (in p).
(2) It is simply proved that the definition of function differentiable at a point p does not depend
on the choice of the local charts used in (1) of the definition above.
(3) Notice that D(M) is also a commutative ring with multiplicative and addictive unit el-
ements if endowed with the product rule f · g : p 7→ f(p)g(p) for all p ∈ M and sum rule
f + g : p 7→ f(p) + g(p) for all p ∈ M . The unit elements with respect to the product and sum
are respectively the constant function 1 and the constant function 0. However D(M) is not a
field, because there are elements f ∈ D(M) with f 6= 0 without (multiplicative) inverse element.
It is sufficient to consider f ∈ D(M) with f(p) = 0 and f(q) 6= 0 for some p, q ∈M .
(4) Consider two differentiable manifolds M and N such that they are defined on the same
topological space but they can have different differentiable structures. Suppose also that they
are diffeomorphic. Can we conclude that M = N? In other words:
Is it true that the differentiable structure of M coincides with the differentiable structure of N
whenever M and N are defined on the same topological space and are diffeomorphic?
The following example shows that the answer can be negative. Consider M and N as one-
dimensional Ck-differentiable manifolds (k > 0) whose associated topological space is R equipped
with the usual Euclidean topology. The differentiable structure of M is defined as the differen-
tiable structure generated by the atlas made of the global chart f : M → R with f : x 7→ x,
whereas the differentiable structure ofN is given by the assignment of the global chart g : N → R
with g : x 7→ x3. Notice that the differentiable structure of M differs from that of N because
f ◦ g−1 : R → R is not differentiable in x = 0. On the other hand M and N are diffeomorphic!
Indeed a diffeomorphism is nothing but the map φ : M → N completely defined by requiring
that g ◦ φ ◦ f−1 : x 7→ x for every x ∈ R.
(5) A subsequent very intriguing question arises by the remark (4):
Is there a topological manifold with dimension n which admits different differentiable structures
which are not diffeomorphic to each other differentkly from the example given above?
The answer is yes. More precisely, it is possible to show that 1 ≤ n < 4 the answer is negative,
but for some other values of n, in particular n = 4, there are topological manifolds which admit
differentiable structures that are not diffeomorphic to each other. When the manifold is Rn or
a submanifold, with the usual topology and the usual differentiable structure, the remaining
nondiffeomorphic differentiable structures are said to be exotic. The first example was found by
Whitney on the sphere S7. Later it was proven that the same space R4 admits exotic structures.
Finally, if n ≥ 4 once again, there are examples of topological manifolds which do not admit
any differentiable structure (also up to homeomorphisms ).
It is intriguing to remark that 4 is the dimension of the spacetime.
(6) Similarly to differentiable manifolds, it is possible to define analytic manifolds. In that case
all the involved functions used in changes of coordinate frames, f : U → Rn (U ⊂ Rn) must be
analytic (i.e. that must admit Taylor expansion in a neighborhood of any point p ∈ U). Analytic
manifolds are convenient spaces when dealing with Lie groups. (Actually a celebrated theorem
shows that a differentiable Lie groups is also an analytic Lie group.) It is simply proved that
an affine space admits a natural analytic atlas and thus a natural analytic manifold structure

10



obtained by restricting the natural differentiable structure.

1.4 Some Technical Lemmata. Differentiable Partitions of Unity.

In this section we present a few technical results which are very useful in several topics of differ-
ential geometry and tensor analysis. The first two lemmata concerns the existence of particular
differentiable functions which have compact support containing a fixed point of the manifold.
These functions are very useful in several applications and basic constructions of differential
geometry (see next section).

Lemma 1.1. If x ∈ Rn and x ∈ Br(x) ⊂ Rn where Br(x) is any open ball centered in x with
radius r > 0, there is a neighborhood Gx of x with Gx ⊂ Br(x) and a differentiable function
f : Rn → R such that:
(1) 0 ≤ f(y) ≤ 1 for all y ∈ Rn,
(2) f(y) = 1 if y ∈ Gx,
(3) f(y) = 0 if y 6∈ Br(x).

Proof. Define
α(r) := e

1
(t+r)(t+r/2)

for r ∈ [−r,−r/2] and α(r) = 0 outside [−r,−r/2]. α ∈ C∞(R) by construction. Then define:

β(t) :=

∫ t
−∞ α(s)ds∫ −r/2
−r α(s)ds

.

This C∞(R) function is nonnegative, vanishes for t ≤ −r and takes the constant value 1 for
t ≥ −r/2. Finally define

f(x) := β(−||x− y||) .

This function is C∞(Rn) and nonnegative, it vanishes for ||x − y|| ≥ r and takes the constant
value 1 if ||x− y|| ≤ r/2 so that GP = Br/2(x) 2.

Lemma 1.2. Let M be a differentiable manifold. For every p ∈M and every open neighborhood
of p, Up, there is a open neighborhoods of p, Vp and a mapping h ∈ D(M) such that:
(1) Vp ⊂ Up,
(2) 0 ≤ h(q) ≤ 1 for all q ∈M ,
(3) h(q) = 1 if q ∈ Vp,
(4) h(q) = 0 if x 6∈ Up.
h is called hat function centered on p with support contained in Up.

Proof. We use the notation and the construction of lemma 1.1. It is sufficient to consider a
local chart (W,φ) with p ∈ W . Then define x = φ(p), and take r > 0 sufficiently small so that,
Br(x) ⊂ φ(Up) and Br(x) ⊂ φ(W ). Finally define Vp := φ−1(Gx) so that (1) holds true, and

11



h(q) = f(φ(q)) for q ∈ W and h(q) = 0 if q 6∈ W . The function h satisfies all requirements
(2)-(4). The differentiability is the requirement not completely trivial to show. Notice that, if
q ∈ W or q ∈ M \W there is a neighborood of q completely contained in, respectively, W or
M \W where the function is smoothly defined. The crucial points are those of the remaining
set ∆W := M \ (W ∪ (M \W )). Their treatement is quite subtle. First notice that the support
of f in M , K, coincides with the support of f in W .
Indeed, as f vanishes outside W , possible further points of the support of f in M must belong
to the closure of the set {p ∈W |f(p) = 0} with respect to the topology of M (which is different
from that of W ). However, this cannot happen if K is closed also in M . K is compact (in W )
by construction. As the topology of W is that induced by M , K remains compact in M too by
general properties of compact sets. As M is Hausdorff K is closed also in M . So K is both the
support of f in W and in M .
If q ∈ ∆W , q 6∈W and thus q 6∈ K ⊂W . Using the fact that K is compact and M Hausdorff one
proves that there is a neighborhood of the considered point q (6∈ K) which does not intersect
K = supp f . In that neighborhood f = 0 by definition of support. As a consequence f is
trivially differentiable also in the points q ∈ ∆W . We have prove that f is differentiable in the
points of the three disjoint sets W , M \W and ∆W whose union is M itself. In other words f
is differentiable at every point of M . 2

Remark. Hausdorff property plays a central rôle in proving the smoothness of hat functions de-
fined in the whole manifold by the natural extension f(q) = 0 outside the initial smaller domain
W . Indeed, first of all it plays a crucial rôle in proving that the support of f in W coincides with
the support of f in M . This is not a trivial result. Using the non-Hausdorff, second-countable,
locally homeomorphic to R, topological space M = R∪{p} defined in Remark (3) after Def.1.1,
one simply finds a counterexample. Define the hat function f , as said above, first in a neighbor-
hood W of 0 ∈ R such that W is completely contained in the real axis and f has support compact
in W . Then extend it on the whole M by stating that f vanishes outside W . The support of the
extended function f in M diffears from the support of f referred to the topology of W : Indeed
the point p belongs to the former support but it does not belong to the latter. As an immediate
consequence the extended function f is not continuous (and not differentiable) in M because it
is not continuous in p. To see it, take the sequence of the reals 1/n ∈ R with n = 1, 2, . . .. That
sequence converges both to 0 and p and trivially limn→+∞ f(1/n) = f(0) = 1 6= f(p) = 0.

Let us make contact with a very useful tool of differential geometry: the notion of paracom-
pactness. Some preliminary definitions are necessary. If (X,T) is a topological space and
C = {Ui}i∈I ⊂ T is a covering of X, the covering C′ = {Vj}j∈J ⊂ T is said to be a refinement
of C if every j ∈ J admits some i(j) ∈ I with Vj ⊂ Ui(j). A covering {Ui}i∈I of X is said to be
locally finite if each x ∈ X admits an open neighborhood Gx such that the subset Ix ⊂ I of
the indices k ∈ Ix with Gx ∩ Uk 6= ∅ is finite.

Def.1.5. (Paracompactness.) A topological space (X,T) is said to be paracompact if every
covering of X made of open sets admits a locally finite refinement.

12



It is simply proven that a second-countable, Hausdorff, topological space X is paracompact if
it is locally compact, i.e. every point x ∈ X admits an open neighborhood Up such that
Up is compact. As a consequence every topological (or differentiable) manifold is paracompact
because it is Hausdorff, second countable and locally homeomorphic to Rn which, in turn, is
locally compact.

Remark. It is possible to show (see Kobayashi and Nomizu: Foundations of Differential Geome-
try. Vol I, Interscience, New York, 1963) that, if X is a paracompact topological space which is
also Hausdorff and locally homeomorphic to Rn, X is second countable. Therefore, a topological
manifold can be equivalently defined as a paracompact topological space which is Hausdorff and
locally homeomorphic to Rn.

The paracompactness of a differentiable manifold has a important consequence, namely the ex-
istence of a differentiable partition of unity.

Def.1.6. (Partition of Unity.) Given a locally finite covering of a differentiable manifold M ,
C = {Ui}i⊂I , where every Ui is open, a partition of unity subordinate to C is a collection of
functions {fj}j∈J ⊂ D(M) such that:
(1) suppfi ⊂ Ui for every i ∈ I,
(2) 0 ≤ fi(x) ≤ 1 for every i ∈ I and every x ∈M ,
(3)

∑
i∈I fi(x) = 1 for every x ∈M .

Remarks.
(1) Notice that, for every x ∈M , the sum in property (3) above is finite because of the locally
finiteness of the covering.
(2) It is worth stressing that there is no analogue for a partition of unity in the case of an
analytic manifold M . This is because if fi : M → R is analytic and suppfi ⊂ Ui where Ui is
sufficiently small (such that, more precisely, Ui is not a connected component of M and M \ Ui
contains a nonempty open set), fi must vanish everywhere in M .

Using sufficiently small coordinate neighborhoods it is possible to get a covering of a differen-
tiable manifold made of open sets whose closures are compact. Using paracompactness one finds
a subsequent locally finite covering which made of open sets whose closures are compact.

Theorem 1.1. (Existence of a partition of unity.) Let M a differentiable manifold and
C = {Ui}i∈I a locally finite covering made of open sets such that Ui is compact. There is a
partition of unity subordinate to C.

Proof. See Kobayashi and Nomizu: Foundations of Differential Geometry. Vol I, Interscience,
New York, 1963. 2
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2 Tensor Fields in Manifolds and Associated Geometric Struc-
tures.

2.1 Tangent and cotangent space in a point.

We introduce the tangent space by a direct construction. A differentiable curve or differen-
tiable path γ : (−εγ ,+εγ) → N , εγ > 0, where N is a differentiable manifold, is a mapping
of D(Mεγ |N), with M = (−εγ ,+εγ) equipped with the natural differentiable structure induced
by R. εγ depends on γ. If p ∈ M is any point of a n-dimensional differentiable manifold, Qp
denotes the set of differentiable curves γ with γ(0) = p.
Then consider the relation on Qp:

γ ∼ γ′ if and only if
dxiγ
dt

|t=0 =
dxiγ′

dt
|t=0 .

Above, we have singled out a local coordinate system φ : q 7→ (x1, . . . xn) defined in a neighbor-
hood U of p, and t 7→ xiγ(t) denotes the i-th component of the mapping φ ◦ γ. Notice that the
above relation is well defined, in the sense that it does not depend on the particular coordinate
system about p used in the definition. Indeed if ψ : q 7→ (y1, . . . yn) is another coordinate system
defined in a neighborhood V of p, it holds

dxiγ
dt

|t=0 =
∂xi

∂yj
|ψ◦γ(0)

dyjγ
dt
|t=0 .

The n× n matrices J(q) and J ′(q) of coefficients, respectively,

∂xi

∂yj
|ψ(q) ,

and
∂yk

∂xl
|φ(q) ,

defined in each point q ∈ U ∩ V , are non-singular. This is because, deriving the identity:

(φ ◦ ψ−1) ◦ (ψ ◦ φ−1) = idφ(U∩V ) ,

one gets:
∂xi

∂yj
|ψ(q)

∂yj

∂xk
|φ(q) =

∂xi

∂xk
|φ(q) = δik .

This is nothing but
J(q)J ′(q) = I ,

and thus
detJ(q) detJ ′(q) = 1 ,
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which implies detJ ′(q), detJ(q) 6= 0. Therefore the matrices J(q) and J ′(q) are invertible and in
particular: J ′(q) = J(q)−1. Using this result, one simply gets that the definition

γ ∼ γ′ if and only if
dxiγ
dt

|t=0 =
dxiγ′

dt
|t=0 ,

can equivalently be stated as

γ ∼ γ′ if and only if
dyjγ
dt
|t=0 =

dyjγ′

dt
|t=0 .

∼ is well defined and is an equivalence relation as one can trivially prove. Thus the quotient
space TpM := Qp/ ∼ is well defined too. If γ ∈ Qp, the associated equivalence class [γ] ∈ TpM
is called the vector tangent to γ in p.

Def.2.1.(Tangent space.) If M is a differentiable manifold and p ∈M , the set TpM := Qp/ ∼
defined as above is called the tangent space at M in p.

As next step we want to define a vector space structure on TpM . If γ ∈ [η],γ′ ∈ [η′] with
[η], [η′] ∈ TpM and α, β ∈ R, define α[η] + β[η′] as the equivalence class of the differentiable
curves γ′′ ∈ Qp such that, in a local coordinate system about p,

dxiγ′′

dt
|t=0 := α

dxiγ
dt

|t=0 + β
dxiγ′

dt
|t=0 ,

where the used curves are defined for t ∈]− ε,+ε[ with ε = Min(εγ , εγ′). Such a definition does
not depend on both the used local coordinate system and the choice of elements γ ∈ [η],γ′ ∈ [η′],
γ′′ we leave the trivial proof to the reader. The proof of the following lemma is straightforward
and is left to the reader.

Lemma 2.1. Using the definition of linear combination of elements of TpM given above, TpM
turns out to be a vector space on the field R. In particular the null vector is the class 0p ∈ TpM ,
where γ0p ∈ 0p if and only if, in local coordinates about p, xiγ(t) = xi(p) + tOi(t) where every
Oi(t) → 0 as t→ 0.

To go on, fix a chart (U,ψ) about p ∈ M , consider a vector V ∈ Rn. Take the differentiable
curve ΓV contained in ψ(U) ⊂ Rn (n is the dimension of the manifold M) which starts form
ψ(p) with initial vector V , ΓV : t 7→ tV + ψ(p) with t ∈] − δ, δ[ with δ > 0 small sufficiently.
Define a mapping Ψp : Rn → TpM by Ψp : V 7→ [ψ−1(ΓV )] for all V ∈ Rn.

We have a preliminary lemma.

Lemma 2.2. Referring to the given definitions, Ψp : Rn → TpM is a vector space isomorphism.
As a consequence, dimTpM = dimRn = n.
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Proof. Ψp : Rn → TpM is injective since if V 6= V ′, ψ−1(ΓV ) 6∼ ψ−1(ΓV ′) by construction.
Moreover Ψp is surjective because if [γ] ∈ TpM , ψ−1(ΓV ) ∼ γ when V = d

dt |t=0ψ(γ(t)). Finally
it is a trivial task to show that Ψp is linear if TpM is endowed with the vector space structure
defined above. Indeed αΨp(V ) + βΨp(W ) is the class of equivalence that contains the curves η
with (in the considered coordinates)

dxiη
dt
|t=0 = αV i + βW i .

Thus, in particular

[αΨp(V ) + βΨp(W )] = [(−ε, ε) 3 t 7→ t(αV + βW ) + ψ(p)]

for some ε > 0. Finally

[(−ε, ε) 3 t 7→ t(αV + βW ) + ψ(p)] = Ψp(αV + βW )

and this concludes the proof. 2

Def.2.2. (Basis induced by a chart.) Let M be a differentiable manifold, p ∈ M , and take
a chart (U,ψ) with p ∈ U . If E1, . . . , En is the canonical basis of Rn, epi = ΨpEi, i=1,. . . ,n,
define a basis in TpM which we call the basis induced in TpM by the chart (U,ψ).

Proposition 2.1. Let M be a n-dimensional differentiable manifold. Take p ∈M and two local
charts (U,ψ), (U ′, ψ′) with p ∈ U,U ′ and induced basis on TpM , {epi}i=1,...,n and {e′pj}j=1,...,n

respectively. If tp = tiepi = t′je′pj ∈ TpM then

t′
j =

∂x′j

∂xk
|ψ(p)t

k ,

or equivalently

epk =
∂x′j

∂xk
|ψ(p)e

′
pj ,

where x′j = (ψ′ ◦ ψ−1)j(x1, . . . , xn) in a neighborhood of ψ(p).

Proof. We want to show the thesis in the latter form, i.e.,

epk =
∂x′j

∂xk
|ψ(p)e

′
pj .

Each vector Ej of the canonical basis of the space Rn associated with the chart (U,ψ) can be
viewed as the tangent vector of the differentiable curve Γk : t 7→ tEk + ψ(p) in Rn. Such a
differentiable curve in Rn defines a differentiable curve in M , γk : t 7→ ψ−1(Γk(t)) which starts
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from p. In turn, in the set ψ′(U) ⊂ Rn this determines a curve Λk : t 7→ ψ′(γk(t)). In coordinates,
such a differentiable curve is given by

x′
j(t) = x′

j(x1(t), . . . , xn(t)) = x′
j(x1

p, . . . , t+ xkp, . . . , x
n
p ) ,

where xkp are the coordinates of p with respect to the chart (U,ψ). Taking the derivative at t = 0
we get the components of the representation of Ek with respect to the canonical basis E′1, · · · , E′n
of Rn associated with the chart (U ′, ψ′). In other words, making use of the isomorphism Ψp

defined above and the analogue Ψ′
p for the other chart (U ′, ψ′),

((Ψ′
p
−1 ◦Ψp)Ek)j =

∂x′j

∂xk
|ψ(p) ,

or

(Ψ′
p
−1 ◦Ψp)Ek =

∂x′j

∂xk
|ψ(p)E

′
j .

As Ψ′
p is an isomorphism, that is equivalent to

ΨpEk =
∂x′j

∂xk
|ψ(p)Ψ

′
pE

′
j ,

but epr = ΨpEr and e′pi = ΨpE
′
i and thus we have proven that

epk =
∂x′j

∂xk
|ψ(p)e

′
pj ,

which is the thesis.2

We want to show that there is a natural isomorphism between TpM and D̂pM , the latter being
the space of the derivations generated by operators ∂

∂xk |p. We need two preliminary definitions.

Def.2.3. (Derivations) Let M be a differentiable manifold. A derivation in p ∈ M is a
R-linear map Dp : D(M) → R, such that, for each pair f, g ∈ D(M):

Dpfg = f(p)Dpg + g(p)Dpf .

The R-vector space of the derivations in p is indicated by DpM .

Derivations exist and, in fact, can be built up as follows. Consider a local coordinate system
about p, (U, φ), with coordinates (x1, . . . , xn). If f ∈ D(M) is arbitrary, operators

∂

∂xk
|p : f 7→ ∂f ◦ φ−1

∂xk
|φ(p) ,
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are derivations. Notice also that, changing coordinates about p and passing to (V, ψ) with
coordinates (y1, . . . , yn) one gets:

∂

∂yk
|p =

∂xr

∂yk
|ψ(p)

∂

∂xr
|p .

Since the matrix J of coefficients ∂xr

∂yk |ψ(p) is not singular as we shown previously, the vector space

spanned by detrivations ∂
∂yk |p, for k = 1, . . . , n, coincides with that spanned by derivations ∂

∂xk |p
for k = 1, . . . , n. In the following we shall indicate such a common subspace of Dp(M) by D̂pM .
To go on, let us state and prove an important locality property of derivations.

Lemma 2.3. Let M be a differential manifold. Take any p ∈M and any Dp ∈ DpM .
(1) If h ∈ D(M) vanishes in a open neighborhood of p or, more strongly, h = 0 in the whole
manifold M ,

Dph = 0 .

(2) For every f, g ∈ D(M),
Dpf = Dpg ,

provided f(q) = g(q) in an open neighborhood of p.

Proof. By linearity, (1) entails (2). Let us prove (1). Let h ∈ D(M) a function which vanishes in
a small open neighborhood U of p. Shrinking U if necessary, by Lemma 1.2 we can find another
neighborhood V of p, with V ⊂ U , and a function g ∈ D(M) which vanishes outside U taking
the constant value 1 in V . As a consequence g′ := 1 − g is a function in D(M) which vanishes
in V and take the constant value 1 outside U . If q ∈ U one has g′(q)h(q) = g′(q) · 0 = 0 = h(q),
if q 6∈ U one has g′(q)h(q) = 1 · h(q) = h(q) hence h(q) = g′(q)h(q) for every q ∈ M . As a
consequence

Dph = Dpg
′h = g′(p)Dph+ h(p)Dpg

′ = 0 ·Dph+ 0 ·Dpg
′ = 0 .

2

As a final proposition we precise the interplay between DpM and TpM proving that actually
they are the same R-vector space via a natural isomorphism.
A technical lemma is necessary. We remind the reader that a open set U ⊂ Rn is said to be a
open starshaped neighborhood of p ∈ Rn if U is a open neighborhood of p and the closed Rn

segment pq is completely contained in U whenever q ∈ U . Every open ball centered on a point
p is an open starshaped neighborhood of p.

Lemma 2.4. (Flander’s lemma.) If f : B → R is C∞(B) where B ⊂ Rn is an open starshaped
neighborood of p0 = (x1

0, . . . , x
n
0 ), there are n differentiable mappigs gi : B → R such that, if

p = (x1, . . . , xn),

f(p) = f(p0) +
n∑
i=1

gi(p)(xi − xi0)
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with
gi(p0) =

∂f

∂xi
|p0

for all i = 1, . . . , n.

Proof. let p = (x1, . . . , xn) belong to B. The points of p0p are given by

yi(t) = xi0 + t(xi − xi0)

for t ∈ [0, 1]. As a consequence, the following equations holds

f(p) = f(p0) +
∫ 1

0

d

dt
f(p0 + t(p− p0))dt = f(p0) +

n∑
i=1

(∫ 1

0

∂f

∂xi
|p0+t(p−p0)dt

)
(xi − xi0) .

If

gi(p) :=
∫ 1

0

∂f

∂xi
|p0+t(p−p0)dt ,

so that

gi(p0) =
∫ 1

0

∂f

∂xi
|p0dt =

∂f

∂xi
|p0 ,

the equation above can be re-written:

f(x) = f(p0) +
n∑
i=1

gi(p)(xi − xi0) .

By construction the functios gi are C∞(B) as a direct consequence of theorems concernig deriva-
tion under the symbol of integration (based on Lebesgue’s dominate convergence theorem). 2

Proposition 2.2. Let M be a differentiable manifold and p ∈ M . There is a natural R-vector
space isomorphism F : TpM → DpM such that, if {epi}i=1,...,n is the basis of TpM induced by
any local coordinate system about p with coordinates (x1, . . . , xn), it holds:

F : tkepk 7→ tk
∂

∂xk
|p ,

for all tp = tkepk ∈ TpM . In particular the set { ∂
∂xk |p}k=1,...,n is a basis of DpM and thus every

derivation in p is a linear combination of derivations { ∂
∂xk |p}k=1,...,n.

Proof. The mapping

F : tkepk 7→ tk
∂

∂xk
|p

is a linear mapping from a n-dimensional vector space to the vector space generated by the
derivations { ∂

∂xk |p}k=1,...,n. Let us denote this latter space by D̂pM . F is trivially surjective,
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then it defines a isomorphism if { ∂
∂xk |p}k=1,...,n is a basis of D̂pM or, it is the same, if the

vectors D̂pM are linearly independent. Let us prove that these vectors are, in fact, linearly
independent. If (U, φ) is the considered local chart, with coordinates (x1, . . . , xn), it is sufficient
to use n functions f (j) ∈ D(M), j = 1, . . . , n such that f (j) ◦ φ(q) = xj(q) when q belongs to an
open neighborhood of p contained in U . This implies the linear independence of the considered
derivations. In fact, if:

ck
∂

∂xk
|p = 0 ,

then

ck
∂f (j)

∂xk
|p = 0 ,

which is equivalent to ckδjk = 0 or :

cj = 0 for all j = 1, . . . , n .

The existence of the functions f (j) can be straightforwardly proven by using Lemma 1.2. The
mapping f (j) : M → R defined as:
f (j)(q) = h(q)φj(q) if q ∈ U , where φj : q 7→ xj(q) for all q ∈ U ,
f (j)(q) = 0 if q ∈M \ U ,
turns out to be C∞ on the whole manifold M and satisfies (f (j)◦φ)(q) = xj(q) in a neighborhood
of p provided h is any hat function centered in p with support completely contained in U .
The isomorphism F does not depend on the used basis and thus it is natural. Indeed,

F : tkepk 7→ tk
∂

∂xk
|p

can be re-written as:

F : (
∂xk

∂x′i
t′
i)(
∂x′r

∂xk
e′pr) 7→ (

∂xk

∂x′i
t′
i)(
∂x′r

∂xk
∂

∂x′r
|p) .

Since
∂xk

∂x′i
∂x′r

∂xk
= δri ,

the identity above is noting but:

F : t′ie′pi 7→ t′
i ∂

∂x′i
|p .

To conclude the proof it is sufficient to show that D̂pM = DpM . In other words it is sufficient
to show that, if Dp ∈ DpM and considering the local chart about p, (U, φ) with coordinates
(x1, . . . , xn), there are n reals c1, . . . , cn such that

Dpf =
n∑
k=1

ck
∂f ◦ φ−1

∂xk
|p
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for all f ∈ D(M). To prove this fact we start from the expansion due to Lemma 2.3 and valid
in a neighborhood Up ⊂ U of φ(p):

(f ◦ φ−1)(φ(q)) = (f ◦ φ−1)(φ(p)) +
n∑
i=1

gi(φ(q))(xi − xip) ,

where φ(q) = (x1, . . . , xn) and φ(p) = (x1
p, . . . , x

n
p ) and

gi(φ(p)) =
∂(f ◦ φ−1)

∂xi
|φ(p) .

If h1, h2 are hat functions centered on p (see Lemma 1.2) with supports contained in Up define
h := h1 ·h2 and f ′ := h ·f . The multiplication of h and the right-hand side of the local expansion
for f written above gives rise to an expansion valid on the whole manifold:

f ′(q) = f(p)h(q) +
n∑
i=1

g′i(q)ri(q)

where the functions g′i, ri ∈ D(M) and

ri(q) = h2(q) · (xi − xip) = (xi − xip) in a neighborhood of p

while

g′i(p) = h1(p) ·
∂(f ◦ φ−1)

∂xi
|φ(p) =

∂(f ◦ φ−1)
∂xi

|φ(p) .

Moreover, by Lemma 2.3, Dpf
′ = Dpf since f = f ′ in a neighborhood of p. As a consequence

Dpf = Dpf
′ = Dp

(
f(p)h(q) +

n∑
i=1

g′i(q)ri(q)

)
.

Since q 7→ f(p)h(q) is constant in a neighborhood of p, Dpf(p)h(q) = 0 by Lemma 2.3. Moreover

Dp

(
n∑
i=1

g′i(q)ri(q)

)
=

n∑
i=1

(
g′i(p)Dpri + ri(p)Dpg

′
i

)
,

where ri(p) = (xip − xip) = 0. Finally we have found

Dpf =
n∑
i=1

cig′i(p) =
n∑
i=1

ck
∂f ◦ φ−1

∂xk
|φ(p) ,

where the coefficients
ci = Dpri
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do not depend on f by construction. This is the thesis and the proof ends. 2

Remark. With the given definition, it arises that any n-dimensional Affine space An admits
two different notions of vector. Indeed there are the vectors in the space of translations V used
in the definition of An itself. These vectors are also called free vectors. On the other hand,
considering An as a differentiable manifold as said in Comment (2) after Proposition 1.1, one can
define vectors in every point p of An, namely the vectors of TpM . What is the relation between
these two notions of vector? Take a basis {ei}i∈I in the vector space V and a origin O ∈ An,
then define a Cartesian coordinate system centered on O associated with the given basis, that
is the global coordinate system:

φ : An → Rn : p 7→ (〈
−→
Op , e∗1〉, . . . , 〈

−→
Op , e∗n〉) =: (x1, . . . , xn) .

Now also consider the bases ∂
∂xi |p of each TpAn induced by these Cartesian coordinates. It

results that there is a natural isomorphism χp : TpAn → V which identifies each ∂
∂xi |p with the

corresponding ei1.

χp : vi
∂

∂xi
|p 7→ viei .

Indeed the map defined above is linear, injective and surjective by construction. Moreover using
different Cartesian coordinates y1, ..., yn associated with a basis f1, ..., fn in V and a new origin
O′ ∈ An, one has

yi = Ai jx
j + Ci

where
ek = Aj kfj and Ci = 〈

−−→
O′O, f∗i〉 .

Thus, it is immediately proven by direct inspection that, if χ′p is the isomorphism

χ′p : ui
∂

∂yi
|p 7→ uifi ,

it holds χp = χ′p. Indeed

χp : vi
∂

∂xi
|p 7→ viei

can be re-written, if [Bi k] is the inverse transposed matrix of [Ap q]

Ai ju
jBi

k ∂

∂yk
|p 7→ Ai ju

jBi
kfk .

1This is equivalent to say the initial tangent vector at a differentiable curve γ :]ε, ε[→ An which start from

p can be computed both as an element of V : γ̇|p = limh→0

−−−−−−→
γ(0)γ(h)

h
or an element of TpAn using the general

procedure for differentiable manifolds. The natural isomorphism is nothing but the identification of these two
notions of tangent vector.
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But Ai jBi k = δkj and thus

χp : vi
∂

∂xi
|p 7→ viei

can equivalently be re-written

uj
∂

∂yj
|p 7→ ujfj ,

that is χp = χ′p. In other words the isomorphism χ does not depend on the considered Cartesian
coordinate frame, that is it is natural.

As TpM is a vector space, one can define its dual space. This space plays an important rôle
in differential geometry.

Def. 2.3. (Cotangent space.) Let M be a n-dimensional manifold. For each p ∈ M , the
dual space T ∗pM is called the cotangent space on p and its elements are called 1-forms in
p or, equivalently, covectors in p. If (x1, . . . , xn) are coordinates about p inducing the basis
{ ∂
∂xk |p}k=1,...,n, the associated dual basis in T ∗pM is denoted by {dxk|p}k=1,...,n.

Exercises 2.1.
2.1.1. Let γ : (−ε,+ε) → M be a differentiable curve with γ(0) = p. Show that the tangent
vector at γ in p is:

γ̇|p :=
dxiγ
dt

|t=0
∂

∂xi
|p ,

where (x1, . . . , xn) are local coordinates defined in the neighborhood of p, U , where γ is repre-
sented by t 7→ xiγ(t), i = 1, . . . , n.
2.1.2. Show that, changing local coordinates,

dx′
k|p =

∂x′k

∂xi
|pdxi|p ,

and if ωp = ωpidx
i|p = ω′prdx

′r|p, then

ω′pr =
∂xi

∂x′r
|pωpi .

2.2 Tensor fields. Lie bracket.

The introduced definitions allows one to introduce the tensor algebra AR(TpM) of the tensor
spaces obtained by tensor products of spaces R, TpM and T ∗pM . Using tensors defined on each
point p ∈M one may define tensor fields.

Def.2.5. (Differentiable Tensor Fields.) Let M be a n-dimensional manifold. A differen-
tiable tensor field t is an assignment p 7→ tp where the tensors tp ∈ AR(TpM) are of the same
kind and have differentiable components with respect to all of the canonical bases of AR(TpM)
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given by tensor products of bases { ∂
∂xk |p}k=1,...,n ⊂ TpM and {dxk|p}k=1,...,n ⊂ T ∗pM induced by

all of local coordinate systems on M .
In particular a differentiable vector field and a differentiable 1-form (equivalently called cov-
ector field) are assignments of tangent vectors and 1-forms respectively as stated above.

Important note. From now tensor (vector, covector) field means differentiable tensor (vector,
covector) field.

Remarks.
(1) If X is a differentiable vector field on a differentiable manifold, X defines a derivation at
each point p ∈M : if f ∈ D(M),

Xp(f) := Xi(p)
∂f

∂xi
|p ,

where x1, . . . , xn are coordinates defined about p. More generally, every differentiable vector
field X defines a linear mapping from D(M) to D(M) given by

f 7→ X(f) for every f ∈ D(M) ,

where X(f) ∈ D(M) is defined as

X(f)(p) := Xp(f) for every p ∈M .

(2) For tensor fields the same terminology referred to tensors is used. For instance, a tensor
field t which is represented in local coordinates by tij(p)

∂
∂xi |p⊗dxj |p is said to be of order (1, 1).

(3) It is obvious that the differentiability requirement of the components of a tensor field can be
checked using the bases induced by a single atlas of local charts. It is not necessary to consider
all the charts of the differentiable structure of the manifold.
(4) For (contravariant) vector fields X, a requirement equivalent to the differentiability is the
following: the function X(f) : p 7→ Xp(f) (where we used Xp as a derivation) is differentiable
for all of f ∈ D(M). We leave the proof of such an equivalence to the reader.
Similarly, the differentiability of a covariant vector field ω is equivalent to the differentiability
of each function p 7→ 〈Xp, ωp〉, for all differentiable vector fields X.
(5) If f ∈ D(M), the differential of f , dfp is the 1-form defined by

dfp =
∂f

∂xi
|pdxi|p ,

in local coordinates about p. The definition does not depend on the chosen coordinates.
(6) The set of contravariant differentiable vector fields on any differentiable manifold M defines
a vector space with field given by R. Notice that if R is replaced by D(M), the obtained alge-
braic structure is not a vector space because D(M) is a commutative ring with multiplicative
and addictive unit elements but fails to be a field as remarked above. However, the outcoming
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algebraic structure given by a ”vector space with the field replaced by a commutative ring with
multiplicative and addictive unit elements” is well known and it is called module.

The following lemma is trivial but useful in applications.

Lemma 2.5. Let p be a point in a differentiable manifold M . If t is any tensor in AR(TpM),
there is a differenziable tensor field in M , Ξ such that Ξp = t.

Proof. Consider a local coordinate frame (U, φ) defined in an open neighborhood U of p. In
U a tensor field Ξ′ which have constant components with respect the bases associated with the
considered coordinates. We can fix these components such that Ξ′p = t. One can find (see
remark 2 after Def.2.3) a differentiable function h : φ(U) → R such that h(φ(p)) = 1 and h
vanishes outside a small neighborhood of φ(p) whose closure is completely contained in φ(U).
Ξ defined as (h ◦ φ)(r) ·Ξ′(r) if r ∈ U and Ξ(r) = 0 outside U is a differentiable tensor fields on
M such that Ξp = t.2

Since contravariant differentiable vector fields can be seen as differential operators acting on
differentiable scalar fields, we can give the following definition.

Def.2.5. (Lie Bracket.) Let X,Y be a pair of contravariant differentiable vector fields on
the differentiable manifold M . The Lie bracket of X and Y , [X,Y ], is the contravariant
differentiable vector field associated with the differential operator

[X,Y ](f) := X (Y (f))− Y (X(f)) ,

for f ∈ D(M).

Exercises 2.2.
2.2.1. Show that in local coordinates

[X,Y ]p =
(
Xi(p)

∂Y j

∂xi
|p − Y i(p)

∂Xj

∂xi
|p
)
∂

∂xj
|p .

2.2.2. Prove that the Lie brackets define a Lie algebra in the real vector space of the con-
travariant differentiable vector fields on any differentiable manifold M . In other words [ , ] enjoys
the following properties, where X,Y, Z are contravariant differentiable vector fields,
antisymmetry, [X,Y ] = −[Y,X];
R-linearity, [αX + βY,Z] = α[X,Z] + β[Y, Z] for all α, β ∈ R;
Jacobi identity, [X, [Y, Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0 (0 being the null vector field);
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2.3 Tangent and cotangent space manifolds.

If M is a differenziable manifold and with dimension n, we can consider the set

TM := {(p, v) | p ∈M , v ∈ TpM} .

It is possible to endow TM with a structure of a differentiable manifold with dimension 2n.
That structure is naturally induced by the analoguous structure of M .
First of all let us define a suitable second-countable, Hausdorff topology on TM . If M is a
n-dimensional differentiable manifold with differentiable structure M, consider the class B of all
(open) sets U ⊂ M such that (U, φ) ∈ M for some φ : U → Rn. It is straightforwardly proven
that B is a base of the topology of M . Then consider the class TB of subsets of TM , V , defined
as follows. Take (U, φ) ∈ M with φ : p 7→ (x1(p), . . . , xn(p)), and an open nonempty set B ⊂ Rn

and define
V := {(p, v) ∈ TM | p ∈ U , v ∈ φ̂pB} ,

where φ̂p : Rn → TpM is the linear isomorphism induced by φ: (v1
p, . . . , v

n
p ) 7→ vip

∂
∂xi |p. Let TTB

denote the topology generated on TM by the class TB of all the sets V obtained by varying U
and B as said above. TB itself is a base of that topology. Moreover TTB is second-countable and
Hausdorff by construction. Finally, it turns out that TM , equipped with the topology TTB, is
locally homeomorphic to M ×Rn, that is it is locally homeomorphyc to R2n. Indeed, if (U, φ) is
a local chart of M with φ : p 7→ (x1(p), . . . , xn(p)), we may define a local chart of TM , (TU,Φ),
where

TU := {(p, v) | p ∈ U , v ∈ TpM}

by defining
Φ : (p, v) 7→ (x1(p), . . . , xn(p), v1

p, . . . , v
n
p ) ,

where v = vip
∂
∂xi |p. Notice that Φ is injective and Φ(TU) = φ(U)×Rn ⊂ R2n. As a consequence

of the definition of the topology TTB on TM , every Φ defines a local homeomorphism from TM
to R2n. As the union of domains of every Φ is TM itself⋃

TU = TM ,

TM is locally homeomorphic to R2n.
The next step consists of defining a differentiable structure on TM . Consider two local charts on
TM , (TU,Φ) and (TU ′,Φ′) respectively induced by two local charts in M , (U, φ) and (U ′, φ′). As
a consequence of the given definitions (TU,Φ) and (TU ′,Φ′) are trivially compatible. Moreover,
the class of charts (TU,Φ) induced from all the charts (U, φ) of the differentiable structure of
M defines an atlas A(TM) on TM (in particular because, as said above,

⋃
TU = TM). The

differentiable structure MA(TM) induced by A(TM) makes TM a differentiable manifold with
dimension 2n.
An analogous procedure gives rise to a natural differentiable structure for

T ∗M := {(p, ω) | p ∈M , ωp ∈ T ∗pM} .
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Def.2.7. (Tangent and Cotangent Space Manifolds.) Let M be a differentiable manifold
with dimension n and differentiable structure M. If (U, φ) is any local chart of M with φ : p 7→
(x1(p), . . . , xn(p)) define

TU := {(p, v) | p ∈ U , v ∈ TpM} , T ∗U := {(p, ω) | p ∈ U , ω ∈ T ∗pM}

and
V := {(p, v) | p ∈ U , v ∈ φ̂pB} , ∗V := {(p, ω) | p ∈ U , ω ∈∗ φ̂pB} ,

where B ⊂ Rn is any open nonempty set and φ̂p : Rn → TpM and ∗φ̂p : Rn → T ∗pM are the
linear isomorphisms naturally induced by φ. Finally define Φ : TU → φ(U) × Rn ⊂ R2n and
∗Φ : T ∗U → φ(U)× Rn ⊂ R2n such that

Φ : (p, v) 7→ (x1(p), . . . , xn(p), v1
p, . . . , v

n
p ) ,

where v = vip
∂
∂xi |p and

∗Φ : (p, v) 7→ (x1(p), . . . , xn(p), ω1p, . . . , ωpn) ,

where ω = ωipdx
i|p.

The tangent space (manifold) associated with M is the manifold obtained by equipping

TM := {(p, v) | p ∈M , v ∈ TpM}

with:
(1) the topology generated by the sets V above varying (U, φ) ∈ M and B in the class of open
nonempty sets of Rn,
(2) the differentiable structure induced by the atlas

A(TM) := {(U,Φ) | (U, φ) ∈ M} .

The cotangent space (manifold) associated with M is the manifold obtained by equipping

T ∗M := {(p, ω) | p ∈M , ω ∈ T ∗pM}

with:
(1) the topology generated by the sets ∗V above varying (U, φ) ∈ M and B in the class of open
nonempty sets of Rn,
(2) the differentiable structure induced by the atlas

∗A(TM) := {(U,∗ Φ) | (U, φ) ∈ M} .

From now on we denote the tangent space, including its differentiable structure, by the same
symbol used for the “pure set” TM . Similarly, the cotangent space, including its differentiable
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structure, will be indicated by T ∗M .

Remark. It should be clear that the atlas A(TM) (and the corresponding one for T ∗M) is not
maximal and thus the differential structure on TM (T ∗M) is larger than the definitory atlas.
For instance suppose that dim(M) = 2, and let (U,M) be a local chart of the (C∞) differentiable
structure of M . Let the coordinates of the associated local chart on TM , (TU,Φ) be indicated
by x1, x2, v1, v2 with xi ∈ R associated with φ and vi ∈ R components in the associated bases
in Tφ−1(x1,x2)M . One can define new local coordinates on TU :

y1 := x1 + v1 , y2 := x1 − v1 , y3 := x2 + v2 , y4 := x2 − v2 .

The corresponding local chart is admittable for the differential structure of TM but, in general,
it does not belong to the atlas A(TM) naturally induced by the differentiable structure of M .

There are some definitions related with Def.2.7 and concerning canonical projections, sections
and lift of differentiable curves.

Def.2.8. (Canonical projections, sections, lifts.) Let M be a differentiable manifold. The
surjective differentiable mappings

Π : TM →M such that Π(p, v) 7→ p ,

and
∗Π : T ∗M →M such that Π(p, ω) 7→ p ,

are called canonical projections onto TM and T ∗M respectively.
A section of TM (respectively T ∗M) is a differentiable map σ : M → TM (respectively T ∗M),
such that Π(σ(p)) = p (respectively ∗Π(σ(p)) = p) for every p ∈M .
If γ : t 7→ γ(t) ∈ M , t ∈ I interval of R, is a differentiable curve, the lift of γ, Γ, is the
differentiable curve in TM ,

Γ : t 7→ (γ(t), γ̇(t)) .

2.4 Riemannian and pseudo Riemannian manifolds. Local and global flat-
ness.

Def.2.9. ((Pseudo) Riemannian Manifolds.) A connected differentiable manifold M equipped
with a symmetric (0, 2) differentiable tensor Φ field which defines a signature-constant (pseudo)
scalar product ( | )p in each space T ∗pM ⊗ T ∗pM is called (pseudo) Riemannian manifold. Φ
is called (pseudo) metric of M .
In particular a n − dimensional pseudo Riemannian manifold is called Lorentzian if the sig-
nature of the pseudo scalar product is (1, n − 1) (i.e. the canonical form ofthe metric reads
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(−1,+1, · · · ,+1).)

Comments.
(1) It is possible to show that each differentiable manifold can be endowed with a metric.
(2) Assume that γ : [a, b] → M is a differentiable curve on a (pseudo) Riemannian manifold,
i.e., γ ∈ C∞([a, b]) where γ ∈ C∞([a, b]) means γ ∈ C∞((a, b)) and furthermore, the limits of
derivatives of every order towards a+ and b− exists and are finite. It is possible to define the
(pseudo) length of γ as

L(γ) =
∫ b

a

√
|(γ̇(t)|γ̇(t))|dt .

Above and from now on (γ̇(t)|γ̇(t)) indicates (γ̇(t)|γ̇(t))γ(t).
(3) A (pseudo) Riemannian manifold M is path-connected and the path between to points
p, q ∈ M can be chosen as differentiable curves. Then, if the manifold is Riemannian (not
pseudo), define

d(p, q) := inf
{∫ b

a

√
|(γ̇(t)|γ̇(t))|dt

∣∣∣∣ γ : [a, b] →M ,γ ∈ C∞([a, b]) , γ(a) = p , γ(b) = q

}
.

d(p, q) is a distance on M , and M turns out to be metric space and the associated metric topol-
ogy coincides with the topology initially given on M .

A physically relevant property of a (semi) Riemannian manifold concerns its flatness.

Def.2.10. (Flatness.) A n-dimensional (pseudo) Riemannian manifold M is said to be locally
flat if, for every p ∈M , there is a local chart (U, φ) with p ∈ U , which is canonical, i.e.,

(gq)ij = diag(−1, . . . ,−1,+1, . . . ,+1)

for each q ∈ U , where
Φ(q) = (gq)ijdxi|q ⊗ dxj |q

is the (pseudo) metric represented in the local coordinates (x1, . . . xn) defined by φ. (In other
words all the bases { ∂

∂xk |q}k=1,...,n, q ∈ U , are (pseudo) orthonormal bases with respect to the
pseudo metric tensor.)
A (pseudo) Riemannian manifold is said to be globally flat if there is a global chart which is
canonical.

In other words, a (pseudo) Riemannian manifold is locally flat if admits an atlas made of canon-
ical local charts. If that atlas can be reduced to a single chart, the manifold is globally flat.

Examples.2.1.
2.1.1. Any n-dimensional (pseudo) Euclidean space En, i.e, a n-dimensional affine space
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An whose vector space V is equipped with a (pseudo) scalar product ( | ) is a (pseudo) Rie-
mannian manifold which is globally flat. To show it, first of all we notice that the presence
of a (pseudo) scalar product in V singles out a class of Cartesian coordinates systems called
(pseudo) orthonormal Cartesian coordinates systems. These are the Cartesian coordi-
nate systems built up by starting from any origin O ∈ An and any (pseudo) orthonormal basis
in V . Then consider the isomorphism χp : V → TpM defined in Remark after proposition
2.2 above. The (pseudo) scalar product (|) on V can be exported in each TpAn by defining
(u|v)p := (χ−1

p u|χ−1
p u) for all u, v ∈ TpAn. By this way the bases { ∂

∂xi |p}i=1,...,n associated with
(pseudo) orthonormal Cartesian coordinates turn out to be (pseudo) orthonormal. Hence the
(pseudo) Euclidean space En, i.e., An equipped with a (pseudo) scalar product as above, is a
globally flat (pseudo) Riemannian manifold.
2.1.2. Consider the cylinder C in E3. Referring to an orthonormal Cartesian coordinate
system x, y, z in E3, we further assume that C is the set corresponding to triples or reals
{(x, y, z) ∈ R3 | x2 + y2 = 1}. That set is a differentiable manifold when equipped with
the natural differentiable structure induced by E3 as follows. First of all define the topology
on C as the topology induced by that of E3. C turns out to be a topological manifold of di-
mension 2. Let us pass to equipp C with a suitable differential structure induced by that of
E3. If p ∈ C, consider a local coordinate system on C, (θ, z) with θ ∈]0, π[, z ∈ R obtained
by restriction of usual cylindric coordinates in E3 (r, θ, z) to the set r = 1. This coordinate
system has to be chosen (by rotating the origin of the angular coordinate) in such a way that
p ≡ (r = 1, θ = π/2, z = zp). There is such a coordinate system on C for any fixed point p ∈ C.
Notice that it is not possible to extend one of these coordinate frame to cover the whole manifold
C (why?). Nevertheless the class of these coordinate system gives rise to an atlas of C and, in
turn, it provided a differentible structure for C. As we shall see shortly in the general case, but
this is clear from a syntetic geometrical point of view, each vector tangent at C in a point p
can be seen as a vector in E3 and thus the scalar product of vectors u, v ∈ TpC makes sense.
By consequence there is a natural metric on C induced by the metric on E3. The Riemannian
manifold C endowed with that metric is locally flat because in coordinates (θ, z), the metric
is diagonal everywhere with unique eigenvalue 1. It is possible to show that there is no global
canonical coordinates on C. The cylinder is locally flat but not globally flat.
2.1.3. In Einstein’s General Theory of Relativity, the spacetime is a fourdimensional Lorentzian
manifold M4. Hence it is equipped with a pseudometric Φ = gabdx

i ⊗ dxj with hyperbolic
signature (1, 3), i.e. the canonical form ofthe metric reads (−1,+1,+1,+1) (this holds true if
one uses units to measure length such that the speed of the light is c = 1). The points of
the manifolds are called events. If the spacetime is globally flat and it is an affine four dimen-
sional space, it is called Minkowski Spacetime. That is the spacetime of Special Relativity Theory.

2.5 Existence of Riemannian metrics.

It is possible to show that any differentiable manifold can be equipped with a Riemannian met-
ric. This result is a straightforward consequence of the existence of a partition of unity (see
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Section 1). Thus, in particular, it cannot be extended to the analytic case.

Theorem 2.1. If M is a differentiable manifold, it is possible to define a Riemannian metric
Φ on M .

Proof. Consider a covering of M , {Ui}i∈I , made of coordinate domains whose closures are
compact. Then, using paracompactness, extract a locally finite subcovering C = {Vj}j∈J . By
construction each Vj admits local coordinates φj : Vj → Rn. For every j ∈ J define, in the
bases associated with the coordinates, a component-constant Riemannian metric gj . If {hj}j∈J
is a partition of unity associated with C (see Theorem 1.1), Φ :=

∑
j∈J hjgj is well-defined,

differentiable and defines a strictly positive scalar product on each point of M .2

2.6 Differential mapping and Submanifolds.

A useful tool in differential geometry is the differential of a differentiable function.

Def. 2.11. (Differential of a mapping.) If f : N →M is a differentiable function from the
differentiable manifold N to the differentiable manifold M , for every p ∈ N , the differential of
f at p

dfp : TN → TM ,

is the linear mapping defined by

(dfpXp)(g) := Xp(g ◦ f)

for all differentiable vector fields X on N and differentiable functions g ∈ D(M).

Remarks
(1) Take two local charts (U, φ) in N and (V, ψ) in M about p and f(p) respectively and use
the notation φ : U 3 q 7→ (x1(q), . . . , xn(q)) and ψ : V 3 r 7→ (y1(r), . . . , ym(r)). Then define
f̃ := ψ ◦ f ◦ φ−1 : φ(U) → Rm and g̃ := g ◦ ψ−1 : ψ(V ) → R. f̃ and g̃ ”represent” f and g,
respectively, in the fixed coordinate systems. By construction, it holds

X(g ◦ f) = Xi ∂

∂xi
(
g ◦ f ◦ φ−1

)
= Xi ∂

∂xi
(
g ◦ ψ−1 ◦ ψ ◦ f ◦ φ−1

)
.

That is, with obvious notation

Xp(g ◦ f) = Xi
p

∂

∂xi

(
g̃ ◦ f̃

)
= Xi ∂g̃

∂yk
|f
∂f̃k

∂xi
=

(
∂f̃k

∂xi
Xi

)
∂g̃

∂yk
|f .

In other words

((dfpX)g)k =

(
∂f̃k

∂xi
Xi

)
∂g̃

∂yk
|f .
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This means that, with the said notations, the following very useful coordinate form of dfp can
be given

dfp : Xi(p)
∂

∂xi
|p 7→ Xi(p)

∂(ψ ◦ f ◦ φ−1)k

∂xi
|φ(p)

∂

∂yk
|f(p) .

That formula is more often written

dfp : Xi(p)
∂

∂xi
|p 7→ Xi(p)

∂yk

∂xi
|(x1(p),...xn(p))

∂

∂yk
|f(p) ,

where it is understood that ψ ◦ f ◦ φ−1 : (x1, . . . , xn) 7→ (y1(x1, . . . , xn), . . . , ym(x1, . . . , xn)).
(2) With the meaning as in the definition above, often df is indicated by f∗ and g ◦ f is denoted
by f∗g.

The notion of differential allows one to define the rank of a map and associated definitions useful
in distinguishing among the various types of submanifolds of a given manifold.
Notice that, if (U, φ) and (V, ψ) are local charts about p and f(p) respectively, the rank of the
Jacobian matrix of the function ψ ◦ f ◦ φ−1 : φ(U) → Rn computed in φ(p) does not depend on
the choice of those charts. This is because any change of charts transforms the Jacobian matrix
into a new matrix obtained by means of left or right composition with nonsingular square ma-
trices and this does not affect the range.

Def. 2.12. If f : N →M is a differentiable function from the differentiable manifold N to the
differentiable manifold N and p ∈ N :
(a) The rank of f at p is the rank of dfp (that is the rank of the Jacobian matrix of the function
ψ ◦ f ◦ φ−1 computed in φ(p) ∈ Rn, (U, φ) and (V, ψ) being a pair of local charts about p and
f(p) respectively);
(b) p is called a critical point of f if the rank of f at p is smaller than dimM = m. Otherwise
p is called regular point of f ;
(c) If p is a critical point of f , f(p) is called critical value of f . A regular value of f , q is
a point of M such that every point in f−1(q) is a regular point of f .

It is clear that if N is a differentiable manifold and U ⊂ N is an open set, U is Hausdorff
second countable and locally homeomorphic to Rn. Thus we can endow U with a differentiable
structure naturally induced by that of N itsef, by restriction to U of the domains of the local
charts on N . We have the following remarkable results.

Theorem 2.2. Let f : N → M be a differentiable function with M and N differentiable
manifolds with dimension m and n respectively and take p ∈ N .
(1) If n ≥ m and the rank of f at p is m, i.e. dfp is surjective, for any local chart (V, ψ) about
f(p) there is a local chart (U, φ) about p such that

ψ ◦ f ◦ φ−1(x1, . . . , xm, . . . , xn) = (x1, . . . , xm) ;
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(2) If n ≤ m and the rank of f at p is n, i.e. dfp is injective, for any local chart (U, φ) about p
there is a local chart (V, ψ) about f(p) such that

ψ ◦ f ◦ φ−1(x1, . . . , xn) = (x1, . . . , xm, 0, . . . , 0) ;

(3) If n = m, the following statements are equivalent
(a) dfp : TpN → Tf(p)N is a linear isomorphism,
(b) f defines a local diffeomorphism about p, i.e. there is an open neighborhood U of p

and an open neighborhood V of f(p) such that f �U :→ V defined on the differentiable manifold
U equipped with the natural differentiable structure induced by N and evaluated on the differen-
tiable manifold V equipped with the natural differentiable structure induced by M .

Sketch of the proof. Working in local coordinates in N and M and passing to work with the
jacobian matrices of the involved functions (a) and (b) are direct consequences of Dini’s implicit
function theorem. Let us pass to consider (c). Suppose that g := f �U is a diffeomorphism onto
V . In that case g−1 : V → U is a diffeomorphism to and g◦f = idU . Working in local coordinates
about p and f(p) and computing the Jacobian matrix of g ◦ f in p one gets J [g]f(p)J [f ]p = I.
This means that both detJ [g]f(p) and detJ [f ]p cannot vanish. In particular det J [f ]p 6= 0 and,
via Remark (1) above, this is equivalent to the fact that dfp is a linear isomorphism. Conversely,
assume that dfp is a inear isomorphism. In that case both (1) and (2) above hold and there is
a pair of open neighborhoods U 3 p and V 3 f(p) equipped with coordinates such that

ψ ◦ f ◦ φ−1(x1, . . . , xm) = (x1, . . . , xm) ,

which means that ψ ◦ f ◦ φ−1(x1, . . . , xm) : φ(U) → ψ(V ) is the (restriction of) identity map on
Rm. This fact immediately implies that f �U is a diffeomorphism onto V . 2

Let us consider the definitions involved with the notion of submanifold.

Def.2.13. If f : N → M is a differentiable function from the differentiable manifold N to the
differentiable manifold M then:
(a) f is called submersion if dfp is surjective for every p ∈ N ;
(b) f is called immersion if dfp is injective for every p ∈ N ;
(c) An immersion f is called embedding if

(i) it is injective and
(ii) f : N → f(N) is a homomorphism when f(N) is equipped with the topology induced by

M ;

Def.2.14. Let M,N be two differentiable manifolds with N ⊂ M (nomatter the differentiable
structures of these manifolds). N is said to be a differentiable submanifold of M if the
inclusion map i : N ↪→M is differentiable and is an embedding.
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An equivalent definition can be given by using the following proposition.

Proposition 2.3. Let M,N be two differentiable manifolds with N ⊂ M (nomatter the differ-
entiable structures of these manifolds) and dimN = n, dimM = m.
N is a submanifold of M if and only if

(i) the topology of N is that induced by M ,
(ii) for every p ∈ N (and thus p ∈ M) there is an open (in M) neigborhood of p, Up and a

local chart of M , (Up, φ), such that if we use the notation, φ : q 7→ (x1(q), . . . , xn(q)), it holds

φ(N ∩ Up) = {(x1, ..., xm) ∈ φ(U) | xm−n+1 = 0, . . . , xm = 0} ,

(iii) referring to (ii), the map N ∩ Up 3 q 7→ (x1(q), . . . , xn(q)) defines a local chart in the
differentiable structure of N with domain Vp = N ∩ Up.

Sketch of proof. If the conditions (i),(ii),(iii) are satisfied, the class of local charts with domains
Vp defined above, varying p ∈ N , gives rise to an atlas of N whose generated differential strucure
must be that of N by the uniqueness of the differential structure. Using such an atlas it is simply
proven by direct inspection that the inclusion map i : N ↪→M is an embedding.
Conversely, if N is a submanifold of M , the topology of N must be that induced by M because
the inclusion map is a homeomorphism from the topological manifold N to the subset N ⊂ M
equipped with the topology induced by M . Using Theorem 2.2 (items (2) and (3)) where f is
replaced by the inclusion map one straightforwardly proves the validity of (ii) and (iii). 2

Examples 2.2.
2.2.1. The map γ : R 3 t 7→ (sin t, cos t) ⊂ R2 is an immersion, since dγ 6= 0 (which is equivalent
to say that γ̇ 6= 0) everywhere. Anyway that is not an embedding since γ is not injective.
2.2.2. However the set C := γ(R) is a submanifold of R2 if C is equipped with the topology
induced by R2 and the differentiable structure is that built up by using Proposition 2.3. In fact,
take p ∈ C and notice that there is some t ∈ R with γ(t) = p and dγp 6= 0. Using (2) of theorem
2.2, there is a local chart (U,ψ) of R2 about p referred to coordinates (x1, x2), such that the
portion of C which has intersection with U is represented by (x1, 0), x1 ∈ (a, b). For instance,
such coordinates are polar coordinates (θ, r), θ ∈ (−π, π), r ∈ (0,+∞), centered in (0, 0) ∈ R2

with polar axis (i.e., θ = 0) passing through p. These coordinates define a local chart about p
on C in the set U ∩ C with coordinate x1. All the charts obtained by varying p are pairwise
compatible and thus they give rise to a differentiable structure on C. By Proposition 2.3 that
structure makes C a submanifold of R2. On the other hand, the inclusion map, which is always
injective, is an immersion because it is locally represented by the trivial immersion x1 7→ (x1, 0).
As the topology on C is that induced by R, the inclusion map is a homeomorphism. So the
inclusion map i : C ↪→ R2 is an embedding and this shows once again that C is a submanifold
of R2 using the definition itself.
2.2.3. Consider the set in R2, C := {(x, y) ∈ R2 | x2 = y2}. It is not possible to give a differen-
tiable structure to C in order to have a one-dimensional submanifold of R2. This is because C
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equipped with the topology induced by R2 is not locally homeomorphic to R due to the point
(0, 0).
2.2.4. Is it possible to endow C defined in 2.2.3 with a differentiable structure and make it
a one-dimensional differentiable manifold? The answer is yes. C is connected but is the union
of the disjoint sets C1 := {(x, y) ∈ R2 | y = x}, C2 := {(x, y) ∈ R2 | y = −x , x > 0} and
C3 := {(x, y) ∈ R2 | y = −x , x < 0}. C1 is homeomorphic to R defining the topology on
C1 by saying that the open sets of C1 are all the sets f1(I) where I is an open set of R and
f1 : R 3 x 7→ (x, x). By the same way, C2 turns out to be homeomorphic to R by defining its
topology as above by using f2 : R 3 z 7→ (ez,−ez). C3 enjoys the same property by defining
f3 : R 3 z 7→ (−ez, ez). The maps f−1

1 , f−1
2 , f−1

3 also define a global coordinate system on
C1, C2, C3 respectively and separately, each function defines a local chart on C. The differ-
entiable structure generated by the atlas defined by those functions makes C a differentiable
manifold with dimension 1 which is not diffeomorphic to R and cannot be considered a subman-
ifold of R2.
2.2.5. Consider the set in R2, C = {(x, y) ∈ R2 | y = |x|}. This set cannot be equipped with
a suitable differentiable structure which makes it a submanifold of R2. Actually, differently
from above, here the problem concerns the smoothness of the inclusion map at (0, 0) rather
that the topology of C. In fact, C is naturally homeomorphic to R when equipped with the
topology induced by R2. Nevertheless there is no way to find a local chart in R2 about the point
(0, 0) such that the requirements of Propositions 2.3 are fulfilled sue to the cusp in that point
of the curve C. However, it is symply defined a differentiable structure on C which make it a
one-dimensional differentiable manifold. It is sufficient to consider the differentiable structure
generated by the global chart given by the inverse of the homeomorphism f : R 3 t 7→ (|t|, t).
2.2.6. Let us consider once again the cylinder C ⊂ E3 defined in the example 2.1.2. C is a
submanifold of E3 in the sense of the definition 2.13 since the construction of the differential
structure made in the example 2.1.2 is that of Proposition 2.3 starting from cylindrical coordi-
nates θ, r′ := r − 1, z.

To conclude, we state (without proof) a very important theorem with various application in
mathematical physics.

Theorem 2.3 (Theorem of regular values.) Let f : N → M be a differentiable function
from the differentiable manifold N to the differentiable manifold M with dimM < dimN .
If y ∈M is a regular value of f , P := f−1({y}) ⊂ N is a submanifold of N .

Remark. A know theorem due to Sard, show that the measure of the set of singular values of
any differentiable function f : N → M must vanish. This means that, if S ⊂ M is the set of
singular values of f , for every local chart (U, φ) in M , the set φ(S ∩ U) ⊂ Rm has vanishing
Lebesgue measure in Rm where m = dimM .

Examples 2.3.
2.3.1. In analytical mechanics, consider a system of N material points with possible positions
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Pk ∈ R3, k = 1, 2, . . . , N and c constraints given by assuming fi(P1, . . . , PN ) = 0 where the
c functions fi : R3N → R, i = 1, . . . ,m are differentiable. If the constraints are functionally
independent, i.e. the Jacobian matrix of elements ∂fi

∂xk
has rank c everywhere, x1, x2, . . . , x3N

being the coordinates of (P1, . . . , PN ) ∈ (R3)N , the configuration space is a submanifold of R3N

with dimension 3N − c. This result is nothing but a trivial application of Theorem 2.3.
2.3.2. Consider the same Example 2.2.2 from another point of view. As a set the circunference
C = {(x, y) ∈ R2 |x2 + y2 = 1} is f−1(0) with f : R2 → R defined as f(x, y) := x2 + y2− 1. The
value 0 is a regular value of f because dfp = 2xdx + 2ydy 6= 0 if f(x, y) = 0 that is (x, y) ∈ C.
As a consequence of Theorem 2.3 C can be equipped with the structure of submanifold of R2.
This structure is that defined in the example 2.2.2.

2.7 Induced metric on a submanifold.

Let M be a (pseudo) Riemannian manifold with (pseudo) metric tensor Φ. If N ⊂ M is a
submanifold, it is possible to induce to it a covariant symmetric differentiable tensor field ΦN

associated with Φ. If ΦN is nondegenerate, it defines a (pseudo) metric called the (pseudo)
metric on N induced by M . The procedure is straightforward. If N is a submanifold of M ,
the inclusion i : N ↪→ M is an embedding and in particular it is an immersion. This means
that dip : TpN → TpM is injective. As a consequence any v ∈ TpN can be seen as a vector in
a subspace of TpM , that subspace being dipTpN . In turn we can define the bilinear symmetric
form in TpN × TpN :

ΦNp(v|u) := Φ(dipv|dipu)

Varying p ∈ N and assuming that u = U(p), v = V (p) where U and V are differentiable vector
firlds in N , one sees that the map p 7→ ΦNp(V (p)|U(p)) must be differentiable because it is com-
position of differentiable functions. We conclude that p 7→ ΦNp define a covariant symmetric
differentiable tensor field on N .

Def. 2.15. Let M be a (pseudo) Riemannian manifold with (pseudo) metric tensor Φ and
N ⊂ M a submanifold. The covariant symmetric differentiable tensor field on N , ΦN , defined
by

ΦNp(v|u) := Φ(dipv|dipu) for all p ∈ N and u, v ∈ TpN

is called the metric induced on N by M .
If N is connected and ΦN is not degenerate, and thus (N,ΦN ) is a (pseudo) Riemannian man-
ifold, it is called (pseudo) Riemannian submanifold of M .

Remarks.
(1) We stress that, in general, ΦN is not a (pseudo) metric on N because there are no guarantee
for it being nondegenerate. Nevertheless, if Φ is a proper metric, i.e. it is positive defined, ΦN is
necessarily positive defined by construction. In that case (N,ΦN ) is a Riemannian submanifold
of M if and only if N is connected.
(2) What is the coordinate form of ΦN? Fix p ∈ N , a local chart in N , (U, φ) with p ∈ U
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and another local chart in M , (V, ψ) with p ∈ V once again. Use the notation φ : q 7→
(y1(q), . . . , yn(q)) and ψ : r 7→ (x1(r), . . . , xm(r)). The inclusion map i : N ↪→ M admits the
coordinate representation in a neighborhood of p

ĩ := ψ ◦ i ◦ φ−1 : (y1, . . . , yn) 7→ (x1(y1, . . . , yn), . . . , xm(y1, . . . , yn))

Finally, in the considered coordinate frames one has Φ = gijdx
i⊗dxj and ΦN = g(N)kldy

k⊗dyl.
With the given notation, if u ∈ TpN , using the expression of dfp given in Remark (1) after Def.
2.11 with f = i, one sees that, in our coordinate frames

(dipu)i =
∂xi

∂yk
uk .

As a consequence, using the definition of ΦN in Def. 2.15, one finds

g(N)klu
kvl = ΦN (u|v) = gij

∂xi

∂yk
uk
∂xj

∂yl
vl =

(
∂xi

∂yk
∂xj

∂yl
gij

)
ukvl .

Thus (
g(N)kl −

∂xi

∂yk
∂xj

∂yl
gij

)
ukvl = 0 .

Since the values of the coefficients ur and vs are arbitrary, each term in the matrix of the
coefficients inside the parentheses must vanish. We have found that the relation between the
tensor gij and the thensor gNkl evalueated at the same point p with coordinates (y1, . . . , yn) in
N and (x1(y1, . . . , yn), . . . , xm(y1, . . . , yn)) in M reads

g(N)kl(p) =
∂xi

∂yk
|(y1,...yn)

∂xj

∂yl
|(y1,...yn) gij(p) .

Examples 2.4.
2.4.1. Let us consider the subamnifold given by the cylinder C ⊂ E3 defined in the example
2.1.2. It is possible to induce a metric on C from the natural metric of E3. To this end, referring
to the formulae above, the metric on the cylinder reads

g(C)kl =
∂xi

∂yk
∂xj

∂yl
gij .

where x1, x2, x3 are local coordinates in E3 defined about a point q ∈ C and y1, y2 are analogous
coordinates on C defined about the same point q. We are free to take cylindrical coordinates
adapted to the cylinder itself, that is x1 = θ, x2 = r, x3 = z with θ = (−π, π), r ∈ (0,+∞),
z ∈ R. Then the coordinates y1, y2 can be chosen as y1 = θ and y2 = z with the same
domain. These coordinates cover the cylinder without the line passing for the limit points at
θ = π ≡ −π. However there is such a coordinate system about every point of C, it is sufficient
to rotate (around the axis z = u3) the orthonormal Cartesian frame u1, u2, u3 used to define the
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initially given cylindrical coordinates. In global orthonormal coordinates u1, u2, u3, the metric
of E3 reads

Φ = du1 ⊗ du1 + du2 ⊗ du2 + du3 ⊗ du3 ,

that is Φ = δijdu
i ⊗ duj . As u1 = r cos θ, u2 = r sin θ, u3 = z, the metric Φ in local cylindrical

coordinates of E3 has components

grr =
∂xi

∂r

∂xj

∂r
δij = 1

gθθ =
∂xi

∂θ

∂xj

∂θ
δij = r2

gθθ =
∂xi

∂z

∂xj

∂z
δij = 1

All the mixed components vanish. Thus, in local coordinates x1 = θ, x2 = r, x3 = z the metric
of E3 takes the form

Φ = dr ⊗ dr + r2dθ ⊗ dθ + dz ⊗ dz

The induced metric on C, in coordinates y1 = θ and y2 = z has the form

ΦC =
∂xi

∂yk
∂xj

∂yl
gijdy

j ⊗ dyl = r|2Cdθ ⊗ dθ + dz ⊗ dz = dθ ⊗ dθ + dz ⊗ dz .

That is
ΦC = dθ ⊗ dθ + dz ⊗ dz .

In other words, the local coordinate system y1, y2 is canonical with respect to the metric on
C induced by that of E3. Since there is such a coordinate system about every point of C, we
conclude that C is a locally flat Riemannian manifold. C is not globally flat because there is no
global coordinate frame which is canonical and cover the whole manifold.
2.2.2. Let us illustrate a case where the induced metric is degenerate. Consider Minkowski
spacetime M4, that is the affine four-dimensional space A4 equipped with the scalar product
(defined in the vector space of V associated with A4 and thus induced on the manifold) with
signature (1, 3). In other words, M4 admits a (actually an infinite class) Cartesian coordinate
system with coordinates x0, x1, x2, x3 where the metric reads

Φ = gijdx
i ⊗ dxj = −dx0 ⊗ dx0 +

3∑
i=1

dxi ⊗ dxi .

Now consider the submanifold

Σ = {p ∈ M4 | (x0(p), x1(p), x2(p), x3(p)) = (u, u, v, w) , u, v, w ∈ R}
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We leave to the reader the proof of the fact that Σ is actually a submanifold of M4 with dimension
3. A global coordinate system on Σ is given by coordinates (y1, y2, y3) = (u, v, w) ∈ R3 defined
above. What is the induced metric on Σ? It can be obtained, in components, by the relation

ΦΣ = g(Σ)pqdy
p ⊗ dyq = gij

∂xi

∂yp
∂xj

∂yq
dyp ⊗ dyq .

Using x0 = y1, x1 = y1, x2 = y2, x3 = y3, one finds g(Σ)33 = 1, g(Σ)3k = g(Σ)k3 = 0 for k = 1, 2
and finally, g(Σ)11 = g(Σ)22 = 0 while g(Σ)12 = g(Σ)21 = 1. By direct inspection one finds that
the determinant of the matrix of coefficients g(Σ)pq vanishes and thus the induced metric is
degenerate, that is it is not a metric. In Theory of Relativity such submanifolds with degenerate
induced metric are called “null submanifolds” or “ligkt-like manifolds”.
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3 Covariant Derivative. Levi-Civita’s Connection.

3.1 Affine connections and covariant derivatives.

Consider a differentiable manifold M . Suppose for simplicity that M = An, the n-dimensional
affine space. The global coordinate systems obtained by fixing an origin O ∈ An, a basis
{ei}i=1,...,n in V , the vector space of An and posing:

φ : An → Rn : p 7→ (〈
−→
Op , e∗1〉, . . . , 〈

−→
Op , e∗n〉) .

are called Cartesian coordinate systems. These are not (pseudo) orthonormal Cartesian
coordinates because there is no given metric.
As is well known, different Cartesian coordinate systems (x1, . . . , xn) and (y1, . . . , yn) are related
by non-homogeneous linear transformations determined by real constants Aij , B

i,

yi = Aijx
j +Bi ,

where the matrix of coefficients Aij is non-singular.
Let (x1, . . . , xn) be a system of Cartesian coordinates on An. Each vector field X can be decom-
posed as Xp = Xi

p
∂
∂xi |p. Changing coordinate system but remaining in the class of Cartesian

coordinate systems, components of vectors transform as

X ′i = AijX
j ,

if the primed coordinates are related with the initial ones by:

x′
i = Aijx

j +Bi .

If Y is another differentiable vector field, we may try to define the derivative of X with respect
to Y , as the contravariant vector which is represented in a Cartesian coordinate system by:

(∇XY )p := Xj
p

∂Y i
p

∂xj
∂

∂xi
|p ,

or, using the index notation and omitting the index p,

(∇XY )i = Xj ∂Y
i

∂xj
.

The question is: ”The form of (∇XY )i is preserved under change of coordinates?” If we give the
definition using an initial Cartesian coordinate system and pass to another Cartesian coordinate
system we trivially get:

(∇XY )′ip = Aij(∇XY )jp ,

since the coefficients Aij do not depend on p and the action of derivatives on these coefficients
do not produce added terms in the transformation rule above. Hence, the given definition does
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not depend on the used particular Cartesian coordinate system and gives rise to a (1, 0) tensor
which, in Cartesian coordinates, has components given by the usual Rn directional derivatives
of the vector field Y with respect to X.
The given definition can be re-written into a more intrinsic form which makes clear a very
important point. Roughly speaking, to compute the derivative in p of a vector field Y with
respect to X, one has to subtract the value of Y in p to the value of Y in a point q = p+ hXp,
where the notation means nothing but that −→pq = hχpYp, χp : TpAn → V being the natural
isomorphism between TpAn and the vector space V of the affine structure of An (see Remark
after Proposition 2.2). This difference has to be divided by h and the limit h → 0 defines the
wanted derivatives. It is clear that, as it stands, that procedure makes no sense. Indeed Yq and
Yp belong to different tangent spaces and thus the difference Yq−Yp is not defined. However the
affine structure gives a meaning to that difference. In fact, one can use the natural isomorphisms
χp : TpAn → V and χq : TqAn → V . As a consequence A[q, p] := χ−1

p ◦ χq : TqAn → TpAn is a
well-defined vector space isomorphism. The very definition of (∇XY )p can be given as

(∇XY )p := lim
h→0

A[p+ hXp, p]Yp+hXp − Yp

h
.

Passing in Cartesian coordinates it is simply proven that the definition above coincides with
that given at the beginning. On the other hand it is obvious that the affine structure plays a
central rôle in the definition of (∇XY )p. Without such a structure, that is in a generic manifold,
it is not so simple to define the notion of derivative of a vector field in a point. Remaining in the
affine space An but using arbitrary coordinate systems, one can check by direct inspection that
the components of the tensor ∇XY are not the Rn usual directional derivatives of the vector
field Y with respect to X. This is because the constant coefficients Aij have to be replaced by
∂x′i

∂xj |p which depend on p. What is the form of ∇XY in generic coordinate systems? And what
about the definition of ∇XY in general differentiable manifolds which are not affine spaces? We
shall see that the answer to these questions enjoy an interesting interplay.
The key-idea to give a general answer to the second question is to generalize the properties of
the operator ∇X above.

Def.3.1. (Affine Connection and Covariant Derivative.) Let M be a differentiable mani-
fold. An affine connection or covariant derivative ∇, is a map

∇ : (X,Y ) 7→ ∇XY ,

where X,Y,∇XY are differentiable contravariant vector fields on M , which obeys the following
requirements:
(1) ∇fY+gZX = f∇YX + g∇ZX, for all differentible functions f, g and differentiable vector
fields X,Y, Z;
(2) ∇Y fX = Y (f)X+f∇YX for all differentiable vector field X,Y and differentiable functions
f ;
(3) ∇X(αY + βZ) = α∇XY + β∇XZ for all α, β ∈ R and differentiable vector fields X,Y, Z.
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The contravariant vector field ∇YX is called the covariant derivative of X with respect to
Y (and the affine connection ∇).

Remarks.
(1) The relations written in the definition have to be understood pointwisely. For instance, (1)
means that, for any p ∈ M , (∇fY+gZX)p = f(p)(∇YX)p + g(p)(∇ZX)p. (2) The identity (1)
implies that (∇hY Z)p = h(p)(∇Y Z)p and thus ∇XZ = 0 everywhere if Xp = 0 (it is sufficient
to consider h ≥ 0 which vanishes exactly on p and define X := hY ). As a consequence one can
write (∇XZ)p = (∇XpZ)p where it is stressed that (∇XZ)p is a (linear) function on the value
of X attained at p only.
(3) It is clear that the affine structure of An provided authomatically an affine connection ∇
through the class of isomorphisms A[q, p]. In fact,

(∇XY )p := lim
h→0

A[p+ hXp, p]Yp+hXp − Yp

h

satisfies all the requirements above. The point is that, the converse is not true: an affine con-
nection does not determine any affine structure on a manifold.
(4) An important question concerns the existence of an affine connection for a given differen-
tiable manifold. It is possible to successfully tackle that issue after the formalism is developed
further. Exercise 3.1.1 below provided an appropriate answer.

Let us come back to the general Definition 3.1. In components referred to any local coordinate
system, using the properties above, we have2

∇XY = ∇Xi ∂

∂xi
Y j ∂

∂xj
= XiY j∇ ∂

∂xi

∂

∂xj
+Xi∂Y

j

∂xi
∂

∂xj
.

Notice that, if i, j are fixed, ∇ ∂

∂xi

∂
∂xj define a (1, 0) differentiable tensor field which is the

derivative of ∂
∂xj with respect to ∂

∂xi and thus:

∇ ∂

∂xi

∂

∂xj
= 〈∇ ∂

∂xi

∂

∂xj
, dxk〉 ∂

∂xk
:= Γkij

∂

∂xk
.

The coefficients Γkij = Γkij(p) are differentiable functions of the considered coordinates and are
called connection coefficients.
Using these coefficients and the above expansion, in components, the covariant derivative of Y
with respect to X can be written down as:

(∇XY )i = Xj(
∂Y i

∂xj
+ ΓijkY

k) .

2Actually the vector and scalar fields which appear in computations below are not defined in the whole manifold
as required by Def.3.1. Nevertheless one can extend these fields on the whole manifold by multiplying them with
suitable hat functions and this together Lemma 2.3 justify the passages below.
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Fix a differentiable contravariant vector field X and p ∈ M . The linear map Yp 7→ (∇YpX)p
(taking Remark (2) above into account) and Lemma 2.5 define a tensor, (∇X)p of class (1, 1)
in T ∗pM ⊗ TpM such that the (only possible) contraction of Yp and (∇X)p is (∇YX)p. Varying
p ∈ M , p 7→ (∇X)p define a smooth (1, 1) tensor field ∇X because in local coordinates its
components are differentiable because they are given by coefficients

∂X i

∂xj
+ ΓijkX

k =: ∇jX
i =: Xi

,j .

∇X is called covariant derivative of X (with respect to the affine connection ∇).
In components we have

(∇YX)i = Y jXi
,j .

Now we are interested in the transformation rule of the connection coefficients under change
of coordinates. We pass from local coordinates (x1, . . . , xn) to local coordinates (x′1, . . . , x′n)
and the connection coefficients change form Γkij to Γ′hpq.

Γkij = 〈∇ ∂

∂xi

∂

∂xj
, dxk〉 = 〈∇ ∂x′p

∂xi
∂

∂x′p
(
∂x′q

∂xj
∂

∂x′q
) ,
∂xk

∂x′h
dx′

h〉 =
∂xk

∂x′h
∂x′p

∂xi
〈∇ ∂

∂x′p
(
∂x′q

∂xj
∂

∂x′q
) , dx′h〉 .

Expanding the last term we get

∂xk

∂x′h
∂x′p

∂xi
∇ ∂

∂x′p
(
∂x′q

∂xj
) 〈 ∂

∂x′q
, dx′

h〉+
∂xk

∂x′h
∂x′p

∂xi
∂x′q

∂xj
〈∇ ∂

∂x′p

∂

∂x′q
, dx′

h〉 ,

which can be re-written as

∂xk

∂x′h
∂x′p

∂xi
∂2x′h

∂x′p∂xj
+
∂xk

∂x′h
∂x′p

∂xi
∂x′q

∂xj
Γ′hpq

or

Γkij =
∂xk

∂x′h
∂2x′h

∂xi∂xj
+
∂xk

∂x′h
∂x′p

∂xi
∂x′q

∂xj
Γ′hpq .

The obtained result show that the connection coefficients do not define a tensor because of the
non-homogeneous former term in the right-hand side above.

Remarks. (1) If ∇ is the affine connection naturally associated with the affine structure of an
affine space An, it is clear that Γil k = 0 in every Cartesian coordinate system. As a consequence,
in a generic coordinate system

Γkij =
∂xk

∂x′h
∂2x′h

∂xi∂xj

where the primed coordinates are Cartesian coordinates and the left-hand side does not depend
on the choice of these Cartesian coordinates. This result gives the answer of the question ”What
is the form of ∇XY in generic coordinate systems (of an affine space)?”. The answer is

(∇XY )i = Xj(
∂Y i

∂xj
+ ΓijkY

k) ,
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where the coefficients Γijk are defined as

Γkij =
∂xk

∂x′h
∂2x′h

∂xi∂xj
,

the primed coordinates being Cartesian coordinates.
(2) By Schwarz’ theorem, the inhomogeneous term in

Γkij =
∂xk

∂x′h
∂2x′h

∂xi∂xj
+
∂xk

∂x′h
∂x′p

∂xi
∂x′q

∂xj
Γ′hpq ,

drops out when considering the transformation rules of coefficients:

T ijk := Γijk − Γikj .

Hence, these coefficients define a tensor field which, in local coordinates, is represented by:

T (∇) = (Γijk − Γikj)
∂

∂xi
⊗ dxj ⊗ dkk .

This tensor field is symmetric in the covariant indices and is called torsion tensor field of
the connection. It is straightforwardly proven that for any pair of differentiable vector fields
X and Y

(∇XY −∇YX − [X,Y ])k = T (∇)k ijXiY j .

That identity provided an intrisic definition of torsion tensor field associated with an affine
connection. In other words, the torsion tensor can be defined as a bilinear mapping which
associates pairs of differentiable vector fields X,Y with a differentiable vector field T (∇)(X,Y )
along the rule

T (∇)(X,Y ) = ∇XY −∇YX − [X,Y ] .

There is a nice interplay between the absence of torsion of an affine connection and Lie brack-
ets. In fact, using the second definition of torsion tensor field we have the folluwing useful result.

Proposition 3.2. Let ∇ be an affine connection on a differentiable manifold M . If ∇ is torsion
free, i.e., the torsion tensor T (∇) field vanishes on M ,

[X,Y ] = ∇XY −∇YX ,

for every pair of contravariant differentiable vector fields X,Y .

All the procedure used to define an affine connection can be reversed obtaining the following
result.
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Proposition 3.1. The assignment of an affine connection on a differentiable manifold M is
completely equivalent to the assignament of coeffcients Γkij(p) = 〈∇ ∂

∂xi |p
∂
∂xj |p , dxk|p〉 in each local

coordinate system, which differentiably depend on the point p and transform as

Γkij(p) =
∂xk

∂x′h
|p
∂2x′h

∂xi∂xj
|p +

∂xk

∂x′h
|p
∂x′p

∂xi
|p
∂x′q

∂xj
|pΓ′hpq(p) ,

under change of local coordinates.

Note. Shortly, after we have introduced the notion of geodesic segment and parallel transport,
we come back to the geometrical meaning of the covariant derivative.

3.2 Covariant derivative of tensor fields.

If M is a differentiable manifold equipped with an affine connection ∇, it is possible to extend
the action of the covariant derivatives to all differentiable tensor fields by assuming the following
further requirements;
(4) ∇X(αu+ βv) = α∇Xu+ β∇Xv for all α, β ∈ R, differentiable tensor fields u, v and differ-
entiable vector fields X.
(5) ∇Xf := X(f) for all differentiable vector fields X and differentiable functions f .
(6) ∇X(t⊗u) := (∇Xt)⊗u+ t⊗∇Xu for all differentiable tensor fields u, t and vector fields X.
(7) ∇X〈Y, η〉 = 〈∇XY, η〉 + 〈Y,∇Xη〉 for all differentiable vector fields X,Y and differentiable
covariant vector fields η.

In particular, the action of ∇X on covariant vector fields turns out to be defined by the require-
ments above as follows.

∇X η = 〈 ∂

∂xk
,∇Xη〉 dxk = ∇X(〈 ∂

∂xk
, η〉) dxk − 〈∇X

∂

∂xk
, η〉 dxk ,

where
∇X〈

∂

∂xk
, η〉 = ∇Xηk = X(ηk) = Xi∂ηk

∂xi
,

and
〈∇X

∂

∂xk
, η〉 = Xiηr〈∇ ∂

∂xi

∂

∂xk
, dxr〉 = XiηrΓrik .

Putting all together we have:

(∇X η)kdxk = Xi(
∂ηk
∂xi

− Γrikηr) dx
k ,

which is equivalent to:

(∇η)ki = ηk,i :=
∂ηk
∂xi

− Γrikηr ,

where we have introduced the covariant derivative of the covariant vector field η, ∇η, as the
unique tensor field of tensors in T ∗pM ⊗ T ∗pM such that the contraction of Xp and (∇η)p (with
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respect to the space corresponding to the index i) is (∇Xpη)p.

Given an affine connection ∇, there is only one operator which maps tensor fields into tensor
fields and satisfies the requirement above. In components its action is the following:

(∇t)i1...il j1...jkr = ti1...il j1...jk,r =
∂ti1...il j1...jk

∂xr
+ Γi1srt

s...il
j1...jk + . . .+ Γilsrt

i1...s
j1...jk

− Γsrj1t
i1...il

s...jk − . . .− Γsrjkt
i1...il

j1...s , (1)

where we have introduced the covariant derivative of the tensor field t, ∇t, as the unique
tensor field of tensors in T ∗pM ⊗ SpM , SpM being the space of the tensors in p which contains
tp, such that the contraction of Xp and (∇t)p (with respect to the space corresponding to the
index r) is (∇Xpt)p.

3.3 Levi-Civita’s connection.

Let us show that, if M is (pseudo) Riemannian, there is a preferred affine connection completely
determined by the metric. This is Levi-Civita’s affine connection.

Theorem 3.1. Let M be a (pseudo) Riemannian manifold with metric locally represented by
Φ = gijdx

i ⊗ dxj. There is exactly one affine connection ∇ such that :
(1) it is metric, i.e., ∇Φ = 0
(2) it is torsion free, i.e., T (∇) = 0.
That is the Levi-Civita connection which is defined by the connection coefficients, called
Christoffel’s coefficients,:

Γijk = {j i k} :=
1
2
gis(

∂gks
∂xj

+
∂gsj
∂xk

−
∂gjk
∂xs

) .

Proof. The coefficients

{j i k}(p) :=
1
2
gis(p)(

∂gks
∂xj

|p +
∂gsj
∂xk

|p −
∂gjk
∂xs

|p)

define an affine connection because they transform as:

{i k j}(p) =
∂xk

∂x′h
|p
∂2x′h

∂xi∂xj
|p +

∂xk

∂x′h
|p
∂x′p

∂xi
|p
∂x′q

∂xj
|p {p h q}′(p) ,

as one can directly verify. Hence the Levi-Civita connection does exist.
Then we show that (1) and (2) imply that ∇ is the Levi-Civita connection. Expanding (1) and
rearranging the result, we have:

−∂gij
∂xk

= −Γskigsj − Γskjgis ,
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twice cyclically permuting indices and changing the overal sign we get also:

∂gki
∂xj

= Γsjkgsi + Γsjigks ,

and
∂gjk
∂xi

= Γsijgsk + Γsikgjs .

Summing side-by-side the obtained results, taking the symmetry of the lower indices of connec-
tion coefficients, i.e. (2), into account as well as the symmetry of the (pseudo) metric tensor, it
results:

∂gki
∂xj

+
∂gjk
∂xi

− ∂gij
∂xk

= 2Γsijgsk .

Contracting both sides with 1
2g
kr and using gskgkr = δrs we get:

Γrij =
1
2
grk(

∂gki
∂xj

+
∂gjk
∂xi

− ∂gij
∂xk

) =
1
2
grk(

∂gjk
∂xi

+
∂gki
∂xj

− ∂gij
∂xk

) = {i r j} .

This concludes the proof. 2

Remarks (1) This remark is very important for applications. Consider a (pseudo) Euclidean
space En. In any (pseudo) orthonormal Cartesian coordinate system (and more generally in any
Cartesian coordinate system) the affine connection naturally associated with the affine structure
has vanishing connection coefficients. As a consequence, that connection is torsion free. In the
same coordinates, the metric takes constant components and thus the covariant derivative of the
metric vanishes too. Those results prove that the affine connection naturally associated with
the affine structure is Levi-Civita’s connection. In particular, this implies that the connection ∇
used in elementary analysis is nothing but the Levi-Civita connection associated to the metric of
Rn. The exercises below show how such a result can be profitably used in several applications.
(2) A point must be stressed in application of the formalism: using non-Cartesian coordinates
in Rn or En, as for instance polar spherical coordinates r, θ, φ in R3, one usually introduces
a local basis of TpR3, p ≡ (r, θ, φ) made of normalized-to-1 vectors er, eθ, eφ tangent to the
curves obtained by varying the corresponding coordinate. These vectors do not coincide with
the vector of the natural basis ∂

∂r |p,
∂
∂θ |p,

∂
∂φ |p because of the different normalization. In fact,

if g = δijdx
idxj is the standard metric of R3 where x1, x2, x3 are usual orthonormal Cartesian

corodinates, the same metric has coefficients different from δij in polar coordinates. By con-
struction grr = g( ∂∂r |

∂
∂r ) = 1, but gθθ = g( ∂∂θ |

∂
∂θ ) 6= 1 and gφφ = g( ∂

∂φ |
∂
∂φ) 6= 1. So ∂

∂r = er but
∂
∂θ =

√
gθθeθ and ∂

∂φ = √
gφφeφ.

Exercises 3.1.
3.1.1. Show that, if ∇k are p ∈ N affine connections on a manifold M , then ∇ =

∑
k fk∇k is an

affine connection on M if the p smooth functions fk : M → R satisfy fk ≥ 0 and
∑

k fk(p) = 1
for every p ∈M (i.e.

∑
k fk∇k is a convex linear combination of connections).
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3.1.2. Show that a differentiable manifold M (1) always admits an affine connection, (2) it
is possible to fix that affine connection in order that it does not coincide with any Levi-Civita
connection for whatever metric defined in M .
Solution. (1) By Theorem 2.1, there is a Riemannian metric Φ defined on M . As a consequence
M admits the Levi-Civita connection associated with Φ. (2) Let ω, η be a pair of co-vector fields
defined in M and X a vector field in M . Suppose that they are somewhere nonvanishing and
ω 6= η (these fields exist due to Lemma 2.5 and using Φ to pass to co-vector fields from vector
fields). Let Ξ be the tensor field with Ξp := Xp ⊗ ωp ⊗ ηp for every p ∈ M . If Γi jk are
the Levi-Civita connection coefficients associated with Φ in any coordinate patch in M , define
Γ′i jk := Γi jk+Ξi jk in the same coordinate patch. By construction these coefficients transforms
as connection coefficients under a change of coordinate frame. As a consequence of Proposition
3.1 they define a new affine connection in M . By construction the found affine connection is not
torsion free and thus it cannot be a Levi-Civita connection.
3.1.3. Show that the coefficients of the Levi-Civita connection on a manifold M with dimension
n satisfy

Γiij(p) =
∂ ln

√
|g|

∂xj
|p .

where g(p) = det[gij(p)] in the considered coordinates.
Solution. Notice that the sign of g is fixed it depending on the signature of the metric. It holds

∂ ln
√
|g|

∂xj
=

1
2g

∂g

∂xj
.

Using the formula for expanding derivatives of determinats and expanding the relevants deter-
minants in the expansion by rows, one sees that

∂g

∂xj
=
∑
k

(−1)1+kcof1k
∂g1k
∂xj

+
∑
k

(−1)2+kcof2k
∂g2k
∂xj

+ . . .+
∑
k

(−1)n+kcofnk
∂gnk
∂xj

.

That is
∂g

∂xj
=
∑
i,k

(−1)i+kcofik
∂gik
∂xj

,

On the other hand, Cramer’s formula for the inverse matrix of [gik], [gpq], says that

gik =
(−1)i+k

g
cofik

and so,
∂g

∂xj
= ggik

∂gik
∂xj

,

hence
1
2g

∂g

∂xj
=

1
2
gik

∂gik
∂xj
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But direct inspection proves that

Γiij(p) =
1
2
gik

∂gik
∂xj

.

Putting all together one gets the thesis.)
3.1.4. Prove, without using the existence of a Riemannian metric for any differentiable manifold,
that every differentiable manifold admits an affine connection.
(Hint. Use a proof similar to that as for the existence of a Riemannian metric: Consider an atlas
and define the trivial connection (i.e, the usual derivative in components) in each coordinate
patch. Then, making use of a suitable partition of unity, glue all the connections together paying
attention to the fact that a convex linear combinations of connections is a connection.)
3.1.5. Show that the divergence of a vector field divX := ∇iX

i with respect to the Levi-Civita
connection can be computed by using:

(divV )(p) =
1√
|g(p)|

∂
√
|g|V i

∂xi
|p .

3.1.6. Use the formula above to compute the divergence of a vector field V represented in polar
spherical coordinates in R3, using the components of V either in the natural basis ∂

∂r ,
∂
∂θ ,

∂
∂φ and

in the normalized one er, eθ, eφ (see Remark 2 above).
3.1.7. Execute the exercise 3.1.3 for a vector field in R2 in polar coordinates and a vector field
in R3 is cylindrical coordinates.
3.1.8. The Laplace-Beltrami operator (also called Laplacian) on differentiable functions is
defined by:

∆f := gij∇j∇if ,

where ∇ is the Levi-Civita connection. Show that, in coordinates:

(∆f)(p) =
1√
|g(p)|

(
∂

∂xi

√
|g|gij ∂

∂xj

)
|pf .

3.1.9. Consider cylindrical coordinates in R3, (r, θ, z). Show that:

∆f =
∂2f

∂r2
+

1
r

∂f

∂r
+

1
r2
∂2f

∂θ2
+
∂2f

∂z2
.

3.1.10. Consider spherical polar coordinates in R3, (r, θ, φ). Show that:

∆f =
1
r2

∂

∂r

(
r2
∂f

∂r

)
+

1
r2 sin θ

∂

∂θ

(
sin θ

∂f

∂θ

)
+

1
r2 sin2 θ

∂2f

∂φ2
.

3.4 Geodesics: parallel transport approach.

Take a manifold M equipped with an affine connection ∇. It is possible to generalize the concept
of straight line by introducing the concept of geodesic. First of all we notice that, if γ : [a, b] →M
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is a smooth curve (we remark that the definition of a curve used here includes a preferred choice
for the parameter), with tangent vector γ̇, defined on γ([a, b]), it is possible to extend the vector
field γ̇ into a smooth vector field V defined in a neighborhood N of γ([a, b]). Hence V �γ([a,b])= γ̇.
Then we may consider the field ∇γ̇(t)γ̇(t) = (∇V V ) �γ([a,b]). It is a trivial task to show that the
obtained restriction defines a vector field on γ([a, b]) which does not depend on the extension V
of γ̇ and thus the used notation is appropriate. In local coordinates we have

(∇γ̇(t)γ̇(t))
i =

d2xi

dt2
+ Γijk(γ(t))

dxj

dt

dxk

dt
, (2)

where γ is given by n = dimM smooth functions xi = xi(t). If ∇ is Levi-Civita’s connection
in Rn or in an affine space referred to a metric which is everywhere constant and diagonal in
Cartesan coordinates, in Cartesian coordinate system it holds

(∇γ̇(t)γ̇(t))
i =

d2xi

dt2
.

As a consequance, straight lines are the unique solutions of ∇γ̇(t)γ̇
i(t) ≡ 0 in those spaces. More

precisely, if γ = γ(t) is a solution of the equation above, in whatever (generally local) Cartesian
coordinate system, the expression for the curve γ, parametrized by the parameter t ∈ (c, d), has
the form xi(t) = ait+ bi for 2n constants a1, . . . , an, b1, . . . , bn. In general manifolds we have the
following definition which, in a sense, extends the concept of straight line.

Def.3.2. Let M be a differentiable manifold equipped with an affine connection ∇. If γ : [a, b] →
M is smooth and satisfies the geodesic equation

∇γ̇(t)γ̇(t) ≡ 0 for all t ∈ [a, b]

γ is called geodesic (segment).
A vector field T defined in a neighborhood of γ([a, b]) is said to be transported along γ
parallely to γ̇ (and with respect to ∇) if

∇γ̇(t)T (γ(t)) ≡ 0 for all t ∈ [a, b] .

Therefore, geodesics are differentiable curves which transport their tangent vector parallely to
themselves.

In the (semi) Riemannian case we have an important result which, in particular holds true for
Levi-Civita connections.

Proposition 3.3. If a differentiable manifold M admits both a (pseudo)metric Φ and an affine
connection ∇ such that ∇Φ ≡ 0 (i.e., the connection is metric), the parallel transport
preserves the scalar product. In other words, if X,Y are vector fields defined in a neigh-
borhood of a differentiable curve γ = γ(t), and both X,Y are parellelly transported along γ, it
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turns out that t 7→ (X(γ(t))|Y (γ(t))) is constant.

Proof. The connection is metric and thus:

d

dt
(X(γ(t))|Y (γ(t))) = (∇γ̇X(γ(t))|Y (γ(t))) + (X(γ(t))|∇γ̇Y (γ(t))) = 0 + 0 = 0 .

2

Remarks.
(1) Let M be a differentiable manifold equipped with an affine connection ∇. From known
theorems of ordinary differential equations, if p ∈ M and v ∈ TpM , there is only one geodesic
segment γ = γ(t) which starts from γ(0) = p with initial tangent vector γ̇(0) = v. and defined in
a neighborhood of 0. This is because the geodesic equation is a second-order equation written in
normal form in a ny coordinate system about p. The correct background where one can profitably
study the properties of the geodesic equation is TM . Actually it is possible to formulate global
existence and uniqueness theorems.
A straightforward consequence of the local uniqueness theorem is that the tangent vector of a
non constant geodesic γ : [a, b] →M cannot vanish in any point.
(2) If one changes the parameter of a non constant geodesic t 7→ γ(t), t ∈ [a, b] into u = u(t)
where that mapping is smooth and du/dt 6= 0 for all t ∈ [a, b], the new differentiable curve
γ′ : u 7→ γ(t(u)) does not satisfy the geodesic equation in general. Anyway, working in local
coordinates and using (2), and the geodesic equation for γ, one finds

(∇γ̇′(t)γ̇(t))
i =

dxi

dt

d2t

du2
.

Since γ̇(t) 6= 0, as a consequence we see that γ′ satisfies too the geodesic equation if and only
if u = kt + k′ for some constants k 6= 0, k′ in [a, b]. These transormations of the parameter
of geodesics which preserve the geodesic equations are called affine transformations (of the
parameter).
(3) If γ : [a, b] →M is fixed, the parallel transport condition

∇γ̇(t)T (γ(t)) ≡ 0 for all t ∈ [a, b] .

can be used as a differential equation. Expanding the left-hand side in local coordinates
(x1, . . . , xn) one finds a first-orded differential equation for the components of V referred to
the bases of elements ∂

∂xk |γ(t). As the equation is in normal form, the initial vector V (γ(a))
determines V uniquely along the curve at least locally. In a certain sense, one may view the
solution t 7→ V (t) as the “transport” and “evolution” of the initial condition V (γ(a)) along γ
itself.
The local existence and uniqueness theorem has an important consequence. If γ : [a, b] → M
is any differentiable curve and u, v ∈ [a, b] with u < v, the notion of parallel transport along γ
produces an vector space isomorphism Pγ [γ(u), γ(v)] : Tγ(u) → Tγ(v) which associates V ∈ Tγ(u)
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with that vector in Tγ(u) which is obtained by parallely trasporting V in Tγ(u).
If ∇ is metric, Proposition 3.3 implies that Pγ [γ(u), γ(v)] also preserves the scalar product, in
other words, it is an isometric isomorphis.
(4) Consider a Riemannian manifold M . Let γ = γ(t) be a non constant geodesic segment with
t ∈ [a, b] with respect to the Levi-Civita connection. The length ascissa or length parameter

s(t) :=
∫ t

a

√
(γ̇(t′)|γ̇(t′)) dt′ ,

defines a linear function s = kt + k′ with k 6= 0 and thus s can be used to reparametrize
the geodesic. Indeed (γ̇(t′)|γ̇(t′)) is constant by Proposition 3.3 and (γ̇(t′)|γ̇(t′)) 6= 0 because
γ̇(t′) 6= 0.
(5) If the manifold M is equipped with an affine connection M , it is possible to show that each
point of p ∈M admits a neighborhood U such that, if q ∈ U , there is a unique geodesic segment
γ completely contained in U from p to q .

Example 3.1. As we said, in Einstein’s General Theory of Relativity, the spacetime is a fourdi-
mensional Lorentzian manifold M4. Hence it is equipped with a pseudometric Φ = gabdx

i⊗ dxj
with hyperbolic canonic form (−1,+1,+1,+1) (this holds true if one uses units to measure
length such that the speed of the light is c = 1). The points of the manifolds are called events.
If the spacetime is flat and it is an affine four dimensional space, it is called Minkowski spacetime.
That is the spacetime of Special Relativity Theory.
If V ∈ TpM , V 6= 0, for some event p ∈ M , V is called timelike, lightlike (or null), spacelike
if, respectively (V |V ) < 0, (V |V ) = 0, (V |V ) > 0. A curve γ : R → M is defined similarly
referring to its tangent vector γ̇ provided γ̇ preserves the sign of (γ̇|γ̇) along the curve itself.
The evolution of a particle is represented by a world line, i.e., a timelike differentiable curve
γ : u 7→ γ(u) and the length parameter (length ascissa) along the curve

t(u) :=
∫ u

a

√
|(γ̇(u′)|γ̇(u′))| du′ ,

(notice the absolute value) represents the proper time of the particle, i.e., the time measured by
a clock which co-moves with the particle. If γ(t) is an event reached by a worldline the tangent
space Tγ(t)M is naturally decomposed as Tγ(t)M = L(γ̇(t)) ⊕ Σγ(t), where L(γ̇(t)) is the linear
space spanned by γ̇(t) and Σγ(t) is the orthogonal space to L(γ̇(t)). It is simple to prove that
the metric Φγ(t) induces a Riemannian (i.e., positive) metric in Σγ(t). Σγ(t) represents the local
rest space of the particle at time t.
Lightlike curves describe the evolution of particles with vanishing mass. It is not possible to
define proper time and local rest space in that case.
As a consequence of Remark (3) above, if a geodesic γ has a timelike, lightlike, spacelike ini-
tial tangent vector, any other tangent vector along γ is respectively timelike, lightlike, space-
like. Therefore it always make sense to define timelike, lightlike, spacelike geodesics. Timelike
geodesics represent the evolutions of points due to the gravitational interaction only. That in-
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teraction is represented by the metric of the spacetime.

3.5 Back on the meaning of the covariant derivative.

The notion of parallel transport respect to an affine connection enable us to give a more geo-
metrical meaning of the notion of covariant derivative. As remarked in Section 3.1, if M is a
differentiable manifold and we aim to compute the derivative of a vector field X with respect to
another vector field Y in a point p ∈M , we should compute something like the following limit

lim
h→0

X(p+ hY )−X(p)
h

.

Unfortunately, there are two problems involved in the formula above:

(1) What does it mean p+hY ? In general, we have not an affine structure on M and we cannot
move points thorough M under the action of vectors as in affine spaces.
(N.B. The reader should pay attention on the fact that affine connections and affine structures
are different objects!).
(2) X(p) ∈ TpM but X(p + hY ) ∈ Tp+hYM . If something like p + hY makes sense, we ex-
pect that p + hY 6= p because derivatives in p should investigate the behaviour of the function
q 7→ X(q) in a “infinitesimal” neighborhood of p. So the difference X(p+ hY )−X(p) does not
make sense because the vectors belong to different vector spaces!

As we have seen in Section 3.1, if M is an affine space An the candidate definition above can
be improved into

(∇YX)p := lim
h→0

A[p+ hYp, p]Xp+hYp −Xp

h
.

(see Section 3.1 for notation) which turns out to coincide with the definition given via the
affine connection naturally associated with the affine structure of An. Is it possible to extend
such a (equivalent) definition of derivative in the case of a manifold M equipped with an affine
connection ∇? The answer is yes. Fix p and Y (p) and consider the unique geodesic segment
[0, ε) 3 h 7→ γ(h) starting from p with initial vector Y (p). Consider the point γ(h). Formally
we can view that point as “p+ hY ”. Using that interpretation X(p+ hY ) has to be interpeted
as X(γ(h)) and the problem (1) becomes harmless. That is not the whole story because

X(γ(h))−X(p)

does not make sense anyway since the vectors belong to different vector spaces.
As we are equipped with geodesics, we can move the vectors along them using the notion of
parallel transport. In practice, to improve our idea we may say that

X(p+ hY )
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must actually be understood as
P−1
γ [p, γ(h)]X(γ(h)) ,

where
Pα[α(u), α(v)] : Tα(u) → Tα(v)

is the vector-space isomorphism, introduced in Remark (3) after Proposition 3.3, induced by the
parallel transport along a (sufficiently short) differentiable curve α : [a, b] → M for u < v and
u, v ∈ [a, b]. Within this interpretation

X(p+ hY )−X(p) = P−1
γ [p, γ(h)]X(γ(h))−X(p)

makes sense because both P−1
γ [p, γ(h)]X(γ(h)) and X(p) belong to the same vector space Tp(M).

Notice that, in general
P−1
γ [p, γ(h)]X(γ(h)) 6= X(p) .

Summarizing, if M is equipped with an affine connection ∇, the derivative of X with respect to
Y in p can be define as

D∇
Y X|p := lim

h→0

P−1
γ [p, γ(h)]X(γ(h))−X(p)

h
.

Let us show that the notion of derivative defined above is nothing but the covariant derivative
∇YX referred to the affine connection ∇. To this end, take a local coordinate system about p.
From the equation of parallel transport, if P−1 := Pγ [p, γ(h)] we have

Xi(γ(h))−
(
P−1X(γ(h))

)i + h Y j(γ(h)) Γijk(γ(h))
(
P−1X(γ(h))

)k = hAi(h) ,

where Ai(h) → 0 as h→ 0+. That identity can equivalently be written(
P−1X(γ(h))

)i = Xi(γ(h)) + h Y j(p) Γijk(p)
(
P−1X(γ(h))

)k + hOi(h) ,

where we have dropped some infinitesimal functions which are now embodied in Oi with Oi(h) →
0 as h→ 0+. Using that expansion in the definition of D∇

Y X|p we get:

(
D∇
Y X|p

)i
:= lim

h→0

Xi(γ(h))−Xi(p) + h Y j(p) Γijk(p)
(
P−1X(γ(h))

)k − hO(h)
h

.

Equivalently:

(
D∇
Y X|p

)i
:= lim

h→0

Xi(γp,Y (h))−Xi(p)
h

+ lim
h→0

Y j(p)Γijk(p)
(
P−1
γ [p, γ(h)]X(γ(h))

)k
,

and thus (
D∇
Y X|p

)i
= Y k(p)

∂X i

∂xk
|p + Y j(p)Γijk(p)X

k(p) = (∇YX)i(p) .
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Let us summarize our results into a Proposition.

Proposition 3.4. Let M be a differentiable manifold equipped with an affine connection ∇. If
X and Y are differentiable contravariant vector fields in M and p ∈M ,

(∇YX)(p) = lim
h→0

P−1
γ [p, γ(h)]X(γ(h))−X(p)

h
,

where, γ : [0, ε) → M is the unique geodesic segment referred to ∇ starting from p with initial
tangent vector Y (p) and

Pα[α(u), α(v)] : Tα(u) → Tα(v)

is the vector-space isomorphism induced by the ∇ parallel transport along a (sufficiently short)
differentiable curve α : [a, b] →M for u < v and u, v ∈ [a, b].

3.6 Geodesics: variational approach.

There is another approach to determine geodesics with respect to Levi-Civita’s connection in a
Riemannian manifold. Indeed, geodesics satisfy a variational principle because, roughly speak-
ing, they stationarize the length functional of curves.
Let us recall some basic notion of elementary variation calculus in Rn. Fix an open nonempty
set U ⊂ Rn, a closed interval I = [a, b] ⊂ R with a < b and take a nonempty set

G ⊂ {γ : I → Ω | γ ∈ C2k(I)}

for some fixed integer 0 < k < +∞1 (γ ∈ C l([a, b]) means that γ ∈ C l((a, b)) and the limits
towards either a+ and b− of derivatives of γ exist and are finite up to the order l).
A variation V of γ ∈ G, if exists, is a map V : [0, 1] × I → U such that, if Vs denotes the
function t 7→ V (s, t):
(1) V ∈ C2k([0, 1] × I) (i.e., V ∈ C l((0, 1) × (a, b)) and the limits towards the points of the
boundary of (0, 1)× (a, b) all the derivatives of order up to l exist and are finite),
(2) Vs ∈ G for all s ∈ [0, 1],
(3) V0 = γ and Vs 6= γ for some s ∈ (0, 1].
It is obvious that there is no guarantee that any γ of any G admits variations because both con-
dition (2) and the latter part of (3) are not trivially fulfilled in the general case. The following
lemma gives a proof of existence provided the domain G is defined appropriately.

Lemma 3.1. Let Ω ⊂ (Rn)k be an open nonempty set, I = [a, b] with a < b. Fix (p, P1, . . . , Pk−1)
and (q,Q1, . . . , Qk−1) in Ω. Let D denote the space of elements of {γ : I → Rn | γ ∈ C2k(I)}
such that:
(1)

(
γ(t), d

1γ
dt1
, . . . , d

k−1γ
dtk−1

)
∈ Ω for all t ∈ [a, b],

(2)
(
γ(a), d

1γ
dt1
|a, . . . , d

k−1γ
dtk−1 |a

)
= (p, P1, . . . , Pk−1) and

(
γ(b), d

1γ
dt1
|b, . . . , d

k−1γ
dtk−1 |b

)
= (q,Q1, . . . , Qk−1).

Within the given definitions and hypotheses, every γ ∈ D admits variations of the form

V±(s, t) = γ(t)± scη(t) ,
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where c > 0 is a constant, η : [a, b] → Rn is Ck with

η(a) = η(b) = 0 ,

and
drη

dtr
|a =

drη

dtr
|b = 0

for r = 1, . . . , k−1. In particular, the result holds for every c < C, if C > 0 is sufficiently small.

Proof. The only nontrivial fact we have to show is that there is some C > 0 such that(
γ(t)± scη(t),

d1

dt1
(γ(t)± scη(t)), . . . ,

dk−1

dtk−1
(γ(t)± scη(t))

)
∈ Ω

for every s ∈ [0.1] and every t ∈ I provided 0 < c < C. From now on for a generic curve
τ : I → Rn,

τ̃(t) :=
(
τ(t),

d1τ(t)
dt1

, . . . ,
dk−1τ(t)
dtk−1

)
.

We can suppose that Ω is compact. (If not we can take a covering of γ̃([a, b]) made of open
balls of (Rn)k = Rnk whose closures are contained in Ω. Then, using the compactness of γ̃([a, b])
we can extract a finite subcovering. If Ω′ is the union of the elements of the subcovering,
Ω′ ⊂ Ω is open, Ω′ ⊂ Ω and Ω′ is compact and we may re-define Ω := Ω′.) ∂Ω is compact
because it is closed and contained in a compact set. If || || denotes the norm in Rnk, the
map (x, y) 7→ ||x − y|| for x ∈ γ̃, y ∈ ∂Ω is continuous and defined on a conpact set. Define
m = min(x,y)∈γ̃×∂Ω ||x−y||. Obviously m > 0 as γ̃ is internal to Ω. Clarearly, if t 7→ η̃(t) satisfies
||γ̃(t) − η̃(t)|| < m for all t ∈ [a, b], it must hold η̃(I) ⊂ Ω. Then fix η as in the hypotheses
of the Lemma and consider a generic Rnk-component t 7→ γ̃i(t) + scη̃i(t) (the case with − is
analogous). The set I ′ = {t ∈ I | η̃i(t) ≥ 0} is compact because it is closed and contained in
a compact set. The s-parametrized sequence of continuous functions, {γ̃i + scη̃i}s∈[0,1], mono-
tonically converges to the continuous function γ̃i on I ′ as s → 0+ and thus converges therein
uniformly by Fubini’s theorem. With the same procedure we can prove that the convergence is
uniform on I ′′ = {t ∈ I | η̃i(t) ≤ 0} and hence it is uniformly on I = I ′∪ I ′′. Since the proof can
be given for each component of the curve, we get that ||(γ̃(t) + scη̃(t))− γ̃(t)|| → 0 uniformly in
t ∈ I as sc → 0+. In particular ||(γ̃(t) + scη̃(t)) − γ̃(t)|| < m for all t ∈ [a, b], if sc < δ. Define
C := δ/2. If 0 < c < C, sc < δ for s ∈ [0, 1] and ||(γ̃(t) + scη̃(t))− γ̃(t)|| < m uniformly in t and
thus γ̃(t) + scη̃(t) ∈ Ω for all s ∈ [0, 1] and t ∈ I.
Decreasing C if necessary, by a similar proof we get that, γ̃(t)− scη̃(t) ∈ D for all s ∈ [0, 1] and
t ∈ I, if 0 < c < C . 2

Exercises 3.2.
3.2.1. In the same hypotheses of Lemma 3.1, drop the condition γ(a) = p (or γ(b) = q, or
both conditions or other similar confitions for derivatives) in the definition of D and prove the
existence of variations V± in this case too.
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(Hint. Note that the proof is obvious.)

We recall the reader that, if G ⊂ Rn and F : G → R is any sufficiently regular function,
x0 ∈ Int(G) is said to be a stationary point of F if dF |x0 = 0. Such a condition can be
re-written as

dF (x0 + su)
ds

|s=0 = 0 ,

for all u ∈ Rn. In particular, if F attains a local extremum in x0 (i.e. there is a open neighbor-
hood of x0, U0 ⊂ G, such that either F (x0) > F (x) for all x ∈ U0 \ {x0} or F (x0) < F (x) for all
x ∈ U \ {x0}), x0 turns out to be a stationary point of F .
The definition of stationary point can be generalized as follows. Consider a functional on
G ⊂ {γ : I → U | γ ∈ C2k(I)}, i.e. a mapping F : G → R. We say that γ0 stationary
point of F , if for all variations of γ0, V , the variation of F ,

δV F |γ0 :=
dF [Vs]
ds

|s=0

exists and vanishes.

Remark. There are different definition of δV F related to the so-called Fréchet and Gateaux
notions of derivatives of functionals. Here we adopt a third definition useful in our context.

For suitable spaces G and functionals F : G→ R, defining an appropriate topology on G itself,
it is possible to show that if F attains a local extremum in γ0 ⊂ G, then γ0 must be a stationary
point of F . We state a precise result after the specialization of the functional F .
From now on we work on domains G of the form D defined in lemma 3.1 and we focus attention
on functionals with the form

F [γ] :=
∫
I
F

(
t, γ(t),

dγ

dt
, · · · , d

kγ

dtk

)
dt , (3)

where k is the same used in the definition of D and F ∈ Ck(Ω). Making use of Lemma 3.1 we
can prove a second important Lemma.

Lemma 3.2. If F : D → R is the functional in (3) with D defined in Lemma 3.1, δV F |γ0 exists
for every γ0 ∈ D and every variation of γ0, V and

δV F |γ0 =
n∑
i=1

∫
I

∂V i

∂s

∣∣∣∣
s=0

[
∂F

∂γi
+

k∑
r=1

(−1)r
dr

dtr

(
∂F

∂ d
rγi

dtr

)]∣∣∣∣∣
γ0

dt

Proof. From known properties of Lebesgue’s measure based on Lebesgue’s dominate convergence
theorem (notice that [0, 1]×I is compact an all the considered functions are continuous therein),
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we can pass the s-derivative operator under the sign of integration obtaining

δV F |γ0 =
n∑
i=1

∫ b

a

(
∂V i

∂s

∣∣∣∣
s=0

∂F

∂γi
+

k∑
r=1

∂r+1V i

∂tr∂s

∣∣∣∣
s=0

∂F

∂ d
rγi

dtr

)
dt .

We have interchanged the derivative in s and r derivatives in t in the first factor after the second
summation symbol, it being possible by Schwarz’ theorem in our hypotheses. The following
identity holds ∫

I

∂r+1V i

∂tr∂s

∂F

∂ d
rγi

dtr

dt =
∫
I
(−1)r

∂V i

∂s

dr

dtr

(
∂F

∂ d
rγi

dtr

)
dt .

This can be obtained by using integration by parts and dropping boundary terms in a and b
which vanishes because they contains factors

∂l+1V i

∂lt∂s
|t=a or b

with l = 0, 1, . . . , k − 1. These factors must vanish because the conditions on curves in D:

γ(a) = p and γ(b) = q ,

drtγ

drt
|a = Pr

and
drγ

drt
|b = Qr

for r = 1, . . . , k − 1 imply that the variations of any γ0 ∈ D with their t-derivatives in a and b
up to the order k − 1 have to vanish in a and b whatever s ∈ [0, 1]. Then the formula in thesis
follows trivially. 2

A third and last lemma is in order.

Lemma 3.3. Suppose that f : [a, b] → Rn, with components f i : [a, b] → R, i = 1, . . . , n, is
continuous. If ∫ b

a

n∑
i=1

hi(x)f i(x)dx = 0

for every C∞ function h : R → Rn whose components hi have supports contained in in (a, b),
it has to hold f(x) = 0 for all x ∈ [a, b].

Proof. If x0 ∈ (a, b) is such that f(x0) > 0 (the case < 0 is analogous), there is an integer
j ∈ {1, . . . , n} and an open neighborhood of x0, U ⊂ (a, b), where f j(x) > 0. Using Remark (3)
after Def.2.3, take a function g ∈ C∞(R) with supp g ⊂ U , g(x) ≥ 0 therein and g(x0) = 1, so
that, in particular, f j(x0)g(x0) > 0. Shrinking U one finds another open neighborhood of x0,
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U ′, such that U ′ ⊂ U and g(x)f j(x) > 0 on U ′. As a consequence minU ′g · f
j = m > 0.

Below χA denotes the charateristic function of a set A and h : (a, b) → Rn is defined as hj = g
and hi = 0 if i 6= j. Finally we have:

0 =
∫ b

a

n∑
i=1

hi(x)f i(x)dx =
∫
U
g(x)f j(x)dx =

∫ b

a
χU (x)g(x)f j(x)dx

because the integrand vanish outside U . On the other hand, as U ′ ⊂ U and g(x)f(x) ≥ 0 in U ,

χU (x)g(x)f j(x) ≥ χU ′(x)g(x)f
j(x)

and thus

0 =
∫ b

a

n∑
i=1

hi(x)f i(x)dx ≥
∫
U ′
g(x)f j(x)dx ≥ m

∫
U ′
dx > 0 .

because m > 0 and
∫
U ′ dx ≥

∫
U ′ dx > 0 because nonempty open sets have strictly positive

Lebesgue measure.
The found result is not possible. So f(x) = 0 in (a, b) and, by continuity, f(a) = f(b) = 0. 2

We conclude the general theory with two theorems.

Theorem 3.2. Let Ω ⊂ (Rn)k be an open nonempty set, I = [a, b] with a < b. Fix (p, P1, . . . , Pk−1)
and (q,Q1, . . . , Qk−1) in Ω. Let D denote the space of elements of {γ : I → Rn | γ ∈ C2k(I)}
such that:
(1)

(
γ(t), d

1γ
d1t
, . . . , d

k−1γ
dk−1t

)
∈ Ω for all t ∈ [a, b],

(2)
(
γ(a), d

1γ
d1t
|a, . . . , d

k−1γ
dk−1t

|a
)

= (p, P1, . . . , Pk−1) and
(
γ(b), d

1γ
d1t
|b, . . . , d

k−1γ
dk−1t

|b
)

= (q,Q1, . . . , Qk−1).
Finally define

F [γ] :=
∫
I
F

(
t, γ(t),

dγ

dt
, · · · , d

kγ

dtk

)
dt

where F ∈ Ck(Ω).
Under these hypotheses γ ∈ D is a stationary point of F if and only if it satisfies the Euler-
Poisson equations for i = 1, . . . , n:

∂F

∂γi
+

k∑
r=1

(−1)r
dr

dtr

(
∂F

∂ d
rγi

dtr

)
= 0 .

Proof. It is clear that if γ ∈ D fulfils Euler-Poisson equations, γ is an extremal point of F
because of Lemma 3.2.
By Lemma 3.2 once again, if γ ∈ D is a stationary point, it must satisfy

n∑
i=1

∫
I

∂V i

∂s

∣∣∣∣
s=0

[
∂F

∂γi
+

k∑
r=1

(−1)r
dr

dtr

(
∂F

∂ d
rγi

dtr

)]∣∣∣∣∣
γ0

dt = 0
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for all variations V . We want to prove that these identities valid for every variation V of γ entail
that γ satisfies E-P equations. The proof os based on Lemma 3.3 with

f i =

[
∂F

∂γi
+

k∑
r=1

(−1)r
dr

dtr

(
∂F

∂ d
rγi

dtr

)]∣∣∣∣∣
γ0

and

hi =
∂V i

∂s

∣∣∣∣
s=0

.

Indeed, the functions hi defined as above range in the space of C∞(R) functions with support
in (a, b) as a consequence of Lemma 3.1 if one uses variations V i(s, t) = γi0(t) + csηi(t) with
ηi ∈ C∞(R) supported in (a, b). In this case hi = cηi. The condition

n∑
i=1

∫
I

∂V i

∂s

∣∣∣∣
s=0

[
∂F

∂γi
+

k∑
r=1

(−1)r
dr

dtr

(
∂F

∂ d
rγi

dtr

)]∣∣∣∣∣
γ0

dt = 0

becomes

c

∫ b

a

n∑
i=1

hi(x)f i(x)dx = 0

for every choice of functions hi ∈ C∞((a, b)), i = 1, . . . , n and for a corresponding constant c > 0
which does not affect the use of the Lemma 3.1. Then, Lemma 3.1. implies the thesis. 2

Remark. Notice that, for k = 1, Euler-Poisson equations reduce to the well-known Euler-
Lagrange equations F being the Lagrangian of a mechanical system.

Theorem 3.3. With the same hypotheses of Theorem 3.2, endow D with the norm topology
induced by the norm

||γ||k := max
{

sup
I
||γ|| , sup

I

∣∣∣∣∣∣∣∣dγdt
∣∣∣∣∣∣∣∣ , . . . , sup

I

∣∣∣∣∣∣∣∣dkγdtk
∣∣∣∣∣∣∣∣} .

If the functional F : D → R attains an extremal value at γ0 ∈ D, γ0 turns out to be a stationary
point of F and it satisfies Euler-Poisson’s equations.

Proof. Suppose that γ0 defines a local maximum of F (the other case is similar). In that case
there is an open norm ball B ⊂ D centered in γ0, such that, if γ ∈ B \ {γ0}, F (γ) < F (γ0). In
particular if V± = γ ± scη,

F (γ0 ± csη)− F (γ0)
s

< 0

for every choice of η ∈ C∞(R) whose components are compactly supported in (a, b) and s ∈ [0, 1].
c > 0 is a sufficiently small constant. The limit as s→ 0+ exists by Lemma 3.2. Hence

δV±F |γ0 ≤ 0 .
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Making explicit the left-hand side by Lemma 3.2 one finds

±
n∑
i=1

∫
I
ηi

[
∂F

∂γi
+

k∑
r=1

(−1)r
dr

dtr

(
∂F

∂ d
rγi

dtr

)]∣∣∣∣∣
γ0

dt ≤ 0 ,

and thus
n∑
i=1

∫
I
ηi

[
∂F

∂γi
+

k∑
r=1

(−1)r
dr

dtr

(
∂F

∂ d
rγi

dtr

)]∣∣∣∣∣
γ0

dt = 0 .

Using Lemma 3.3 as in proof of Theorem 3.2 we conclude that γ0 satisfies Euler-Poisson’s equa-
tions. As a consequence of Theorem 3.2, γ0 is a stationary point of F . 2

We can pass to consider geodesics in Riemannian and Lorentzian manifolds. Let us state and
prove a first theorem which is valid for properly Riemannian metrics and involves the length of
a differentiable curve (see comment (2) after Def.2.9).

Theorem 3.4. Let M be a Riemannian manifold with metric locally denoted by gij. Take
p, q ∈M such that there is a common local chart (U, φ), φ(r) = (x1(r), . . . , xn(r)), with p, q ∈ U .
Fix [a, b] ⊂ R, a < b and consider the curve-length functional:

L[γ] =
∫ b

a

√
gij(γ(t))

dxi(γ(t))
dt

dxj(γ(t))
dt

dt ,

defined on the space S of (differentiable) curves γ : [a, b] → U (U being identified to the open
set φ(U) ⊂ Rn) with γ(a) = p, γ(b) = q and everywhere nonvanishing tangent vector γ̇.
(a) If γ0 ∈ S is a stationary point of L, there is a differentiabile bijection with inverse dif-
ferentiable, u : [0, L[γ0]] → [a, b], such that γ ◦ u is a geodesic with respect to the Levi-Civita
connection connecting p to q.
(b) If γ0 ∈ S is a geodesic (connecting p to q), γ0 is a stationary point of L.

Proof. First of all, notice that the domain S of L is not empty (M is connected and thus path
connected by definition) and S belongs to the class of domains D used in Theorem 3.2: now
Ω = φ(U)× (Rn \{0}). L itself is a specialization of the general functional F and the associated
function F is C∞ (indeed the function x 7→

√
x is C∞ in the domain R \ {0}).

(a) By Theorem 3.2, if γ0 ∈ S is a stationary point of F , γ0 satisfies in [a, b]:

d

dt

 gki
dxi

dt√
grs

dxr

dt
dxs

dt

− 1
2
∂gij

∂xk
dxi

dt
dxj

dt√
grs

dxr

dt
dxs

dt

= 0 , (4)

where xi(t) := xi(γ0(t)) and the metric glm is evaluated on γ0(t).
Since γ̇0(t) 6= 0 and the metric is positive, grs(γ0(t))dx

r

dt
dxs

dt 6= 0 in [a, b] and the function

s(t) :=
∫ s

a

√
grs(γ0(t))

dxr

dt

dxs

dt
dt
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takes values in [0, L[γ0]] and, by trivial application of the fundamental theorem of calculus, is
differentiable, injective with inverse differentiable. Let us indicate by u : [0, L[γ0]] → [a, b] the
inverse function of s. By (4), the curve s 7→ γ(u(s)) satisfies the equations

d

ds

[
gki

dxi

ds

]
− 1

2
∂gij
∂xk

dxi

ds

dxj

ds
= 0 .

Expanding the derivative we get

d2xi

ds2
gki +

∂gki
∂xj

dxi

ds

dxj

ds
− 1

2
∂gij
∂xk

dxi

dt

dxj

dt
= 0 .

These equations can be re-written as

d2xi

ds2
gki +

1
2

[
∂gki
∂xj

dxi

ds

dxj

ds
+
∂gkj
∂xi

dxj

ds

dxi

ds
− ∂gij
∂xk

dxi

ds

dxj

ds

]
= 0 .

Contracting with grk these equations become

d2xr

ds2
+

1
2
grk
[
∂gki
∂xj

+
∂gik
∂xj

− ∂gij
∂xk

]
dxi

ds

dxj

ds
= 0 ,

which can be re-written as the geodesic equations with respect to Levi-Civita’s connection:

d2xr

ds2
+ {i r j}

dxi

ds

dxj

ds
= 0 .

(b) A curve from p to q, t 7→ γ(t), can be re-parametrized by its length parameter: s = s(t),
s ∈ [0, L[γ]] where s(t) ∈ [0, L(γ0)] is the length of the curve γ0 evaluated from p to γ(t). In
that case it holds ∫ s

0

√
grl(γ0(t(s)))

dxr

ds

dxl

ds
ds = s

and thus √
grl(γ0(t(s)))

dxr

ds

dxl

ds
= 1 .

Then suppose that t 7→ γ0(t) is a geodesic. Thus t ∈ [a, b] is an affine parameter. By Remark
(4) af Def.3.2, there are c, d ∈ R with c > 0 such that t = cs+ d. As a consequence√

grl(γ0(t))
dxr

dt

dxl

dt
=

1
c

√
grl(γ0(t(s)))

dxr

ds

dxl

ds
(5)

and thus √
grl(γ0(t))

dxr

dt

dxl

dt
=

1
c
. (6)
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Following the proof of (a) by a reversed order one proves that

d2xr

dt2
+ {i r j}

dxi

dt

dxj

dt
= 0 .

implies
d

dt

[
gki

dxi

dt

]
− 1

2
∂gij
∂xk

dxi

dt

dxj

dt
= 0 ,

or, since c > 0,

c
d

dt

[
gki

dxi

dt

]
− c

1
2
∂gij
∂xk

dxi

dt

dxj

dt
= 0 ,

Using the fact that c is constant and (6), these equations are equivalent to Euler-Poisson equa-
tions

d

dt

 gki
dxi

dt√
grs

dxr

dt
dxs

dt

− 1
2
∂gij

∂xk
dxi

dt
dxj

dt√
grs

dxr

dt
dxs

dt

= 0 ,

and this concludes the proof by Theorem 3.2. 2

We can generalize the theorem to the case of a Lorentzian manifold.

Theorem 3.5. Let M be a Lorentzian manifold with metric locally denoted by gij. Take p, q ∈M
such that there is a common local chart (U, φ), φ(r) = (x1(r), . . . , xn(r)), with p, q ∈ U . Fix
[a, b] ⊂ R, a < b and consider the timelike-curve-length functional:

LT [γ] =
∫ b

a

√∣∣∣∣gij(γ(t))dxi(γ(t))dt

dxj(γ(t))
dt

∣∣∣∣ dt ,
defined on the space ST of (differentiable) curves γ : [a, b] → U (U being identified to the open
set φ(U) ⊂ Rn) with γ(a) = p, γ(b) = q and γ is timelike, i.e. (γ̇|γ̇) < 0 everywhere.
Suppose that p and q are such that ST 6= ∅.
(a) If γ0 ∈ ST is a stationary point of LT , there is a differentiabile bijection with inverse dif-
ferentiable, u : [0, LT [γ0]] → [a, b], such that γ ◦ u is a timelike geodesic with respect to the
Levi-Civita connection connecting p to q.
(b) If γ0 ∈ ST is a timelike geodesic (connecting p to q), γ0 is a stationary point of LT .

Proof. The proof is the same of Theorem 3.4 with the precisation that ST , if nonempty, is a
domain of the form D used in Theorem 3.2. In particular the set Ω ⊂ R2n used in the definition
of D is now the open set:

{(x1, . . . , xn, v1, . . . , vn) ∈ R2n | (x1, . . . , xn) ∈ φ(U) , (gφ−1(x1,...,xn))ijv
ivj < 0}

where gij represent the metric in the coordinates associated with φ. 2
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Theorem 3.6. Let M be a Lorentzian manifold with metric locally denoted by gij. Take p, q ∈M
such that there is a common local chart (U, φ), φ(r) = (x1(r), . . . , xn(r)), with p, q ∈ U . Fix
[a, b] ⊂ R, a < b and consider the spacelike-curve-length functional:

LS [γ] =
∫ b

a

√
gij(γ(t))

dxi(γ(t))
dt

dxj(γ(t))
dt

dt ,

defined on the space SS of (differentiable) curves γ : [a, b] → U (U being identified to the open
set φ(U) ⊂ Rn) with γ(a) = p, γ(b) = q and γ is spacelike, i.e. (γ̇|γ̇) > 0 everywhere.
Suppose that p and q are such that SS 6= ∅.
(a) If γ0 ∈ SS is a stationary point of LS, there is a differentiabile bijection with inverse dif-
ferentiable, u : [0, LS [γ0]] → [a, b], such that γ ◦ u is a spacelike geodesic with respect to the
Levi-Civita connection connecting p to q.
(b) If γ0 ∈ SS is a spacelike geodesic (connecting p to q), γ0 is a stationary point of LS.

Proof. Once again the proof is the same of Theorem 3.4 with the precisation that SS , if nonempty,
is a domain of the form D used in Theorem 3.2. In particular the set Ω ⊂ R2n used in the
definition of D is now the open set:

{(x1, . . . , xn, v1, . . . , vn) ∈ R2n | (x1, . . . , xn) ∈ φ(U) , (gφ−1(x1,...,xn))ijv
ivj > 0}

where gij represent the metric in the coordinates associated with φ. 2

Exercises 3.3.
3.3.1. Show that the sets Ω used in the proof of theorems 3.5. and 3.6 are open in R2n.
(Hint. Prove that, in both cases Ω = f−1(E) where f is some continuous function on some
appropriate space and E is some open set in that space.)

Remarks.
(1) Working in TM , the three theorems proven above can be generalized by dropping the
hypotheses of the existence of a common local chart (U, φ) containing the differentiable curves.
(2) It is worth stressing that there is no guarantee for having a geodesic joining any pair of
points in a (pseudo) Riemannian manifold. For instance consider the Euclidean space E2 (see
Example 2.2.1), and take p, q ∈ E2 with p 6= q. As everybody knows there is exactly a geodesic
segment γ joining p and q. If r ∈ γ and r 6= p, r 6= q, the space M \{r} is anyway a Riemannian
manifold globally flat. However, in M there is no geodesic segment joining p and q.
As a general result, it is possible to show that in a (semi) Riemannian manifold, if two points
are sufficiently close to each other there is at least one geodesic segments joining the points.
(3) It is worth stressing that there is no guarantee for having a unique geodesic connecting a
pair of points in a (pseudo) Riemannian manifold if one geodesic at least exists. For instance,
on a 2-sphere S4 with the metric induced by E3, there are infinite many geodesic segments
connecting the north pole with the south pole.
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(4) It is possible to show that, in Riemannian manifolds, geodesics locally minimize the curve-
length functional (“locally” means here that the endpoints are sufficiently close to each other).
Conversely, in Lorentzian manifolds, timelike geodesics (see example 3.1) locally maximize the
curve-length functional.

3.7 Fermi’s transport in Lorentzian manifolds.

Consider a differentiable curve γ : (a, b) →M , M being Lorentzian manifold. We further assume
that the curve is timelike, i.e., (γ̇(t)|γ̇(t)) < 0 everywhere along the curve. We finally assume
that t denotes the length parameter and thus (γ̇(t)|γ̇(t)) = −1. t is the proper time associated
with the particle which admits γ as its worldline (see Example 3.1). It is possible to define a
smooth verctor field along the curve itself, i.e., the restriction (a, b) 3 t 7→ Vγ(t) ∈ Tγ(t)M of a a
differentiable vector field defined in a neighborhood of γ For the moment we also suppose that
Vγ(t) ∈ Σγ(t), Σγ(t) denoting the subspace of Tγ(t)(M) made of the vectors u with (u|γ̇(t)) = 0.
From a physical point of view, in the Lorentzian case, Vγ(t) is a vector in the rest space Σγ(t) at
time t (see Example 3.1) of the observer associated with the world line γ. For instance V could
be the spin of a particle whose world line is γ itself.
We want to formalize the idea of vectors V which do not rotate in Σγ(t) during their evolution
along the worldline preserving metrical properties.
As Tγ(t)M is orthogonally decomposed as L(γ̇(t))⊗ Σγ(t), the only possible infinitesimal defor-
mations of Vγ(t) during an infinitesimal interval of time t must take place in the linear space
spanned by γ̇. If Vγ(t) does not satisfy Vγ(t) ∈ Σγ(t) a direct generalization of the said condition
is that the orthogonal projection of Vγ(t) onto Σγ(t) does not rotate in the sense said above:
its infinitesimal evolution involves deformations along γ̇ only. The second condition about the
preservation of metrical structures means that (Vγ(t)|Vγ(t)) is preserved in the evolution along
γ. Notice that γ̇ naturally satisies both constraints.
The nonrotating and metric preserving conditions can be generalized to set of vectors {V(a)γ(t)}a∈A:
the nonrotating condition is formulated exactly as above for each vector separately, while the
metric preserving property means that the scalar products (V(a)γ(t)|(V(b)γ(t)), with a, b ∈ A, are
preserved for t ∈ (a, b).
In formulae, interpreting ∇γ̇(t) as said in 3.4, if V is any differentiable contravarian vector field
defined in an open neighborhood of γ((a, b)) and V (t) := V (γ(t)), the nonrotation constraint
reads:

∇γ̇(t) [V (t) + (V (t)|γ̇(t)) γ̇(t)] = α(t)γ̇(t) , (7)

for some suitable function α.

Remarks.
(1) V (t) + (V (t)|γ̇(t))γ̇(t) is the orthogonal projection of V onto Σγ(t). Indeed as Tγ(t)M =
L(γ̇(t))⊗ Σγ(t),

V (t) = c(t)γ̇(t) +X(t) ,
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where X(t) ∈ Σγ(t) is the wanted projection. Since Σγ(t) = L(γ̇(t))⊥,

(V (t), γ̇(t)) = c(t)(γ̇(t)|γ̇(t)) = −c(t)

and thus
X(t) = V (t) + (V (t)|γ̇(t))γ̇(t) .

(2) We have interpreted the infinitesimal deformations of a vector U(t) during an infinitesimal
interval of time dt = h as dU = ∇γ̇(t)Udt making explicit use of the Levi-Civita connection. As
explained in 3.5, up to an infinitesimal function of order h2, h∇γ̇(t)U is the difference of vectors
in Tγ(t)M ,

P−1
α (γ(t), γ(t+ h))U(γ(t+ h))− U(γ(t)) ,

where α is a geodesic from γ(t) to γ(t+h) (which in general is different from γ) and Pα(α(u), α(v)) :
Tα(u) → Tα(v) is the isometric vector-space isomorphism induced by Levi-Civita’s connection by
means of parallel transport along α (see Remark (3) after Proposition 3.3.) The existence of the
geodesic α is assured if h is sufficiently small (see Remark (5) after Proposition 3.3).

It is possible to get a mathematical formulation of the nonrotating condition more precise than
(7). Expanding (7) we get

∇γ̇(t)V (t) + (∇γ̇(t)V (t)|γ̇(t))γ̇(t) + (V (t)|∇γ̇(t)γ̇(t))γ̇(t) + (V (t)|γ̇(t))∇γ̇(t)γ̇(t) = α(t)γ̇(t) . (8)

Taking the scalar product with γ̇(t) and using (γ̇(t)|γ̇(t)) = −1 we obtain

(∇γ̇(t)V (t)|γ̇(t))− (∇γ̇(t)V (t)|γ̇(t))− (V (t)|∇γ̇(t)γ̇(t)) = −α(t) (9)

and thus
(V (t)|∇γ̇(t)γ̇(t)) = α(t) .

That identity used in the right-hand side of (7) produces the more precise equation

∇γ̇(t) [V (t) + (V (t)|γ̇(t)) γ̇(t)] = (V (t)|∇γ̇(t)γ̇(t))γ̇(t) . (10)

Equivalently:

∇γ̇(t)V (t) +∇γ̇(t) [(V (t)|γ̇(t)) γ̇(t)]− (V (t)|∇γ̇(t)γ̇(t))γ̇(t) = 0 ,

or

∇γ̇(t)V (t) + (V (t)|γ̇(t))∇γ̇(t)γ̇(t) + (∇γ̇(t)V (t)|γ̇(t))γ̇(t) = 0 . (11)

This identity, which is the mathematical formulation of the nonrotating property, can be re-
written in a more suitable form which allows one to use the metric preserving property:

∇γ̇(t)V (t) + (V (t)|γ̇(t))∇γ̇(t)γ̇(t)− (V (t)|∇γ̇(t)γ̇(t))γ̇(t) +
[
d

dt
(V (t)|γ̇(t))

]
γ̇(t) = 0 . (12)
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Both γ̇ and V satisfy the metric preserving property and thus it also holds

d

dt
(V (t)|γ̇(t)) = 0 (13)

As a consequence (12) reduces to

∇γ̇(t)V (t) + (V (t)|γ̇(t))∇γ̇(t)γ̇(t)− (V (t)|∇γ̇(t)γ̇(t))γ̇(t) = 0 . (14)

We have found that if V satisfies both the nonrotating condition and the metric preserving con-
dition, it satisfies (14). However if vectors satisfy (14) their scalr products along γ are preserved
as shown below, moreover γ̇ itself satisfies (14) and thus (13) holds true. We conclude that (14)
implies both (12), which states the nonrotating property, and the metric preserving property.
(14) is the wanted equation.

Def.3.3. (Fermi’s Transport of a vector along a curve.) Let M be a Lorentzian manifold
and γ : [a, b] → M a timelike (i.e. (γ̇(t)|γ̇(t) < 0 for all t ∈ [a, b]) differentiable curve where
t is the length parameter (i.e., the proper time). A differentiable vector field V defined in a
neighborhood of γ([a, b]) is said to be Fermi transported along γ if

∇γ̇(t)V (γ(t))) + (V (γ(t))|γ̇(t))∇γ̇(t)γ̇(t)− (V (γ(t))|∇γ̇(t)γ̇(t))γ̇(t) = 0

for all t ∈ [a, b].

Proposition 3.5. The notion of Fermi transport along a curve γ : [a, b] →M defined in Def.3.3
enjoys the following properties.
(1) It is metric preserving, i.e, if t 7→ V (γ(t) and t 7→ V ′(γ(t) are Fermi transported along
γ,

t 7→ (V (γ(t))|V ′(γ(t)))

is constant in [a, b].
(2) t 7→ γ̇(t) is Fermi transported along γ.
(3) If γ is a geodesic with respect to Levi-Civita’s connection, the notions of parallel transport
and Fermi transport along γ coincide.

Proof. (1) Using the fact that the connection is metric one has:

d

dt
(V (γ(t))|V ′(γ(t))) = (∇γ̇V (γ(t)|V ′(γ(t))) + (V (γ(t))|∇γ̇V

′(γ(t))) . (15)

Making use of the equation of Fermi’s transport,

∇γ̇(t)U(γ(t)) = −(U(γ(t))|γ̇(t))∇γ̇(t)γ̇(t) + (U(γ(t))|∇γ̇(t)γ̇(t))γ̇(t) ,

for both V and V ′ in place of U , the terms in the right-hand side of (15) cancel out each other.
The proof of (2) is direct by noticing that

(γ̇(t)|γ̇(t)) = −1
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and
(γ̇(t)|∇γ̇ γ̇(t)) =

1
2
d

dt
(γ̇(t)|γ̇(t)) = −1

2
d

dt
1 = 0 .

The proof of (3) is trivial noticing that if γ is a geodesic ∇γ̇(t)γ̇(t) = 0 and (15) reduces to the
equation of the parallel transport

∇γ̇(t)U(γ(t)) = 0 .

2

Remarks.
(1) If γ : [a, b] →M is fixed, the Fermi’s transport condition

∇γ̇(t)V (γ(t)) = (V (γ(t))|∇γ̇(t)γ̇(t))γ̇(t)− (V (γ(t))|γ̇(t))∇γ̇(t)γ̇(t)

can be used as a differential equation. Expanding both sides in local coordinates (x1, . . . , xn)
one finds a first-orded differential equation for the components of V referred to the bases of
elements ∂

∂xk |γ(t). As the equation is in normal form, the initial vector V (γ(a)) determines V
uniquely along the curve at least locally. In a certain sense, one may view the solution t 7→ V (t)
as the “transport” and “evolution” of the initial condition V (γ(a)) along γ itself.
The local existence and uniqueness theorem has an important consequence. If γ : [a, b] →M is
fixed and u, v ∈ [a, b] with u 6= v, the notion of parallel transport along γ produces an vector space
isomorphism Fγ [γ(u), γ(v)] : Tγ(u) → Tγ(v) which associates V ∈ Tγ(u) with that vector in Tγ(u)
which is obtained by Fermi’s trasporting V in Tγ(u). Notice that Fγ [γ(u), γ(v)] also preserves
the scalar product by property (1) of Proposition 3.5, i.e., it is an isometric isomorphis.
(2) The equation of Fermi transport of a vector X in a n-dimensional Lorentz manifold M can
be re-written

∇V (t)X(γ(t)) = (X(γ(t))|A(t))V (t)− (X(γ(t))|V (t))A(t) ,

where we have introduced the n-velocity V (t) := γ̇(t) and the n-acceleration A(t) := ∇γ̇(t)γ̇(t)
of a worldline γ parametrized by the proper time t. These vectors have a deep physical meaning
if n = 4 (i.e., M ia a spacetime). Notice that (A(t)|V (t)) = 0 for all t and thus if A 6= 0, it turns
out to be spacelike because V is timelike by definition.
(3) The nonrotating property of Fermi transport can be viewed from another point of view.
Consider the proper Lorentz group SO(1, 3) represented by real 4 × 4 matrices Λ : R4 → R4

Λ = [Λij ], i, j = 0, 1, 2, 3. Here the coordinate x0 represents the time coordinate and the remaining
three coordinates are the space coordinates. It is known that every Λ ∈ SO(1, 3) can uniquely
be decomposed as

Λ = ΩP ,

where Ω, P ∈ SO(1, 3) are respectively a rotation of SO(3) of the spatial coordinates which
does not affect the time coordinate, and a pure Lorentz transformation. In this sense every pure
Lorentz transformation does not contains rotations and represents the coordinate transformation
between a pair of pseudoorthonormal reference frames (in Minkowski spacetime) which do not
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involve rotations in their reciprocal position.
Every pure Lorentz transformation can uniquely be represented as

P = e
P3

i=1 AiKi ,

where (A1, A2, A3) ∈ R3 and K1,K2,K3 are matrices in the Lie algebra of SO(1, 3), so(1, 3),
called boosts. The elements of the boosts Ka = [K(a)

i
j
] are

K(a)
0
j

= K(a)
i
0

= δai and K(a)
i
j

= 0 in all remaining cases.

We have the expansion in the metric topology of R16

P = eh
P3

i=1 AiKi =
∞∑
n=0

hn

n!

(
3∑
i=1

AiKi

)n
,

and thus

P = I + h
3∑
i=1

AiKi + hO(h) ,

where O(h) → 0 as h→ 0. The matrices of the form

I + h

3∑
i=1

AiKi .

with h ∈ R and (A1, A2, A3) ∈ R3 (notice that h can be reabsorbed in the coefficients Ai) are
called infinitesimal pure Lorentz transformations.
Then consider a differentiable timelike curve γ : [0, ε) →M starting from p in a four dimensional
Lorentzian manifold M and fix a pseudoorthonormal basis in TpM , e0, e1, e2, e3 with e1 = γ̇(0).
We are assuming that the parameter t of the curve is the proper time. Consider the evolutions of
ei, t 7→ ei(t), obtained by using Fermi’s transport along γ. We want to investigate the following
issue.
What is the Lorentz transformation which relates the basis {ei(t)}i=0,...,3 with the basis of Fermi
transported elements {ei(t+ h)}i=0,...,3 in the limit h→ 0?
In fact, we want to show that the considered transformation is an infinitesimal pure Lorentz
transformation and, in this sense, it does not involves rotations.
To compare the basis {ei(t)}i=0,...,3 with the basis {ei(t + h)}i=0,...,3 we have to transport,
by means of parallel transport, the latter basis in γ(t). In other words we want to find the
Lorentz transformation between {ei(t)}i=0,...,3 and {P−1

α [γ(t), γ(t+ h)]ei(t+ h)}i=0,...,3, α being
the geodesic joining γ(t) and γ(t+ h) for h small sufficiently. We define

e′i(t+ h) := P−1
α [γ(t), γ(t+ h)]ei(t+ h) .

By the discussion in 3.5 we have

e′i(t+ h)− ei(t) = h∇γ̇(t)ei(t) + hO(h) .
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Using the equation of Fermi transport we get

e′i(t+ h)− ei(t) = h(ei(t)|A(t))e0(t)− h(ei(t)|e0(t))A(t) + hO(h) , (16)

where A(t) = ∇γ̇(t)γ̇(t) is the 4-acceleration of the worldline γ itself and O(h) → 0 as h → 0.
Notice that (A(t)|e0(t)) = 0 by Remark (2) above and thus

A(t) =
3∑
i=1

Ai(t)ei(t) , (17)

for some triple of functions A1, A2, A3. If ηab = diag(−1, 1, 1, 1) and taking (17) and the psudo
orthonormality of the basis {ei(t)}i=0,...,3 into account, (16) can be re-written

e′i(t+ h) = ei(t) + h(Ai(t)e0(t)− ηi0A(t)) + hO(h) . (18)

If we expand e′i(t+ h) in components refereed to the basis {ei(t)}i=0,...,3, (18) becomes

(e′i(t+ h))j = δji + h(Ai(t)δ
j
0(t)− ηi0Aj(t)) + hOj(h) , (19)

where one shoulds remind that A0 = 0. As (ei(t))j = δji , (19) can be re-written

e′i(t+ h) = I + h

 3∑
j=1

AjKj

 ei(t) + hO(h) . (20)

We have found that the infinitesimal transformation which connect the two bases is, in fact,
an infinitesimal pure Lorentz transformation. Notice that this transformation depends on the
4-acceleration A and reduces to the identity (except for terms hO(h)) if A = 0, i.e., if the curve
is a timelike geodesic.
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4 Curvature.

Let M be a Riemannian manifold which is locally flat in the sense of Def.2.10. As the metric
tensor is constant in canonical coordinates defined in a neighborhood U of any x ∈M , the Levi-
Civita connection is representd by trivial connection coefficients in those coordinates: Γkij = 0.
As a consequence, in those coordinates it holds

∇i∇jZ
k =

∂2Zk

∂xi∂xj
=

∂2Zk

∂xj∂xi
= ∇j∇iZ ,

for every differenziable vector field Z defined in U . In other words, the covariant derivatives
commute on differenziable vector fields defined on U :

∇i∇jZ
k = ∇j∇iZ

k

Notice that, by the intrinsic nature of covariant derivatives, that identity holds in any coordinate
system in the neighborhood U of p ∈M , not only in those coordinates where the connection coef-
ficients vanish. Since p is arbitrary, we have proven that the local flatness of (M,Φ) implies local
commutativity of (Levi-Civita) covariant derivatives on vector fields on M . This fact completely
caracterizes locally flat (semi) Riemannian manifolds because the converse proposition holds
true too as we prove at the end of this section. Therefore a (semi) Riemannian manifold can be
considered “curved” whenever local commutativity of (Levi-Civita) covariant derivatives fails to
be satisfied. Departing from (semi) Riemannian manifolds, investigation about commutativity
of covariant derivatives naturally leads to a very important tensor R, called the curvature tensor
(field). Commutativity of the covariant derivatives in M turns out to be equivalent to R = 0 in
M . Actually, coming back to manifolds equipped with Levi-Civita’s connection, it is possible
to prove a stronger result, i.e., the condition R = 0 locally is equivalent to the local flatness of
the manifold. The next subsections are devoted to these topics and straightforward extensions
to cases of non metric conections.

4.1 Curvature tensor and Riemann’s curvature tensor.

To introduce (Riemann’s) curvature tensor let us consider the commutativity property of co-
variant derivative once again.

Lemma 4.1. Let M be a differenziable manifold equipped with a torsion-free affine connection
∇ (e.g. Levi-Civita’s connection with respect to some metric on M).
Covariant derivatives of contravariant vector fields commute in M , i.e.,

∇i∇jZ
k = ∇j∇iZ

k . (21)

in every local coordinate system, for all differentiable contravariant vector fields Z and all coor-
dinate indices a, b, c, if and only if

∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z = 0 , (22)
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for all differenziable vector fields X,Y, Z in M .

Proof. If X,Y are differenziable vector fields (21) entails

XiY j∇i∇jZ
k = XiY j∇j∇iZ

k ,

which can be re-written,

Xi∇iY
j∇jZ

k −Xi(∇iY
j)∇jZ

k = Y j∇jX
i∇iZ

k − Y j(∇jX
i)∇iZ

k ,

or
Xi∇iY

j∇jZ
k − Y j∇jX

i∇iZ
k − (Xi(∇iY

j)∇jZ
k − Y i(∇iX

j)∇jZ
k) = 0 ,

and finally

Xi∇iY
j∇jZ

k − Y j∇jX
i∇iZ

k − (Xi(∇iY
j)− Y i(∇iX

j))∇jZ
k = 0 .

Using Proposition 3.2, the above identity can be re-written in the implicit form

∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z = 0 .

(22) is equivalent to (21) because the latter implies the former as shown and the former implies
the latter under the specialization X = ∂

∂xi and Y = ∂
∂xj . Notice that [ ∂

∂xi ,
∂
∂xj ] = 0.

Proposition 4.1. Let M be a differentiable manifold equipped with an affine connection ∇.
(a) There is a (unique) differenziable tensor field R such that, for every p ∈ M the tensor Rp
belongs to TpM ⊗ T ∗pM ⊗ T ∗pM ⊗ T ∗pM and

Rp(Xp, Yp, Zp) =
(
∇Y∇XZ −∇X∇Y Z +∇[X,Y ]Z

)
p
.

(b) In local coordinates,

Rijk
l =

∂Γlik
∂xj

−
∂Γljk
∂xi

+ ΓrikΓ
l
jr − ΓrjkΓ

l
ir , (23)

where

(Rp)ijk l :=
〈
Rp(

∂

∂xi
|p,

∂

∂xj
|p,

∂

∂xk
|p), dxlp

〉
.

Proof. (a) Consider the mapping which associates triples of differenziable contravariant vector
fields on M , X,Y, Z, to the differenziable contravariant vector field

∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z .

This map is R-linearity in each argument as a straightforward consequence of the linearity
properties of the covariant derivative and the Lie bracket. Fix p ∈ M , using Lemma 2.5 the
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above multi linear mapping define a multilinear mapping form TpM × TpM × TpM to TpM . As
a consequence, at each p there is a (uniquely determined) tensor TpM ⊗ T ∗pM ⊗ T ∗pM ⊗ T ∗pM
which satisfies

Rp(Xp, Yp, Zp) =
(
∇Y∇XZ −∇X∇Y Z +∇[X,Y ]Z

)
p
.

for every triple X,Y, Z of differenziable contravariant vector fields. As a further consequence,
the right-hand side is differenziable under variation of p and so must be the left-hand side. This
fact assures that p 7→ Rp is differenziable too, because the components of R in local coordinates
are differenziable they being

((Rp)ijk l :=
〈
Rp(

∂

∂xi
|p,

∂

∂xj
|p,

∂

∂xk
|p), dxlp

〉
.

(b) (23) arises by direct explicitation of the identity above, where the right hand side reduces to〈(
∇ ∂

∂xj
∇ ∂

∂xi

∂

∂xk
−∇ ∂

∂xi
∇ ∂

∂xj

∂

∂xk

)
p

, dxl

〉
,

because [ ∂
∂xi ,

∂
∂xj ] = 0. 2

Remark. Notice that, in the hypotheses, we have not assumed that the connection is Levi-
Civita’s one.

Def.4.1. (Curvature tensor and Riemann’s curvature tensor.) The differenziable tensor
field R associated to the affine connection ∇ on a differentiable manifold M as indicated in
Proposition 4.1 is called curvature tensor (field) associated with ∇. If ∇ is Levi-Civita’s
connection obtained by a metric Φ, R is called Riemann’s curvature tensor (field) associ-
ated with Φ.

From now on we adopt the following usual notations: R(X,Y, Z) indicates the vector field
which coincides with Rp(Xp, Yp, Zp) at every point p ∈ M . Moreover R(X,Y )Z := R(X,Y, Z),
in other words R(X,Y ) denotes the differential operator acting on differenziable contravariant
vector fields

R(X,Y ) := ∇Y∇X −∇X∇Y +∇[X,Y ] .

To conclude we state a general proposition concerning the interplay between flatness and
curvature tensor. The final statement concerning the (semi) Riemannian case will be completed
shortly into a more general proposition.

Proposition 4.2. Let M be a differentiable manifold equipped with a torsion-free affine con-
nection ∇. The following facts are equivalent.
(a) Covariant derivatives of differenziable tensor fields Ξ commute i.e.,

∇i∇jΞA = ∇j∇iΞA ,
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in every local coordinate frame;
(b) covariant derivatives of differenziable contravariant vector fields X commute;
(c) covariant derivatives of differenziable covariant vector fields ω commute;
(d) the curvature tensor associated with ∇ vanishes everywhere in M , i.e., R = 0 in M .
Moreover, if ∇ is Levi-Civita’s connection and (M,Φ) is locally flat the following pair of facts
hold;
(e) Riemann’s curvature tensor vanishes everywhere in M ;
(f) Levi-Civita’s covariant derivatives of differenziable tensor fields commute.

Proof. It is clear that (a) implies (b) and (c) and, together (b) and (c) imply (a) by Eq.(1).
Finally (b) can be shown to be equivalent to (c) by direct use of properties (5) and (7) of
covariant derivatives (see below Proposition 3.1).
Let us prove the equivalence of (b) and (d). Lemma 3.1 proves that ∇i∇jZ

k = ∇j∇iZ
k for

all Z is equivalent to ∇X∇Y Z − ∇Y∇XZ − ∇[X,Y ]Z = 0 for all X,Y, Z. In other words
∇i∇jZ

k = ∇j∇iZ
k for all Z is equivalent to the fact that the multilinear mapping associated to

R at each point of M vanishes (notice that Lemma 2.5 must be used to achive such a conclusion).
This is equivalent to R = 0 in M .
The last statement is a straightforward consequance of (23) noticing that local flatness implies
that for each p ∈ M there is a coordinate patch defined about p where the coefficients of the
metric are constant and thus Levi-Civita connection coefficients vanish. In these coordinates
all the coefficients Rijkl must vanish too, but since they define a tensor, they vanish in every
coordinate system, i.e., R = 0 in M . As a consequence, Levi-Civita’s covariant derivatives of
differenziable tensor fields X commute because of the equivalence of (d) and (b). 2

Exercises 4.1.
4.1.1. Prove that

∇i∇jωk −∇j∇iωk = Rijk
lωl .

4.1.2. Prove that, in the general case, Ricci’s identity holds:

∇i∇jΞi1···ip j1···jq −∇j∇iΞi1···ip j1···jq = −
p∑

u=1

Rijs
iuΞi1···s···ip j1···jq +

p∑
u=1

Rijju
sΞi1···ip j1···s···jq .

4.2 Properties of curvature tensor. Bianchi’s identity.

The curvature tensor enjoys a set of useful properties which we go to summarize in the proposi-
tion below. In the (semi) Riemannian case, these properties are very crucial in physics because
they play a central rôle in relativistic theories as we specify below.

Proposition 4.3. The curvature tensor associated with an affine connection Γ on a differen-
tiable manifold M enjoys the following properties where X,Y, Z,W are arbitrary differentiable
contravariant vector fields on M .
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(1)
R(X,Y )Z = −R(Y,X)Z or equivalently Rijk

l = −Rjik l ;

(2) If ∇ is torsion free,

R(X,Y, Z) +R(Y, Z,X) +R(Z,X, Y ) = 0 or equivalently Rijk
l +Rjki

l +Rkij
l = 0 ;

(3) if ∇ is metric [i.e.∇Φ = 0 where locally Φ = gijdx
i ⊗ dxj is a (pseudo)metric on M ],

(R(X,Y )Z|W ) = − (Z|R(X,Y )W ) or equivalently Rijkl = −Rijlk

where Rijkl := Rijk
rgrl ;

(4) if ∇ is Levi-Civita’s connection, Bianchi’s identity holds

∇hRijk
l +∇iRjhk

l +∇jRhik
l = 0 .

(5) if ∇ is Levi-Civita’s connection,

Rijkl = Rklij .

Proof. (1) is an immediate consequence of the definition of the curvature tensor given in Propo-
sition 4.1.
To prove (2) we start from the identity,

∇[i∇jωk] := ∇i∇jωk +∇j∇kωi +∇k∇iωj = 0

which can be checked by direct inspection and using Γrpq = Γrqp. Then one directly finds by (23),
∇i∇jωk−∇j∇kωk = Rijk

lωl (see Exercise 4.1.1) and thus ∇[i∇jωk]−∇[j∇iωk] = R[ijk]
lωl. And

thus R[ijk]
lωl = 0. Since ω is arbitrary R[ijk]

l = 0 holds. This nothing but Rijkl+Rjkil+Rkij l = 0
which is (2).
(3) is nothing but the specialization of the identity (see Exercise 4.1.2)

∇i∇jΞi1···ip j1···jq −∇j∇iΞi1···ip j1···jq = −
p∑

u=1

Rijs
iuΞi1···s···ip j1···jq +

p∑
u=1

Rijju
sΞi1···ip j1···s···jq

to the case Ξ = Φ and using ∇igj1j2 = 0.
(4) can be proven as follows. Start from

Xa
,ij −Xa

,ji = Rijp
aXp

and take another covariant derivative obtaining

Xa
,ijk −Xa

,jik −Rijp
aXp

,k = Rijp,k
aXp
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Permuting indices ijk one gets(
Xa

,ijk −Xa
,jik −Rijp

aXp
,k

)
+
(
Xa

,jki −Xa
,ikj −Rjkp

aXp
,i

)
+
(
Xa

,kij −Xa
,kji −Rkip

aXp
,j

)
= Rijp,k

aXp +Rjkp,i
aXp +Rkip,j

aXp .

Using Ricci’s identity (Exercise 4.1.2) and property (2) in the component form, one gets

Xa
,p (Rijk p +Rjki

p +Rkij
p) = 0

for every vector field X. Since that field is arbitrary one has

Xr
,p (Rijk p +Rjki

p +Rkij
p) = 0 .

As a consequence it also holds

Rijp,k
aXp +Rjkp,i

aXp +Rkip,j
aXp = 0 .

Since X is arbitrary, we get Bianchi’s identity (4).
Property (5) is a immediate consequence of (1)(2) and (3).2

Exercises 4.2.
4.2.1. Prove that, at every point p ∈ M , Rijkl has n2(n2 − 1)/12 independent components,
Rijkl being Riemann’s tensor of a (semi) Riemannian manifold with dimension n. (Hint. Use
properties (1) and (2) and (3) above.)
4.2.2. Give the implicit form for Bianchi’s identity.

4.3 Ricci’s tensor. Einstein’s tensor. Weyl’s tensor.

In a (semi) Riemannian manifold, there are several tensors which are obtained from Riemann
tensor and they turn out to be useful in physics. By properties (1) and (3) the contraction of
Riemann tensor over its first two or last two indices vanishes. Conversely, the contraction over
the second and fourth (or equivalently, the first and the third) indices gives rise to a nontrivial
tensor called Ricci’s tensor:

Ricij := Rij := Rikj
k .

By property (5) above one has the symmetry of Ric:

Ricij = Ricji .

The contraction of Ric produces the so-called curvature scalar

S := R := Rkk .
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Another relevant tensor is the so-called Einstein’s tensor which plays a crucial role in General
Relativity,

Gij := Ricij −
1
2
gijS .

Einstein’s tensor satisfies the equations

Gij ,
j = 0

Let us prove those identities. Starting from Bianchi’s identity one gets

∇iRjkl
i +∇jRickl −∇kRicjl = 0 ,

rising the index l with the metric and contracting over l and j it arises

∇iRic
i
k +∇jRic

j
k +∇kS = 0 .

Those are the equations written above.

Remark. Celebrated Einstein’s equations read

Gij = kTij .

Above k > 0 is a constant and T is the so-called stress-energy tensor (field). That symmetric
tensor field represents, in General Relativity, the mass-energy-momentum content of the matte-
rial objects responsible for the gravity. Notice that the equations above hold at each point of
the spacetime (a Lorentzian manifold). T satisfies another equations of the form

Tij ,
j = 0 .

From a pure mathematical point of view, that identity must hold as a consequence of Einstein’s
equations and Ricci’s identity. In the next subsection we prove that the local flatness of a
(semi)Riemannian manifold, M , is equivalent to the fact that Riemann’s tensor field vanishes
everywhere in M . In General Relativity, the presence of gravity is mathematically defined as the
nonflatness of the manifold (the spacetime). Equations of Einstein locally relate the tensor field
G, instead of Riemann’s one, with the content of matter in the spacetime. As a consequence
the absence of matter does not imply that the Riemann tensor vanishes and the manifold is flat,
i.e., there is no gravity. This fact is obvious from a physical point of view: gravity is present
away from physical bodies because gravity propagates. However a flat spacetime must not have
matter content because Rijk l = 0 implies Gij = 0.

As we said above, in a (semi)Riemannian manifold M , Ricci’s tensor and the curvature
scalar are the only nonvanishing tensors which can be obtained from Riemann tensor using
contractions. If dimM =: n ≥ 3, using Ric and S it is possible to built up a tensor field of order
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4 which satisfies properties (1),(2) and (3) in Proposition 4.3 and produces the same tensors as
Rijkl under contractions. That tensor is

Dijkl :=
2

n− 2
gi[kRicl]j − gj[kRicl]i −

2
(n− 1)(n− 2)

Sgi[kgl]j .

Above [ab] indicates antisymmetrization with respect to a and b. As a consequence

Cijkl := Rijkl −Dijkl

satisfies properties (1), (2) and (3) too and every contraction with respect to a pair of indices
vanishes. The tensor C, defined in (semi) Riemannian manifolds, is called Weyl’s tensor or
conformal tensor. It behaves in a very simple manner under con formal transformations.

4.4 Flatness and Riemann’s curvature tensor: the whole story.

We want to prove a fundamental theorem concerning the whole interplay between Riemann
tensor and local flatness of a (semi)Riemannian manifold. By Proposition 4.2, we know that the
Riemann tensor must vanish whenever the manifold is (locally) flat. We aim to show that also
the converse proposition holds true. In fact, Riemann’s curvature tensor vanishes everywhere in
a (semi)Riemannian manifold M if and only if M is locally flat.

Remark.
This result has a remarkable consequence in physics since R = 0 if and only if there is no
“geodesic deviation”, i.e., there is no gravity in a spacetime. By this way one is allowed to
physically identify gravity with Riemannian curvature.

A lemma is necessary. That lemma is nothing but an elementary form of well-known Frobe-
nius’ theorem. Its proof can be found in any textbook of first order partial differential equations.

Lemma 4.2. Let U ⊂ Rn an open set and let Fij : U × Rn → R be a set of C∞ mapping,
i = 1, . . . , n, j = 1, . . . ,m. Consider the following system of differential equations

∂Xj

∂xi
= Fij(x1, . . . xn, X1, . . . Xm) . (24)

where Xj = Xj(x1, . . . xn) are real-valued C∞ functions. For every point p ∈ U and every set of
initial conditions Xj(p) = Xj(0), j = 1, . . . ,m, a C∞ solution {Xj}j=1,...,m exists in a neighbor-
hood of p and it is unique therein if, for all j = 1, . . . ,m the following Frobenius’conditions
hold.

∂Fij(x1, . . . xn, Y1, . . . Ym)
∂xk

+
j∑
r=1

∂Fij(x1, . . . xn, Y1, . . . Ym)
∂Y r

Fkr(x1, . . . xn, Y1, . . . Ym)

=
∂Fkj(x1, . . . xn, Y1, . . . Ym)

∂xi
+

j∑
r=1

∂Fkj(x1, . . . xn, Y1, . . . Ym)
∂Y r

Fir(x1, . . . xn, Y1, . . . Ym)
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on U × Rm.

Remarks.
(1) Frobenius’ conditions are nothing but the statement of Schwarz’ theorem referred to the
solution {Xj}j=1,...,m,

∂2Xj

∂xr∂xs
=

∂2Xj

∂xs∂xr
,

written in terms of the functions Fij , making use of the differential equation (24) itself.
(2) Actually the theorem could be proven with a weaker requirement about the smoothness of
the involved functions (if each Fij is C2 the thesis holds true anyway and the fields Xj are C3).
We can state and prove the crucial theorem.

Theorem 4.1. Let M be a (semi)Riemannian manifold. The following facts are equivalent.
(a) M is locally flat;
(b) Riemann’s curvature tensor vanishes everywhere in M ;
(c) Levi-Civita’s covariant derivatives of contravariant vector fields in M commute;
(d) Levi-Civita’s covariant derivatives of covariant vector fields in M commute;
(e) Levi-Civita’s covariant derivatives of tensor fields in M commute.

Proof. By Proposition 4.2 we know that (a) implies (b) and that (b), (c), (d) and (e) are
equivalent. We only have to show that (b) implies (a). In other words we go to show that if
the curvature tensor vanishes everywhere, there is an open neighborhood of each p ∈ M where
canonical coordinates can be defined. To this end fix any p ∈M and take a (pseudo)orthonormal
vector basis in TpM , e1, · · · , en. The proof consists of two steps.
(A) First of all, we prove that there are n differentiable (C∞) contravariant vector fields
X(1), . . . , X(n) defined in a sufficiently small neighborhood U of p such that (X(a))p = ei and
∇X(a) = 0 for a = 1, . . . , n. As a consequence each scalar product (X(a)|X(b)) turns out to be
constant in U because

∂

∂xr
(X(a)|X(b)) = (∇ ∂

∂xr
X(a)|X(b)) + (X(a)|∇ ∂

∂xr
X(b)) = 0 ,

where x1, . . . , xn are arbitrary coordinates defined on U . Hence the vector fields X(1), . . . , X(n)

give rise to a orthonormal basis at each point of U .
(B) As a second step, we finally prove that there is a coordinate system y1, . . . , yn defined in U ,
such that

(X(a))q =
∂

∂yq
|q ,

for every q ∈ U and i = 1, . . . , n. These corrdinates are canonical by construction and this prove
the thesis.
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Proof of (A). The condition ∇X = 0 (we omit the index (a) for the sake of semplicity), using
a local coordinate system about p reads

∂X i

∂xr
= −ΓirjX

j .

Lemma 4.2 assures that a solution locally exist (with fixed initial condition) if, in a neighborhood
of p,

−
∂Γirj
∂xs

Xj + ΓirjΓ
j
sqX

q

equals

−
∂Γisj
∂xr

Xj + ΓisjΓ
j
rqX

q

for all the values of i, r, s. Using the absence of torsion (Γikl = Γilk) and (23), the given condition
can be rearranged into

Rsrj
iXj = 0 ,

which holds because R = 0 in M . To conclude, using the found result, in a sufficiently small
neighborhood U of p we can define the orthonormal fields X(1), . . . X(n) as asid above.

Proof of (B). Fix any local coordinate frame in U , x1, . . . , xn. The fields X(a) satisfy

(X(a)|X(b)) = ηab

at each point of U , where the diagonal matrix of coefficients ηab has the constant canonical form
of the metric. Define the n 1-forms ω(b) in U ,

ω
(b)
j :=

n∑
a=1

ηabX
i
(a)gij . (25)

It is a trivial task to show that these forms are constant and pairwise ortho-normalized, i.e.,

∇ω(a) = 0 ,

and
(ω(a)|ω(b)) = ηab .

Moreover, for a, b = 1, . . . , n, it also holds

〈X(a), ω
(b)〉 = δba . (26)

We seek for n differentiable functions ya = ya(x1, . . . , xn), a = 1, . . . , n defined on U (or in a
smaller open neighborhood of p contained in U) such that

∂ya

∂xi
= ω

(a)
i , (27)
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for i = 1, . . . , n. Once again Lemma 4.2 assures that these functions axist provided

∂ω
(a)
i

∂xr
=
∂ω

(a)
r

∂xi

for a, i, r = 1, . . . , n in a neighborhood of p. Using the absence of torsion of the Levi-Civita
connection, the condition above can be re-written in the equivalent form

∇rω
(a)
i = ∇iω

(a)
r ,

which holds true because ∇ω(a) = 0. Notice that the found set of differentiable functions
ya = ya(x1, . . . , xn), a = 1, . . . , n satisfy

det

[
∂ya

∂xi

]
6= 0.

This is because, from (27), det
[
∂ya

∂xi

]
= 0 would imply that the forms ω(a) are not linearly

independent and that is not possible because they are pairwise orthogonal and normalized. We
have proven that the functions ya = ya(x1, . . . , xn), a = 1, . . . , n define a local coordinate system
about p. To conclude, we notice that (26) implies that (27) can be re-written

Xi
(a) =

∂xi

∂ya
.

in a neighborhood of p. In other words, for each point q in a neighborhood of p,

(X(a))q =
∂

∂ya
|q .

This concludes the proof of (B). 2
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