Differentiable Manifolds
Eckhard Meinrenken

Lecture Notes, University of Toronto, Fall 2001

The main references for these lecture notes are the first volume of Greub-Halperin-
Vanstone, and the book by Bott-Tu (second edition!).

WARNING: THESE NOTES ARE FULL OF MISTAKES. USE THEM AT YOUR OWN RISK!

1. Manifolds

1.1. Definition of manifolds. A n-dimensional manifold is a space that locally
looks like R™. To give a precise meaning to this idea, our space first of all has to come
equipped with some topology (so that the word “local” makes sense). Recall that a
topological space is a set M, together with a collection of subsets of M, called open
subsets, satisfying the following three axioms: (i) the empty set () and the space M itself
are both open, (ii) the intersection of any finite collection of open subsets is open, (iii)
the union of any collection of open subsets is open. The collection of open subsets of M
is also called the topology of M. A map f : M; — M, between topological spaces is
called continuous if the pre-image of any open subset in M is open in M;. A continuous
map with a continuous inverse is called a homeomorphism.

One basic ingredient in the definition of a manifold is that our topological space
comes equipped with a covering by open sets which are homeomorphic to open subsets
of R™.

DEFINITION 1.1. Let M be a topological space. An n-dimensional chart for M is a
pair (U, ¢) consisting of an open subset U C R™ and a continuous map ¢ : U — R™ such
that ¢ is a homeomorphism onto its image ¢(U). Two such charts (Uy, ¢a), (Ug, ) are
C*>°-compatible if the transition map

$5 005"+ ¢a(Ua NUp) = ¢p(Us N Up)

is a diffeomorphism (a smooth map with smooth inverse). A covering A = (Uy)aca of
M by pairwise C'*°-compatible charts is called a C*°-atlas.



Some people define a C'*°-manifold to be a topological space with a C* atlas. It is
more common, however, to restrict the class of topological spaces.

DEFINITION 1.2 (Manifolds). A C*°-manifold is a Hausdorff topological space M,
with countable basis, together with a C*°-atlas.

REMARKS 1.3. (a) We recall that a topological space is called Hausdorff if any

(c)

two points have disjoint open neighborhoods. A basis for a topological space M
is a collection B of open subsets of M such that every open subset of M is a
union of open subsets in the collection B. For example, the collection of open
balls B.(z) in R™ define a basis. But one already has a basis if one takes only
all balls B.(z) with x € Q™ and € € Q.¢; this then defines a countable basis. A
topological space with countable basis is also called second countable.

The Hausdorff axiom excludes somewhat pathological examples, such as follow-
ing: Let M = R U {p}, where p is a point, with the topology given by open
sets in R, together with sets of the form (U\{0}) U {p}, for open sets U C R
containing 0. An open covering of M is given by the two sets Uy = R and
U_ = R\{0} U {p}. The natural projection from M to R, taking p to 0, de-
scends to smooth maps ¢, : Uy — R and ¢_ : U_ — R. Then M with atlas
(Uy, ¢ ) satisfies all the axioms of a 1-dimensional manifold except that it is not
Hausdorff: Every neighborhood of 0 intersects every neighborhood of p.

It is immediate from the definitions that any open subset of a manifold is a
manifold and that the direct products of two manifolds is again a manifold.

The definition of a manifold can be generalized in many ways. For instance, a man-
ifold with boundary is defined in exactly the same way as a manifold, except that the
charts take values in a half space {z € R"|z; > 0}. For this to make sense, one needs
to define a notion of smooth maps between open subsets of half-spaces of R", R™: Such
a map is called smooth if it extends to a smooth map of open subsets of R*, R™. Even
more generally, one defines manifolds with corners modeled on open subset of the positive
orthant {z € R*|z; > 0} in R™.

A complex manifold is a manifold where all charts take values in C* = R?", and all
transition maps ¢g o ¢, ' are holomorphic.

1.2.

(a)

Examples of manifolds.
Spheres. Let S™ C R™™! be the unit sphere of radius 1. Let N = (1,0,...,0)
be the north pole and S = (—1,0,...,0) the south pole. Let U; = S"\{S} and
U, = S"\{N}. Define maps ¢, : U; — R" by
~z—(x-N)N z—(x-S)S z—(x-N)N

di(z) = 1—z-N '’ Pa() = 1—z-S  1+z-N
Then ¢; : U; — R" define the structure of an oriented manifold on S™. Both
charts are onto R", and ¢, (U; NUsy) = ¢2(U; NUy) = R*\{0}. The inverse map




(b)

1. MANIFOLDS 3

to ¢, reads,

_ (Ilyl* = 1)N + 2y
o1l (y) = :
C) =TT R
Thus,
_ Yy
¢2O¢) l(y) = )
' lyl]?

a global diffeomorphism from R™\{0} onto itself. The 2-sphere S? is in fact a
complex manifold: Identify R? = C in the usual way, so that ¢, ¢, take values in
C. Replace ¢, by its complex conjugate, @,(x) = ¢o(x). In complex coordinates,
¢,00; *(2) = 2z, which is a holomorphic function. A different complex structure
is obtained by replacing ¢; by it complex conjugate. For n # 2, the spheres S™
are not complex manifolds.
Projective spaces. Let RP(n) be the quotient S™/ ~ under the equivalence
relation z ~ —z. Let m : S — RP(n) be the quotient map. For any chart
YV — R" of S™ with the property x € V = —z ¢ V, let U = n(V), and
¢ : U — R™ the unique map such that ¢ o m = 1. The collection of all such
charts defines an atlas for RP(n); the compatibility of charts follows from that
for S™.
Grassmannians. The set Grg(k, n) of all k-dimensional subspaces of R is called
the Grassmannian of k-planes in R*. A C'*°-atlas may be constructed as follows.
For any subset I C {1,...,n} of cardinality #1 = k, let R C R™ be the subspace
consisting of all z € R™ with z; = 0 for ¢ ¢ I. Thus each R € Grg(k,n).
Let U; C Gr(k,n) be the set of all k-dimensional subspaces E C R™ with
E N (Rt = {0}. There is a bijection ¢; : Uy = L(R!, (R')*) = RE(—F) of U,
with the space of linear maps Ay : Rf — (R!)*, where each such A corresponds
to the subspace E = {z + A;(z)|z € R'}.

To check that the charts are compatible, let 1I; denote orthogonal projection
R™ — RI. We have to show that for all intersections, U; N U;, the map taking
Ar to Aj is smooth. The map A; is determined by the equations

A[(.I’[) = (]. — H[).I’, Iy = H].I'
forx € F, and x = ;7 + Ajx;. Thus
Ai(z;) = (I = U;)(Ar + Dy, xp=1;(Ar + 1)z

The map I1;(A; + 1) restricts to an isomorphism S(A;) : Rf — RI. The above
equations show,

Ap=(I-T;)(A; +1)S(Ap)

The dependence of S on the matrix entries of A; is smooth, by Cramer’s formula
for the inverse matrix. It follows that the collection of all ¢; : U; — RE(®—K)
defines on Grg(k,n) the structure of a manifold of dimension k(n — k). Later,



we will give an alternative description of the manifold structure for the Grass-
mannian as a “homogeneous space”.

The discussion above can be repeated by replacing R with C everywhere.
The space Gre(k,n) is a complex manifold of complez dimension k(n — k), i.e.
real dimension 2k(n — k). In particular, Gre(1,n) = CP(n) is the complex
projective space.

(d) Flag manifolds. A (complete) flag in R™ is a sequence of subspaces {0} = Vj C
ViC .- CV,=R" where dimV} = k for all k. Let F1(n) be the set of all flags.
It is a manifold of dimension (n? —n)/2, as one can see from the following rough
argument. Any real flag in R" determines, and as determined by a sequence
of 1-dimensional subspaces L, --- , L,, where each L; is orthogonal to the sum
of Lj with k # j. Indeed the flag is recovered from this by putting £; = Ly,
E; = Ly ® Ly and so on. There is an RP(n — 1) of choices for L;. Given L
there is an RP(n — 2) of choices for Ly (since Ly is orthogonal to Li). Given
Ly,...,L; there is an RP(n — j — 1) of possibilities for L,.;. Hence we expect,

n—1

dim Flg(n) = ) “(n - j) =n(n —1)/2.

J=1

It is possible to construct an atlas for Flg(n) using this idea. Below we will give
an alternative approach, by showing that the flag manifold is a homogeneous
space (see below). Similarly, one can define a complex flag manifold Fl¢(n), con-
sisting of flags of subspaces in C". Also, one can define spaces Flg(ky, ..., k,n)
of partial flags, consisting of subspaces {0} = Ey C E; C -+ C E; C Ej 1 = R”
of given dimensions ki, ..., k;, n. Note that Flg(k,n) = Gr(k,n).

(e) Klein Bottle. Let M be the manifold obtained as a quotient [0, 1] x [0,1]/ ~
under the equivalence relation (z,0) ~ (z,1), (0,z) ~ (1,1 — ). Exercise: The
quotient space has natural manifold structure. Hint: Write M as a quotient of
R? rather than [0, 1]?. Then use charts for R? to define charts for M.

A manifold M is called orientable if it admits an atlas such that the Jacobians of all
transition maps ¢g o ¢_ ' have positive determinants. An manifold M with such an atlas
is called an oriented manifold.

EXERCISE 1.4. Show that Grg(1,n + 1) = RP(n), and Grg(k,n) = Grg(n — k,n).

EXERCISE 1.5. Construct a manifold structure on the space M = Gry (k,n) of ori-
ented k-planes in R™.

EXERCISE 1.6. Show that RP(n) is orientable if and only if n is odd. Any idea for
which k,n the Grassmannian Grg(k,n) is orientable? (Answer: If and only if n is odd.)

Show that the Klein Bottle is non-orientable. Show that any complex manifold
(viewed as a real manifold) is oriented.
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1.3. Smooth maps between manifolds.

DEFINITION 1.7. A map F': N — M between manifolds is called smooth (or C'*)
if for all charts (U, ¢) of N and (V,¢) of M with F(U) C V, the composite map

boFog™t: ¢p(U) = h(V)
is smooth. The space of smooth maps from N to M is denoted C*°(N, M). A smooth
map F : N — M with smooth inverse F~': M — N is called a diffeomorphism.

In the special case where the target space is the real line we write C*(M) :=
C*>°(M,R). The space C*°(M) is an algebra under pointwise multiplication, called the
algebra of functions on M. For any f € C*°(M), one defines the support of f to be the
closed set

supp(f) = {z € M| f(z) # 0}.

Clearly, the composition of any two smooth maps is again smooth. In particular, any
F € C*(N, M) defines an algebra homomorphism

F*: C®(M)— C*®(N), f—=F'f=foF
called the pull-back.

R
S
M-15 N

In fact, a given map F': N — M is smooth if and only if for all f € C*°(M), the pulled
back map F*f = f o F is smooth. (Exercise.)
If M is a manifold, we say that a coordinate chart ¢ : U — R™ is centered at © € M

if p(z) = 0.

DEFINITION 1.8. Let F' € C*°(N, M) be a smooth map between manifolds of di-
mensions n,m, and z € N. The rank of F' at x, denoted rank,(F), is the rank of the
Jacobian

D¢(w)(¢ o) f e} ¢_1) R — Rm,
for any choice of charts ¢ : U — R" centered at x and ¢ : V — R™ centered at F(z).
The point z is called regular if rank,(F) = m, and singular (or critical) otherwise. A
point y € M is called a regular value if rank,(F) = m for all x € F~(y), singular value
otherwise.

Note that the rank of the map F' does not depend on the choice of coordinate charts.
According to our definition, points that are not in the image of F' are regular values.

LEMMA 1.9. The map M — Z, x — rank,(F') is lower semi-continuous: That is, for
any xg € M there is an open neighborhood U around xo such that rank, (F') > rank,, (F)
for x € U. In particular, if r = max,ep rank, (F), the set {x € M| rank,(F) = r} is
open tn M.



PrOOF. Choose coordinate charts ¢ : U — R" centered at zy and ¢ : V — R™
centered at F'(zo). By assumption, the Jacobian Dy, : R* — R™ has rank r =
rank,,(F). Equivalently, some 7 X r-minor of the matrix representing Dy 4, has non-
zero determinant. By continuity, the same r X r-minor for any D), € U has nonzero
determinant, provided U is sufficiently small. This means that the rank of F' at x must
be at least r. 0

DEFINITION 1.10. Let F' € C*°(N, M) be a smooth map between manifolds of di-
mensions n, m. The map F'is called a

o submersion if rank,(F) = m for all x € M.

o immersion if rank,(F') = n for all z € M.

e local diffeomorphism if dim M = dim N and F' is a submersion (equivalently, an
immersion).

Thus, submersions are the maximal rank maps if m < n, and immersions are the
maximal rank maps if m > n.

THEOREM 1.11 (Local normal form for submersions). Suppose F' € C*(N, M) is a
submersion, xy € N. Given any coordinate chart (V1) centered at F(xo), one can find a
coordinate chart (U, ) centered at xy such that the map F = poFog¢ : p(U) — (V)
s given by

PRrooOF. The idea is simply to take the components of F' as the first m components
@’ () of the coordinate function near zg.

Using the given coordinate chart around F'(zg) and any coordinate chart around xo,
we may assume that M is an open neighborhood of 0 € R™ and N an open neighbor-
hood of 0 € R*. We have to find a smaller neighborhood U of 0 € M C R" and a
diffeomorphism ¢ : U — ¢(U) C R® such that F' = F o ¢~* has the desired form.

By a linear transformation of R”, we may assume that gf; (0) = 6;; for i, 7 < m. Let
¢: M — R" be the map

d(zt,...,2") = (Fl(azl,...,x”),...,Fm(azl,...,ac"),acm+1,...,a:”).

The Jacobian of ¢ at x = 0 is just the identity matrix. Hence the inverse function
theorem applies: There exists some smaller neighborhood U of 0 € M C R™, such that
¢ is a diffeomorphism U — ¢(U). Then (U, ¢) is the desired coordinate system. O

THEOREM 1.12 (Local normal form for immersions). Suppose F' € C*®(N, M) is an
immersion, tg € N. Given any coordinate chart (U, ) centered at xy, one can find a
coordinate chart (V,v) centered at F(zo) such that the map F = o Fo¢ ' : ¢(U) —
»(V) is given by



1. MANIFOLDS 7

PROOF. The idea is to use the given coordinates on U as coordinates on F(U),
near F(zg), and supplementary m — n coordinates in “transversal directions” to get
coordinates on M near F(xzg).

Using the given coordinates chart around zg and any coordinate chart around F(x),
we may assume that M is an open neighborhood of 0 € R™ and N an open neighborhood
of 0 € R*. We have to find a smaller neighborhood V' C M, and a diffeomorphism 1) :
V — (V) € R™ such that F' = 1o F has the form F(z!,... z") = (z',...,2",0,...,0).

Let x!,..., 2" be the coordinates on R* and 3*,...,y™ the coordinates on R™. By

assumption, the matrix gF ry () has maximal rank n for all x € U. By a linear change of

coordinates on V, we may assume that (2&- (xo))z j<n = 0;j. Consider the map Consider
the map

U: NxR™™ 5 R™, (z,s) — F(z)+(0,...,0,s" ... s™)

The Jacobian of ¥ at 0 is just the identity matrix. Hence, the inverse function theorem
applies, and we can find an open neighborhood V around 0 € M C R™ such that ¥~!is a
well-defined diffeomorphism over V. The map ¢y = ¥~': V — (V) C U x R™™ C R™
is the desired coordinate chart. U

EXERCISE 1.13. Let m : N — M be a surjective submersion. Suppose F': M — X
is any map such that F' lifts to a smooth map F:N= X,ie Fomr= F. Then F is
smooth.

DEFINITION 1.14. Let M be a manifold. A subset S C M is called an embedded
submanifold if for each zq € S there exists a coordinate system (U, ¢) centered at xy,
such that

dpUNS)={(z",....,2™) € p(U)| 2" =... = 2™ =0}

It is obvious from the definition that submanifolds inherit a manifold structure from
the ambient space: Given a covering of S by coordinate charts (U, ¢) as above, one
simply takes (U N S, ¢|uns) to define an atlas for S.

The following two Theorems are immediate consequences of the normal form theorems
for submersions and immersions, respectively.

THEOREM 1.15. Let F' € C®(N, M) be a submersion. Then each level set S =
F~Y(y) for y € M is an embedded submanifold of dimension n — m.

THEOREM 1.16. Let F' € C*(N, M) be an immersion. For each xy € N there exists
a neighborhood U of xy such that the image S = F(U) is an embedded submanifold of
dimension m — n.

These theorems provide many new examples of manifolds. Often, manifolds are
obtained as level sets for a smooth function on a Euclidean space RY. For example, we
see again that S™ C R"*! is a manifold. Another example is the 2-torus, for 0 < r < R
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the radii of the “small” and “big” circles, given as a level set G=!(r?) where G € C*(R3)

is the function,
G, a0 = (& + (VTP T @ - B
The 2-torus can also be described as the image of an immersion F : R? — R3  where
F(0,¢) = (2,22 23) is given by
' = (R+rcosf)cos e,
> = (R+rcosf)sing,

2 = rsiné

In fact, it is clear that this map descends to an embedding R*/(27Z)? — R® as a
submanifold.

We will show below that any compact manifold can be smoothly embedded into some
RYN. (In fact, compactness is not necessary but we won’t prove this harder result.)

EXERCISE 1.17. Construct an explicit embedding of the Klein bottle into R*. Solu-
tion: Given 0 < r < R define F(0,¢) = (x', 2% 2%, 2*) where
' = (R+rcosf)cos e,
> = (R+rcosf)sing,
® = rsinfcos¢/2,
' = rsinfsing/2.

for 0 <0 <27 and 0 < ¢ < 27.

1.4. Tangent vectors. There is a number of equivalent coordinate-free definitions
for the tangent space T, M of a manifold z € M at some point x € M. Our favorite
definition defines T, M as the space of “directional derivatives”.

DEFINITION 1.18. Let M be a manifold. A tangent vector at x € M is a linear map
v: C®(M) — R satisfying the “Leibnitz rule” (product rule)

v(fife) = v(fi) fo(z) + fi(z)v(fa).

The vector space of tangent vectors at x is denoted 7T, M, and called the tangent space
at x.

It follows immediately from the definition that any tangent vector vanishes on con-
stant functions. Indeed, if 1 denotes the constant function f(z) = 1, the product rule
gives

v(l)=v(1-1)=v(l)-1+1-v(1) =2v(1)

thus v(1) = 0. Furthermore, the product rule shows that for any two functions g, h with
g9(x) = h(z) = 0, v(gh) = 0.
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LEMMA 1.19. If U C R" is an open subset and zy € U, the tangent space 1T,,U is
isomorphic to R™, with basis the derivatives in coordinate directions,

o of
o= ™ (o)

PROOF. We may assume zg = 0. Let v € ToU. Given f € C*(U), use Taylor’s

theorem with remainder to write f(z) = f(0) + > i, g{l( )zt + > gi(x)at, where g;

vanishes at 0. v vanishes on the constant f(0), and also on the products z;g;(z). Thus

of) = gf =S ag

where a; = v(z"). O

LEMMA 1.20. Let M be a manifold of dimension m. If v : U — M 1is any open
neighborhood of x, the map

L TLU — T M, vo(f) = o(fly)

is an isomorphism. In particular, any coordinate chart (U, ¢) around = gives an isomor-
phism T, M = R™.

PrROOF. We first show that for any v € T, M, v(f) depends only on the restriction
of f to an arbitrary open neighborhood of z. Equivalently, we have to show that if f
vanishes on a neighborhood of x then v(f) = 0. Using a coordinate chart around x
construct x € C*(M) with x = 1 on a neighborhood of z and x = 0 on a neighborhood
of the support of f. Let g =1 — x. Then fg = f since ¢ = 1 on supp(f). Since both
f,g both vanish at z, v(f) = v(fg) = 0, as required.

This result can be re-interpreted as follows: Let V' C M be an open neighborhood
of z, and Fy (M) C C*(M) be the functions supported in V. Then T, M can also be
defined as the space of linear maps F — R satisfying the Leibnitz rule. Indeed, if y is
supported on V and y = 1 near z, then any function f coincides with x f € Fy (M) near
z. In particular, choose V with V' C U. Then Fy(U) = Fy(M), and it follows directly
that T,M =T,U. OJ

DEFINITION 1.21. Let F' € C*(N, M) be a smooth map, and x € N. The tangent
map

dxF: T.N — TF(m)M
is defined as follows:

(doF(0))(f) = v(E"f), [eCP(M).

It is immediate from the definition that d,F' is a linear map. We often write F
Ty N — Tp)M if the base point is understood. The map F; is also called push forward
Under comp051t10n of maps, (Fj o Fy), = (F1). 0 (Fy)..
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EXERCISE 1.22. Let U C R™ and V' C R™ be open subsets and F' € C*(U, V). For
all z € U, the isomorphisms T,U = R™ and Tp)V = R" identify the tangent map
d.F': T,U — Tr(,)V with the Jacobian D, F': R™ — R". That is,

0 OFI 9

where 2%, 1y’ are the coordinates on U, V.

Thus d,F' is just the coordinate-free definition of the Jacobian: any choice of charts
(U, ¢) around z and (V,%) around F(z) identifies d,F with the Jacobian of the map
YpoFogt: ¢(U)— (V) at ¢(z). In particular,

rank, (F') = rank(d,F).

F is an immersion if d,F is injective everywhere, and a submersion if d,F' is surjective
everywhere.

DEFINITION 1.23. A map F' € C*®(N, M) is called an embedding if F' is an injective
immersion and F' is a homeomorphism onto F'(N) (with the subspace topology).

Thus, a 1:1 immersion is an embedding if and only if the map N — F(N) is open
for the subset topology. That is, one has to verify that for each open subset U of N, the
image F'(U) can be written F(U) = F(N) NV where V is open in M.

ExAMPLE 1.24. Consider the curve
v: R — R? t+ (sin(2t), cos(t)).

Then v is an immersion, with image a “figure 8”. Let F' be the restriction of v to the
open interval (—m/2,37/2). Then F' is a 1-1 immersion, but is not an embedding. For
instance, the image of the open interval (0, 7) is not open in the subspace topology. Note
that the image of F' is still the full figure 8, so it is not an embedded submanifold.

EXERCISE 1.25. Show that the image of an embedding is an embedded submanifold.
Conversely, if N C M is an embedded submanifold with the induced structure of a
manifold on N, then the inclusion map N — M is an embedding.

If F'is an embedding, then d,F' : T, N — Tp)M is injective, so T, N is identified
with a subspace of Tr,)M. In particular, if N is an embedded submanifold of R™, the
tangent spaces to N are canonically identified with subspaces of R™.

EXERCISE 1.26. Suppose F' € C*®(N, M) has a € M as a regular value, so F~1(a) is
an embedded submanifold of N. Show that

T,(F~'(a)) = ker(d,F) C T,N

for all z € F1(a). (Hint: Use the normal form theorem for submersions.)
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1.5. Velocity vectors for curves. If I C R is an open interval, a map v €
C*>®(I,M) is called a parametrized curve in M. For any t € I, one can define the
velocity vector

1(t) € TywM

by 4(t) = (7)«(Z). The action of the velocity vector on functions is, by definition of
push-forward,

: d
FO(f) = 3 f((@))-
EXERCISE 1.27. Show that every v € T, M is of the form v = 4(0) for some curve
v: (—€,€) = M with v(0) = z. (Hint: Use a chart.)
EXERCISE 1.28. Let F' € C*(N, M) and v € C*(I, N) a smooth curve. Show that
d

F.(3(8) = S FO0)

the tangent vector for the curve F o ~.

1.6. Jet spaces. Let C2°(M) be the space of functions vanishing at z, and C°(M)? C
C°(M) linear combinations of products of such functions. Thus C°(M)? consists of
functions on M that vanish to second order at x. From the definition, it is clear that
any tangent vector is determined by its value on C°(M), and is zero on C°(M)?. Thus

one has a natural linear map T, M — (C°(M)/C(M)?)*.
ProprosITION 1.29. The map
T.M = (C(M)/C(M)*)*
18 a vector space isomorphism.

PRroor. Clearly, this map is injective. To show surjectivity, we have to show that
if v: C°(M) — R is any linear map vanishing on constants and on C°(M)?, then
v satisfies the Leibnitz rule. Given f,g write f = a + (f — a) where f(z) = a, and
g =>b+ (g —b) where g(x) =b. Then f —a and g — b vanish at . Thus

v(fg) = wlab) +av(g—b) +v(f —a)b+v((f —a)(g — b))
— av(g—b) +v(f — a)b
= av(g) + v(f)b.
|

EXERCISE 1.30. Show that C°(M) is a maximal ideal in the algebra C*°(M), and
that every maximal ideal is of this form, for some .

EXERCISE 1.31. Give the definition of the tangent map d,F' from this point of view.
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This second definition suggests a definition of “higher tangent bundles”: One defines,
forall k =1,2,...

Ty M = C=(M)/C (M),

the kth jet space. For any function f € C°(M), its image J¥(f) in J*M is called the
kth order jet at z. In local coordinates, J*(f) represents the kth order Taylor expansion
at .

Thus JOM = R, JIM = R @ T;M. For larger k one still has projection maps
JELM — J¥M but these maps no longer split: There is no coordinate invariant meaning
of the terms of order exactly k + 1 of a Taylor expansion, unless the terms of order < k
vanish.

2. Partitions of unity

Before developing the theory of vector fields, differential forms etc., we need an
important technical tool known as partitions of unity.

We recall a few notions from topology. An open cover (Vj3)gep of a topological space
M is called a refinement of a given open cover (U, )aca if each Vj is contained in some
Uy A cover (Uy)aea is called locally finite if each point in M has an open neighborhood
that intersects only finitely many U,’s. A topological space is called paracompact if
every open cover has a locally finite refinement. We will show now that manifolds are
paracompact. First we need:

LEMMA 2.1. Every manifold has an open covering (S;)Y., where each S; is compact,

and S; C Si1, for alli.

PRrROOF. Let (U;)2, be a countable basis of the topology. Already the U;’s with
compact closure are a basis for the topology, so passing to a subsequence we may assume
that each U; has compact closure. Let S; = U;. Let k(1) > 1 be an integer such that
Ui, ..., Ukqy cover Si. Put Sy :=U,U... U Ur). Let k(2) > k(1) be an integer such
that Uy, ..., Ukg) cover Sy. Put S3:=U;U...U Uk(2). Proceeding in this fashion, one
produces a sequence S; with the required properties. ]

THEOREM 2.2. FEvery manifold M 1is paracompact. In fact, every open cover admits
a countable, locally finite refinement consisting of open sets with compact closures.

PROOF. Let (Uy)aca be any given cover of M. Here A is any indexing set. Let
51,55, ... be the sequence from Lemma 2.1. Each S; is compact, and is therefore covered
by finitely many U,’s. It follows that there exists a countable subset A’ C A such that
(Uya)acar is a covering of M. Replacing A with A’, we may assume that our indexing set
is A ={1,2,...} (possibly finite). For each j, let k(j) be an integer such that the sets
U; with i < k(1) cover S;. For 1 < k < k(j) define

Vi = Uk N (S;41\Sj-1)
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where j is the integer such that k(j — 1) < k < k(j) (we put k(0) = 0 and Sy = 0).
Then the collection V}’s are a locally finite refinement of the given cover, and each V/
has compact closure. U

LEMMA 2.3. Let C' C M be a compact subset of some manifolds M. For any open
neighborhood U of C' there exists a smooth function f € C®°(M) with 0 < f <1, such
that f =1 on C and supp(f) C U.

PROOF. For each x € C, choose a function f, € C*°(M) with supp(f,) C U and
fz = 1 on a neighborhood of z. (Such a function is easily constructed using a local
coordinate chart.)Let C, = f.'(1). Then {int(C,)}.cc are an open cover of C. By
compactness, there exists a finite subcover. Thus we can choose a finite collection of
points x; such that the interiors of the sets C; = C,, cover C'. Write f; = f,,. Then

N
f=1-1Ja-5
i=1
has all the required properties. 0

LEMMA 2.4 (Shrinking Lemma). Let (U, )aca be a locally finite covering of a manifold
M by open sets with compact closure. Then there exists a covering (Va)aca such that
Vo C Uy forall a € A.

PROOF. Since the covering is locally finite, it is in particular countable. (Taking an
open cover S; of M as above, where each S; is compact and contained in S;,;, only
finitely many U,’s meet each S;. This implies countability.) Thus we may assume that
A = N or a finite sequence, and write the given cover as (U;)Y,, N € NUco. Inductively,
we now construct open subsets V; with V; C U;, such that Vi, ..., Vi, Uis1, Uito, . .. still
form a cover of M. Given Vi,...,V;, we construct V;,; as follows: Choose 0 < f <1
supported in U; 1 with f = 1 on the compact set

c=Mm\(Jviv | ) C Ui

k<i k>i+2
Then take V;,; to be the open set where f > 0. Then Vi,...,V;11,U;.o,... is an open
cover. Since the original cover was locally finite, (V;)Y, is a cover of M. ]

THEOREM 2.5. Let (Uy)aca be an open covering of a manifold M. Then there exists
a partition of unity subordinate to the cover U,, that is, a collection of functions X
such that

(a) Each point x € M has an open neighborhood U meeting the support of only

finitely many xo’s.

(b) 0 < xa <1,

(¢) supp(xa) C Ua,

(d) Xaxa=1

(The sum is well-defined, since near each point only finitely many xo are non-zero.)
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PROOF. Suppose first that the cover is locally finite and that each U, is compact.
Choose a shrinking (V,)aca as in the Lemma. Choose functions 0 < f, < 1 supported
in U, with f, = 1 on V,. Since the covering is locally finite, the sum f = > _ f,
exists, and clearly f > 0 everywhere. Put x, = fo/f. This proves the Theorem for
locally finite covers with compact closures. In the general case, choose a locally finite
refinement (ﬁg) sep consisting of open sets with compact closures. There is a function

j: B— A, B+ a=j(0)such that Us C Uj(s), and define x, = Zj(ﬁ):a X3- O

EXERCISE 2.6. Show that Lemma 2.3 holds for any closed, not necessarily compact,
subset of M.

Here is a typical application of partitions of unity.
THEOREM 2.7. Every manifold M can be embedded into R, for k sufficiently large.

Proor. We will prove this only under the additional assumption that M admits a
finite atlas. The existence of a finite atlas is obvious if M is compact. It can be shown
that in fact, every manifold admits a finite atlas but the proof is not so easy (see e.g. the
book Greub-Halperin-Vanstone). Let (Uy, ¢)Y_; be a finite atlas. Choose a partition of
unity subordinate yj, subordinate to the cover Ug. Then xx¢r : Up — R™ extends by
zero to a function fj, € C°(M,R™). Let

F:M—RMIN gy (fi(@), .. [n(@), xa(), ..., xw(2)).

We claim that F'is an embedding: That is, F'is a 1-1 immersion that is a homeomorphism
onto its image. First, F' is 1-1. For suppose F(z) = F(y). Thus x;(z) = x;(y) for all i.
Choose i with x;(z) > 0. In particular, z,y € U;. Dividing the equation f;(z) = f;(v)
by xi(z) = x:(y) we find ¢;(x) = ¢;(y), thus x = y. More generally, for any x € N and
any sequence y; € N, F(y;) — F(z) implies y; — x. This shows that the inverse map is
continuous, so F' is a homeomorphism onto its image. Finally, let us show that F' has
maximal rank at z: For suppose v € ker(d,F"). Then v(x;) = 0 and v(f;) = 0 for all i.
Choose i such that x;(z) > 0, thus x € U;. Writing f; = x;¢; the product rule gives

0 =v(dixs) = xi(z)v(e),
thus v(¢;) = 0. But ¢; is a diffeomorphism onto its image, so v = 0. OJ

A famous theorem of Whitney (1944) says that any manifold of dimension dim M =
m can be embedded into R?*™, and immersed into R?"~!. See Smale, Bull. Am.Math.Soc.
69 (1963), 133-145 for a survey of results on embeddings and immersions.

3. Vector fields

3.1. Vector fields. Suppose A is an algebra over R. A derivation of A is a linear
map D : A — A satisfying the Leibnitz rule

D(ab) = aD(b) + D(a)b.
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If Dy, Dy are derivations, then so is their commutator [D;, Dy] = D1 Dy — Dy D;. Recall
that the commutator satisfies the Jacobi identity,
[D1, [Da, D3]] + [D2, [D3, D1]] + [Ds, [D1, Do]] = 0.

Thus Der(A) is a Lie subalgebra of the algebra End(A). If A is commutative, the space
Der(A) is an A-submodule of End(A): If D is a derivation and = € A, then D is also
a derivation.

DEFINITION 3.1. A vector field on M is a derivation X € Der(C*°(M)). That is, X
is a linear map X : C*°(M) — C*°(M) satisfying the Leibnitz rule
X(f9) = (X9 + f(Xg), f,g€CT(M).
The space of vector fields will be denoted X(M). If XY € X(M), the vector field
(X, Y]=XoY —Y o X is called the Lie bracket of X and Y.

Thus, the space X(M) of vector fields is a Lie algebra. They are also a C*°(M)-
module, that is, fX € X(M) for all f € C®°(M) and X € X(M). Evaluation at any
point x € M defines a linear map

X = TM, X Xe, Xolf) = (XF)(2).

Conversely X can be recovered from the collection of tangent vectors X, with x € M.
We write

supp(X) = {z € M| X, # 0}.
One can think of a vector field as a family of tangent vectors depending smoothly on the
base point.

EXERCISE 3.2 (Locality). Show that vector fields are local, in the following sense: If

U is an open subset of a manifold M, and X € X(M), there exists a unique vector field
Xy € X(U) (called the restriction of X to U) such that (Xy), = X, for all z € U.

The action of X on functions f € C°°(M) supported in U is given in terms of
the restriction by X fly = Xy (f|v). Using a partition of unity, this means that the
restrictions of X to coordinate charts determine the vector field X. In local coordinates,
vector field have the following form:

LEMMA 3.3. Suppose U C R"™ is an open subset. Then any X € X(U) has the form

- 0
X:Z(I,Zaxz

=1

where a; € C*(U).
PrOOF. From the description of tangent vectors v € T,U, we know that

- 0
X, = Zai(x)@x-

i=1
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for some function a;(z). We have to show that a; is smooth. But this is clear since
a; = X(f) where f € C=(U) is the coordinate function f(z) = z*. O

Any diffeomorphism F € C*°(N, M) induces a map F, : X(M) — X(N) of vector
fields, with F*(E.(X)(f)) = X (F*f). Thus

F(Xe) = (FX)p)-

For a general map F', this equation does need not define a vector field F, X, for two
reasons: 1) If F' is not surjective, the equation does not specify F, X at points away from
the image of F, 2) If F' is not injective, the equation assigns more than one value to
points y € M having more than one pre-image.

DEFINITION 3.4. Let F' € C*°(N, M). Two vector fields X € X(N) and Y € X(M)
are called F-related if
F(Y(f)) = X(F*f)
for all f € C*°(M). One writes X ~p Y.

ProrosITION 3.5. X ~p Y if and only if
F (X)) = Yp)
forallz € N. If X1 ~r Y, and Xy ~p Yy then
[X1, Xo] ~F [V1,Ya].
Proor. Exercise. O

For example, if F' is the embedding of a submanifold, then X € X(N) is F-related
to a vector field Y € X(M) if and only if Y is tangent to F'(N) everywhere. The vector
field X is then just the restriction of Y to V.

DEFINITION 3.6. A Riemannian metric on a manifold M is a symmetric C*°(M)-
bilinear form g : X(M) x X(M) — C*(M) which is positive definite in the sense that
for all z € M, g(X, X)(z) > 0 for X, #0.

EXERCISE 3.7. Every manifold M admits a Riemannian metric g. (Hint: Define
such a metric in charts, and then use a partition of unity to patch the local solutions
together.) If ¢ is a Riemannian metric and x € M, the value g(X, X)(z) depends
only on X,. If U C M is open, there exists a unique Riemannian metric gy such that

gu(Xv,Yu) = 9(X,Y)|u.

3.2. The flow of a vector field. Suppose A is a finite dimensional algebra, and
Aut(\A) its group of algebra automorphisms. A 1-parameter subgroup of automorphisms
is a group homomorphism ® : R — Aut(A),t — @, i.e. a map such that &, 4, =
&, P, for all t1,t, € R. For any l-parameter group of automorphisms, the derivative
D= %|t:0<1>t : A — A is well defined. By taking the derivative of the equation

D, (ab) = Py(a)P4(b)
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one finds that D € Der(A). Conversely, every derivation gives ride to a l-parameter
group ®; = exp(tD) (exponential of matrices), and one check that each ®, is an automor-
phism. Thus, if dim A < oo one can identify derivations of an algebra with 1-parameter
groups of automorphisms.

For the infinite-dimensional algebra A = C*°(M), this does not directly apply. We
will see that so-called complete vector fields X € X(M) define a 1-parameter group of
diffeomorphisms ®; of M, where the algebra automorphism ®; of C*°(M) plays the role
of exp(tX). This “flow” of X is constructed using integral curves.

Let X be a vector field on a manifold M. A curve v : I — M is called an integral
curve of X if for all t € I,

V() = Xy
If U C R™ is an open subset and X € X(U) is a vector field on U, this has the following
interpretation. Letting z° be the local coordinates on R™, write

.0
X = b —
zi:a ox?
where a; € C*(U). Also write y(t) = (v!(¢),...,7™(t)). Then the tangent vector
F(t) € TywU is just
.0
Y(t) = ¥t —
¥(t) Zi:v e
To see this, apply §(¢) to a function f € C*(U):

500 = 2 ) =3 T

¥(t)

¥(t)

Thus v is an integral curve if and only its components satisfy the following system of
first order ordinary differential equation:
vt
=a'(v(t
()
From ODE theory, it follows that for any x € U, there exists a unique maximal solution

v, of this system: That is, there is an open interval I, around ¢ = 0, and a curve
Y. : I, — U with

%(0) =z, 4,(t) = a'(1a(t))
such that any other solution of this initial value problem is obtained by restriction to

a subinterval. Moreover, this solution depends smoothly on the initial value z. By
applying this result in manifold charts, one obtains:

THEOREM 3.8. Let X be a vector field on a manifold M. For each x € M there
exists a unique maximal solution v, : I, — M to the initial value problem

Y2(0) =z, J(t) = sz(t)-
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The solution depends smoothly on the initial value x, in the following sense:

U=|J{s} x L) c M xR

xeM
Then U is an open neighborhood of M x {0} in M x R, and the map

O: U — M, (z,t) — 7,(t)
18 smooth.

Here “maximal solution” means that any other solution is obtained by restriction to
some subinterval.

One calls ® the flow of the vector field X. If U = M x R, that is if I, = R for
all z, the vector field is called complete, and the flow is called a global flow. A simple
example for an incomplete vector field is X = % on M = (0,1) C R. By choosing a
diffeomorphism (0,1) = R, one obtains an incomplete vector field on R. Let us write

®y(x) = P(z,t) for t € I,.

EXERCISE 3.9. Show that on a compact manifold, any vector field is complete. More
generally, any compactly supported vector field on a manifold is complete.

THEOREM 3.10. Suppose X € X (M) is a complete vector field, and ®, its flow. Then
each ®; is a diffeomorphism, and the map

R — Diff(M), t+— @,
1§ a group homomorphism. In particular,
Qo =1d, Py 0Py, = P4y,

Conversely, if t — ®; is any such group homomorphism and if the map ®(t,x) = ®,(z)
18 smooth, then ®, is the flow of a uniquely defined complete vector field X, called the
generating vector field for the flow. For all f € C*(M) one has

d

X(f) = Lx(f) =5 @F

ProoOF. We first prove the identity ®;, o ®;, = ®;, 4, for t;,to € R. Let x € M.
Given ty, both v(s) = ®4(Py,(z)) and H(s) = Psi4, () are integral curves for X. Indeed,

d _ d
%7(8) = %(bu(m”u:s—kh = Xi)u(w)|u:s+t2 = X’y(S)-

Since 7,7 have the same initial value, they coincide on their domain of definition. In
particular, y(¢;) = A(¢t;) which proves @y, (P4, (z)) = Py, 14,(z). In particular, if X is
complete, this equation holds for all ¢;,%,. Setting t; = t,t, = —t we see that &_; is a

smooth inverse to ®;. Conversely, if ®; is a global flow, define X by X, = %|t:0<1>t(3;).
Using local coordinates, one checks that this defines a smooth vector field. O

EXERCISE 3.11. How much of this theorem goes though for incomplete vector fields?
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EXERCISE 3.12. Show that the map ®; : R™ — R™ given by multiplication by e is
a global flow, and give a formula for the generating vector field. More generally, if A is
any m X m matrix, show that the map

Dy(z) = ez

is a global flow, and find its generating vector field.

EXERCISE 3.13. Let X € X(N), Y € X(M) be vector fields and F' € C*°(N, M) a
smooth map. Show that X ~p Y if and only if it intertwines the flows ®;*, ®): That is,

FodX=®)oF

EXERCISE 3.14. Show that for any vector field X € X(M) and any € M with
X, # 0, there exists a local chart around z in which X is given by the constant vector
field %. Hint: Show that if S is an embedded codimension 1 submanifold, with z € S
and X, ¢ T,.S, the map U X (—¢,e) — M is a diffeomorphisms onto its image, fo some
open neighborhood U of z in S. Use the time parameter ¢ and a chart around =z € U to
define a chart near .

For any vector field X € X(M) and any diffeomorphism F' € C*°(N, M), we define
F*X € X(N) by

F*X(Ff) = FY(X([))-

Thus F*: X(M) — X(N) is just the inverse map to F, : X(N) — X(M). Any complete
vector field X € X(M) with flow ®; gives rise to a map ®; : X(M) — X(M). One
defines the Lie derivative Lx of a vector field Y € X(M) by

d *
Lx(Y) = | _ @Y € X(M).

In fact, this definition also makes sense for incomplete X: (To define the restriction of
LxY to an open set U C M with compact closure, let ¢ > 0 be small enough such
[—¢,¢] C I, for all z € U. Then @, : U — ®,(U) is defined for |t| < ¢, and the equation
above makes sense.)

THEOREM 3.15. For any X,Y € X(M), the Lie derivative LxY is just the Lie bracket
(X,Y]. One has the identity

[Lx,Ly] = Lixy.
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PROOF. Let ®; = ®;* be the flow of X. For f € C°°(M) we calculate,
d .
L)) = Slo@y)(h)
d * *
= =@ (Y(2Z,(£)))
d * *
2 1=0(2e (Y () = Y(®(f))
= XY (f)) - Y(X(/))
= [X,Y](f).
The identity [Lx, Ly]| = Lix,y] just rephrases the Jacobi identity for the Lie bracket. [

The definition of Lie derivative gives the formula
d * *
(1) S ®F)Y = (@) (LxY)
by the calculation, 4 (@)Y = L[, (2%, )Y = (9;5)*L|,0(®))"Y. From this we
obtain:

THEOREM 3.16. Let X,Y be two complete vector fields, with flows ®X and ®Y. Then
[X,Y] =0 if and only if ®F and ®Y commute for all t,s: ®F o Y = &Y o dX.

PROOF. Suppose [X,Y] =0. Then

d

(@)Y = (OF)"LxY = (&)X, Y] =0
for all ¢. Hence (®¥)*Y = Y for all ¢, which means that Y is ®; -related to itself.
It follows that ®; takes the flow ®Y of Y to itself, which is just the desired equation
dX o dY = ®Y 0 ®F. Conversely, by differentiating the equation ®X o ®¥ = &Y o *
with respect to s,t, we find that [X,Y] = 0. OJ

Thus [X,Y] measures the extent to which ®;¥ and ®} fail to commute. This can be
made more precise:

EXERCISE 3.17. Suppose X,Y are complete vector fields, and f € C*°(M).
a) Prove the formula for the kth order Taylor expansion of (®;*)* f:

@F)f = 3 P+ 0.

Formally, one writes (®;*)* = exp(tX).
b) Let F}; be the family of diffeomorphisms,

F,=0% 00", 0®f0d).
Show that
Fyf = f+2[X,Y](f) +OF).
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4. Differential forms

4.1. Super-algebras. A super-vector space is a vector space E with a Zy-grading.
Elements of degree 0 mod 2 are called even, and elements of degree 1 mod 2 are called
odd. Thus a super-vector space is simply a vector space with a decomposition £ =
E° @ E'. Elements in E° are called even and those in E' are called odd. We will also
write E° = E®*® and E' = E°Y in particularly if E carries other gradings that might
be confused with the Z,-grading. The space End(E) of endomorphisms has a splitting

End(E) = End(E)° @ End(E),

where End(E)° consists of endomorphisms preserving the splitting £ = E° @ E!, and
End(E)! consists of endomorphisms taking E° to E* and E! to E°. A = End(F) is a
first example of a super-algebra, that is, a Zy-graded algebra ! A = A®*® @ A°% such
that

AkAl C Ak:—|—l mod 2
for k,1 € {0,1}. The sign conventions of supermathematics decrees:

Super-sign convention: A minus sign appears whenever two odd el-
ements interchange their position.

Physicists thinks of elements of odd degree as “fermions”, and those of even degree
as “bosons”. Her are some examples of the super-sign convention. The tensor product
of super-algebras A, B is defined to be the usual tensor product A ® B, with Zy-grading

AeBr= p AeB

I+m=k mod 2

and algebra structure
(a1 ® by)(az ® by) = (—1)™"(araz) ® (byby)

for a; € A, b; € B™i. Also, if A is any super-algebra, the super-commutator of two
elements a; € A" and a, € A*? is defined by

[a1,as] = a1ay — (—1)""aya, € A*TF2,
PROPOSITION 4.1. The super-commutator is super-skew symmetric,
a1, ag] = —(=1)""[ay, a]
and satisfies the super-Jacobi identity,
[a, [as, as]] + (=1)1 ) [ay, [ag, ar]] 4+ (=1)**1 4 [ag, [a1, as]] = 0.

PRrROOF. Exercise. |

n this course, “algebra” always means an associative algebra over R with unit 1.
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More generally, a super-space F with bracket [-, -] satisfying these identities is called
a super-Lie algebra.
An derivation of a superalgebra A of degree r € {0,1} is a linear map D : A — A
such that
D(ab) = D(a)b+ (1) aD(b)
for all @ € A* and b € A'. Note that any derivation is determined by its values on
generators for the algebra, and that D(1) = 0 for any derivation D. We denote

Der(A) = Der’(A) @ Der' (A)
the space of super-derivations.

EXERCISE 4.2. Show that Der(A), with bracket the super-commutator of endomor-
phisms, is super-Lie algebra. If A is super-commutative, show that Der(.4) is also an
A-module (by multiplication from the left).

EXERCISE 4.3. Suppose A is a super-algebra. Show that the map ¢ : A — End(A)
taking a € A to the operator €(a) of multiplication (from the left) by a is a homomor-
phism of super-algebras, i.e. it preserves products and degrees.

EXERCISE 4.4. Let E, F' be super-vector spaces. Define the tensor product of two
endomorphisms of finite degree, in such a way that it respects the sign convention of
supermathematics. Show that with this definition,

End(F ® F) = End(F) ® End(F).
Many super-vector spaces arise as Z-graded algebras £ = @, ., E* by reducing the

degree mod 2:
Feven — @ E2k, Eodd — @ E2k+1.
kez keZ
In this case, we will call E a Z-graded super-vector space. Ordinary vector spaces E can
be viewed as super-vector spaces by putting E¢v" = E, E°dd = (.

4.2. Exterior algebra. We now give our main example of a graded algebra. Let
E be a finite dimensional real vector space. (The example to keep in mind is E = T, M,
the tangent space to a manifold. But other examples will appear as well.)

For any finite dimensional vector space E over R, one defines AYE* = R, A'E* = E*,
and more generally

A*E* = {antisymmetric k-linear maps w: E x --- x E — R}.
—_—
k times

Thus w € A*E* if it is linear in each argument and satisfies
W(Va(1), - - -, Vo)) = sign(o)w(vi, ..., vg)

for any vy,...,v; € E and any permutation o of the index set 1,...,k. Each A*E* is
a finite dimensional vector space. If e1,...,e, is a basis for F/, any w is determined by
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its values on e;,,...,e; for any ¢; < ... < i;. Since the number of ordered k-element
subsets of {1,...,n} is ﬁlk),, it follows that

|
dim \FE* = —
mA (i — k)]

for kK < n, and A*E* = 0 for k > n. Note dim A" *E* = A*E*. Non-zero elements of
the 1-dimensional vector space A" E* are called volume elements. The direct sum of the
vector space A*E* is denoted?

AE* = é NE*,
k=0

its dimension is dim AE* = 2", the number of subsets of {1,...,n}.
The graded algebra structure on the vector space AE* is the so-called called wedge
product.

For w; € AME* and wy € A®E* one defines w; A wy € AFE* k = ki + ky by
anti-symmetrization

1 .
(w1 Awa)(vr...,0p) = Y Z Slgn(U)M(Uo(l), e 7U0(k1))w2(va(k1+1)7 e ,Ua(k:))

ogESE

where o runs over all permutations. The wedge product extends to all of AE* by linearity.
For example, if fi, fo € E* then

(fi A fo)(v,v2) = fi(vi) fo(v2) — fi(v2) fa(v1).
More generally, if fi,..., fx € E¥,
(2) (fi Ao A fi)(vr, -y v) = det(fivy)).

The following properties of the wedge product are left as an exercise.

PROPOSITION 4.5. (a) The wedge product is associative and super-commutative.
(b) Let ey,...,e, be a basis of E and f',..., f" the dual basis of E*. For each
ordered subset I = {iy,...,ix} C {1,...,n} let f1 = f2 A... A fi*. Then
{fY| #I =k} is a basis for NFE*.
EXERCISE 4.6. If F4, Ey are two finite dimensional vector space, show that
N(E1 @ Ey)" = NET @ NE;
(tensor product of graded algebras).

There are two important operations on AE* called exterior multiplication and con-
traction. Exterior multiplication is just the algebra homomorphism

€: AE* — End(AE")

2In the infinite dimensional case dim E = co, one defines the exterior algebra somewhat differently.
Fortunately, we will only be concerned with finite dimensions.
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for the graded commutative algebra AE*. Thus e(w)(5) = w A B. For v € E, one defines
the contraction operator

Ly ANFE* — AF-LE®
by ty(w)(ve,...,v%) = w(v,vq,...,vE). Sometimes we write ¢, = ¢(v).
Thus ¢, € End }(AE*). Clearly ¢, o ¢, = 0. Hence also
[Lva [fw] = lytw © bytw = 0
If fi,..., fr are vectors in E*,
(3) W(f A A fe) =Y () A AFi A A fi
J
This follows from the definition of the wedge product, or equivalently by expanding the
determinant on the right hand side of (2) at the first column.
THEOREM 4.7. The contraction operator i, is a super-derivation of degree —1 of
AE*. One has
[, €(W)] = €(t,w).

PROOF. Let fi,..., f. be vectors in E*. From (3) we read off that for any [ < r,

(LA Nfr) = w(fu A AN A A o)+ (D (LA A ) Aw(fi A A ).
By linearity, it follows that

(WA B) = t,wA B+ (1) wA B
for w € A'E* and 8 € AE*, proving that ¢, is a super-derivation. The identity [,, e(w)] =
€(t,w) is just re-phrasing the same condition. O

For any linear map A : F — FE the dual map A* : E* — F* extends uniquely to an
algebra homomorphism A* : AE* — AF*. Thus if f1,..., fr € £,

A (i N fe) = (A fi N NA™ ).
In particular, any endomorphism of E gives rise to an endomorphism of AE*. For any
l-parameter group A; = exp(tL) of automorphisms, we obtain a l-parameter group

A*, = exp(—tL)* of automorphisms of AE*. It follows that —L* : E* — E* extends to
a derivation Dy, of degree 0 of AE*. One has

DL A+ A o) = = S (P LA A Ty A fe
J
(Don’t confuse Dy, with the algebra homomorphism (—L)* : AE* — AE* ).
EXERCISE 4.8. a) Show that the map End(E) — Der®(AE*), L — Dy is a Lie
algebra homomorphism.

b) For v € E, L € End(E), show that [Dr, ] = —t1(). (Hint: Since both sides are
derivations, it suffices to check on generators.)

After this lengthy discussion of linear algebra, let us return to manifolds.
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4.3. Differential forms.

DEFINITION 4.9. For any manifold M and any * € M, the dual space T, M :=
(T, M)* of the tangent space at z is called the cotangent space at x. The elements of
T*M are called covectors. Elements of A¥T*M are called k-forms on T, M.

Any function f € C*°(M) determines a covector d,f € TxM, called its exterior
differential at z, by

(df)e(v) :==v(f), veT,M.

If U C R™ is an open subset with coordinates x!,... 2™ (viewed as functions on U), we
can thus define 1-forms

(dz), € TU.

0
Ozt

iy (9 9
@) (g7le) = 5=l =
A differential k-form on M is a family of k-forms on tangent spaces 17, M depending
smoothly on the base point, in the following sense:

This 1-forms are the dual basis to the basis

of T,.U: Indeed,

DEFINITION 4.10. A differential k-form on M is a C*°(M )-linear map
w: X(M)x...xX(M)— C®(M)

WV
k times

that is anti-symmetric and C*°(M)-linear in each argument. The space of k-forms is
denoted QF(M), the direct sum of all Q%(M) is denoted Q(M). In particular, Q°(M) =
C>®(M).

For any z € M there is a natural evaluation map Q*(M) — AT M, w — w, such
that

WX, Xe)e = we((X1)ay -+ (Xk)e)-
Similarly, if U C M is open, one can define the restriction w|y € QF(U) such that

(,U(Xl, ces an)|U = w|U((X1)|U, ceey (Xk)|U)

If U,V are two open subsets, and wy,wy are forms on U and V' with wy|yny = wy|vnv
then there is a unique form wyyy € Q(U U V) restricting to wy and wy, respectively.

One defines the wedge product on (M) by anti-symmetrization, similar to the wedge
product on AE*. It is uniquely defined by requiring that all the evaluation maps Q(M) —
AT¥M are algebra homomorphisms. Wedge product makes (M) into a graded super-
commutative super-algebra. For X € X(M), one denotes by tx = ¢(X) € Der ™ (Q(M))
the operator of contraction by X, and for u € Q(M) one denotes by e(u) the operator
of left multiplication by p. As before, we have [tx,ty| = 0 and [tx, e(p)] = e(txp).
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4.4. The exterior differential. The magic fact about the algebra of differential
forms is the existence of a canonical derivation d of degree 1. For any function f &
C*>(M) one defines df € Q'(M) by the equation,

(df)(X) = X(f)
It has the property d(fg) = fdg + gdf. In particular, if U C R™ is an open subset, we
have 1-forms dz!,...,dz™ € QY (U). Writing dz’ = dz"* A --- A dz* for any k-element
subset 7; < ... < 1, the most general k-form on U reads

w = E wydz!
I

where w! € C*°(U) are recovered as
I 0 0

THEOREM 4.11. The map d : Q°(M) — QY(M), f — df extends uniquely to a
super-derivation of degree 1 on Q(M), called exterior differential, with d(df) = 0. The
exterior differential has property

dod=0.

Proor. It suffices to prove existence and uniqueness for the restrictions to elements
of an open cover (Uy,)aca- Indeed, once we know that dw|y, exist and are unique, then
the forms dw|y, agree on overlaps U, N Uz by uniqueness, so they define a global form
dw. In particular, we may take (U,)aca to be a covering by coordinate charts. This
reduces the problem to open subsets U C R™.

The derivation property of d forces us to define d : QF(U) — QF1(U) as follows,

d(z wrdx!) = Zdwl Ada! = Zzg—gdﬂ Ada’.
T T oI

We have

02wl :
d2(z wrdz?) = Z Z Dk g dz* Ada? Ada? =0,
I k1

by equality of mixed partials. It remains to check d is a derivation. For w = fdz! € QF
and v = gdz’ € Q! we have

dlwAv) = d(fdz' Agda’)
= d(fg) Ada! Ada’
= (fdg + gdf) Adz’ Adz’
= df Adaf A gda? + (=1)*f Ada’ Adg A da?
= (dw) Av+ (=1DFw A dv.
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Let us write out the exterior differential on M = R3, with coordinates x,y,z. On
functions,

_of of of
so d is essentially the gradient. On 1-forms w = fdz 4 gdy + hdz,
dg Of Oh  0Og of Oh
dw = (== —=)dz Ad — — —=)dy Ad — — —)dzAd
“ (81’ 8y) v y+(8y 82) Y Z+((9z 81’) =N e
so d is essentially the curl, and on 2-forms w = fdy A dz + gdz A dz + hdz A dy,
of 0O0g Oh
dw=(=—+ =2+ —)dzAdyAd
w (8x+8y+8z) T ANdy Adz,

so d is essentially the divergence. In general, one should think of d as the proper abstract
setting for grad, curl, div.

4.5. Functoriality. Any smooth map F' € C*°(N, M) between manifolds gives rise
to an algebra homomorphism
F*: Q(M) — Q(N)
such that (F*w), = F*(w,).
THEOREM 4.12. F* commutes with exterior differential:
F*od=do F*.
PROOF. The algebra (M) is generated by all functions f € C*°(M) together with

all differentials df. That is, any differential form can be written as a finite linear com-
bination of expressions

Jodfi A--- Adfy,

and finally by linearity it holds everywhere. This follows by choosing a finite atlas of M
and a subordinate partition of unity. > Hence, it suffices to check the the identity on
functions f and differentials d f.

For f € C*(M), and any z € M, v € T, M, we have

(F*(df))e(v) = (df) pa)(deF () = (e F(0))(f) = v(F*f) = d(F" f)e(v).
Thus F*od = d o F* on functions. On differentials d f:
F*(d(df)) = 0, d(F*(df) = d(d(F"f)) = 0.
O

3We mentioned earlier that any manifold admits a finite atlas, although we never proved this. The
following proof can be easily modified to close this gap: it is enough to check the identity on functions
supported in coordinate charts, where the f; for ¢ > 0 can be taken as coordinate functions.
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For instance, if U C R™ and V C R™ are open subsets with coordinates zt, 9/, and
F € C*(U,V), with components F? = F*y’ we have
oFI

d (2

F*dy = dF*y’ =dF’ = —dz".
—~ Oz

If dim U = dim V = m, we obtain in particular
* 1 m aF] 1 m
F*(dy /\---/\dy):det(T)(dx A Ada™).
m'&
Suppose X € X(M) is a complete vector field, with flow ®;. Then we have a 1-

parameter group of automorphisms ®; of (M ). We define the Lie derivative to be its
generator:

d
LXw = £|t:0®:w.

The definition extends to incomplete vector fields: If U is any open subset with compact
closure, the map &, : U — M exists for |t| < ¢, and the equation defines Lxw|y.

We have now defined three kinds of derivations of Q(M): The contraction tx, the
Lie derivative L, and the exterior differential d. Recall that the graded commutator of
two derivations is again a derivation.

THEOREM 4.13. One has the following identities:

[d,d] = 0,
[Lx,d = 0,
[tx,d] = Ly,
[tx,ov] = 0,
[Lx,Ly] = Lixy,
[Lx,wy] = txy]-

PROOF. The first equation is just [d,d] = 2d* = 0. Since (®%)* and d commute,
[Lx,d] = 0 by definition of Ly. The other identities can be checked on generators f, df
of Q(M) (using that two derivations are equal if and only if they agree on generators).
For instance, the third equation is verified by the calculations,

[ex, d](f) = wxdf = (df)(X) = X(f) = Lx f
and
[tx,d](df) = txddf + dexdf = dLxf = Lxdf.
The fourth equation is obvious since both sides vanish on generators. The fifth equation,

on functions f, is just the definition of the Lie bracket, and on df follows since Lie

derivatives and d commute. In the last equation, both sides vanish on functions, and on
df we have

[Lx,uwy](df) = [[Lx, ], d](f) = [Lx, [oy, d]](f) = [Lx, Ly](f) = Lixy)(f) = yxydf.
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(Alternatively, the last equation follows by direct application of the definition of the Lie
derivative.) O

These identities are of fundamental importance in the Cartan’s calculus of differential
forms. It is somewhat remarkable that contractions, Lie derivatives and d form a graded
Lie subalgebra of the graded Lie algebra of derivations!

PROPOSITION 4.14. For any w € Q¥(M) and any X, ..., X € X(M),
(du})(XOa s 7Xk) = Z(—l)ij((U(Xo, s 75(;7 s 7Xk))

J
+ Z(_l)H‘Jw([X“ Xj]7 X07 s 75(77 s 7Xj7 s 7Xk)
i<j
Proor. We give the proof for k = 2, which will show the relevant pattern. The left

hand side is tx,tx, tx,dw. Using the commutation relations between d and contractions,
we find

Lxytx,tx,dw = ix,tx, Lx,w — tx,tx,dix,w

= LX2LX1LXOOJ — LX2LX1LXOCU + LXQLXlLX(]w‘

The desired identity now follows by permuting the Lie derivatives in each term all the
way to the left. For example, the first term gives

LX2LX1LXOW = LX2LXOLX1W — LX2L[X0,X1]W

= LXOLXZLXlw — L[XO,XQ]LXlw — LX2L[X0,X1]UJ'

For example, if w is a 1-form,
dw(Xo, X1) = Xo(w(X1)) — X1(w(Xo)) — w([Xo, Xi]).

EXERCISE 4.15. Let U be an open subset of R™, and X = ) X, azi a vector field.
Let I' = dz! A --- Ada™ be the standard “volume form”. Show that

0X;
- oxt )

LyT = (

Conclude that the flow of X is volume preserving if and only if the divergence divp(X) =

>, ‘Zf;’) vanishes everywhere.

4.6. Orientation of manifolds. A diffeomorphism F' : U — V between open
subsets of R™ is called orientation preserving if for all z € U, the Jacobian D,F has
positive determinant.

An atlas (U,, ¢o) for a manifold M is said to be oriented if all transition functions
Pq © ¢>E1 are orientation preserving. If such an atlas exists, M is called orientable.
An orientable manifold M with an oriented atlas is called an oriented manifold. A
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Map F' € C*(N, M) between oriented manifolds of the same dimension are orientation
preserving if its expressions in oriented charts are orientation preserving.

Orientability of manifolds M is closely related to the existence of volume forms. A
volume form is an m-form A € Q™(M), with A, # 0 for all z € M.

THEOREM 4.16. A manifold M is orientable if and only if it admits a volume form.
Any volume form A on a manifold M defines a unique orientation, with the property
that for all oriented charts (Uy, ¢o),

Ga(det Ao da™) = fo Ao,

where f, > 0 everywhere. Two volume forms A, A’ define the same orientation if and
only if N' = fA with f > 0.

PROOF. Suppose M is orientable, and let (U,, ¢ )aca be an oriented atlas. Choose a
partition of unity y, subordinate to the cover (U,)aca. The form A, = ¢* (dz' A---dz™)
is a volume form on U,. Set

A=) Yol

Then A is a volume form on M. Indeed, if v;...,v,, is an oriented basis of T,,M,
each of the forms (A,), with x € U, takes positive values on v; ..., v,. Hence so does
Za Xa(Z) (Ag)e- Ol

EXERCISE 4.17 (Oriented double cover). Let M be a connected manifold. The tan-
gent space at any point x € M has exactly two orientations. The choice of an orientation
on x also induces orientations on “nearby” points. Let 7 : M — M be the map with
fibers 7 !(z) the two possible orientations on z. Show that M has a natural structure of
an oriented manifold, with 7 a local diffeomorphism. Show that M is orientable if and
only if M is disconnected, and the choice of an orientation is equivalent to the choice of
a component of M. One calls M the oriented double cover of M. What is the oriented
double cover for RP(2)? For the Klein bottle?

If M,N are two oriented manifolds, with orientations defined by volume forms
'y, 'y, the direct product M x N carries an orientation defined by the volume form
Ty L' A TN N, where my, mn are the projections from M x N to the two factors.

EXERCISE 4.18. Let F': N — M be a smooth map between oriented manifolds, and
suppose a € M is a regular value. Then any choice of volume forms I'y, Iy, defines a
volume form I'g on the level set S = F~!(a). In particular, S is oriented.

Suppose M is an oriented manifold with boundary M. We define an orientation
on OM as follows: Given z € OM, let v; € T,M\T,0M be an outward pointing vector.
That is, v1(f) < 0 for any function f € C*°(M) with f > 0 on M. Call a basis v, ...,V
of T,OM oriented if vy,...,v,, is an oriented basis of T, M.



4. DIFFERENTIAL FORMS 31

4.7. Integration on manifolds. Let U C R™ be open. The integral of a compactly
supported differential form « € QF(U) is defined to be 0 unless k = m. For

w= fdz' A--- Adz™ € Q™(U),

with f a compactly supported smooth function on U, one defines

/w—/ /f ™) dz'da?- - - da™

as a Riemann integral.
Recall the change of variables formula for the Riemann integral: If F': V — U is a
diffeomorphism, then

0 %

Since det(aF )dyldy .-dy™ is just the pull-back under F of the form dz'dz?---dz™,
this can be ertten in more compact form,

f#=1..

This formula shows that integration is independent of the choice of coordinates, and is
used to extend integration to manifolds:

THEOREM 4.19. Let M be an oriented manifold of dimension m. There is a unique
linear map [y, © Qeomp(M) — R such that for all oriented charts (U,¢) of M, and any
form w with compact support in U,

(4) [ - /¢ s

PROOF. Choose an atlas (U,,¢,) and a partition of unity x, subordinate to the
cover {U,}. For any compactly supported form w on M, define

Jue = E o

This has the required property (4), since if w is supported in a chart (U, ¢), the change
of variables formula shows

> /( ) =3 /W ) (xa) = [b(U)(‘b_l)*‘*"

Conversely, thls equation also shows uniqueness of an integration map satisfying (4). O

We will often use the following notation: If M is any manifold, and S C M is an
oriented embedded submanifold, and ¢ : § — M the inclusion map, one defines

/S; (M) = R, /Sw;:/sb*a.
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4.8. Integration over the fiber. Let M, B be manifolds of dimension m,b, and
let

m: M — B

be a submersion. We have proved that each fiber 771(y) C M of 7 is a smooth embedded
submanifold of dimension f = m —b. Moreover, for any x € M there exists a local chart
(U, ) around z such, in the coordinates z',...,z™ defined by ¢, the map 7 is just
projection onto the last b coordinates.

To define the operation “integration over the fibers” we need to assume that each
fiber m1(y) is oriented, and that the orientation “depends smoothly on y”.

DEFINITION 4.20. A fiberwise orientation for the submersion 7 : M — B is an
equivalence class of forms I'; € Q™ °(M) such that for each y € B, the pull-back of
[, to the fiber 77!(y) is a volume form for 7~(y). Two such forms I';, I are called
equivalent if their pull-backs to each fiber 7=!(y) differ by a positive function on 7=!(y).

For example, if M, B are oriented by volume forms I'y;,I'g, one obtains a fiberwise
orientation by letting I';, any m —b-form with I'y; = I'x A'g. The form I';; is not uniquely
defined by this property, but its pull-back to the fibers is.)

THEOREM 4.21. Let M, B be manifolds of dimension m,b, and 1 : M — B be a
submersion with smoothly oriented fibers. There exists a unique linear map

Ty - Qcomp(‘]\4) - QCOIHP(B)

of degree b — m with the following properties:
a) For ally € B the diagram

Qeomp(M) —— Qeomp (ﬂ'_l(y))

T

Qeomp(B) —— Q({y}) =R

commutes. Here the horizontal maps are pull-back under the inclusion.
b) For all v € Qeomp(M) and all o € Q(B),

TV ANa=m (VAT ).
The map m. is called integration over the fiber,

PROOF. Since 7, has degree —f = —(m — b), it vanishes on forms of degree less
then f. On forms of degree f it is determined by property (a). In general, any form on
M can be written as a locally finite sum of f-forms on M, wedged with pull-backs of
forms on B. (This is easily seen locally, and the global statement follows by choosing a
partition of unity.) Hence, uniqueness is clear and it suffices to prove existence. Again,
by partition of unity it suffices to prove existence in charts. By the normal form theorem
for submersions, we can cover M by charts U, with image a direct product of open sets
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¢(U) =V x W, such that m becomes projection to the first f < m coordinates. This
reduces the theorem to the product situation. U

4.9. Stokes’ theorem. Integration can be extended to manifolds M with boundary.
Recall that manifolds with boundary are defined similar to manifolds, but taking the half
space z! < 0 as the target space for the coordinate charts. The boundary M of M is
a manifold of dimension m — 1. It inherits an orientation from a given orientation on
M, as follows: (...) Let z € OM, and v; € Tx M an outward-pointing tangent vector at
x. A basis v,...,v, a basis of T,(0M) is oriented if and only if vy, ..., v, is oriented.
That is, in local coordinates identifying U with an open subset of {z; < 0} and 90U with
an open subset of the subspace {z; = 0}, the orientation is given by the volume form
dz? A ... Ada™.

THEOREM 4.22 (Stokes). If M is an oriented manifold with boundary, and T is a
compactly supported form, then
/ dr = / T.
M oM

ProoOFr. We may assume that the support of 7 is contained in some coordinate chart
(U, ¢), where ¢(U) is an open subset of the half space {z; < 0}. Write

m
T:Zfidml/\---/\dxi/\---/\dmm
i=1

where each f; has compact support. Then

m

i 8fl m
dr =) (-1) “%dxl A Adz™.
i=1 ¢

Using Fubini’s theorem, we can change the order of integration, and in the ith term
integrate over the z'-variable first. Thus all terms, except the term for ¢ = 1, vanish.

We find
[eS) [e%s) 0
U oo —oo oo OT

= fldxz---/\dxm:/ T.

U U
U

One can view Stokes’ theorem as a geometric version of Green’s formula from calculus.
Two maps Fy, Fy € C*°(S, M) are called (smoothly) homotopic if there exists a map
F e C>=([0,1] x S, M) such that F(0,-) = Fy and F(1,-).
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COROLLARY 4.23. Suppose S is an oriented manifold, and Fy,Fy : S — M two
smooth maps which are smoothly homotopic. For any closed form w on M,

/Fl*wz/Fgw.
s s

ProoF. Using Stokes’ theorem,
/Ffw—Fsz/ d(Fjw) :/ Fjdw = 0.
S [0,1]xS [0,1]xS

The following generalizes Stokes’ theorem to submersions.

THEOREM 4.24. If w: M — B is a submersion between oriented manifolds (without
boundary),
(-1)™’don, =7, 0d.
More generally, if M has a boundary, and Om := 7|sn 15 also a submersion, then

(=)™ d(1,w) = m(dw) — (O),w.
4.10. Homotopy operators. Suppose Fy, F; € C®(N, M) are called (smoothly)
homotopic. Let
h:=m,oF*: Q(M)— Q(N)
be the operator of degree —1, defined as a composition of pull-back by F' and integration
over fibers of 7 : [0,1] x N — N.
THEOREM 4.25. The map h is a homotopy operator between Fj, Fy. That is,
hod+doh=F] —F;: QM) — Q(N).
PROOF. Let ¢, t; denote the inclusion of the two boundary components N x {0}, N x
{1}. Since the fibers of 7 are 1-dimensional, we have
mod +dm, = (07)s = 1] — 15
Therefore
hd+dh = wF*d+dmF*
= (m.d+dm)F”
= (Om).o F*
= (Fou) —(Fouy)
= [ —F].
O
COROLLARY 4.26 (Poincare Lemma). Suppose U C R™ is an open ball of radius R

around 0, possibly R = co. If w € QF(U), with k > 0, is closed (i.e. dw = 0) then w is
ezact, i.e. w = do for some a.



4. DIFFERENTIAL FORMS 35

PROOF. Let F': [0,1] x U — U be the map F(t,z) = tz. Then F} is the identity
map, and Fp is the constant map taking everything to the orgin. Thus Fjw = 0 since
we assume the degree of w is positive, and of course Fyw = w. Let h be the homotopy
operator for F'. Then

w = Flw— Fjw =dhw + hdw = dhw = da
where o = hw. O

Note that the homotopy operator provides an explicit primitive for the closed form

ExaMpPLES 4.27. Let h be the homotopy operator for R™, corresponding to the
retraction F(t,x) = tx. Consider the volume form I' = dz* A --- A dz™ on R™. Then

FT =) (~17Hem 1t A S (~1)afdat A Adad Ao Ada™ + ..
' j

j
where ... denotes terms not involving d¢. Thus

1 o _
hl = — —1)ygdidat Ao Adad A - Ada™

The right hand sides is proportional to the volume form ¥ on S™~!. More precisely, one
has

hl' = cr™VU

where r = ||z|| and c is a certain constant.
Next, consider a 1-form w =), fidz'. Then

F'w = infi(t:v)dt +...

so that
1
hw=>"a' / fi(tx)dt.
p 0

If w is closed, one checks that dhw = w.

EXERCISE 4.28. Let £ = Ej xj% be the Euler vector field on R™. Show that if w

is a closed k-form w = >, wrdz! where the coefficients are polynomials of degree [, we
have
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5. De Rham cohomology

5.1. Definition. Let M be a manifold. The exterior differential d on Q(M) gives
us a complex

0— QM) -L Q' (M) L - —L Qm(M) — 0.
called the de Rham complex. The subspace of closed forms
ZFM) = {a € QF(M)|da = 0}
is called the space of cocycles, and the space of exact forms
B*(M) = d(Q* (M) c QF (M)

is the space of coboundaries. One writes B(M) = @,-, B¥(M) and Z(M) = @, , Z*(M).
Since d squares to zero, every k-coboundary is a k-cocycle. The converse is not true in
general, and the obstruction is measured by the cohomology

H*(M) = Z*(M)/B*(M)
We write Z(M) = @}, Z¥(M) and B(M) = @}-, B*(M) and call

H(M) = H* (M)

the the de Rham cohomology of M. The numbers
by, = dim H* (M)

are called the Betti numbers of the manifold M. (We will see later that b, < oo if M is
compact.) The polynomial
p(t) = bt
k

is called the Poincare polynomial of M. Note that Z(M) is a graded algebra under wedge
product. Moreover, B(M) is an ideal in Z(M), since (dB) Ay =d(B A~) for B € Q(M)
and v € Z(M). Thus H(M) becomes a super-commutative graded algebra.

We have seen that on R™ (and more generally, on star-shaped open subset fo R™),
every closed form of degree k£ > 0 is also exact. Thus

R fork=0
k my __ )
HA(R™) = { 0 otherwise
EXAMPLES 5.1. (a) Since B°(M) = 0, the zeroth cohomology space is just

H(M) = Z°%M). A function f € Q°(M) is a cocycle if and only is f is
constant on connected components of M. Thus Z°(M) is the space of locally
constant functions, and by is simply the number of connected components.
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(b) Suppose M is a manifold of dimension m, d vanishes on m-forms since there are
no m + 1-forms. Thus

Zm™(M) = Q™(M).

When is such a form exact? Suppose M is connected, orientable and compact,
and let Iy, be a volume form on M defining the orientation. Then [ >0 If
I’ = dw for some m — 1-form w, then we would have [,, T’ = [, dw = 0 by Stokes’
theorem. This contradiction shows that I' represents a non-trivial cohomology
class in H™(M). We will show later that indeed, if M is compact, orientable
and connected H™(M) is 1-dimensional, and is spanned by the class of I". If M
is non-compact or non-orientable this is usually false.

(c) Let us try to get a feeling for H'(M). If o € Q'(M) is exact, « = df then
the integral [, g1 @ along any closed path v : S1 — M vanishes, by Stokes’

theorem:
/ Vo= / vdf = [ dyf=o.
St St St

The converse is true as well: If a € Q'(M) is such that [, y*« is always 0, then
the integral of « along a path A : [0,1] — M depends only on the end points.
One can then define a function f by fixing 2o € M and setting f(z) = f[O,l] M a
for any path from zq to z. It is not hard to see that the function f obtained in
this way is smooth and satisfies df = «. (Indeed, in a coordinate chart around
X, the function f is just the image under the homotopy operator from Poincare’s
Lemma.)

Similarly, « is closed if and only if the integral along closed paths does not
change under smooth homotopies of the path. We has already seen one direction
of this statement. The opposite direction can be seen as follows: Suppose « is
not closed. then there exists o € M with da # 0 at zp. Choose X € X(M) such
that «(X)da # 0 near zp, and a loop 7o never tangent to X. Using the flow of eX
(with € > 0 sufficiently small), we can construct a homotopy 7 : [0,1] x S* — M
of this loop. Then f[o,ux g1 Y'da # 0, showing by Stokes’ theorem that the

integral of a along 7, changes.

EXERCISE 5.2. Show more generally that a k-form w is closed if and only if for all
maps F : S* — M, the integral of F*w depends only on the homotopy class of F.

5.2. Homotopy invariance. For any F' € C*°(N, M), the pull-back map F* :
Q(M) — Q(N) is a homomorphism of graded algebras commuting with d. Hence it
defines an algebra homomorphism F* : H(M) — H(N).

THEOREM 5.3 (Homotopy invariance). If Fy, F} € C*®(N, M) are smoothly homo-
topic, then the induced maps Fy, Fy : H(M) — H(N) are equal.

PrROOF. We have to show that the map F}' — F§ : Q(M) — Q(N) induces the zero
map in cohomology. Thus, we have to show that if 5 € Z(M) then Fy3 — F;3 € B(N).
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Let h : Q(N) — Q(M) be the homotopy operator for a smooth homotopy between
Fy, Fi:
Ff—Ff=hod+doh: QM) — Q(N).
Apply this equation to (3, using d3 = 0:
F{—Fg 3 = d(hD).
U

Two maps FF: N —- M and G : M — N are called homotopy inverses if F' o G is
homotopic to Idy; and G o F' homotopic to Idy. In this case, the theorem shows:

COROLLARY 5.4. Suppose F': N — M and G : M — N are homotopy inverses.
Then F* : H(M) — H(N) is an isomorphism with inverse G* : H(N) — H(M).

PROOF. According to the theorem, the maps G*o F* : H(M) — H(M) and F*oG* :
H(N) — H(N) are the identity maps. O

DEFINITION 5.5. Let N be a submanifold of a manifold M. A smooth map F :
[0,1] x M — M such that F(0,) = Idy and F(1,z) € N for all x € M is called a
deformation retraction from M onto N. It is called a strong deformation retraction if
F(t,z) =z for all t € [0,1] and x € N.

As a special case, one has:

PROPOSITION 5.6. If M admits a strong deformation retraction onto an embedded

submanifold N, then the inclusion map ¢ : N — M gives an isomorphism * : H(M) —
H(N).

PROOF. Let F': [0,1]x M — M be a strong deformation retraction. Let 7 : M — N
be the map thus obtained, i.e. tom = F(1,) : M — N. Then F gives a homotopy
between Id,; and com. But mor = Idy. Thus ¢ and 7 are homotopy inverses; in particular
t* is an isomorphism in cohomology. O

This Proposition once again explains Poincare’s Lemma: Since R™ admits a strong
deformation retraction onto a point, its cohomology is trivial.

6. Mayer-Vietoris

6.1. Exact sequences. A (finite or infinite) sequence of vector spaces and maps
eio—FE—F —E"— ..

is called ezact at E' if the kernel of the map E' — E” is equal to the image of the map
E — E'. The sequence is called exact if it is exact everywhere. An exact sequence of
the form

0—F -5 FE-5G—0

is called short exact. This has the following interpretation: Exactness at F' means that
the map ¢ : F' — F is injective. That is, we can think of F' as a subspace of E. Exactness
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at G means that the map 7 : E — G is surjective. Thus we may think of G as a quotient
space G = E/ ker(m). Exactness at E tells us that ker(7) = im(¢) = F. Putting all this
together, we conclude that F' is a subspace of E and G = E/F.

EXERCISE 6.1. Let A: F' — E be any linear map. Show that the sequence
0 —s ker(4) — F -2 E — E/im(A) — 0
is exact.
Suppose the sequence
0—E-SE -5 p"—...
is exact. Then E can be thought of as a subspace of E’, and the map k£ : E' — E”

vanishes exactly on £ C E'. That is, k descends to an injective map E'/E — E”. Thus
we obtain a new exact sequence

0—>—>E’/EL>E”—>---

EXERCISE 6.2. Show that if the sequence 0 — E° — --- — E* — 0 is exact, then
the alternating sum of dimensions vanishes:

> (1) dim E* = 0.
6.2. Differential complexes. The de Rham complex (©(M),d) is an example of
a differential complex. Since we will encounter many more examples of differential com-
plexes later on, it is useful to treat them in generality.
Let E = @y E* be a graded vector space, and d : E — E a linear map of degree
1. That is, d is a collection of maps

(5) ooy pE 4y phtl 4y pRt2

One calls (E,d) a differential complex if d squares to 0. The kernel of the map d :
E* — E**1is called the space of k-cocycles, and is denoted Z*(E). The image of the
map d : E*! — E* is called the space of k-coboundaries and is denoted B*(E). Since
dod =0, B¥(E) is a subspace of Z¥(E). The quotient space

HYE) = 2"(E)/B*(E)
is called the kth cohomology of the complex (E,d). We denote H(E) = @, ., H*(E).
Note that H(E) = 0 if and only if the sequence (5) is exact.

(In the special case E = Q(M), we will continue to write B(M), Z(M), H(M) rather
than B(Q(M)), Z(Q(M), H(Q(M)).

DEFINITION 6.3. Let (E,d) and (£’,d) be two differential complexes. A linear map

® . E — E' of degree 0 is called a homomorphism of differential complexes or cochain
map, if Pod =do .
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A cochain map ® : F — FE’ takes cocycles to cocycles, hence it gives a map in
cohomology, which we denote by the same letter:

®: H(E)— H(E').

For example, if F' : M — N is a smooth map of manifolds, it defines a cochain map
O =F*: Q(N) — Q(M), and therefore H(N) — H(M).

DEFINITION 6.4. A homotopy operator (or “chain homotopy’) between two cochain
maps ®o, P, : £ — E'is a linear map h: E' — FE of degree —1, with property

hOd—I—dOh:(I)l—(I)().

If such a map h exists, ®y, &, are called chain homotopic. Two cochain maps ® : £ — E’
and ¥ : E' — E are called homotopy inverseif 8oV : FF— F and Vo ®: E — E are
both homotopic to the identity, if such maps exist, E, E' are called homotopy equivalent.

For example, if Fy, F; : N — M are smoothly homotopic, we had constructed a
homotopy operator between ®; = F}" and ®; = F{j. As in this special case, we see:

PROPOSITION 6.5. Chain homotopic cochain maps induce equal maps in cohomology.
If two differential complexes E, E' are homotopy equivalent, their cohomologies are equal.

Suppose now that E, F, G are differential complexes, and let

0— E-sF-F g—0

be a short exact sequence where all maps are homomorphisms of differential complexes.
We will construct a map 6 : H(G) — H(E) of degree +1 called the connecting ho-
momorphism. This is done as follows: Let [y] € H*¥(G) be a given cohomology class,
represented by v € Z*¥(@G). Since k : F — G is surjective, we can choose, 3 € F* with
k(B) = ~. Then

k(dB) = d(k(B)) = dy = 0.

Thus, d3 € ker(k) = im(j). Since j is injective, there is a unique o € E**! with
j(a) = dp. Then j(da) = dj(a) =ddf =0, so da = 0. Set

([7]) = [a].
One has to check that this definition does not depend on the choices of v and (3. For
example, if 8/ € F* is another choice with k(3') = «, then k(8 — 3) = 0,0 ' — 3 €
ker(k) = im(j). Since j is injective, there is a unique element ¢ € E* with j(¢) = 3 — 3.
Thus if o/ € E*™! is the unique element such that j(a') = df3', we have o/ — a = d4,
so [@'] = [a]. Similarly, one checks that the definition does not depend on the choice of
representative 7 for [7].

THEOREM 6.6. Let
0—wE-sFrt,g—o0
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be a short exact sequence of homomorphisms of differential complexes with connecting
homomorphism 6. Then there is a long exact sequence in cohomology,

o — HYE) -1 HYF) £ HYG) - HMY(E) — - -

where the connecting homomorphism § : H¥(G) — H*'Y(E) is defined as follows: For
v € ZK@G), 6([7]) = [a] where a € Z¥1(E) is an element with j(a) = dB for k(B) = 7.

PROOF. Let us check exactness at H*(G). We have to check two inclusions, (i)im(k) C
ker(d) and (ii) ker(d) C im(k).

(i) Suppose 3 € Z*(F). We have to show that 6[k(3)] = 0. By construction of the
connecting homomorphism, 6[k(3)] = [a] where j(a) = dF = 0. Thus a = 0.

(i) Suppose v € Z*(G) with d[y] = 0. We will show that there exists a closed element
B € Z*(F) such that v = k(3). Start by choosing any 8 € F* with k(3) = v, and let
a € E¥1 be the unique element with j(a) = d3. By definition of §, 0 = 6[y] = [a], thus
a = d¢ for some ¢ € E*. Define ' = 3 — j(¢). Then ' is closed:

df' =dg - j(d¢) = dB — j(e) = 0,
and k(8') = k(B8) = ~ since ko j = 0. Exactness at H*(F) and H*(E) is checked
similarly. O

THEOREM 6.7 (Mayer-Vietoris). Suppose M = U UV where U,V are open, and let
Xu, Xv be a partition of unity subordinate to the cover of U,V . The sequence

0— QUUV) L QPU) & (V) 5 Qr(UNV) — 0

where j(a) = (a|y,aly) and k(B,0") = Bluav — B'luav is exact. It induces a long exact
sequence

00— — HP(UUV) — HP(U)dH?(V) — HP(UNV) = HP"HUUV) — -+ — 0

The connecting homomorphism takes the cohomology class of v € ZP(UNV') to the class
of 6(y) € ZPTHU UV), where

S(Mo = dlxvy), (Vv =—dxv)

The formula for §(y) makes sense, since on the overlap U NV,

d(xvy) — (=d(xvv)) = d((xv + xv)y) =dy = 0.

PROOF. Exactness at QP(M) is obvious since the map QP(M) — QP(U) & QP(V) is
clearly injective. The kernel of the map QP(U) @ QP (V) — QP(U NV) consists of forms
B, 8" with Blyay = B'|unv. These are exactly the forms which patch together to a global
form o on M, with § = a|y and ' = a|y. This shows exactness at QP(U) @ QP(V). It
remains to check surjectivity of the last map ¢ : QP(U) @ QP(V) — QP(UN V). Let
a € QP(UNV). Choose a partition of unity xy, xv subordinate to the cover U, V. Then
Xva is zero in a neighborhood of U\U NV, hence it extends by 0 to a form § on U.
Similarly —ypa is zero in a neighborhood of V\U NV, hence it extends by 0 to a form
G onV.
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On U NV we have Blyny — '|unvy = a. This shows that k is surjective. Any short
exact sequence of chain complexes induces a long exact sequence in cohomology. U

As a first application of the Mayer-Vietoris sequence, we can now compute the coho-
mology of the sphere.

ExamMpLE 6.8. Let M = S™, and U,V the covering by the complements of the
south pole and north pole, respectively. The intersection U NV smoothly retracts onto
the equatorial S™~1. Since H*¥(U) = H¥(V) = 0 for k& > 0, Mayer-Vietoris gives
isomorphisms

HY(S") = H*'(UNV)=H" (5"
for k > 1. By induction, we get H*(S") = H(S™ **1). In low degrees, if n > 1,
Mayer-Vietoris is an exact sequence
0—R-—R®R — R — H'(S") — 0.

Here the map R@® R — R is easily seen to be surjective, so R — H'(S™) must be the
zero map, so H'(S™) = 0. For n = 1 we have H*(S') = 0. We conclude,

kiany ) R fork=0,n,
H(5") = { 0 otherwise
Thus p(t) = 1 + t" is the Poincare polynomial.

7. Compactly supported cohomology

If M is non-compact, one can also study the compactly supported de Rham cohomol-
ogy: Working with the complex of compactly supported forms
0— 0 _(M)-LQl (M)-L ... L (M) —0

comp comp comp

one defines H% (M) as the cohomology of this complex,
H? (M) = HP(Qn (M)).

comp comp

If M is compact, Heomp(M) agrees with the usual cohomology, but for non-compact
manifolds it is quite different. For instance, if M has no compact component,

H® (M) =0.

comp

This follows since Zg, (M) consists of locally constant functions of compact support,

and there are no such if M has no compact component. It is also different in higher
degree: For instance,

(6) Heop(R) =R
in contrast to H'(R) = 0. To see (6), let a € Q) ,(R). Write a = fdt, where ¢ is

the coordinate on R, and f € Cg;,,,(R). Suppose a = dF. Then, by the fundamental
theorem of calculus, F(t) = ffoo f(s)ds + ¢, where ¢ is a constant. Let 7' > 0 so that
supp(f) C [-T,T]. Then F(t) is equal to F(c0) = ¢+ [« for t > T and equal to
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F(—o0) = ¢ for t < —T. This shows that a = dF for a compactly supported function
F, if and only if fRa = 0. If we take f to be a “bump function”, i.e. a compactly
supported function of integral 1, it follows that the class of oy = fdt € Q! (R)

comp
generates Hy,, (R). Indeed, [ag] € HL,,,(R) is non-zero, and for any a € Qf,,,,(R), we
have @ — cag € By, (R) (thus [a] = clag]) since its integral is zero.

This example shows that in general, the map

HE (M) — H*(M).

comp

induced by the inclusion Z§, (M) — Z*(M) is neither injective nor surjective.

THEOREM 7.1. Let M be a compact manifold, and x € M. Then
k _ g7k
Hcomp(M\{m}) - H (M)
for all k > 0.

PROOF. Let w € Q¥(M) be closed. On any contractible open neighborhood U of ,
wly = dp for some form 5 € Q(U). Choose a function y € C*(M) supported on U with
X = 1 near . Then w — d(x() is cohomologous to w and vanishes near x. This shows
that the natural map Hf,  (M\{z}) = H*(M) is surjective. Let us now show that it is
injective. Suppose w € Qf,(M\{z}) is closed as a form on M, that is w = d3 where
B € Q(M). We have to show that 3 can be chosen to be 0 near x.

Let U be a contractible open neighborhood of z such that w vanishes near . Then
dB =0on U, ie. fisclosed on U. If k£ > 1, we can argue as before: Write G|y = dy
and replace § by 5 — d(x7y). This shows that w is also the differential of a compactly
supported form. If £k = 1, § has degree 0 so this argument doesn’t work. But in this
case, f = [3 is just a function which equals a constant a = f(z) near . We may replace

f by f —a to produce a compactly supported function with differential w. O

THEOREM 7.2.
R fork=m
k m\ __ )
Hcomp(R )= { 0 otherwise

Proor. This follows from the cohomology of S™, since R™ is diffeomorphic to S™
minus a point. 0

Let us discuss some of the properties of Heomp. If FF € C*®°(M, N) is a proper map,
pull-back F* induces a chain map Qcomp(N) — Qcomp(M) hence a map Heomp(N) —
Heomp(M). (A map is called proper if the pre-image of any compact set is compact.)

One proves as before that Hcomp is homotopy invariant, but only under proper ho-
motopies. This is why, for example, the compactly supported cohomology of R™ is not
the cohomology of a point.

Similarly, if U C M is an open subset, one has a natural restriction map

QM) — QUU),
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but this map does not take Qcomp (M) into Qeomp(U) (unless U is a connected component
of M, the inclusion map is not proper.) On the other hand, one has a natural “extension
by 0”7 map

Qeomp(U) = Qeomp(M),

but there is no such map from Q(U) to Q(M). As a consequence, the Mayer-Vietoris
sequence for Qcomp(+) looks different from that for Q(:).

THEOREM 7.3 (Mayer-Vietoris for cohomology with compact support). Suppose M =
UUV where U,V are open, and let xy, xv be a partition of unity subordinate to the cover
{U,V'}. The sequence

(V)L qr  (UUV) — 0,

comp

0— Q2 (UNV)- 0 (U)dQP

comp comp comp

where j(a) = (a,—a) and k(B,5') = B+ ', is exact for all p. Hence there is a long
exact sequence in compactly supported cohomology,

e HE (UNV)— H?_(U)® HP, (V) — HP,(UUV) S HPEL(UAV) = -

comp comp comp comp comp
The connecting homomorphism & : HE (U UV) — HEL (U NYV) takes the class of

ve ZzZb (UUV) to the class of

comp
6(7) = dxv Ay = —dxv A
Note that the formula for 6(7y) is well-defined since dyy = —dxy € QL. (UNV).

comp

PROOF. This is very similar to the proof of Mayer-Vietoris for €)(+), and is left as an
exercise. ]

Again, the direct sum Homp(M) is an algebra under wedge product. Since the wedge
product of a compactly supported form with any form is compactly supported, we see
that Heomp(M) is a module for the algebra H(M).

8. Finite-dimensionality of de Rham cohomology

Using the Mayer-Vietoris sequence, we will now show that H (M) is for any compact
manifold M, or more generally for all manifolds of so-called “finite type”.

DEFINITION 8.1. A cover {U,}aca is called a good cover if all finite non-empty in-
tersections of the sets U, are diffeomorphic to R™. A manifold admitting a finite good
cover is called of finite type.

THEOREM 8.2. Every given cover of a manifold M has a refinement which is a good
cover.

SKETCH OF PROOF. We won’t give the full proof here, which requires some elements
from Riemannian geometry. The idea is as follows. Choose a Riemannian metric g on
M. That is, ¢g is a symmetric C*(M)-bilinear form X(M) x X(M) — C*>(M), with
the property that g(X, X), > 0 if X, # 0. Using g one can define the length of curves
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v : la,b] = M as length(y) = f;g("y,f'y)l/2 dt. An open set U C M is called geodesically
conver, that is any two points in U are joined by a unique (up to re-parametrization)
curve v : [ — U of shortest length.

Geodesically convex open sets are diffeomorphic to R™, and the intersection of two
geodesically convex sets is again geodesically convex. Thus any cover consisting of geo-
desically convex open sets is a good cover. It can be shown that for any point x € M,
there exists € > 0 such that the set U of points that can be joined by a curve of length
< € is a geodesically convex open neighborhood of x. This shows that any cover can be
refined to a good cover. U

In particular, every compact manifold is of finite type.

THEOREM 8.3. For any manifold of finite type, the de Rham cohomology H(M) and
the compactly supported de Rham cohomology Heomp(M) are finite dimensional.

PROOF. Suppose U,V are open subsets of M, and suppose H(U), H(V), H{UNYV)
are all finite dimensional. Exactness of the Mayer-Vietoris sequence

— B (UNV) - HRUUV) L BRNU) @ HE (V) — -
shows
dim(H*(U UV)) = dim(ker 8) + dim(im 3)
= dim(im«a) + dim(im 3)
< dim H*Y(U N V) 4 dim H*(U) 4 dim H*(V) < oo.
Now let Uj,...,Uy be a finite good cover of M. For each [ < N, the open subsets
Uy U...UU and (Ur U...UU) N U1 = U;(Uj N U1) have a finite good cover
by [ open sets. Hence, by induction on [ they all have finite dimensional de Rham
cohomology, and by the Mayer-Vietoris argument it follows that U; U ... U U; U U

has finite dimensional de Rham cohomology. A similar argument applies to cohomology
with compact supports. ]

Note that the theorem is not true, in general, for manifolds of infinite type: For
instance, any manifold with an infinite number of components certainly has infinite-
dimensional H°.

9. Poincare duality

Let M be an oriented manifold. Recall that we have defined a linear map

/ : Qeomp(M) - R
M

equal to zero on forms of degree k < dim M. Since the wedge product of a compactly
supported form and any form is compactly supported, we can use this to define a bilinear
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form

MMMQMNW%R(mmH/aAﬂ

Since || y ©d = 0 (Stokes’ theorem), integration descends to a linear map

/ Hcomp ) — R

H(M) X Heomp(M) — R, ([a,ﬁ])H/Ma/\ﬂ.

Thus we have a bilinear pairing

Let P: H(M) — Heomp(M)* be the map defined by

P(la])(18)) = /M anB.

Note that P takes HP(M) to H™ P(M). The main theorem of this section is:

comp

THEOREM 9.1 (Poincare duality). The map P : HP(M) — HZ F(M)* is an isomor-
phism for all p.

The proof is based on the following

LEMMA 9.2. Let M = U UV where U,V are open subsets of M. Then there is a
commutative diagram

— HY(UUV) —— HP(U) @ H? (V) ————— HP(UNV) ——— HP*L (U U V) —

(-yrt DJ Dl DJ (=1)? Dl

— Hp B(UU V) —— H B(U) © Hp o B(V)* —— HRB(UNV)* —)ngggfl(UUV)* —

comp

Here the upper horizontal map is the Mayer-Vietoris sequence in cohomology, and the
lower horizontal map is the dual of the Mayer-Vietoris sequence in compactly supported
cohomology.

PROOF. Let « € Z(UU V) and (5,0') € Zeomp(U) ® Zcomp(V'). We have

/awAﬁ+/aWAH= a(B+0)
U 1% vuv

which shows commutativity of the first square. Commutativity of the second square is
obtained similarly. To prove commutativity of the third square, let xy, xy be a partition
of unity for U, V. Let y € ZP(UNV) and a € Z™_P~1(U U V). We have to show

comp

| sna=wr [ ynda)

(Mo =dlxvy), (v =—d(xv7)-

Recall that
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and that
d(a) = d(xpa) = dxu A a.
We have
(6(v) Ay =d(xv) Al Aaly = (=1)"|v Adxy Aaly.
Since dxy A aly is compactly supported in U NV, we see that (§(7) A «)|y is supported
in U N V. Switching the roles of U, V', we find that §(y) A « is supported in U NV, and

compute
[ stmna=1r [ ynsa)
Uuv unv

as desired. O

PROOF OF POINCARE DUALITY. We give the argument for finite type manifolds;
the general case is covered in Greub-Halperin-Vanstone. As in the proof of finite dimen-
sionality of H (M), the proof is based on induction on the number of elements in a good
cover (U;))N,. For Il < N, let U = |J,.;U;, V. = Up41. Then the induction hypothesis
applies to U, V,U N'V. Hence the corresponding Poincare duality maps are all isomor-
phisms. The following algebraic fact implies that H(U U V) — Heomp(U U V)* is then
an isomorphism as well. U

LEMMA 9.3 (Five-Lemma). Let

Ey—FE — FE—— Ey—— Ej5

Fy o Fy " F3 - Fy " Fs

be a commutative diagram of vector spaces and linear maps. Suppose the rows are exact,
and that oy, as, g, as are isomorphisms. Then as is also an isomorphism.

Proor. We will only show injectivity of the map as. The proof of surjectivity is
very similar and is left as an exercise. Suppose z3 € Ej3 is in the kernel of a3. We have
to show x3 = 0. Since

as(js(z3)) = ks(as(zs)) = 0,
and a4 is injective, we have js3(x3) = 0. Thus z3 € ker(j3) = im(js). Thus we can write
T3y = jQ(.I'Q). We have
ka(az(x2)) = as(ja(22)) = as(zs) = 0.

Thus as(z2) € ker(ky) = im(k;). Thus we can write as(z2) = ki(y1). Since ay is
surjective, we can write y; = a;(z1). Then

az(J1(z1)) = ki(aa(z1)) = k1(y1) = aa(z2).

Since ay is injective, this shows ji(x1) = z2. Thus xs € im(j;) = ker(j,). It follows that
T3 = jg(l’g) =0. Ol
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Poincare duality has many applications. As a first consequence, we can finally get a
handle on the top degree cohomology.

COROLLARY 9.4. For every connected oriented manifold M, one has Hy,, (M) =R,
and

m | R if M is compact,
H™ (M) = { 0 if M is non-compact.

If M is connected but non-orientable, one has H™(M) = H™ (M) = 0.

comp

PrOOF. For the case M oriented, all the facts are immediate by Poincare duality,
and using that HY, (M) = 0if M is non-compact, and equal to R if M is compact. Note
that if M is compact, the non-trivial generator of H™ (M) is represented by a volume
form. Suppose now that M is non-orientable. Let M be the oriented double cover.
Let o : M — M be the orientation-reversing diffeomorphism inducing the identity on

M. The de-Rham complex Q(M) = Q(M), & Q(M)_ splits into the direct sum of o-

invariant and anti-invariant forms. Both summands are invariant under d, and Q(M);
is identified with Q(M). Similarly H(M) = H(M); & H(M)—, where H(M), = H(M).
If M is non-compact, we conclude H™(M) = 0 since H™(M) = 0. If M is compact,

then so is H(M). Since the volume form is anti-invariant, its class is in H™(M)_. Thus

H™(M) = H™(M), = 0. 0

Suppose M is a manifold, and S C M a compact, oriented, embedded submanifold of
dimension k. Integration over S defines a linear map [ g H ¥(M) — R, in other words it
is an element of H¥(M)*. Let [r] € H™_P(M) be the class defined by Poincare duality.

comp

It is called the Poincare dual class to S. By definition, if « € Z*(M), we have

/a:/ alT.
S M

One may think of 7 as some kind of delta measure along S, keeping in mind however
that this equation only holds true for closed forms a.

In fact, it is not important that S is an embedded submanifold: If S is any compact,
oriented manifold of dimension k£ < m and ¢ € C*°(S, M), we can define a Poincare dual
class [r] € H™ k(M) by the condition

comp
/L*a:/ aANT
s M

for all « € Z(M). Since the left side depends only on the homotopy class of ¢, it
follows that [7] is invariant under homotopies of ¢. Note furthermore that if U C M is a
neighborhood of the image ¢(S), the Poincare dual of S in U also serves as a Poincare dual
in M. In other words, one may choose the Poincare dual to be supported in arbitrary
small neighborhoods of ¢(S).
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ExAMPLE 9.5 (Poincare dual of a circle inside an annulus). The Poincare dual of
St C R? inside the annulus U = {z € R?|1/2 < |z| < 2} is given by the 1-form T,
written in polar coordinates as

7= F'(r)dr

where F(r) =0 for r > 1+ ¢ and F(1) =0 for r < 1 —e. To see this, we have to check

the defining equation for the Poincare dual. Let a = f(r,¢)dr + g(r, ¢)d¢ be a closed
of _

form on U. Since « is closed, 96 = 89 We calculate, using integration by parts,
/ aNT = / g(r,®)F'(r)d¢ Adr
R2 R2
_ / g(r, $)F'(r)dr A do
R2
0
= e —(g(r,¢)F(r))drd¢ — r)drde

¢)de — / r)dedr

J o0
:/1—e¢

[
:/a

Note that 7 is exact in Q(U) and also in Qeomp(R?), since 7 = dF.

EXAMPLE 9.6 (Intersection number). Let M be a manifold, and S, S’ two compact

submanifolds manifolds of complementary dimension, dim S + dim S’ = dim M. Say
dimS = p and dim S’ = m —p. Let 7] € HZ P(S) and [7'] € HE, (S') be the two

cohomology classes. The intersection number of S, S’ is defined as the integral,

i(S,S") ::/ TAT.
M

We will see later (7) that this is always an integer. Already at this stage, one can see

that i(S,S") = 0if SN S = {0}. (Why?)

ExXAMPLE 9.7 (Linking number). Let M be any 3-manifold with H'(M) = 0. (E.g.,
M simply connected.) Let v,7": S* — M be two smooth loops with y(S')N+/(S!) = 0.
Let U,U’ be disjoint open neighborhoods of the images of v,v'. Let 7 € Q% (U)

comp

represent the Poincare dual of v in U and 7' € ngmp(U ') represent the Poincare dual

of 4/ in U'. Extend 7,7" by 0 to forms on M. Since H2, (M) = H'(M)* = 0, we can

comp

write 7 = df and 7" = df’, where (3, # have compact (but usually not disjoint) support.
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One defines the linking number of v,~’ by the equation

(7) mwmvzéfAf.

Integration by parts shows that the linking number is anti-symmetric in 7, ~’. We claim
that lk(v,7’) is independent of all the choices involved in its definition. Suppose 7 =
7'+ dvy, where v € Q! (U’). Then the right hand side of (7) does not change, since

comp

T Ty

(since 7, have disjoint support.) Furthermore, the choice of U, U’ does not matter, since
the Poincare duals may be represented by a form supported in an arbitrarily small open
neighborhood of the images of v, ~'.

The linking number is invariant under smooth isotopies of 7, ', provided the curves
remain disjoint:

Finally, note that lk(vy,~") = 0 if it is possible to contract one loop to a point while
keeping it disjoint from the other loop during the retraction.

Since 7, 7" have disjoint support, it follows that [ is closed on the support of 7/. That

is, we have
ko) = [ ys=- [ s
st st

It turns out that the linking number is always an integer. Let us prove this for the
special case v : S1 < R3 is the unit circle in the z — y plane. Let € > 0 be small. After
applying some isotopy to 7/ in M\v(S'), we may assume that 7' meets the region |z| < €
in a number of line segments, and does not meet the region |z| < ¢, |r — 1| < e. Let ny
(resp. n_) be the number of line segments in the region r < 1 — € going from z = —¢ to
z =€, (resp from z = € to z = —e¢). We claim that

k(v,9") =ny —n_.
Indeed, the Poincare dual of v may be represented by a form
T =dF ANdG = d(FdG)

where F'= F(r)isequal to 1 forr <1—e€eand F(r) =0 forr > 1+¢, and G = G(z) is
equal to 1 for z > € and equal to 0 for z < —e. Let § = FdG. Note that 3 is supported
the region 7 < 1+ ¢,|2| < e. The integral [, (7')*3 is a sum of integrals over the line
segments described above. But 8 = dG on the region U’ N {|r — 1| < €}. Thus each
integral over a line segment is calculated by Stokes, and gives +1 depending on whether
the line segment travels from z = —e to z = € or vice versa.

EXERCISE 9.8. Generalize the above concept of linking number to disjoint, immersed
compact submanifolds S, S’ of a manifold M, with dimensions dim S+dim S’ = dim M —
1. What are the conditions on H(M) so that the definition makes sense?
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10. Mapping degree

Let M, N be compact, connected, oriented manifolds of equal dimension m, and
F € C*®(N,M) a smooth map. Let I'y;,I'y be volume forms defining the orientation,
normalized to have total integral equal to 1. Thus [['y,] € H™(M) corresponds to 1
under the isomorphism [ v - H™(M) — R. The mapping degree of F' is defined to be

deg(F) :/ F*Ty.
N

Basic properties of the mapping degree, which follow immediately from the definition,
are: (1) deg(F) depends only on the smooth homotopy class of F. (2) or any w €
Q™(M), one has [ F*w = deg(F) [,,w. (3) Under composition of maps, deg(F o G) =
deg(F)deg(G). (4) If F' is a diffeomorphism, then deg(F) = 1 if F' preserves orientation
and deg(F') = —1 if F reverses orientation.

ExaMpPLE 10.1. Let F': S™ — S™ be the diffeomorphism z — —zx. The standard
volume form I' on S™ transforms according to F*I' = (—1)™"'T. Thus F preserves
orientation if and only if m is odd. We conclude deg(F) = (—1)™". Thus F cannot be
homotopic to the identity map if m is even.

We will now show that the mapping degree is always an integer, and also give an
alternative interpretation of the degree. Without proof we will use Sard’s theorem,
which implies that for every smooth map between compact manifolds, the set of regular
values is open and dense. (Recall that points that are not in the image are regular
values, according to our definition.) Thus let x € M be a regular value of F. Since
dim M = dim N, the pre-image F!(z) is zero dimensional, i.e. is a finite collection of
points yq,...,yq. For each i = 1,...,d, let ¢, = £1, according to whether or not the
tangent map T,, N — T, M preserves or reverses orientation.

THEOREM 10.2. The mapping degree is given by the formula,

d
deg(F) = Z €i,
i=1
for any regular value x with pre-images y1, . .., yq, and €; defined as above. In particular,

deg(F) is an integer.

PRrOOF. Let U be a connected open neighborhood of z, with the property that U is
contained in the set of regular values of F'. Let w € Q% (U) be a form of total integral
1. Thus deg(F) = [, F*w. Choosing U sufficiently small, the pre-image F~(U) is
a disjoint union ]_[;.1:1 V; where V; is an open neighborhood of y;. Then F' restricts to
diffeomorphisms V; — U, which are orientation preserving if ¢; = 1 and orientation

reversing if ¢, = —1. Thus

deg(F) — /N Frw— z; /V (F

d d
Vi)*w = E Gi/ W = E €;.
i=1 U i=1



52

COROLLARY 10.3. Suppose deg(F') # 0. Then F is surjective.
ProOF. Apply the Theorem to any x in the complement of the image of F'. U

EXAMPLE 10.4 (Fundamental theorem of algebra). Let p(z) = Zg:o a;z* be a poly-
nomial of degree d > 0, with a; = 1. The map p: C — C takes oo to 0o, so it extends to
amap FP: S* — S? where we view S? as the one point compactification of C. The map
FP? is smooth. Replacing a; with ta; for ¢ < d, we see that F? is homotopic to the map
defined by the polynomial g(z) = z%. The equation q(z) = 1 has exactly d solutions,
given by the dth roots of unity. Since holomorphic maps are orientation preserving at

all regular points, it follows that
deg(FP) = deg(F?) =d.

Thus FP? is surjective. This shows that the equation p(z) = a has at least one solution,
for all a € C. (In fact, we see that for an open dense subset of values, it has exactly d
solutions.)

EXAMPLE 10.5. View S! as the unit circle in R?> = C, and let the kth power map
P, : S' — S be the restriction of the map C — C, z + 2*. If T' = (27)~1df is the
standard volume form on S', we have P;T' = kT". Thus deg(P;) = k.

THEOREM 10.6. Two maps Fy, Fy : S* — S' are smoothly homotopic if and only if
they have the same mapping degree.

PROOF. Since homotopy is an equivalence relation, it suffices to show that any
smooth map F : S' — S! of degree k is homotopic to P,. In fact, since F o P_y
has mapping degree 0, it suffices to consider the case £ = 0. In this case, F*I" has
integral 0. Locally, F*I' = (2mi)"'dlog(F). But since integration is an isomorphism
H'(S') — R, we know that F;T = df for some globally defined function f € C*(S').
That is,

F(Z) — 627rif(z)
for all z € S'. Let Fy(2) := e**/(?). Then F, defines a smooth homotopy between F}
and Fo = Ho. Ol

11. Kuenneth formula

Suppose the manifold M is a direct product M = B X F. Let ng,mr denote the
projections from M to the two factors. The bilinear map

Q(B) x Q(F) = QM), (a,8) — mpa A1y
is a chain map, hence it induces a map in cohomology,

(8) H(B)® H(F) — H(B x F) = H(M).
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THEOREM 11.1 (Kuenneth theorem). Suppose B (or F) is of finite type. Then the
map (8) is an isomorphism. That is,

HP(B x F) = éHj(B) ® HPI(F).

j=0

Put differently, the Kuenneth theorem says that any class in H(B x F) has a repre-
sentative of the form,

N
* *
=1

PRrROOF. Let us temporarily introduce the notation
p
H?(B;F) := @ H'(B) ® H” (F)
=0

(since the following long exact sequences would get too long otherwise.) We want to
show that the natural map H?(B; F) — HP(B x F) is an isomorphism. The idea is once
again to use induction on the number [ of open sets in a good cover. Note first that the
Kuenneth theorem holds for B = R", since B x F retracts onto {0} x F' in this case.
Thus the Theorem is true for [ = 0. For the induction step, we use the Mayer-Vietoris
sequence. Suppose B = U U V. We have the Mayer-Vietoris sequence

s H(UUV) = H U)o H(V) - HUNV) = HYHUUV) — - .
Tensor with HP7(F), and sum over j to obtain a new exact sequence,
o= HP(UUV;F) — HY(U; F)@H?(V;F) — H?(UNV;F) — H*YUUV;F) = --- .
Consider the diagram
HP(UUV;F) ——— H(U; F) & HY(V; F) ——— HY(UNV; F) ——— HP*Y (U U V; F)

| | | |

HP(UUV) x F) — HP(U x F) @ H(V x F) — HP(UNV) x F) — HP*Y(UUV) x F)

We claim that this diagram commutes. As usual, this is fairly easy, except for the square
involving the connecting homomorphism. Thus let o« € Z/(UNV) and 8 € ZPI(F). Let
Xu, Xv be a partition of unity for U, V', and =}y, xv, 7,y Xv the corresponding partition
of unity for U x F', V' x F. Then § is realized on the level of cocycles. We have to show
that the two forms

5(7r(*]ﬂva A W;‘ﬂ)v

7r(*JUV(CSO‘) AT
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are cohomologous. Recall that (da)|ly = d(xva), (0a)ly = —d(xva) so that da is
actually supported in U N V. Similarly, é(nf~ya A 753) is supported in (U NV) x F.
We calculate, on (UNV) x F,

S(myrva ATEB) = d(Tgayxve A mp)
= mavd(xva) AT
= 7y (da) ATps.
The Theorem now follows by induction on the number of elements in a good cover,
together with the Five-lemma. U

As an application, we obtain the cohomology of an m-torus

T=28"x...x8t.
—_——
m times

As an algebra, H(S') is an exterior algebra in one generator of degree 1. That is,
H(S') = AR. (This just reflects the obvious fact that the volume form squares to 0.)
Consequently

HT)=HSY®- - -®H(SY
is an exterior algebra in M generators, i.e.

H(T)=AR® - ® AR = ARV

as graded algebras.

It is convenient to introduce the following notation. For any manifold M, one calls
br.(M) = dim(H*(M)) the kth Betti number and one defines a polynomial in one variable
t,

dim M

p(M)(E) = 3 (M),

called the Poincare polynomial. For instance, p(R™)(t) = 1 while p(S™)(t) = 1 + t™.
Poincare duality for a compact connected oriented m-dimensional manifold M says
that

tmp(M)(t1) = p(M)(t),
and the Kuenneth formula implies that

p(My x M) = p(My)p(Mz).

For instance, the Poincare polynomial for an m-torus T = S! x --- x St is p(T)(t) =
(1+t)™

There is also a Kuenneth theorem for compactly supported cohomology. It can
be derived using the Mayer-Vietoris sequence for compactly supported cohomology, or
simply by Poincare duality. One introduce Betti numbers by(M)comp and a Poincare
polynomial p(M)comp as before.



12. DE RHAM THEOREM 55

12. De Rham theorem

12.1. Cech cohomology. Let A be an abelian group, written additively. We are
mostly interested in the cases A = R, Z,Z,. Let M be a manifold, and U = {U,} an
open cover of M. For any collection of indices ay, ..., a; such that Uy, N ... N Uy, # 0,
let

Uagoay = Uag N ... N Uy,
One defines the Cech complex
COWU, A) 2 CH U, A) - C2 U, A) s -
as follows. A Cech-p-cochain f € CP(U, A) is a function
F=11faar: JI Usooar — 4,
ag..ap

where each fo,..q, i Uag..a, — A. is locally constant, and anti-symmetric in its indices.
The differential is defined by the formula,

i=0
where the hat means that the entry is to be omitted. For example, if f € CO(U, A),

(0.f)agar = fou = fao
if g € CY(U, A),
(09)avaras = Jaras = Javas + Jagas-
We thus see that

5(5f) = (faz - fa1) - (faz - fao) + (fa1 - fao) = 0.
EXERCISE 12.1. Verify that § o 0 = 0 in general.

The cohomology groups HP(U, A) := H?(C(U, A)) are called Cech cohomology groups
with coefficients in A.

A nice feature of the Cech cohomology groups is that they are purely combinatorial,
reflecting the intersections of elements in our open cover. On the other hand, if we want
to use them to define invariants of a manifold, there is a problem that they do depend
on the cover.

If A — A’ is a homomorphism of abelian groups, one has an induced homomor-
phism of Cech cochain, and hence a homomorphism of cohomology groups, HP(U, A) —
HP(U,A").

EXAMPLE 12.2. Suppose each U, is connected. A Cech 0-cocycle is just a collection
of elements f, € A that agree on overlaps. That is, if M is connected, H°(U, A) = A.
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ExaMpLE 12.3. Suppose M is connected and all U, are diffeomorphic to R™. If
w € Z'(M), we can choose v, € Q°(U,) such that dv, = w|y,. Then fos:=vg— v, is a
constant f,5 € R, and clearly defines a 1-cocycle in C°(U, R). A different choice v/, differs
from v, by a constant c,, thus fos = ¢g — co = (6¢)ag. Hence, the Cech cohomology
class of f,3 does not change. Similarly, if w is cohomologous to ', the difference is the
differential dg of a global function g € Q°(M). But replacing v, by v/, = v, + g|v, , does
not change f,3. The upshot is that there is a well-defined map

HY(M) — H'U,R).

Suppose [w] is in the kernel of this map. This means that the v, can be chosen such
that f,s becomes a coboundary, i.e. f,3 = cg — ¢, for some constants c,. Replacing
Vo by Vo4 — co takes fos to 0. That is the new functions v, agree on overlaps, and
define a function v € Q°(M) with dv = w. Thus [w] = 0. This shows that the map
HY(M) — HY(U,R) is injective. Conversely, suppose fap 1s a given Cech 1-cocycle.
Choose a partition of unity x,, and define v, = Zv X~fay- Then

Vg = Vo = ZX’Y(fﬁ’Y — fay) = Zva,Ba = fpa
gl gl

and therefore

dvg —dy, =0
Hence, there is a unique form w € Z!'(M) with w|y, = dv,. This shows that the map
H'(M) — H'(U,R) is an isomorphism.

12.2. De Rham’s theorem.

THEOREM 12.4 (De Rham). If U is a good cover, the Cech cohomology groups
HP(U,R) are canonically isomorphic to the de Rham cohomology groups HP(M). In
particular, they are independent of the choice of good cover.

Note that in the case of a good cover, the open sets are in particular connected. Thus
the locally constant functions fq,..q, are really just elements of the group A.

Below we will present A. Weil’s proof of de Rham’s theorem. A first step is to
introduce, for each ¢, another type of Cech complex

O, Q9 -2 CY U, Q) - (U, 0) s -

as follows. A Cech-p-cochainw € ép(u, Q) is a collection of g-forms wa,...a, € 29 (Uag...ap);
anti-symmetric in its indices. The differential is defined as before. We define HP (U, Q9) :=

HP(C(U,N9)).
THEOREM 12.5. Suppose U is a good cover. Then HP(U,Q9) =0 for all p > 0.

PRrROOF. Let x, be a partition of unity subordinate to the given cover. Define an
operator
h: CP(U,Q%) — CP 1 U, Q)
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( ao Qp—1 ZXawaao .ap-1

We verify that h is a homotopy operator: Indeed

5(hw)a0...ap - Z(_l)iXawaao...a?...ap_l

and
0oy = D Xal0W)aasay
= Z XaWag...ap — Z(—l)ixawaao...a;...a,,,
thus hd 4+ 0h = Id on forms of degree p > 0. O

We now arrange CP4 := CP(U,Q9) as a double complex, as follows:

Notice that the cohomology groups are trivial in both horizontal and vertical directions,
except in degree 0. One can make the double complex into a single complex, by letting

KP _@CJ QpJ

with differential, D = §+(—1)Pd. The factor (—1) is necessary so that D? = 0. One calls
H(K,D) = H(C(U,Q), D) the total cohomology of the double complex. A D-cocycle is
a collection (¢, ... v®)) of cochains vV) € CI(U,OP~7) with D(v(© + ... 4+ v®) = 0.
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This gives a set of equations,
dv® = 0
dv® = (=1)Psp©@
dv® = (—1)P~tep

dv® = _gp-1)
0 = oW

)

LEMMA 12.6. The restriction map QP(M) — C°(U, Q) C KP? induces an isomor-
phism in cohomology,

HP(M) = HP(C(U,Q), D).

PROOF. Surjectivity: Let (v(9,...,v®) be a D-cocycle. We have to show that it
is cohomologous to a cocycle in the image of the restriction map QP(M) — C°(U, QP).
Since dv®) = 0 and the d-cohomology is trivial, we can write v = §3P1) where
e e CP~1(14,Q0). Subtracting from (v, ... v®)) the coboundary D3®b we thus
achieve v = 0. Then 6v® Y = +dv® = 0. Thus we can write v® Y = §3°=2) and
subtracting DB®~2) we achieve vP~1) = 0. Proceeding in this manner, we successively
subtract D-coboundaries and arrange that »\9) = 0 for all j > 0. The remaining v(*) €
Co(U, 2°) satisfies dv(® = 0 and 6v(©) = 0. Thus it is the restriction of a closed form
we QP(M).

Injectivity: Let w € ZP(M) be a cocycle, and v(© € C°(U, Q") be defined by re-
striction. Suppose v(?) is the D-coboundary of some (8,... 3P~1) ¢ KP~!. Then
§3®=1) = 0, so by adding a D-coboundary we can arrange 3®~1 = 0. Proceeding in
this manner, we can arrange that all ) = 0, except maybe 3. The remaining form
B satisfies 65(®) = 0, which means that it is the restriction of a global form +y, and
(=1)PdB® = v(© meaning that (—1)Pdy = w. Thus [w] = 0 and we are done. O

Notice that the proof was purely algebraic. It involved that the d-cohomology is
trivial in positive degree, and that the kernel of the map ¢ : C°(U,Q9) — C'(U,Q9) is
exactly the image of the map Q4(M) — CO(U, Q).

Hence, the proof works equally well with the roles of §,d reversed. That is, we also
have

LEMMA 12.7. The restriction map CP(U,R) — CP(U,Q°) C KP induces an isomor-
phism in cohomology,

HP(U,R) = HP(C(U,Q), D).
Putting the two Lemmas together, we have proved de Rham’s theorem:

HP(U,R) = H?(C(U,Q), D) = HP(M).
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As one application, one can introduce the notion of integral de Rham classes: Indeed, the
inclusion Z — R induces a homomorphism of Cech cochains, hence a map in cohomology
H?(U,7) — H?(U,R) = H?(M). Classes in the image of this map are called integral.

One important consequence of de Rham’s theorem is that they are topological invari-
ants (since the Cech cohomology groups are). Hence they cannot be used to distinguish
different manifold structures on a given topological space.

12.3. Relative cohomology. Let & € C*(M,N) be a smooth map. Define a
complex

QF (@) := P~ (M) @ QP(N)
with differential, d(«, 5) = (®*5 — da, df3). It is straightforward to check that d squares
to 0. A class in H?(®) is called a relative de Rham cohomology class for the map ®. Thus
classes in HP(M) are represented by closed p-forms # on N together with a primitive
a € QP71(M) for the pull-back ®*3. The sequence
0 — QY (M) — QF(®) — QP(N) — 0,

where the first map takes a to (—1)P(«,0) and the second map takes (0,3) to 3, is
an exact sequence of differential complexes. Hence it induces a long exact sequence in
cohomology:

— HP"Y(M) — H?(®) — HP(N) — HP(M) —> -

An immediate consequence is that if M is contractible, then H?(®) = H?(N) for p > 0,
while if N is contractible, then H?(®) = HP~*(M) for p > 0.

Suppose A is an abelian group, and U;, V; are good covers of M, N such that ®(U;) C
V;. Such covers exist: Start with a good cover V; of N, and replace the cover ® *(V;) by
a good refinement U;. (We may use the same index set, if we allow the same V; to appear
several times.) Let C*(M, A),C*(N, A) be the Cech complexes for the given covers. We
then have a pull-back map ®* : C*(N, A) — C*(M, A) which one can use to define

CP(®,A) = CP (M, A) © CP(N, A)
with differential
0(p,v) = (@ = 6(u),0(v)).
Again, we have a long exact sequence
— HP"Y(M,A) — H?(®,A) — HP(N, A) — HP(M,A) — ---

De Rham’s theorem extends to relative cohomology:

THEOREM 12.8. There is a canonical isomorphism HP(M) = HP(M,R).

PRrROOF. As in the proof of de Rham’s theorem, it is useful to introduce auxiliary
Cech cohomology groups. Consider the double complex

CP = CP(3,Q9) = CP~ (M, Q) @ CP(N, Q)
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with the obvious differentials d, §. Since we are working with good covers, and since the
complex QP(®) is acyclic if M, N are contractible. it follows that the columns of the
double complex are acyclic. We claim that the rows are acyclic as well. To this end, we
need to generalize Theorem 12.5 to our setting. Indeed, let hy, hy, denote the homotopy
operators for the Cech complexes of M, N, c¢f. Theorem 12.5. Then

h: CP(®,Q%) — CP 1,09, h(a,B) = (ha(®*(hyB) — ), hy3)
is a homotopy operator for the complex C'*(®,Q9). Indeed,
hé(a,B) = h(®P*B —da,d0)
(har (" (hnd3) — @B + dax), hyd3)
= (hu(=2"0(hnp) + da), hyd )
(haré(a — @*(hnp)), hvd )

while

6h(a, ) = 6(hy(®*(hnpB) — a), hyf3)
= (®"(hnB) + dhu(a — @*(hn0)), 0hn ).

Adding the two expressions, we obtain

hé(a, B) + 6h(e, B) = (e, )

as desired. Hence the proof of de Rham’s theorem goes through as before. U

13. Fiber bundles

13.1. Fiber bundles and vector bundles. In first approximation, a fiber bundle
with fiber F' is a smooth map 7w : E — B with fibers diffeomorphic to a given fiber F
in such a way that F is locally the product of the base and the fiber:

DEFINITION 13.1. A fiber bundle over with standard fiber F' is a manifold E (called
the total space) together with a map 7 : £ — B to another manifold B (called the base),
with the following property: There exists an open covering U, of B, and diffeomorphisms

Uy:m YU,) = Uy x F
such that
pry, oVo = T|r1,)-
A smooth map 0 : B — FE is called a section of F if m o 0 = Idg. The space of sections
is denoted I'*°(B, E).

Note that it follows from the definition that 7 is smooth and that it is a surjective
submersion. The maps ¥, are called local trivializations of the fiber bundle.

For every subset S C B, we denote Es = 7 1(S). In particular, taking S to be a
point b € B, Ej is the fiber 77 (b). If U C B is an open neighborhood, Fy is again a
fiber bundle.
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DEFINITION 13.2. Two fiber bundles 7 : E — B and 7’ : E' — B with standard
fiber F' are called isomorphic if there exists a diffeomorphism ¥ : E — E’ such that
oW =m.

The direct product £ = B x F with m: E — B the projection to the first factor, is
a fiber bundle called the trivial bundle. A bundle is called trivializable if it isomorphic
to the trivial bundle. Clearly, existence of sections is a necessary (but not sufficient)
condition for a fiber bundle to be isomorphic to the trivial bundle.

EXERCISE 13.3. a) View S! C R? = C as the unit circle in the complex plane, with
coordinates z € C. Let k be a non-zero integer. The map C — C, z > 2* restricts to
amap m: St — St Construct local trivializations to show that 7 is non-trivial fiber

bundle with fiber Z; = Z/kZ.
b) Classify the fiber bundles 7 : E — S! with fiber Z,, up to isomorphism. How
about fiber 7 for arbitrary integers k > 27

EXERCISE 13.4. Show that the map 7 : S™ — RP(m) makes S™ into a fiber bundle
with fiber Z,.

EXERCISE 13.5 (Hopf fibration). Complex projective space may e defined as a quo-
tient of S?"t! C C**! by the relation, 2’ ~ z if and only if 2’ = cz, where c € S' c C
is a complex number of absolute value 1. Let 7 : S?"*1 — CP(n) be the quotient map.
Show that that 7 is a fiber bundle with fiber F' = S'. For n = 1, this becomes a fiber
bundle 7 : S3 — 5% = CP(1) called the Hopf fibration.

LEMMA 13.6. If B is smoothly contractible, then any fiber bundle E over B is iso-
morphic to the trivial bundle.

SKETCH OF PROOF. Let S : I x B — B be a smooth retraction onto b € B. Let
F = FE, be the fiber over b. Given a Riemannian metric on F, there exists a unique
smooth lift S : I x E — FE such that for all t € I,

~

m(S(t, x)) = S(t, ()
and such that

dS
E(t, 3;) € (Tme(z))J‘.

For each y € B, the restriction of S to 7 !(y) x {1} is a diffeomorphism E, — Ej, = F.
The map

U:E—BxF, z~ (n(z),5z,1))

is the desired isomorphism with the trivial bundle. O]

DEFINITION 13.7. Let 7 : E — B be a fiber bundle. A smooth map ¢ : B — FE is
called a section of 7 if m o 0 = idg. The set of sections is denoted I'*°(B, E).
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13.2. Vector bundles. A vector bundle is a fiber bundle whose fibers have the
structure of vector spaces. More precisely:

DEFINITION 13.8. Let M be a manifold. A real (resp. complex) vector bundle of
rank k over M is a fiber bundle 7 : E — M with standard fiber F = R* (resp. CF),
such that all fibers E, (x € M) carry the structure of real (resp. complex) vector spaces,
and such that the local trivializations Ey, = U, X F can be chosen fiberwise R-linear
(resp. C-linear). An isomorphism of vector bundlesn: E — M and 7' : E' — M is a
fiber bundle isomorphism that is fiberwise linear.

One can think of a vector bundle as a family of vector spaces smoothly parametrized
by the base. Suppose E is a real vector bundle with local trivializations ¥, : Ey,K =
Uy X R%. On U,p the map

UooUg": Ugg X R® = Uy x R

has the form
v, o \Ilgl(x, v) = (2, gap(x).v)

where go3(z) € GL(k, R), the group of invertible k x k-matrices. The transition functions
gag : Usp = GL(k,R) have the cocycle property,

9op98y = Gary

on U,gy. Conversely, given any cover U, of a manifold M, and any collection of functions
gap : Uap — GL(k,R) with the cocycle property, there is a unique vector bundle having
the gng’s as transition functions. Indeed, EF may be defined as a quotient

E=]](Us xR¥)/ ~

where for any z € U, and v € R*| (z,v) € Ug xR is declared equivalent to (z, gos(v)) €
U, x RF.

13.3. Examples of vector bundles.

EXAMPLES 13.9. (a) Let M = S™ C R™! be the unit sphere. Define £ C
S™ x R™*1 to be the set of pairs (z,v) with z-v = 0. Then F is a vector bundle
of rank n. The map (z,v) — (—x,—v) is a vector bundle homomorphism.

(b) Let M = RP(n). Each point z € RP(n) represents a 1-dimensional subspace of
E, CR™. Let

E C RP(n) x R**!
be the set of all (z,v) such that v is in the 1-dimensional subspace determined

by z. Then E is a vector bundle of rank 1 (also called a (real) line bundle). It
is called the tautological bundle over projective space.



13. FIBER BUNDLES 63

(c) This example generalizes: Let M = Grg(k,n) be the Grassmannian of k-planes
in R®. By definition, each x € M represents a k-dimensional subspace of E, C
R™. Let

EC GI‘R(]C,N) x R"

be the set of al (z,v) such that v is contained in the k-dimensional subspace
parametrized by z. The total space of this vector bundle is called the Stiefel
manifold.

(d) Let M be a manifold with atlas {(Ua, ¢a)}. For each U,g, the map ¢, o ¢>[§1 :
08(Uag) = ¢a(Uap) is a diffeomorphism. For z € U,g let go5(z) € GL(k,R) be
the Jacobian of the map ¢, o ¢51 at ¢g(z). Clearly, the g,s satisfy the cocycle
condition. The resulting vector bundle is the tangent bundle TM of M. Its
fibers (I'M),, are canonically identified with the tangent spaces T, M. (Recall
that any choice of chart identifies 7, M = RF, and a change of chart changes
the identification by the Jacobian of the change of coordinates.) The space of
sections is just the space of vector fields:

X(M) =T>(M,TM).

Note that it seems somewhat miraculous from this perspective that X(M) carries
a natural Lie bracket.

(e) Let S be an embedded submanifold of a manifold M. Then the restriction TM|g
is a vector bundle over S, containing 7'S. The quotient bundle Ng := TM|s/T'S
with fibers (Ng), := T,,M/T,S is again a vector bundle called the normal bundle
of S'in M.

All standard constructions for vector spaces carry over to vector bundles. Thus,
if £ — M is a vector bundle, one can form the dual bundle E* — M with fibers
(E*), = EZ, and the exterior powers APE — M with fibers (A\PE), = \PE,. If E' C E'is
a vector subbundle, one can form the quotient bundle E/E" with fibers (E/E'), = E,/E..
Similarly, one defines tensor products, direct sums, ...

EXERCISE 13.10. Work out the details of all these claims. E.g., show that the disjoint
union E* := [[ ., Es carries a natural structure of a vector bundle. What are the
transition functions?

Starting from the tangent bundle M one can form the dual bundle T*M = (T'M)*,
with sections T'°(M,T*M) = QY(M). One can also form AFT x M, with sections
(M, \*T*M) = QF(M). If S C M is any submanifold, one can consider the re-
striction TM|s — S; sections of TM|g are called vector fields along S. The quotient
bundle Ng := TM|s/TS is called the normal bundle to S in M. Given a Riemannian
metric on M, one identifies Ng with the orthogonal complement of T'S in T'M|g, that is
one has a splitting TM|s =TS & Ng.

We will need the following fact about the normal bundle.
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THEOREM 13.11. Suppose M is a manifold, S a compact embedded submanifold, and
Ng the normal bundle of S inside M. Then there exist open neighborhoods V' of S in
M and U of S in Ng, and a diffeomorphism ¥ : U — V such that VU restricts to the

identity map on S.

That is, the normal bundle Ng serves as a “local model” for a neighborhood of S in
M.

SKETCH OF PROOF. Put a Riemannian metric on M. Suppose for simplicity that
M is geodesically complete. (That is, all geodesics exist for all time.) Then Ng gets
identified with the set of all vectors in T'Mg that are orthogonal to 7'S. Geodesic flow
defines a map Ng x R — M. Let U be the restriction of this map to NS x {1}. One
verifies that the tangent map along S C Ng is invertible , so by the implicit function
theorem WV is a diffeomorphism on a neighborhood U of S. U

14. The Thom class

14.1. Thom isomorphism. Let 7 : E — M be a rank k vector bundle over a
compact manifold M of dimension m. Since E retracts onto M, the pull-back map
induces an isomorphism

™ HP(M) = HP(E).
Let us suppose that both M and E carry orientations. Then Poincare duality tells us
that we have a dual isomorphism,

HL (E)— HT"(M).

comp

where ¢ = m + k — p. This isomorphism has a simple meaning: Suppose 3 € Z(M) and
& € Zeomp(E). Then

[mona= [ mmsna= [ prma

where 7, is integration over the fibers.

THEOREM 14.1 (Thom isomorphism). Let 7 : E — M be a rank k vector bundle
over a compact manifold M, with a fiberuise orientation. Then integration over the
fibers defines an isomorphism,

m, . HP

comp

(E) — HP*(M).

REMARK 14.2. The argument given above only applies to the case where M is also
oriented (and E carries the induced orientation.) However, one can show that this
assumption is not necessary. One can also drop the assumption that M be compact,
if one replaces HE,  (F) with the cohomology of the complex of forms with compact

support in fiber direction.
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In particular, there is a unique class [Th(E)] € HE (E), called the Thom class,
with property
7. Th(E) = 1.
A representative of the Thom class is called a Thom form. Now let « : M — E be the
inclusion of the zero section.

LEMmMA 14.3. The Thom class has the property
[m.(Th(E) A a)] = [t
for all [a] € H(M).
PrOOF. Let 8 = (*a. The inclusion ¢ is a homotopy inverse to the projection 7,

since m o ¢ = Idys and since ¢ o m is homotopic to Idg. Therefore, the pull-back maps
¥, m are inverse to each other in cohomology, and [o] = [1*5]. We have

T(Th(E) A7*3) = n* Th(E) A B = 3,
by the properties of the fiber integration map. U

REMARK 14.4. The definition of the Thom for extends to non-compact manifolds
M that need not be orientable. All that is required is a fiberwise orientation of the
vector bundle 7 : E — M. A differential form w € Q(F) is said to have fiberwise
compact support if for all compact subsets K C M, the intersection 7—1(K) N supp(w)
is compact. The space Q. (FE) of differential forms with fiberwise compact support
is a differential complex, and one defines the corresponding cohomology with fiberwise
compact support Hy.(E). One can prove that the fiber integration map defines an
isomorphism =, : Hy.(E) — H(M), and one defines the Thom class to be the inverse
image of 1 € H°(M) under this isomorphism. The space Q. (F) is a module for Q(E)
under wedge product, and in cohomology one once again has Lemma 14.3.

DEFINITION 14.5. The class Eul(E) := * Th(E) € H*(M) is called the Euler class
of the oriented rank k vector bundle E. If M be a compact oriented manifold, one calls
Eul(TM) the Euler class of the manifold M.

Note that e(M) = 0 if the tangent bundle can be trivialized.
DEFINITION 14.6. Suppose K = ®p>0 KP? is a differential complex with finite dimen-

sional cohomology H(K) = @D, HP(K). The polynomial p(K)(t) = >, P dim HP(K)
is called the Poincare polynomial of (K, d), and p(K)(—1) € Z is the Euler characteristic.
In particular, if K = Q(M), one calls p(M) := p(2(M)) the Poincare polynomial of M

and p(M)(—1) the Euler characteristic of M.

THEOREM 14.7 (Gauss-Bonnet-Chern). Let M be a compact oriented manifold. Then
the Euler characteristic of M equals the integral of its Fuler class,

/ Bul(TM) = (—1)'dim H'(M).

In particular, this integral is an integer.
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Theorem 14.7 is quite remarkable, in that it expresses a topological quantity (the
alternating sum of de Rham cohomology groups) in local terms, as the integral of a
differential form over the manifold.

REMARKS 14.8. a) The full Gauss-Bonnet-Chern theorem gives, in addition, a con-
crete prescription how to represent Eul(7'M) in terms of “curvature invariants”. (The
classical Gauss-Bonnet theorem says that for any compact connected oriented 2-manifold
Y, the integral of the so-called Gauss curvature equals the Euler characteristic 2 — 2g,
where g is the genus = number of handles.

b) Of course, Eul(T'M) = 0 whenever the tangent bundle of M is trivial. For instance,
it can be shown (see e.g. the book on characteristic classes by Milnor-Stasheff) that the
tangent bundle of any compact oriented 3-manifold is trivial.

c) Note that py(—1) = 0 if dim M is odd. This follows by putting ¢ = —1 in the
equation for Poincare duality, pa(t71) =t ™py,(2).

The proof of Theorem 14.7 requires some preparation. Let ¢ : A C M x M be the
diagonal, and [7A] its Poincare dual. Now let No — A denote the normal bundle of A
in M x M.

LEMMA 14.9. There is an isomorphism t*Na = TA.

ProOOF. Choose a Riemannian metric on M, and let M x M be equipped with the
product metric. For any € M, the tangent space to A at ¢(x) consists of vectors (v, v),
and its normal space of vectors (v, —v) where v € T, M. O

By the tubular neighborhood theorem, a small neighborhood of A in M x M is
modeled by a neighborhood of A in Na. This gives

e(M) = /MEul(TM)

= /AEul(TA)

- /A Eul(N,)

== /TA.
A

We calculate the integral of 75 as follows. Let w; € ZPi(M) be cocycles such that [w;]
are a basis for the vector space H(M). Let v; € Z™Pi(M) be forms representing the

Poincare duals, i.e.
/ Wsj Ny = k-
M

Let pry, pry : M x M — M denote the projections to the two factors. By the Kuenneth
theorem, prjw; A prj v, represent a basis of H(M x M).
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LEMMA 14.10. The expansion of [Ta] in the basis [pri w; A pry vg] reads,

[ra] = Z(—l)”j [pr} wj A prhv;].

PrOOF. To find the coefficient ¢;j, of [pri w; A prj vg], consider the integral

(9 | v Ao Ar = [ riv Apie).
MxM A
The left hand side is given by

> cw / (pri vj A prywk) A (priwa A prs vp)
ab MxM

= Y cap (Z1)Peletmon) / pri(wa A v;) A pry(we A vp)
ab MxM

= anb(—l)pa(wrmpj)/ (wa/\Vj)/ (Wi A vp)
ab M M

— cjk(_l)Pj(pk+m*pj)‘
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The right hand side of (9) can be written as an integral over M, using the diagonal

embedding t : M - AC M x M

/ML*(Pr’{ Vi \prywy) = /M v; Awy, = (—1)Pm P,

Comparing the two results, we have found

Cik = (=1 o0 = (=1)"dji,

Using this result we calculate,
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proving Theorem 14.7. The calculation just given has the following generalization. For
any smooth map F : M — M from M to itself, let ¢ : ' = {z, F(x)|x € M} — M x M
be its graph, and 7 the Poincare dual.

Using our basis w; for H(M), introduce the components of F*: H(M) — H(M) by
Frw; =, Agjwi. Thus

Akj Z/ (F*w]') N vy
M

Again, one expand [rr] in terms of our basis for H(M x M):

(0] = Z Cjk|[pPri wj A pry vg).
ik

We have
/ (privj Aprjwg) A = /pr’{ Vj N\ Pry Wy.
MxM r

The left hand side is c;j,(—1)Pi®Px+™Pi) a5 before. For the right hand side we obtain,

/ priv; Aprow, = / (pri v; A prywg)
r M
= / vi \ Frwy
M
— (_1)Pk(m—Pj)Ajk_
Comparing the two results we obtain,
cie = (—1)PP* Ay

If we integrate 7 over the diagonal A, we obtain, therefore

/TI‘ = Z(_l)PijAjk/wj/\yk
A

ik A
= > (1P A
ik

= Z(_l)ijjj
(10) = Y (~1)Ptx(F*|HP(M)).

p

the alternating sum of the traces of the linear maps F* : HP(M) — HP(M). This
integral has a nice geometric interpretation, as we shall explain in the following section.
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15. Intersection numbers

Let M be a manifold, and S, S" two embedded submanifolds with dim S 4+ dim S’ >
dim M. One says that S, S’ intersect transversally if for all points x € SN .S’,

T.M=T,S®T,S'

EXERCISE 15.1. Suppose S,S" C M are submanifolds of dimensions k, k" which in-
tersect transversally. Given z € SN .S’, show that there exists a coordinate chart (U, ¢)
around z, with ¢(z) = 0, such that ¢(U N S) is an open subset of {(z!,...,z%,0...,0)}
and ¢(U N S") is an open subset of {(0,...,0,z™ **! ... z™)}. Conclude that SN S’
is an embedded submanifold of dimension k + k' — m, with 7,,(SN S’") = T,.SNT,S'.

From the exact sequence
0——7T,(5nS) —T,S0T,S"— T,M —0

one sees that orientations on S,S’, M naturally induce an orientation on S N S’. In
particular, if S, S’ have complementary dimensions, SN .S’ is a discrete set of points, and
an orientation is given by assigning a + sign to each element of S N .S’. The plus sign
appears if and only if an oriented basis of 7,5, followed by an oriented basis of 7,,5’, is
an oriented basis for T, M.

THEOREM 15.2. Suppose S,S" are compact oriented submanifolds of the oriented
manifold M, and that S,S’ intersect transversally. Then the Poincare dual Tsns of
SNS"in M can be represented by the product of Poincare duals of S, S":

Tsns! — 7'5/\7'5!.

SKETCH OF PROOF. The key point is that the pull-back of 7s to S’ is the Poincare
dual of SN S" inside S'. (To see this, note that the restriction to S N.S" of the normal
bundle Ng of S is the normal bundle of SN S’ inside S’. Hence, the Thom class Th(Ng)
pulls back to the Thom class of Ng|sns/, since Thom forms are chratcerized by the
property that theirt integral over the fibers is 1. But the Thom class of the normal bundle
equals the Poincare dual for a tubular neighborhood. ). We can therefore compute,

/04/\75/\7'5::/@/\7'5:/ (e}
M 4 Sns’

for all cocycles o, which shows that 75 A T represents the Poincare dual of SN.S’. O

In the special case that S, S’ have complementary dimension and intersect transver-
sally. the Theorem shows that the intersection number

i(S,S") ::/ Ts N Tgr :/ Tg = (_1)(mk)(mk’)/TS,
M ' s

is an integer, in fact
(6.5)= [ re= ¥ o)
M

zesSns’
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where €(z) = +1 according to whether the decomposition T,M = T,S @& T,S" pre-
serves or reverses orientation. More generally, i(S, S’) is an integer whenever S’ can be
“perturbed” (i.e. homotoped) to have transversal intersection, since (S, S’) is invariant
under homotopies. (It is a result from differential topology that this is always possible.)
In the last section, we considered integrals [, 7r, where I' = {(z, F/(x)} is the graph
of a smooth map F : M — M. The intersection with the diagonal A is in 1-1 corre-
spondence with the fixed points x = F/(z) of F. When is the intersection transversal?

LEMMA 15.3. A and I' are transversal, if and only if all fived points x of F are
non-degenerate, that is,

det(d,F —I) # 0.

The sign e(z) := €(z, ) at any point of intersection is equal to the sign of the determinant
det(d,F —1I).

PROOF. Suppose z = F(x), so that (z,z) € ANT. We have
Tew)A = {(v,v)|v e T,M}, Tewl ={(v,dF(v))|veT,M}.
The map T, M & T, M = T(m,a:)A D T(M)F — T(x,x)M =T,M&T,M
(v,w) = (v+w,v+ d.F(w))

1 1
1 d.F )
This has determinant,

1 1 1 0
det( 1 de>:det< | dF -1 ) =det(d, F —1).

Thus, A and T' are transversal if and only if d,F' — I is invertible, and the sign of the
determinant gives €(x, x). O

is described by a block matrix,

Putting this together with the formula (10), we obtain:

THEOREM 15.4 (Lefschetz fixed point formula). Let F': M — M be a smooth map
from a compact oriented manifold to itself, with the property that all fized points of F
are non-degenerate. For each fized point x, let €(z) = sign(det(d,F — I)). Then

S €)= SO (=1 te(f* HP ().

z=F(x) p

Note that the right hand side of this equation depends only on the smooth homotopy
class of the map F'.

One can obtain a similar description for the integral [ A Ta- The integral is equal
to [ A Tr, Where I' is the graph of a smooth map F' homotopic to the identity map. To
obtain such a map, pick a vector field X € X(M), and let F': M — M be its flow. We
want that for ¢ sufficiently small, all fixed points of F* are non-degenerate. For small ¢,
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the fixed points of F"' are exactly the zeroes of the vector field X. Let x € M be such
a zero, X, = 0. Since F' preserves x, we obtain a l-parameter group of linear maps
d,Ft: T,M — T,M. Let A: T,M — T,M be the linear map A := %|t:0szt. Then
d,F* = exp(tA). One calls A the linearization of X at z. One calls z a non-degenerate
zero of X if det(A) # 0. Let e(z) := sign(det(A))
We have
det(d,F* —I) = det(tA+...) =t™det(A) +...

where . .. denotes higher order terms in the Taylor expansion. Thus z is a non-degenerate
zero for X if and only if it is a non-degenerate fixed point for F*, for ¢ sufficiently small.
Let ¢t > 0. Since sign(det((d,F" — I)) = sign(det(A)) = e(z) we obtain:

THEOREM 15.5 (Poincare-Hopf). Let X be a vector field on a compact-oriented man-
ifold M with non-degenerate zeroes. Then

> ex) =D (~1)Pdim H?(M).
z: X.=0 P
where €(x) is the sign of the determinant of the linearization of X at x.
One way of constructing vector fields with non-degenerate zeroes comes from Morse
theory, cf. Milnor’s book.

The Poincare-Hopf and Lefschetz formula can sometimes be used to obtain a lot of
information on the Betti numbers, without any serious calculation.
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