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Introduction

Just as the starting point of linear algebra is the study of the solutions of systems of linear
equations,

n∑
j=1

aijXj = di, i = 1, . . . ,m, (*)

the starting point for algebraic geometry is the study of the solutions of systems of polyno-
mial equations,

fi(X1, . . . , Xn) = 0, i = 1, . . . ,m, fi ∈ k[X1, . . . , Xn].

Note immediately one difference between linear equations and polynomial equations: the-
orems for linear equations don’t depend on which fieldk you are working over,1 but those
for polynomial equations depend on whether or notk is algebraically closed and (to a lesser
extent) whetherk has characteristic zero.

A better description of algebraic geometry is that it is the study of polynomial functions
and the spaces on which they are defined (algebraic varieties), just as topology is the study
of continuous functions and the spaces on which they are defined (topological spaces),
differential topology (= advanced calculus) the study of differentiable functions and the
spaces on which they are defined (differentiable manifolds), and complex analysis the study
of analytic functions and the spaces on which they are defined (Riemann surfaces and
complex manifolds):

algebraic geometry regular (polynomial) functions algebraic varieties

topology continuous functions topological spaces

differential topology differentiable functions differentiable manifolds

complex analysis analytic (power series) functionscomplex manifolds.

The approach adopted in this course makes plain the similarities between these different
areas of mathematics. Of course, the polynomial functions form a much less rich class than
the others, but by restricting our study to polynomials we are able to do calculus over any
field: we simply define

d

dX

∑
aiX

i =
∑

iaiX
i−1.

Moreover, calculations (on a computer) with polynomials are easier than with more general
functions.

Consider a differentiable functionf(x, y, z). In calculus, we learn that the equation

f(x, y, z) = C (**)

1For example, suppose that the system (*) has coefficientsaij ∈ k and thatK is a field containingk. Then
(*) has a solution inkn if and only if it has a solution inKn, and the dimension of the space of solutions is
the same for both fields. (Exercise!)
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defines a surfaceS in R3, and that the tangent plane toS at a pointP = (a, b, c) has
equation2 (

∂f

∂x

)
P

(x− a) +

(
∂f

∂y

)
P

(y − b) +

(
∂f

∂z

)
P

(z − c) = 0. (***)

The inverse function theorem says that a differentiable mapα : S → S ′ of surfaces is a
local isomorphism at a pointP ∈ S if it maps the tangent plane atP isomorphically onto
the tangent plane atP ′ = α(P ).

Consider a polynomialf(x, y, z) with coefficients in a fieldk. In this course, we shall
learn that the equation (**) defines a surface ink3, and we shall use the equation (***)
to define the tangent space at a pointP on the surface. However, and this is one of the
essential differences between algebraic geometry and the other fields, the inverse function
theorem doesn’t hold in algebraic geometry. One other essential difference is that1/X is
not the derivative of any rational function ofX, and neither isXnp−1 in characteristicp 6= 0
— these functions can not be integrated in the ring of polynomial functions.

Sections 1–8 of the notes are a basic course on algebraic geometry. In these sections
we assume that the ground field is algebraically closed in order to be able to concentrate
on the geometry. The remaining sections treat more advanced topics. Except for Section 9,
which should be read first, they are largely independent of each other.

2Think of S as a level surface for the functionf , and note that the equation is that of a plane through
(a, b, c) perpendicular to the gradient vector(Of)P atP .)
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Notations

We use the standard (Bourbaki) notations:N = {0, 1, 2, . . .}, Z = ring of integers,R =
field of real numbers,C = field of complex numbers,Fp = Z/pZ = field of p elements,p a
prime number. Given an equivalence relation,[∗] denotes the equivalence class containing
∗. Let I andA be sets; afamily of elements ofA indexed byI, denoted(ai)i∈I , is a
functioni 7→ ai : I → A.

All rings will be commutative with1, and homomorphisms of rings are required to map
1 to 1. For a ringA, A× is the group of units inA:

A× = {a ∈ A | there exists ab ∈ A such thatab = 1}.

We use Gothic (fraktur) letters for ideals:

a b c m n p q A B C M N P Q

a b c m n p q A B C M N P Q

X
df
= Y X is defined to beY , or equalsY by definition;

X ⊂ Y X is a subset ofY (not necessarily proper, i.e.,X may equalY );
X ≈ Y X andY are isomorphic;
X ∼= Y X andY are canonically isomorphic (or there is a given or unique isomorphism).
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ules, fields, and so on, and with transcendental extensions of fields (FT, Section 8).
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0 Preliminaries on commutative algebra

In this section, we review some definitions and basic results in commutative algebra, and
we derive some algorithms for working in polynomial rings.

Algebras

LetA be a ring. AnA-algebra is a ringB together with a homomorphismiB : A → B. A
homomorphism ofA-algebrasB → C is a homomorphism of ringsϕ : B → C such that
ϕ(iB(a)) = iC(a) for all a ∈ A.

Elementsx1, . . . , xn of anA-algebraB are said togenerateit if every element ofB can
be expressed as a polynomial in thexi with coefficients iniB(A), i.e., if the homomorphism
of A-algebrasA[X1, . . . , Xn] → B sendingXi to xi is surjective. We then writeB =
A[x1, . . . , xn]. An A-algebraB is said to befinitely generated(or of finite-typeoverA) if
it is generated by a finite set of elements.

A ring homomorphismA → B is finite, andB is a finite A-algebra, ifB is finitely
generated as anA-module3.

Let k be a field, and letA be ak-algebra. If1 6= 0 in A, then the mapk → A is
injective, and we can identifyk with its image, i.e., we can regardk as a subring ofA. If
1 = 0 in a ringA, thenA is the zero ring, i.e.,A = {0}.

Let A[X] be the polynomial ring in the variableX with coefficients inA. If A is an
integral domain, thendeg(fg) = deg(f) + deg(g), and it follows thatA[X] is also an
integral domain; moreover,A[X]× = A×.

Ideals

Let A be a ring. Asubring of A is a subset containing1 that is closed under addition,
multiplication, and the formation of negatives. Anideala in A is a subset such that

(a) a is a subgroup ofA regarded as a group under addition;
(b) a ∈ a, r ∈ A⇒ ra ∈ A.

The ideal generated by a subsetS of A is the intersection of all idealsa containingA
— it is easy to verify that this is in fact an ideal, and that it consists of all finite sums of the
form

∑
risi with ri ∈ A, si ∈ S. WhenS = {s1, s2, . . .}, we shall write(s1, s2, . . .) for

the ideal it generates.
Let a andb be ideals inA. The set{a+ b | a ∈ a, b ∈ b} is an ideal, denoted bya + b.

The ideal generated by{ab | a ∈ a, b ∈ b} is denoted byab. Clearlyab consists of all
finite sums

∑
aibi with ai ∈ a andbi ∈ b, and ifa = (a1, . . . , am) andb = (b1, . . . , bn),

thenab = (a1b1, . . . , aibj, . . . , ambn). Note thatab ⊂ a ∩ b.
Let a be an ideal ofA. The set of cosets ofa in A forms a ringA/a, anda 7→ a + a

is a homomorphismϕ : A → A/a. The mapb 7→ ϕ−1(b) is a one-to-one correspondence
between the ideals ofA/a and the ideals ofA containinga.

3The term “module-finite” is also used (by the English-insensitive).
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An idealp is prime if p 6= A andab ∈ p⇒ a ∈ p or b ∈ p. Thusp is prime if and only
if A/p is nonzero and has the property that

ab = 0, b 6= 0⇒ a = 0,

i.e.,A/p is an integral domain.
An idealm is maximal if m 6= A and there does not exist an idealn contained strictly

betweenm andA. Thusm is maximal if and only ifA/m has no proper nonzero ideals,
and so is a field. Note that

m maximal ⇒ m prime.

The ideals ofA × B are all of the forma × b with a andb ideals inA andB. To see
this, note that ifc is an ideal inA × B and(a, b) ∈ c, then(a, 0) = (1, 0)(a, b) ∈ c and
(0, b) = (0, 1)(a, b) ∈ c. Therefore,c = a× b with

a = {a | (a, 0) ∈ c}, b = {b | (0, b) ∈ c}.

PROPOSITION0.1. The following conditions on a ringA are equivalent:
(a) every ideal inA is finitely generated;
(b) every ascending chain of idealsa1 ⊂ a2 ⊂ · · · becomes constant, i.e., for somem,

am = am+1 = · · · .
(c) every nonempty set of ideals inA has a maximal element (i.e., an element not prop-

erly contained in any other ideal in the set).

PROOF. (a)⇒ (b): If a1 ⊂ a2 ⊂ · · · is an ascending chain, thena =df

⋃
ai is again an

ideal, and hence has a finite set{a1, . . . , an} of generators. For somem, all theai belong
am and then

am = am+1 = · · · = a.

(b)⇒ (c): If (c) is false, then there exists a nonempty setS of ideals with no maximal
element. Leta1 ∈ S; becausea1 is not maximal inS, there exists an ideala2 in S that
properly containsa1. Similarly, there exists an ideala3 in S properly containinga2, etc.. In
this way, we can construct an ascending chain of idealsa1 ⊂ a2 ⊂ a3 ⊂ · · · in S that never
becomes constant.

(c) ⇒ (a): Let a be an ideal, and letS be the set of idealsb ⊂ a that are finitely
generated. Letc = (a1, . . . , ar) be a maximal element ofS. If c 6= a, then there exists an
elementa ∈ a, a /∈ c, and(a1, . . . , ar, a) will be a finitely generated ideal ina properly
containingc. This contradicts the definition ofc.

A ring A is Noetherian if it satisfies the conditions of the proposition. Note that, in
a Noetherian ring, every ideal is contained in a maximal ideal (apply (c) to the set of all
proper ideals ofA containing the given ideal). In fact, this is true in any ring, but the proof
for non-Noetherian rings requires the axiom of choice (FT 6.4).

Unique factorization

Let A be an integral domain. An elementa of A is irreducible if it admits only trivial
factorizations, i.e., ifa = bc =⇒ b or c is a unit. If every nonzero nonunit inA can be
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written as a finite product of irreducible elements in exactly one way (up to units and the
order of the factors), thenA is called aunique factorization domain. In such a ring, an
irreducible elementa can divide a productbc only if it is an irreducible factor ofb or c (let
bc = aq and consider the factorizations ofb, c, q into irreducible elements).

PROPOSITION0.2. LetA be a unique factorization domain. A nonzero proper principal
ideal (a) is prime if and only ifa is irreducible.

PROOF. Assume(a) is a prime ideal. Thena can’t be a unit, because otherwise(a) would
be the whole ring. Ifa = bc thenbc ∈ (a), which, because(a) is prime, implies thatb or c
is in (a), sayb = aq. Now a = bc = aqc, which implies thatqc = 1, and thatc is a unit.

For the converse, assumea is irreducible. Ifbc ∈ (a), thena|bc, which implies thata|b
or a|c (here is where we use thatA has unique factorization), i.e., thatb or c ∈ (a).

PROPOSITION0.3 (GAUSS’ S LEMMA ). LetA be a unique factorization domain with field
of fractionsF . If f(X) ∈ A[X] factors into the product of two nonconstant polynomials
in F [X], then it factors into the product of two nonconstant polynomials inA[X].

PROOF. Let f = gh in F [X]. For suitablec, d ∈ A, g1 =df cg andh1 =df dh have
coefficients inA, and so we have a factorization

cdf = g1 · h1 in A[X].

If an irreducible elementp of A dividescd, then, looking modulo(p), we see that

0 = g1 · h1 in (A/(p)) [X].

According to Proposition 0.2,(p) is prime, and so(A/(p)) [X] is an integral domain.
Therefore,p divides all the coefficients of at least one of the polynomialsg1, h1, sayg1,
so thatg1 = pg2 for someg2 ∈ A[X]. Thus, we have a factorization

(cd/p)f = g2 · h1 in A[X].

Continuing in this fashion, we can remove all the irreducible factors ofcd, and so obtain a
factorization off in A[X].

Let A be a unique factorization domain. Thecontentc(f) of a polynomialf = a0 +
a1X+· · ·+amXm inA[X] is the greatest common divisor ofa0, a1, . . . , am. A polynomial
f is said to beprimitive if c(f) = 1. Every polynomialf in A[X] can be writtenf =
c(f) · f1 with f1 primitive, and this decomposition off is unique up to units inA.

LEMMA 0.4. The product of two primitive polynomials is primitive.

PROOF. Let

f = a0 + a1X + · · ·+ amX
m

g = b0 + b1X + · · ·+ bnX
n,

be primitive polynomials, and letp be an irreducible element ofA. Let ai0 be the first
coefficient off not divisible byp andbj0 the first coefficientg not divisible byp. Then
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all the terms in
∑

i+j=i0+j0
aibj are divisible byp, exceptai0bj0, which is not divisible

by p. Therefore,p doesn’t divide the(i0 + j0)
th-coefficient offg. We have shown that

no irreducible element ofA divides all the coefficients offg, which must therefore be
primitive.

LEMMA 0.5. For polynomialsf, g ∈ A[X], c(fg) = c(f) · c(g).

PROOF. Let f = c(f)f1 andg = c(g)g1 with f1 andg1 primitive. Thenfg = c(f)c(g)f1g1

with f1g1 primitive, and soc(fg) = c(f)c(g).

PROPOSITION0.6. If A is a unique factorization domain, then so also isA[X].

PROOF. Let F be the field of fractions ofA. The irreducible elements ofA[X] are
(a) the constant polynomialsf = c with c an irreducible element ofA, and
(b) the primitive polynomialsf that are irreducible inA[X] (hence inF [X]; Gauss’s

Lemma).
Note that Lemma 0.5 implies that any factor inA[X] of a primitive polynomial is prim-

itive. Let f be primitive. If it is not irreducible inF [X], then it factorsf = gh with g, h
primitive polynomials inA[X] of lower degree. Continuing in this fashion, we see thatf
can be written as a finite product of irreducible elements ofA[X]. As everyf ∈ A[X]
can be writtenf = c(f) · f1 with f1 primitive, we see that factorizations into irreducible
elements exist inA[X].

Let
f = c1 · · · cmf1 · · · fn = d1 · · · drg1 · · · gs

be two factorizations off into irreducible elements withci, dj ∈ A andfi, gj primitive
polynomials. Then

c(f) = c1 · · · cm = d1 · · · dr (up to units inA),

and, on using thatA is a unique factorization domain, we see thatm = r and theci’s differ
from di’s only by units and ordering. Moreover,

f = f1 · · · fn = g1 · · · gs (up to units inA),

and, on using thatF [X] is a unique factorization domain, we see thatn = s and thefi’s
differ from thegi’s only by units inF and their ordering. But iffi = ugj with u ∈ F×,
thenu ∈ A× becausefi andgj are primitive.

Polynomial rings

Let k be a field. Amonomial in X1, . . . , Xn is an expression of the form

Xa1
1 · · ·Xan

n , aj ∈ N.

The total degreeof the monomial is
∑
ai. We sometimes denote the monomial byXα,

α = (a1, . . . , an) ∈ Nn.
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The elements of the polynomial ringk[X1, . . . , Xn] are finite sums∑
ca1···anX

a1
1 · · ·Xan

n , ca1···an ∈ k, aj ∈ N.

with the obvious notions of equality, addition, and multiplication. Thus the monomials
from a basis fork[X1, . . . , Xn] as ak-vector space.

The ringk[X1, . . . , Xn] is an integral domain, andk[X1, . . . , Xn]
× = k×. A polynomial

f(X1, . . . , Xn) is irreducible if it is nonconstant andf = gh⇒ g or h is constant.

THEOREM 0.7. The ringk[X1, . . . , Xn] is a unique factorization domain.

PROOF. Sincek[X1, . . . , Xn] = k[X1, . . . Xn−1][Xn], this follows by induction from Propo-
sition 0.6.

COROLLARY 0.8. A nonzero proper principal ideal(f) in k[X1, . . . , Xn] is prime if and
onlyf is irreducible.

PROOF. Special case of (0.2).

Integrality

LetA be an integral domain, and letL be a field containingA. An elementα of L is said
to beintegral overA if it is a root of amonic polynomial with coefficients inA, i.e., if it
satisfies an equation

αn + a1α
n−1 + . . .+ an = 0, ai ∈ A.

THEOREM 0.9. The set of elements ofL integral overA forms a ring.

PROOF. Let α andβ integral overA. Then there exists a polynomial

h(X) = Xm + c1X
m−1 + · · ·+ cm, ci ∈ A,

havingα andβ among its roots (e.g., takeh to be the product of the polynomials exhibiting
the integrality ofα andβ). Write

h(X) =
∏m

i=1(X − γi)

with the γi in an algebraic closure ofL. Up to sign, theci are elementary symmetric
polynomials in theγi (cf. FT p63). I claim that every symmetric polynomial in theγi
with coefficients inA lies in A: let p1, p2, . . . be the elementary symmetric polynomi-
als in X1, . . . , Xm; if P ∈ A[X1, . . . , Xm] is symmetric, then the symmetric polyno-
mials theorem (ibid. 5.30) shows thatP (X1, . . . , Xm) = Q(p1, . . . , pm) for someQ ∈
A[X1, . . . , Xm], and so

P (γ1, . . . , γm) = Q(−c1, c2, . . .) ∈ A.

The coefficients of the polynomials
∏m,m

i=1,j=1(X − γiγj) and
∏m,m

i=1,j=1(X − (γi ± γj))
are symmetric polynomials in theγi with coefficients inA, and therefore lie inA. As the
polynomials are monic and haveαβ andα ± β among their roots, this shows that these
elements are integral.
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DEFINITION 0.10. The ring of elements ofL integral overA is called theintegral closure
of A in L.

PROPOSITION0.11. LetA be an integral domain with field of fractionsF , and letL be a
field containingF . If α ∈ L is algebraic overF , then there exists ad ∈ A such thatdα is
integral overA.

PROOF. By assumption,α satisfies an equation

αm + a1α
m−1 + · · ·+ am = 0, ai ∈ F.

Let d be a common denominator for theai, so thatdai ∈ A, all i, and multiply through the
equation bydm:

dmαm + a1d
mαm−1 + · · ·+ amd

m = 0.

We can rewrite this as

(dα)m + a1d(dα)m−1 + · · ·+ amd
m = 0.

As a1d, . . . , amd
m ∈ A, this shows thatdα is integral overA.

COROLLARY 0.12. LetA be an integral domain and letL be an algebraic extension of the
field of fractions ofA. ThenL is the field of fractions of the integral closure ofA in L.

PROOF. The proposition shows that everyα ∈ L can be writtenα = β/d with β integral
overA andd ∈ A.

DEFINITION 0.13. A ringA is integrally closedif it is its own integral closure in its field
of fractionsF , i.e., if

α ∈ F, α integral overA⇒ α ∈ A.

PROPOSITION0.14. A unique factorization domain (e.g. a principal ideal domain) is inte-
grally closed.

PROOF. Let a/b, a, b ∈ A, be integral overA. If a/b /∈ A, then there is an irreducible
elementp of A dividing b but nota. As a/b is integral overA, it satisfies an equation

(a/b)n + a1(a/b)
n−1 + · · ·+ an = 0, ai ∈ A.

On multiplying through bybn, we obtain the equation

an + a1a
n−1b+ ... + anb

n = 0.

The elementp then divides every term on the left exceptan, and hence must dividean.
Since it doesn’t dividea, this is a contradiction.

PROPOSITION0.15. LetA be an integrally closed integral domain, and letL be a finite
extension of the field of fractionsF ofA. An elementα of L is integral overA if and only
if its minimum polynomial overF has coefficients inA.
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PROOF. Assumeα is integral overA, so that

αm + a1α
m−1 + ... + am = 0, someai ∈ A.

Letα′ be a conjugate ofα, i.e., a root of the minimum polynomialf(X) of α overF . Then
there is anF -isomorphism4

σ : F [α]→ F [α′], σ(α) = α′

On applyingσ to the above equation we obtain the equation

α′m + a1α
′m−1 + ... + am = 0,

which shows thatα′ is integral overA. Hence all the conjugates ofα are integral over
A, and it follows from (0.9) that the coefficients off(X) are integral overA. They lie in
F , andA is integrally closed, and so they lie inA. This proves the “only if” part of the
statement, and the “if” part is obvious.

Rings of fractions

A multiplicative subsetof a ringA is a subsetS with the property:

1 ∈ S, a, b ∈ S ⇒ ab ∈ S.

Define an equivalence relation onA× S by

(a, s) ∼ (b, t) ⇐⇒ u(at− bs) = 0 for someu ∈ S.

Write a
s

for the equivalence class containing(a, s), and define addition and multiplication
in the obvious way:

a

s
+
b

t
=
at+ bs

st
,

a

s

b

t
=
ab

st
.

We then obtain a ringS−1A = {a
s
| a ∈ A, s ∈ S}, and a canonical homomorphism

a 7→ a
1
: A → S−1A, not necessarily injective. For example, ifS contains0, thenS−1A is

the zero ring.
Write i for the homomorphisma 7→ a

1
: A→ S−1A. Then(S−1A, i) has the following

universal property: every elements ∈ S maps to a unit inS−1A, and any other homomor-
phismα : A→ B with this property factors uniquely throughi:

A
i- S−1A

@
@

@
α

R

B.

∃!
?

.........

4Recall (FT§1) that the homomorphismX 7→ α : F [X] → F [α] defines an isomorphismF [X]/(f) →
F [α], wheref is the minimum polynomial ofα (and ofα′). . . .
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The uniqueness is obvious — the mapS−1A→ B must bea
s
7→ α(a) · α(s)−1 — and it is

easy to check that this formula does define a homomorphismS−1A→ B. For example, to
see that it is well-defined, note that

a

c
=
b

d
⇒ s(ad− bc) = 0 somes ∈ S ⇒ α(a)α(d)− α(b)α(c) = 0

becauseα(s) is a unit inB, and so

α(a)α(c)−1 = α(b)α(d)−1.

As usual, this universal property determines the pair(S−1A, i) uniquely up to a unique
isomorphism.

In the case thatA is an integral domain we can form the field of fractionsF = S−1A,
S = A − {0}, and then for any other multiplicative subsetS of A not containing0, S−1A
can be identified with{a

s
∈ F | a ∈ A, s ∈ S}.

We shall be especially interested in the following examples.

(i) Let h ∈ A. ThenSh
df
= {1, h, h2, . . .} is a multiplicative subset ofA, and we write

Ah = S−1
h A. Thus every element ofAh can be written in the forma/hm, a ∈ A, and

a

hm
=

b

hn
⇐⇒ hN(ahn − bhm) = 0, someN.

If h is nilpotent, thenAh = 0, and ifA is an integral domain with field of fractionsF , then
Ah is the subring ofF of elements of the forma/hm, a ∈ A,m ∈ N.

(ii) Let p be a prime ideal inA. ThenSp
df
= A r p is a multiplicative subset ofA, and

we writeAp = S−1
p A. Thus each element ofAp can be written in the forma

c
, c /∈ p, and

a

c
=
b

d
⇐⇒ s(ad− bc) = 0, somes /∈ p.

The subsetm = { a
s
| a ∈ p, s /∈ p} is a maximal ideal inAp, and it is the only maximal

ideal.5 ThereforeAp is a local ring. WhenA is an integral domain with field of fractions
F , Ap is the subring ofF consisting of elements expressible in the forma

s
, a ∈ A, s /∈ p.

LEMMA 0.16. (a) For any ringA andh ∈ A, the map
∑
aiX

i 7→
∑

ai

hi defines an isomor-
phism

A[X]/(1− hX)
∼=−→ Ah.

(b) For any multiplicative subsetS of A, S−1A ∼= lim−→Ah, whereh runs over the ele-
ments ofS.

PROOF. (a) If h = 0, both rings are zero, and so we may assumeh 6= 0. In the ring
A[x] = A[X]/(1 − hX), 1 = hx, and soh is a unit. Consider a homomorphism of rings
α : A→ B such thatα(h) is a unit inB. Thenα extends to a homomorphism∑

aiX
i 7→

∑
α(ai)α(h)−i : A[X]→ B.

5First checkm is an ideal. Next, ifm = Ap, then1 ∈ m; but 1 = a
s , a ∈ p, s /∈ p meansu(s − a) = 0

someu /∈ p, and soa = us /∈ p. Finally,m is maximal, because any element ofAp not inm is a unit.
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Under this homomorphism1−hX 7→ 1−α(h)α(h)−1 = 0, and so the map factors through
A[x]. The resulting homomorphismγ : A[x] → B has the property that its composite
with A → A[x] is α, and (becausehx = 1 in A[x]) it is the unique homomorphism with
this property. ThereforeA[x] has the same universal property asAh, and so the two are
(uniquely) isomorphic by an isomorphism that makesh−1 correspond tox.

(b) Whenh|h′, say,h′ = hg, there is a canonical homomorphisma
h
7→ ag

h′
: Ah → Ah′,

and so the ringsAh form a direct system indexed byS (partially ordered by division).
Whenh ∈ S, the homomorphismA → S−1A extends uniquely to a homomorphisma

h
7→

a
h
: Ah → S−1A. These homomorphisms define a homomorphismlim−→Ah → S−1A, and it

follows directly from the definitions that this is an isomorphism.

When the initial ring is an integral domain (the most important case), the theory is very
easy because all the rings of fractions are subrings of the field of fractions. For more on
rings of fractions, see Atiyah and MacDonald 1969, Chapt 3.

Algorithms for polynomials

As an introduction to algorithmic algebraic geometry, in the remainder of this section we derive
some algorithms for working with polynomial rings. This subsection is little more than a summary
of Cox et al.1992, pp 1–111, to which I refer the reader for more details. Those not interested
in algorithms can skip the remainder of this section. Throughout,k is a field (not necessarily
algebraically closed).

The two main results will be:
(a) An algorithmic proof of the Hilbert basis theorem: every ideal ink[X1, . . . , Xn] has a finite

set of generators (in fact, of a special kind).
(b) There exists an algorithm for deciding whether a polynomial belongs to an ideal.

Division in k[X]

The division algorithm allows us to divide a nonzero polynomial into another: letf andg be poly-
nomials ink[X] with g 6= 0; then there exist unique polynomialsq, r ∈ k[X] such thatf = qg + r
with eitherr = 0 or deg r < deg g. Moreover, there is an algorithm for deciding whetherf ∈ (g),
namely, findr and check whether it is zero.

In Maple,
quo(f, g, X); computesq
rem(f, g, X); computesr

Moreover, the Euclidean algorithm allows you to pass from a finite set of generators for an ideal
in k[X] to a single generator by successively replacing each pair of generators with their greatest
common divisor.

Orderings on monomials

Before we can describe an algorithm for dividing ink[X1, . . . , Xn], we shall need to choose a way
of ordering monomials. Essentially this amounts to defining an ordering onNn. There are two main
systems, the first of which is preferred by humans, and the second by machines.
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(Pure) lexicographic ordering (lex).Here monomials are ordered by lexicographic (dictionary)
order. More precisely, letα = (a1, . . . , an) andβ = (b1, . . . , bn) be two elements ofNn; then

α > β andXα > Xβ (lexicographic ordering)

if, in the vector differenceα− β ∈ Zn, the left-most nonzero entry is positive. For example,

XY 2 > Y 3Z4; X3Y 2Z4 > X3Y 2Z.

Note that this isn’t quite how the dictionary would order them: it would put XXXYYZZZZafter
XXXYYZ.

Graded reverse lexicographic order (grevlex).Here monomials are ordered by total degree,
with ties broken by reverse lexicographic ordering. Thus,α > β if

∑
ai >

∑
bi, or

∑
ai =

∑
bi

and inα− β the right-most nonzero entry is negative. For example:

X4Y 4Z7 > X5Y 5Z4 (total degree greater)

XY 5Z2 > X4Y Z3, X5Y Z > X4Y Z2.

Orderings on k[X1, . . . , Xn]

Fix an ordering on the monomials ink[X1, . . . , Xn]. Then we can write an elementf of k[X1, . . . , Xn]
in a canonical fashion by re-ordering its elements in decreasing order. For example, we would write

f = 4XY 2Z + 4Z2 − 5X3 + 7X2Z2

as
f = −5X3 + 7X2Z2 + 4XY 2Z + 4Z2 (lex)

or
f = 4XY 2Z + 7X2Z2 − 5X3 + 4Z2 (grevlex)

Let f =
∑

aαXα ∈ k[X1, . . . , Xn]. Write it in decreasing order:

f = aα0X
α0 + aα1X

α1 + · · · , α0 > α1 > · · · , aα0 6= 0.

Then we define:
(a) themultidegreeof f to be multdeg(f) = α0;
(b) theleading coefficientof f to be LC(f) = aα0 ;
(c) theleading monomialof f to be LM(f) = Xα0 ;
(d) theleading termof f to be LT(f) = aα0X

α0 .
For example, for the polynomialf = 4XY 2Z + · · · , the multidegree is(1, 2, 1), the leading

coefficient is4, the leading monomial isXY 2Z, and the leading term is4XY 2Z.

The division algorithm in k[X1, . . . , Xn]

Fix a monomial ordering inNn. Suppose given a polynomialf and an ordered set(g1, . . . , gs) of
polynomials; the division algorithm then constructs polynomialsa1, . . . , as andr such that

f = a1g1 + · · ·+ asgs + r

where eitherr = 0 or no monomial inr is divisible by any of LT(g1), . . . , LT(gs).
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STEP 1: If LT(g1)|LT(f), divideg1 into f to get

f = a1g1 + h, a1 =
LT(f)
LT(g1)

∈ k[X1, . . . , Xn].

If LT (g1)|LT(h), repeat the process until

f = a1g1 + f1

(differenta1) with LT(f1) not divisible by LT(g1). Now divideg2 into f1, and so on, until

f = a1g1 + · · ·+ asgs + r1

with LT(r1) not divisible by any of LT(g1), . . . , LT(gs).
STEP 2: Rewriter1 = LT(r1) + r2, and repeat Step 1 withr2 for f :

f = a1g1 + · · ·+ asgs + LT(r1) + r3

(differentai’s).
STEP 3: Rewriter3 = LT(r3) + r4, and repeat Step 1 withr4 for f :

f = a1g1 + · · ·+ asgs + LT(r1) + LT(r3) + r3

(differentai’s).
Continue until you achieve a remainder with the required property. In more detail,6 after di-

viding through once byg1, . . . , gs, you repeat the process until no leading term of one of thegi’s
divides the leading term of the remainder. Then you discard the leading term of the remainder, and
repeat. . ..

EXAMPLE 0.17. (a) Consider

f = X2Y + XY 2 + Y 2, g1 = XY − 1, g2 = Y 2 − 1.

First, on dividingg1 into f , we obtain

X2Y + XY 2 + Y 2 = (X + Y )(XY − 1) + X + Y 2 + Y.

This completes the first step, because the leading term ofY 2 − 1 does not divide the leading term
of the remainderX + Y 2 + Y . We discardX, and write

Y 2 + Y = 1 · (Y 2 − 1) + Y + 1.

Altogether

X2Y + XY 2 + Y 2 = (X + Y ) · (XY − 1) + 1 · (Y 2 − 1) + X + Y + 1.

(b) Consider the same polynomials, but with a different order for the divisors

f = X2Y + XY 2 + Y 2, g1 = Y 2 − 1, g2 = XY − 1.

In the first step,

X2Y + XY 2 + Y 2 = (X + 1) · (Y 2 − 1) + X · (XY − 1) + 2X + 1.

Thus, in this case, the remainder is2X + 1.

6This differs from the algorithm in Cox et al. 1992, p63, which says to go back tog1 after every successful
division.
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REMARK 0.18. (a) Ifr = 0, thenf ∈ (g1, . . . , gs).
(b) Unfortunately, the remainder one obtains depends on the ordering of thegi’s. For example,

(lex ordering)
XY 2 −X = Y · (XY + 1) + 0 · (Y 2 − 1) +−X − Y

but
XY 2 −X = X · (Y 2 − 1) + 0 · (XY − 1) + 0.

Thus, the division algorithm (as stated) willnot provide a test forf lying in the ideal generated by
g1, . . . , gs.

Monomial ideals

In general, an ideala can contain a polynomial without containing the individual monomials of the
polynomial; for example, the ideala = (Y 2 −X3) containsY 2 −X3 but notY 2 or X3.

DEFINITION 0.19. An ideala is monomial if∑
cαXα ∈ a andcα 6= 0 =⇒ Xα ∈ a.

PROPOSITION0.20. Let a be a monomial ideal, and letA = {α | Xα ∈ a}. ThenA satisfies the
condition

α ∈ A, β ∈ Nn ⇒ α + β ∈ A (*)

anda is thek-subspace ofk[X1, . . . , Xn] generated by theXα, α ∈ A. Conversely, ifA is a subset
of Nn satisfying (*), then thek-subspacea of k[X1, . . . , Xn] generated by{Xα | α ∈ A} is a
monomial ideal.

PROOF. It is clear from its definition that a monomial ideala is thek-subspace ofk[X1, . . . , Xn]
generated by the set of monomials it contains. IfXα ∈ a andXβ ∈ k[X1, . . . , Xn], thenXαXβ =
Xα+β ∈ a, and soA satisfies the condition (*). Conversely,(∑

α∈A
cαXα

)∑
β∈Nn

dβX
β

 =
∑
α,β

cαdβX
α+β (finite sums),

and so ifA satisfies (*), then the subspace generated by the monomialsXα, α ∈ A, is an ideal.

The proposition gives a classification of the monomial ideals ink[X1, . . . , Xn]: they are in one-
to-one correspondence with the subsetsA of Nn satisfying (*). For example, the monomial ideals
in k[X] are exactly the ideals(Xn), n ≥ 0, and the zero ideal (corresponding to the empty setA).
We write

〈Xα | α ∈ A〉

for the ideal corresponding toA (subspace generated by theXα, α ∈ A).

LEMMA 0.21. Let S be a subset ofNn. Then the ideala generated by{Xα | α ∈ S} is the
monomial ideal corresponding to

A
df
= {β ∈ Nn | β − α ∈ Nn, someα ∈ S}.

Thus, a monomial is ina if and only if it is divisible by one of theXα, α ∈ S.
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PROOF. ClearlyA satisfies (*), anda ⊂ 〈Xβ | β ∈ A〉. Conversely, ifβ ∈ A, thenβ−α ∈ Nn for
someα ∈ S, andXβ = XαXβ−α ∈ a. The last statement follows from the fact thatXα|Xβ ⇐⇒
β − α ∈ Nn.

Let A ⊂ N2 satisfy (*). From the geometry ofA, it is clear that there is a finite set of elements
S = {α1, . . . , αs} of A such that

A = {β ∈ N2 | β − αi ∈ N2, someαi ∈ S}.

(Theαi’s are the “corners” ofA.) Moreover,a
df= 〈Xα | α ∈ A〉 is generated by the monomials

Xαi , αi ∈ S. This suggests the following result.

THEOREM 0.22 (DICKSON’ S LEMMA ). Let a be the monomial ideal corresponding to the subset
A ⊂ Nn. Thena is generated by a finite subset of{Xα | α ∈ A}.

PROOF. This is proved by induction on the number of variables — Cox et al. 1992, p70.

Hilbert Basis Theorem

DEFINITION 0.23. For a nonzero ideala in k[X1, . . . , Xn], we let(LT(a)) be the ideal generated
by

{LT(f) | f ∈ a}.

LEMMA 0.24. Leta be a nonzero ideal ink[X1, . . . , Xn]; then(LT(a)) is a monomial ideal, and it
equals(LT(g1), . . . , LT(gn)) for someg1, . . . , gn ∈ a.

PROOF. Since (LT(a)) can also be described as the ideal generated by the leading monomials
(rather than the leading terms) of elements ofa, it follows from Lemma 0.21 that it is monomial.
Now Dickson’s Lemma shows that it equals(LT(g1), . . . , LT(gs)) for somegi ∈ a.

THEOREM 0.25 (HILBERT BASIS THEOREM). Every ideala in k[X1, . . . , Xn] is finitely gener-
ated; more precisely,a = (g1, . . . , gs) whereg1, . . . , gs are any elements ofa whose leading terms
generate LT(a).

PROOF. Let f ∈ a. On applying the division algorithm, we find

f = a1g1 + · · ·+ asgs + r, ai, r ∈ k[X1, . . . , Xn],

where eitherr = 0 or no monomial occurring in it is divisible by any LT(gi). But r = f −∑
aigi ∈ a, and therefore LT(r) ∈ LT(a) = (LT(g1), . . . , LT(gs)), which, according to Lemma

0.21, implies thateverymonomial occurring inr is divisible by one in LT(gi). Thusr = 0, and
g ∈ (g1, . . . , gs).

Standard (Gröbner) bases

Fix a monomial ordering ofk[X1, . . . , Xn].

DEFINITION 0.26. A finite subsetS = {g1, . . . , gs} of an ideala is astandard (Grobner, Groebner,
Gröbner) basis7 for a if

(LT(g1), . . . , LT(gs)) = LT(a).

In other words,S is a standard basis if the leading term of every element ofa is divisible by at least
one of the leading terms of thegi.

7Standard bases were first introduced (under that name) by Hironaka in the mid-1960s, and independently,
but slightly later, by Buchberger in his Ph.D. thesis. Buchberger named them after his thesis adviser Gröbner.
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THEOREM 0.27. Every ideal has a standard basis, and it generates the ideal; if{g1, . . . , gs} is a
standard basis for an ideala, thenf ∈ a ⇐⇒ the remainder on division by thegi is 0.

PROOF. Our proof of the Hilbert basis theorem shows that every ideal has a standard basis, and
that it generates the ideal. Letf ∈ a. The argument in the same proof, that the remainder off on
division byg1, . . . , gs is 0, used only that{g1, . . . , gs} is a standard basis fora.

REMARK 0.28. The proposition shows that, forf ∈ a, the remainder off on division by{g1, . . . , gs}
is independent of the order of thegi (in fact, it’s always zero). This is not true iff /∈ a — see the
example using Maple at the end of this section.

Let a = (f1, . . . , fs). Typically, {f1, . . . , fs} will fail to be a standard basis because in some
expression

cXαfi − dXβfj , c, d ∈ k, (**)

the leading terms will cancel, and we will get a new leading term not in the ideal generated by the
leading terms of thefi. For example,

X2 = X · (X2Y + X − 2Y 2)− Y · (X3 − 2XY )

is in the ideal generated byX2Y + X − 2Y 2 andX3 − 2XY but it is not in the ideal generated by
their leading terms.

There is an algorithm for transforming a set of generators for an ideal into a standard basis,
which, roughly speaking, makes adroit use of equations of the form (**) to construct enough new
elements to make a standard basis — see Cox et al. 1992, pp80–87.

We now have an algorithm for deciding whetherf ∈ (f1, . . . , fr). First transform{f1, . . . , fr}
into a standard basis{g1, . . . , gs}, and then dividef by g1, . . . , gs to see whether the remainder is
0 (in which casef lies in the ideal) or nonzero (and it doesn’t). This algorithm is implemented in
Maple — see below.

A standard basis{g1, . . . , gs} is minimal if eachgi has leading coefficient1 and, for alli, the
leading term ofgi does not belong to the ideal generated by the leading terms of the remainingg’s.
A standard basis{g1, . . . , gs} is reducedif eachgi has leading coefficient1 and if, for all i, no
monomial ofgi lies in the ideal generated by the leading terms of the remainingg’s. One can prove
(Cox et al. 1992, p91) that every nonzero ideal has aunique reduced standard basis.

REMARK 0.29. Consider polynomialsf, g1, . . . , gs ∈ k[X1, . . . , Xn]. The algorithm that replaces
g1, . . . , gs with a standard basis works entirely withink[X1, . . . , Xn], i.e., it doesn’t require a field
extension. Likewise, the division algorithm doesn’t require a field extension. Because these opera-
tions give well-defined answers, whether we carry them out ink[X1, . . . , Xn] or in K[X1, . . . , Xn],
K ⊃ k, we get the same answer. Maple appears to work in the subfield ofC generated overQ by
all the constants occurring in the polynomials.

We conclude this section with the annotated transcript of a session in Maple applying the above
algorithm to show that

q = 3x3yz2 − xz2 + y3 + yz

doesn’t lie in the ideal
(x2 − 2xz + 5, xy2 + yz3, 3y2 − 8z3).

A Maple Session
> with(grobner);
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[This loads the grobner package, and lists the available commands:
finduni, finite, gbasis, gsolve, leadmon, normalf, solvable, spoly
To discover the syntax of a command, a brief description of the command, and an example, type

“?command;”]
>G:=gbasis([xˆ2-2*x*z+5,x*yˆ2+y*zˆ3,3*yˆ2-8*zˆ3],[x,y,z]);
[This asks Maple to find the reduced Grobner basis for the ideal generated by the three poly-

nomials listed, with respect to the indeterminates listed (in that order). It will automatically use
grevlex order unless you add ,plex to the command.]

G := [x2 − 2xz + 5,−3y2 + 8z3, 8xy2 + 3y3, 9y4 + 48zy3 + 320y2]
> q:=3*xˆ3*y*zˆ2 - x*zˆ2 + yˆ3 + y*z;
q := 3x3yz2 − xz2 + y3 + zy
[This defines the polynomialq.]
> normalf(q,G,[x,y,z]);
9z2y3 − 15yz2x− 41

4 y3 + 60y2z − xz2 + zy
[Asks for the remainder whenq is divided by the polynomials listed inG using the indetermi-

nates listed. This particular example is amusing—the program gives different orderings forG, and
different answers for the remainder, depending on which computer I use. This is O.K., because,
sinceq isn’t in the ideal, the remainder may depend on the ordering ofG.]

Notes:

(a) To start Maple on a Unix computer type “maple”; to quit type “quit”.
(b) Maple won’t do anything until you type “;” or “:” at the end of a line.
(c) The student version of Maple is quite cheap, but unfortunately, it doesn’t have the Grobner

package.
(d) For more information on Maple:

i) There is a brief discussion of the Grobner package in Cox et al. 1992, especially pp
487–489.

ii) The Maple V Library Reference Manual pp469–478 briefly describes what the Grobner
package does (exactly the same information is available on line, by typing ?command).

iii) There are many books containing general introductions to Maple syntax.
(e) Gr̈obner bases are also implemented in Macsyma, Mathematica, and Axiom, but for serious

work it is better to use one of the programs especially designed for Gröbner basis computa-
tion, namely,
CoCoA (Computations in Commutative Algebra)http://cocoa.dima.unige.it/ .
Macaulay (Bayer and Stillman)

http://www.math.columbia.edu/˜bayer/Macaulay/index.html .
Macaulay 2 (Grayson and Stillman)http://www.math.uiuc.edu/Macaulay2/ .

Exercises 1–2

1. Let k be an infinite field (not necessarily algebraically closed). Show that anyf ∈
k[X1, . . . , Xn] that is identically zero onkn is the zero polynomial (i.e., has all its coeffi-
cients zero).
2. Find a minimal set of generators for the ideal

(X + 2Y, 3X + 6Y + 3Z, 2X + 4Y + 3Z)

http://cocoa.dima.unige.it/
http://www.math.columbia.edu/~bayer/Macaulay/index.html
http://www.math.uiuc.edu/Macaulay2/
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in k[X,Y, Z]. What standard algorithm in linear algebra will allow you to answer this
question for any ideal generated by homogeneous linear polynomials? Find a minimal set
of generators for the ideal

(X + 2Y + 1, 3X + 6Y + 3X + 2, 2X + 4Y + 3Z + 3).
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1 Algebraic Sets

In this section,k is an algebraically closed field.

Definition of an algebraic set

An algebraic subsetV (S) of kn is the set of common zeros of some setS of polynomials
in k[X1, . . . , Xn]:

V (S) = {(a1, . . . , an) ∈ kn | f(a1, . . . , an) = 0 all f(X1, . . . , Xn) ∈ S}.

Note that
S ⊂ S ′ ⇒ V (S) ⊃ V (S ′);

— more equations mean fewer solutions.
Recall that the ideala generated by a setS consists of all finite sums∑

figi, fi ∈ k[X1, . . . , Xn], gi ∈ S.

Such a sum
∑
figi is zero at any point at which thegi are zero, and soV (S) ⊂ V (a),

but the reverse conclusion is also true becauseS ⊂ a. ThusV (S) = V (a) — the zero set
of S is the same as that of the ideal generated byS. Hence the algebraic sets can also be
described as the sets of the formV (a), a an ideal ink[X1, . . . , Xn].

EXAMPLE 1.1. (a) IfS is a system of homogeneous linear equations, thenV (S) is a sub-
space ofkn. If S is a system of nonhomogeneous linear equations,V (S) is either empty or
is the translate of a subspace ofkn.

(b) If S consists of the single equation

Y 2 = X3 + aX + b, 4a3 + 27b2 6= 0,

thenV (S) is anelliptic curve. For more on elliptic curves, and their relation to Fermat’s
last theorem, see my notes on Elliptic Curves. The reader should sketch the curve for
particular values ofa andb. We generally visualize algebraic sets as though the fieldk
wereR, although this can be misleading.

(c) If S is the empty set, thenV (S) = kn.
(d) The algebraic subsets ofk are the finite subsets (including∅) andk itself.
(e) Some generating sets for an ideal will be more useful than others for determining

what the algebraic set is. For example, a Gröbner basis for the ideal

a = (X2 + Y 2 + Z2 − 1, X2 + Y 2 − Y, X − Z)

is (according to Maple)

X − Z, Y 2 − 2Y + 1, Z2 − 1 + Y.

The middle polynomial has (double) root1, and it follows easily thatV (a) consists of the
single point(0, 1, 0).
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The Hilbert basis theorem

In our definition of an algebraic set, we didn’t require the setS of polynomials to be fi-
nite, but the Hilbert basis theorem shows that every algebraic set will also be the zero
set of a finite set of polynomials. More precisely, the theorem shows that every ideal in
k[X1, . . . , Xn] can be generated by a finite set of elements, and we have already observed
that any set of generators of an ideal has the same zero set as the ideal.

We sketched an algorithmic proof of the Hilbert basis theorem in the last section. Here
we give the slick proof.

THEOREM 1.2 (HILBERT BASIS THEOREM). The ringk[X1, . . . , Xn] is Noetherian, i.e.,
every ideal is finitely generated.

PROOF. For n = 1, this is proved in advanced undergraduate algebra courses:k[X] is a
principal ideal domain, which means that every ideal is generated by a single element. We
shall prove the theorem by induction onn. Note that the obvious map

k[X1, . . . , Xn−1][Xn]→ k[X1, . . . , Xn]

is an isomorphism — this simply says that every polynomialf in n variablesX1, . . . , Xn

can be expressed uniquely as a polynomial inXn with coefficients ink[X1, . . . , Xn−1] :

f(X1, . . . , Xn) = a0(X1, . . . , Xn−1)X
r
n + · · ·+ ar(X1, . . . , Xn−1).

Thus the next lemma will complete the proof.

LEMMA 1.3. If A is Noetherian, then so also isA[X].

PROOF. For a polynomial

f(X) = a0X
r + a1X

r−1 + · · ·+ ar, ai ∈ A, a0 6= 0,

r is called thedegreeof f , anda0 is its leading coefficient. We call0 the leading coefficient
of the polynomial0.

Let a be an ideal inA[X]. The leading coefficients of the polynomials ina form an
ideal a′ in A, and sinceA is Noetherian,a′ will be finitely generated. Letg1, . . . , gm be
elements ofa whose leading coefficients generatea′, and letr be the maximum degree of
thegi.

Now letf ∈ a, and supposef has degrees ≥ r, say, f = aXs + · · · . Thena ∈ a′, and
so we can write

a =
∑

biai, bi ∈ A, ai = leading coefficient ofgi.

Now
f −

∑
bigiX

s−ri , ri = deg(gi),

has degree< deg(f). By continuing in this way, we find that

f ≡ ft mod (g1, . . . , gm)
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with ft a polynomial of degreet < r.
For eachd < r, let ad be the subset ofA consisting of0 and the leading coefficients of

all polynomials ina of degreed; it is again an ideal inA. Letgd,1, . . . , gd,md
be polynomials

of degreed whose leading coefficients generatead. Then the same argument as above
shows that any polynomialfd in a of degreed can be written

fd ≡ fd−1 mod (gd,1, . . . , gd,md
)

with fd−1 of degree≤ d− 1. On applying this remark repeatedly we find that

ft ∈ (gr−1,1, . . . , gr−1,mr−1 , . . . , g0,1, . . . , g0,m0).

Hence
f ∈ (g1, . . . , gm, gr−1,1, . . . , gr−1,mr−1 , . . . , g0,1, . . . , g0,m0),

and so the polynomialsg1, . . . , g0,m0 generatea.

ASIDE1.4. One may ask how many elements are needed to generate an ideala in k[X1, . . . , Xn],
or, what is not quite the same thing, how many equations are needed to define an algebraic
setV . Whenn = 1, we know that every ideal is generated by a single element. Also, ifV
is a linear subspace ofkn, then linear algebra shows that it is the zero set ofn − dim(V )
polynomials. All one can say in general, is thatat leastn−dim(V ) polynomials are needed
to defineV (see§ 6), but often more are required. Determining exactly how many is an area
of active research. Chapter V of Kunz 1985 contains a good discussion of this problem.

The Zariski topology

PROPOSITION1.5. There are the following relations:
(a) a ⊂ b⇒ V (a) ⊃ V (b);
(b) V (0) = kn; V (k[X1, . . . , Xn]) = ∅;
(c) V (ab) = V (a ∩ b) = V (a) ∪ V (b);
(d) V (

∑
ai) =

⋂
V (ai).

PROOF. The first two statements are obvious. For (c), note that

ab ⊂ a ∩ b ⊂ a, b⇒ V (ab) ⊃ V (a ∩ b) ⊃ V (a) ∪ V (b).

For the reverse inclusions, observe that ifa /∈ V (a) ∪ V (b), then there existf ∈ a, g ∈ b

such thatf(a) 6= 0, g(a) 6= 0; but then(fg)(a) 6= 0, and soa /∈ V (ab). For (d) recall
that, by definition,

∑
ai consists of all finite sums of the form

∑
fi, fi ∈ ai. Thus (d) is

obvious.

Statements (b), (c), and (d) show that the algebraic subsets ofkn satisfy the axioms to be
the closed subsets for a topology onkn: both the whole space and the empty set are closed;
a finite union of closed sets is closed; an arbitrary intersection of closed sets is closed.
This topology is called theZariski topology. It has many strange properties (for example,
already onk one sees that it not Hausdorff), but it is nevertheless of great importance.
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For the Zariski topology onk, the closed subsets are just the finite sets andk. We
shall see in (1.25) below that, apart fromk2 itself, the closed sets ink2 are finite unions of
(isolated) points and curves (zero sets of irreduciblef ∈ k[X, Y ]). Note that the Zariski
topologies onC andC2 are much coarser (have many fewer open sets) than the complex
topologies.

The Hilbert Nullstellensatz

We wish to examine the relation between the algebraic subsets ofkn and the ideals of
k[X1, . . . , Xn], but first we consider the question of when a set of polynomials has a com-
mon zero, i.e., when the equations

g(X1, . . . , Xn) = 0, g ∈ a,

are “consistent”. Obviously, the equations

gi(X1, . . . , Xn) = 0, i = 1, . . . ,m

are inconsistent if there existfi ∈ k[X1, . . . , Xn] such that∑
figi = 1,

i.e., if 1 ∈ (g1, . . . , gm) or, equivalently,(g1, . . . , gm) = k[X1, . . . , Xn]. The next theorem
provides a converse to this.

THEOREM 1.6 (HILBERT NULLSTELLENSATZ). Every proper ideala in k[X1, . . . , Xn]
has a zero inkn.

PROOF. A point a ∈ kn defines a homomorphism “evaluate ata”

k[X1, . . . , Xn]→ k, f(X1, . . . , Xn) 7→ f(a1, . . . , an),

and clearly
a ∈ V (a) ⇐⇒ a ⊂ kernel of this map.

Conversely, ifϕ : k[X1, . . . , Xn]→ k is a homomorphism ofk-algebras such thatKer(ϕ) ⊃
a, then

(a1, . . . , an)
df
= (ϕ(X1), . . . , ϕ(Xn))

lies in V (a). Thus, to prove the theorem, we have to show that there exists ak-algebra
homomorphismk[X1, . . . , Xn]/a→ k.

Since every proper ideal is contained in a maximal ideal, it suffices to prove this for a

maximal idealm. ThenK
df
= k[X1, . . . , Xn]/m is a field, and it is finitely generated as an

algebra overk (with generatorsX1 + m, . . . , Xn + m). To complete the proof, we must
showK = k. The next lemma accomplishes this.

Although we shall apply the lemma only in the case thatk is algebraically closed,
in order to make the induction in its proof work, we need to allow arbitraryk’s in the
statement.
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LEMMA 1.7 (ZARISKI ’ S LEMMA ). Let k ⊂ K be fields(k not necessarily algebraically
closed). IfK is finitely generated as an algebra overk, thenK is algebraic overk. (Hence
K = k if k is algebraically closed.)

PROOF. We shall prove this by induction onr, the minimum number of elements required
to generateK as ak-algebra. Suppose first thatr = 1, so thatK = k[x] for somex ∈
K. Write k[X] for the polynomial ring overk in the single variableX, and consider the
homomorphism ofk-algebrask[X]→ K,X 7→ x. If x is not algebraic overk, then this is
an isomorphismk[X] → K, which contradicts the condition thatK be a field. Therefore
x is algebraic overk, and this implies that every element ofK = k[x] is algebraic overk
(because it is finite overk).

Now suppose thatK can be generated (as ak-algebra) byr elements, say,K =
k[x1, . . . , xr]. If the conclusion of the lemma is false forK/k, then at least onexi, say
x1, is not algebraic overk. Thus, as before,k[x1] is a polynomial ring in one variable over
k (≈ k[X]), and its field of fractionsk(x1) is a subfield ofK. ClearlyK is generated as
a k(x1)-algebra byx2, . . . , xr, and so the induction hypothesis implies thatx2, . . . , xr are
algebraic overk(x1). From (0.11) we find there existdi ∈ k[x1] such thatdixi is integral
overk[x1], i = 2, . . . , r. Write d =

∏
di.

Let f ∈ K; by assumption,f is a polynomial in thexi with coefficients ink. For a
sufficiently largeN , dNf will be a polynomial in thedixi. Then (0.9) implies thatdNf
is integral overk[x1]. When we apply this to an elementf of k(x1), (0.14) shows that
dNf ∈ k[x1]. Therefore,k(x1) =

⋃
N d

−Nk[x1], but this is absurd, becausek[x1] (≈ k[X])
has infinitely many distinct irreducible polynomials8 that can occur as denominators of
elements ofk(x1).

The correspondence between algebraic sets and ideals

For a subsetW of kn, we writeI(W ) for the set of polynomials that are zero onW :

I(W ) = {f ∈ k[X1, . . . , Xn] | f(a) = 0 all a ∈ W}.

It is an ideal ink[X1, . . . , Xn]. There are the following relations:
(a) V ⊂ W ⇒ I(V ) ⊃ I(W );
(b) I(∅) = k[X1, . . . , Xn]; I(kn) = 0;
(c) I(

⋃
Wi) =

⋂
I(Wi).

Only the statementI(kn) = 0, i.e., that every nonzero polynomial is nonzero at some point
of kn, is not obvious. It is not difficult to prove this directly by induction on the number of
variables — in fact it’s true for any infinite fieldk (see Exercise 1) — but it also follows
easily from the Nullstellensatz (see (1.11a) below).

EXAMPLE 1.8. LetP be the point(a1, . . . , an). ClearlyI(P ) ⊃ (X1 − a1, . . . , Xn − an),
but(X1−a1, . . . , Xn−an) is a maximal ideal, because “evaluation at(a1, . . . , an)” defines
an isomorphism

k[X1, . . . , Xn]/(X1 − a1, . . . , Xn − an)→ k.

8If k is infinite, then consider the polynomialsX−a, and ifk is finite, consider the minimum polynomials
of generators of the extension fields ofk. Alternatively, and better, adapt Euclid’s proof that there are infinitely
many prime numbers.
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As I(P ) is a proper ideal, it must equal(X1 − a1, . . . , Xn − an).

Theradical rad(a) of an ideala is defined to be

{f | f r ∈ a, somer ∈ N, r > 0}.

It is again an ideal, and rad(rad(a)) = rad(a).
An ideal is said to beradical if it equals its radical, i.e.,f r ∈ a⇒ f ∈ a. Equivalently,

a is radical if and only ifA/a is a reducedring, i.e., a ring without nonzero nilpotent
elements (elements some power of which is zero). Since an integral domain is reduced, a
prime ideal (a fortiori a maximal ideal) is radical.

If a andb are radical, thena ∩ b is radical, buta + b need not be — consider, for
example,a = (X2 − Y ) andb = (X2 + Y ); they are both prime ideals ink[X, Y ], but
X2 ∈ a + b,X /∈ a + b.

As f r(a) = f(a)r, f r is zero whereverf is zero, and soI(W ) is radical. In particular,
IV (a) ⊃ rad(a). The next theorem states that these two ideals are equal.

THEOREM1.9 (STRONGHILBERT NULLSTELLENSATZ). (a) For any ideala ⊂ k[X1, . . . , Xn],
IV (a) is the radical ofa; in particular, IV (a) = a if a is a radical ideal.

(b) For any subsetW ⊂ kn, V I(W ) is the smallest algebraic subset ofkn containing
W ; in particular, V I(W ) = W if W is an algebraic set.

PROOF. (a) We have already noted thatIV (a) ⊃ rad(a). For the reverse inclusion, we
have to show that ifh is identically zero onV (a), thenhN ∈ a for someN > 0. We may
assumeh 6= 0. Let g1, . . . , gm be a generating set fora, and consider the system ofm + 1
equations inn+ 1 variables,X1, . . . , Xn, Y,{

gi(X1, . . . , Xn) = 0, i = 1, . . . ,m
1− Y h(X1, . . . , Xn) = 0.

If (a1, . . . , an, b) satisfies the firstm equations, then(a1, . . . , an) ∈ V (a); consequently,
h(a1, . . . , an) = 0, and (a1, . . . , an, b) doesn’t satisfy the last equation. Therefore, the
equations are inconsistent, and so, according to the original Nullstellensatz, there exist
fi ∈ k[X1, . . . , Xn, Y ] such that

1 =
m∑
i=1

figi + fm+1 · (1− Y h) in k[X1, . . . , Xn, Y ].

On regarding this as an identity in the fieldk(X1, . . . , Xn, Y ) and substituting1/h for Y ,
we obtain the identity

1 =
m∑
i=1

fi(X1, . . . , Xn,
1

h
) · gi(X1, . . . , Xn)

in k(X1, . . . , Xn). Clearly

fi(X1, . . . , Xn,
1

h
) =

polynomial inX1, . . . , Xn

hNi
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for someNi. LetN be the largest of theNi. On multiplying the identity byhN we obtain
an equation

hN =
∑

(polynomial inX1, . . . , Xn) · gi(X1, . . . , Xn),

which shows thathN ∈ a.
(b) LetV be an algebraic set containingW , and writeV = V (a). Thena ⊂ I(W ), and

soV (a) ⊃ V I(W ).

COROLLARY 1.10. The mapa 7→ V (a) defines a one-to-one correspondence between the
set of radical ideals ink[X1, . . . , Xn] and the set of algebraic subsets ofkn; its inverse is
I.

PROOF. We know thatIV (a) = a if a is a radical ideal, and thatV I(W ) = W if W is an
algebraic set.

REMARK 1.11. (a) Note thatV (0) = kn, and so

I(kn) = IV (0) = rad(0) = 0,

as claimed above.
(b) The one-to-one correspondence in the corollary is order inverting. Therefore the

maximal proper radical ideals correspond to the minimal nonempty algebraic sets. But
the maximal proper radical ideals are simply the maximal ideals ink[X1, . . . , Xn], and the
minimal nonempty algebraic sets are the one-point sets. As

I((a1, . . . , an)) = (X1 − a1, . . . , Xn − an),

this shows that the maximal ideals ofk[X1, . . . , Xn] are precisely the ideals of the form
(X1 − a1, . . . , Xn − an).

(c) The algebraic setV (a) is empty if and only ifa = k[X1, . . . , Xn], because

V (a) = ∅ ⇒ rad(a) = k[X1, . . . , Xn]⇒ 1 ∈ rad(a)⇒ 1 ∈ a.

(d) LetW andW ′ be algebraic sets. ThenW ∩W ′ is the largest algebraic subset con-
tained in bothW andW ′, and soI(W ∩W ′) must be the smallest radical ideal containing
bothI(W ) andI(W ′). HenceI(W ∩W ′) = rad(I(W ) + I(W ′)).

For example, letW = V (X2 − Y ) andW ′ = V (X2 + Y ); then I(W ∩ W ′) =
rad(X2, Y ) = (X, Y ) (assuming characteristic6= 2). Note thatW ∩W ′ = {(0, 0)}, but
when realized as the intersection ofY = X2 andY = −X2, it has “multiplicity 2”. [The
reader should draw a picture.]

Finding the radical of an ideal

Typically, an algebraic setV will be defined by a finite set of polynomials{g1, . . . , gs}, and
then we shall need to findI(V ) = rad((g1, . . . , gs)).

PROPOSITION1.12. The polynomialh ∈ rad(a) if and only if1 ∈ (a, 1 − Y h) (the ideal
in k[X1, . . . , Xn, Y ] generated by the elements ofa and1− Y h).
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PROOF. We saw that1 ∈ (a, 1 − Y h) impliesh ∈ rad(a) in the course of proving (1.9).
Conversely, ifhN ∈ a, then

1 = Y NhN + (1− Y NhN)

= Y NhN + (1− Y h) · (1 + Y h+ · · ·+ Y N−1hN−1)

∈ a + (1− Y h).

Thus we have an algorithm for deciding whetherh ∈ rad(a), but not yet an algorithm
for finding a set of generators for rad(a). There do exist such algorithms (see Cox et al.
1992, p177 for references), and one has been implemented in the computer algebra system
Macaulay. To start Macaulay on most computers, type:Macaulay ; type<radical to
find out the syntax for finding radicals.

The Zariski topology on an algebraic set

We now examine more closely the Zariski topology onkn and on an algebraic subset of
kn. Part (b) of (1.9) says that, for each subsetW of kn, V I(W ) is the closure ofW , and
(1.10) says that there is a one-to-one correspondence between the closed subsets ofkn and
the radical ideals ofk[X1, . . . , Xn].

Let V be an algebraic subset ofkn, and letI(V ) = a. Then the algebraic subsets ofV
correspond to the radical ideals ofk[X1, . . . , Xn] containinga.

PROPOSITION1.13. LetV be an algebraic subset ofkn.
(a) The points ofV are closed for the Zariski topology (thusV is aT1-space).
(b) Every descending chain of closed subsets ofV becomes constant, i.e., given

V1 ⊃ V2 ⊃ V3 ⊃ · · · (closed subsets ofV ),

eventuallyVN = VN+1 = . . .. Alternatively, every ascending chain of open sets becomes
constant.

(c) Every open covering ofV has a finite subcovering.

PROOF. (a) We have already observed that{(a1, . . . , an)} is the algebraic set defined by
the ideal(X1 − a1, . . . , Xn − an).

(b) A sequenceV1 ⊃ V2 ⊃ · · · gives rise to a sequence of radical idealsI(V1) ⊂
I(V2) ⊂ . . ., which eventually becomes constant becausek[X1, . . . , Xn] is Noetherian.

(c) LetV =
⋃
i∈I Ui with eachUi open. Choose ani0 ∈ I; if Ui0 6= V , then there exists

an i1 ∈ I such thatUi0 & Ui0 ∪ Ui1 . If Ui0 ∪ Ui1 6= V , then there exists ani2 ∈ I etc..
Because of (b), this process must eventually stop.

A topological space having the property (b) is said to beNoetherian. The condition
is equivalent to the following: every nonempty set of closed subsets ofV has a minimal
element. A space having property (c) is said to bequasi-compact(by Bourbaki at least;
others call it compact, but Bourbaki requires a compact space to be Hausdorff).
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The coordinate ring of an algebraic set

Let V be an algebraic subset ofkn, and letI(V ) = a. Thecoordinate ring of V is

k[V ] =df k[X1, . . . , Xn]/a.

This is a finitely generated reducedk-algebra (becausea is radical), but it need not be an
integral domain.

A function V → k is said to beregular if it is of the form a 7→ f(a) for somef ∈
k[X1, . . . , Xn]. Two polynomialsf, g ∈ k[X1, . . . , Xn] define the same regular function on
V if only if they define the same element ofk[V ], and sok[V ] equals thering of regular
functionsonV .

Let xi denote the coordinate functiona 7→ ai : V → k. Thenk[V ] ∼= k[x1, . . . , xn].
For an idealb in k[V ], we set

V (b) = {a ∈ V | f(a) = 0, all f ∈ b}.

LetW = V (b). The maps

k[X1, . . . , Xn]→ k[V ] =
k[X1, . . . , Xn]

a
→ k[W ] =

k[V ]

b

should be regarded as restricting a function fromkn to V , and then restricting that function
toW .

Write π for the mapk[X1, . . . , Xn] → k[V ]. Thenb 7→ π−1(b) is a bijection from the
set of ideals ofk[V ] to the set of ideals ofk[X1, . . . , Xn] containinga, under which radical,
prime, and maximal ideals correspond to radical, prime, and maximal ideals (each of these
conditions can be checked on the quotient ring, andk[X1, . . . , Xn]/π

−1(b) ≈ k[V ]/b).
Clearly

V (π−1(b)) = V (b),

and sob 7→ V (b) gives a bijection between the set of radical ideals ink[V ] and the set of
algebraic sets contained inV .

Forh ∈ k[V ], we write

D(h) = {a ∈ V | h(a) 6= 0}.

It is an open subset ofV , because it is the complement ofV ((h)).

PROPOSITION1.14. (a) The points ofV are in one-to-one correspondence with the maxi-
mal ideals ofk[V ].

(b) The closed subsets ofV are in one-to-one correspondence with the radical ideals of
k[V ].

(c) The setsD(h), h ∈ k[V ], form a basis for the topology ofV , i.e., eachD(h) is open,
and every open set is a union (in fact, a finite union) ofD(h)’s.

PROOF. (a) and (b) are obvious from the above discussion. For (c), we have already ob-
served thatD(h) is open. Any other open setU ⊂ V is the complement of a set of the form
V (b), with b an ideal ink[V ], and iff1, . . . , fm generateb, thenU =

⋃
D(fi).
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TheD(h) are called thebasic(or principal) open subsetsof V . We sometimes write
Vh for D(h). Note that

D(h) ⊂ D(h′) ⇐⇒ V (h) ⊃ V (h′)

⇐⇒ rad((h)) ⊂ rad((h′))

⇐⇒ hr ∈ (h′) somer

⇐⇒ hr = h′g, someg.

Some of this should look familiar: ifV is a topological space, then the zero set of a
family of continuous functionsf : V → R is closed, and the set where such a function is
nonzero is open.

Irreducible algebraic sets

A topological spaceW is said to beirreducible if it satisfies the following equivalent
conditions:

(a) W is not the union of two proper closed subsets;
(b) any two nonempty open subsets ofW have a nonempty intersection;
(c) any nonempty open subset ofW is dense.

The equivalences (a)⇐⇒ (b) and (b)⇐⇒ (c) are obvious. It follows from (a) that if an
irreducible spaceW is a finite union of closed subsets,W = W1 ∪ . . .∪Wr, thenW = Wi

for somei.
The notion of irreducibility is not useful for Hausdorff topological spaces, because the

only irreducible Hausdorff spaces are those consisting of a single point — two points would
have disjoint open neighbourhoods, contradicting (b).

PROPOSITION1.15. An algebraic setW is irreducible and only ifI(W ) is prime.

PROOF. ⇒: Supposefg ∈ I(W ). At each point ofW , eitherf is zero org is zero, and so
W ⊂ V (f) ∪ V (g). Hence

W = (W ∩ V (f)) ∪ (W ∩ V (g)).

AsW is irreducible, one of these sets, sayW ∩ V (f), must equalW . But thenf ∈ I(W ).
ThusI(W ) is prime.
⇐=: SupposeW = V (a)∪V (b) with a andb radical ideals — we have to show thatW

equalsV (a) or V (b). Recall thatV (a) ∪ V (b) = V (a ∩ b) and thata ∩ b is radical; hence
I(W ) = a ∩ b. If W 6= V (a), then there is anf ∈ a, f /∈ I(W ). But fg ∈ a ∩ b = I(W )
for all g ∈ b, and, becausef /∈ I(W ) andI(W ) is prime, this implies thatb ⊂ I(W );
thereforeW ⊂ V (b).

Thus, there are one-to-one correspondences

radical ideals↔ algebraic subsets

prime ideals↔ irreducible algebraic subsets

maximal ideals↔ one-point sets.
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These correspondences are valid whether we mean ideals ink[X1, . . . , Xn] and algebraic
subsets ofkn, or ideals ink[V ] and algebraic subsets ofV . Note that the last correspon-
dence implies that the maximal ideals ink[V ] are those of the form(x1− a1, . . . , xn− an),
(a1, . . . , an) ∈ V .

EXAMPLE 1.16. Letf ∈ k[X1, . . . , Xn]. As we showed in (0.7),k[X1, . . . , Xn] is a unique
factorization domain, and so(f) is a prime ideal⇐⇒ f is irreducible (0.8). Thus

V (f) is irreducible ⇐⇒ f is irreducible.

On the other hand, supposef factors,f =
∏
fmi
i , with thefi distinct irreducible polyno-

mials. Then(f) =
⋂

(fmi
i ), rad((f)) = (

∏
fi) =

⋂
(fi), andV (f) =

⋃
V (fi) with V (fi)

irreducible.

PROPOSITION1.17. LetV be a Noetherian topological space. ThenV is a finite union of
irreducible closed subsets,V = V1∪. . .∪Vm. Moreover, if the decomposition is irredundant
in the sense that there are no inclusions among theVi, then theVi are uniquely determined
up to order.

PROOF. Suppose the first assertion is false. Then, becauseV is Noetherian, there will be a
closed subsetW of V that is minimal among those that cannot be written as a finite union of
irreducible closed subsets. But such aW cannot itself be irreducible, and soW = W1∪W2,
with eachWi a proper closed subset ofW . From the minimality ofW , it follows that each
Wi is a finite union of irreducible closed subsets, and so therefore isW . We have arrived at
a contradiction.

Suppose thatV = V1∪ . . .∪Vm = W1∪ . . .∪Wn are two irredundant decompositions.
ThenVi =

⋃
j(Vi ∩ Wj), and so, becauseVi is irreducible,Vi ⊂ Vi ∩ Wj for somej.

Consequently, there is a functionf : {1, . . . ,m} → {1, . . . , n} such thatVi ⊂ Wf(i) for
eachi. Similarly, there is a functiong : {1, . . . , n} → {1, . . . ,m} such thatWj ⊂ Vg(j)
for eachj. SinceVi ⊂ Wf(i) ⊂ Vgf(i), we must havegf(i) = i andVi = Wf(i); similarly
fg = id. Thusf andg are bijections, and the decompositions differ only in the numbering
of the sets.

TheVi given uniquely by the proposition are called theirreducible componentsof V .
They are the maximal closed irreducible subsets ofV . In Example 1.16, theV (fi) are the
irreducible components ofV (f).

COROLLARY 1.18. A radical ideal a in k[X1, . . . , Xn] is a finite intersection of prime
ideals,a = p1 ∩ . . . ∩ pn; if there are no inclusions among thepi, then thepi are uniquely
determined up to order.

PROOF. Write V (a) as a union of its irreducible components,V (a) =
⋃
Vi, and take

pi = I(Vi).

REMARK 1.19. (a) In a Noetherian ring, every ideala has a decomposition into primary
ideals: a =

⋂
qi (see Atiyah and MacDonald 1969, IV, VII). For radical ideals, this be-

comes a much simpler decomposition into prime ideals, as in the corollary.
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(b) Ink[X], (f(X)) is radical if and only iff is square-free, in which casef is a product
of distinct irreducible polynomials,f = f1 . . . fr, and(f) = (f1)∩ . . .∩ (fr) (a polynomial
is divisible byf if and only if it is divisible by eachfi).

(c) A Hausdorff space is Noetherian if and only if it is finite, in which case its irreducible
components are the one-point sets.

Dimension

We briefly introduce the notion of the dimension of an algebraic set. In Section 7 we shall
discuss this in more detail.

Let V be an irreducible algebraic subset. ThenI(V ) is a prime ideal, and sok[V ] is an
integral domain. Letk(V ) be its field of fractions —k(V ) is called thefield of rational
functions on V . Thedimensionof V is defined to be the transcendence degree ofk(V )
overk.9

EXAMPLE 1.20. (a) LetV = kn; thenk(V ) = k(X1, . . . , Xn), and sodim(V ) = n. Later
(6.13) we shall see that the Noether normalization theorem implies thatV has dimensionn
if and only if there is a surjective finite-to-one mapV → kn.

(b) If V is a linear subspace ofkn (or a translate of such a subspace), then it is an easy
exercise to show that the dimension ofV in the above sense is the same as its dimension in
the sense of linear algebra (in fact,k[V ] is canonically isomorphic tok[Xi1 , . . . , Xid ] where
theXij are the “free” variables in the system of linear equations definingV ).

In linear algebra, we justify sayingV has dimensionn by pointing out that its elements
are parametrized byn-tuples; unfortunately, it is not true in general that the points of an
algebraic set of dimensionn are parametrized byn-tuples; the most one can say is that
there is a finite-to-one map tokn.

(c) An irreducible algebraic set has dimension0 if and only if it consists of a single
point. Certainly, for any pointP ∈ kn, k[P ] = k, and sok(P ) = k. Conversely, suppose
V = V (p), p prime, has dimension0. Thenk(V ) is an algebraic extension ofk, and so
equalsk. From the inclusions

k ⊂ k[V ] ⊂ k(V ) = k

we see thatk[V ] = k. Hencep is maximal, and we saw in (1.11b) that this implies that
V (p) is a point.

The zero set of a single nonconstant nonzero polynomialf(X1, . . . , Xn) is called a
hypersurfacein kn.

PROPOSITION1.21. An irreducible hypersurface inkn has dimensionn− 1.

PROOF. An irreducible hypersurface is the zero set of an irreducible polynomialf . Let

k[x1, . . . , xn] = k[X1, . . . , Xn]/(f), xi = Xi + p,

9According to the last theorem in Atiyah and MacDonald 1969 (Theorem 11.25), the transcendence degree
of k(V ) is equal to the Krull dimension ofk[V ]; we shall prove this later (7.6).
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and letk(x1, . . . , xn) be the field of fractions ofk[x1, . . . , xn]. Sincex1, . . . , xn generate
k(x1, . . . , xn) and they are algebraically dependent, the transcendence degree must be< n
(because{x1, . . . , xn} is not a transcendence basis, but it contains one — see FT 8.9). To
see that it is not< n− 1, note that ifXn occurs inf , then it occurs in all nonzero multiples
of f , and so no nonzero polynomial inX1, . . . , Xn−1 belongs to(f). This means that
x1, . . . , xn−1 are algebraically independent.

For a reducible algebraic setV , we define thedimensionof V to be the maximum of
the dimensions of its irreducible components. When the irreducible components all have
the same dimensiond, we say thatV haspure dimensiond.

PROPOSITION 1.22. If V is irreducible andZ is a proper algebraic subset ofV , then
dim(Z) < dim(V ).

PROOF. We may assume thatZ is irreducible. ThenZ corresponds to a nonzero prime
idealp in k[V ], andk[Z] = k[V ]/p.

SupposeV ⊂ kn, so thatk[V ] = k[X1, . . . , Xn]/I(V ) = k[x1, . . . , xn]. If Xi is
regarded as a function onkn, then its imagexi in k[V ] is the restriction of this function to
V .

Let f ∈ k[V ]. The imagef of f in k[V ]/p = k[Z] can be regarded as the restriction
of f to Z. With this notation,k[Z] = k[x1, . . . , xn]. Suppose thatdimZ = d and that
x1, . . . , xd are algebraically independent. I will show that, for any nonzerof ∈ p, thed+1
elementsx1, . . . , xd, f are algebraically independent, which implies thatdimV ≥ d+ 1.

Suppose otherwise. Then there is a nontrivial algebraic relation among thexi andf ,
which we can write

a0(x1, . . . , xd)f
m + a1(x1, . . . , xd)f

n−1 + · · ·+ am(x1, . . . , xd) = 0,

with ai(x1, . . . , xd) ∈ k[x1, . . . , xd]. Because the relation is nontrivial, at least one of the
ai is nonzero (in the polynomial ringk[x1, . . . , xd]). After cancelling by a power off if
necessary, we can assumeam(x1, . . . , xd) 6= 0 (here we are using thatV is irreducible, so
thatk[V ] is an integral domain). On restricting the functions in the above equality toZ,
i.e., applying the homomorphismk[V ]→ k[Z], we find that

am(x1, . . . , xd) = 0,

which contradicts the algebraic independence ofx1, . . . , xd.

EXAMPLE 1.23. LetF (X, Y ) andG(X, Y ) be nonconstant polynomials with no common
factor. ThenV (F (X, Y )) has dimension1 by (1.21), and soV (F (X, Y )) ∩ V (G(X, Y ))
must have dimension zero; it is therefore a finite set.

REMARK 1.24. Later (7.4) we shall show that if, in the situation of (1.22),Z is amaximal
proper irreducible subset ofV , thendimZ = dimV − 1. This implies that the dimension
of an algebraic setV is the maximum length of a chain

V0 ' V1 ' · · · ' Vd
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with eachVi closed and irreducible andV0 an irreducible component ofV . Note that
this description of dimension is purely topological—it makes sense for any Noetherian
topological space.

On translating the description in terms of ideals, we see immediately that the dimension
of V is equal to theKrull dimension of k[V ]—the maximal length of a chain of prime
ideals,

pd ' pd−1 ' · · · ' p0.

EXAMPLE 1.25. We classify the irreducible closed subsetsV of k2. If V has dimension
2, then (by 1.22) it can’t be a proper subset ofk2, so it isk2. If V has dimension1, then
V 6= k2, and soI(V ) contains a nonzero polynomial, and hence a nonzero irreducible
polynomialf (being a prime ideal). ThenV ⊃ V (f), and so equalsV (f). Finally, if V has
dimension zero, it is a point. Correspondingly, we can make a list of all the prime ideals in
k[X, Y ]: they have the form(0), (f) (with f irreducible), or(X − a, Y − b).

Exercises 3–7

3. Find I(W ), whereV = (X2, XY 2). Check that it is the radical of(X2, XY 2).

4. Identify km
2

with the set ofm × m matrices. Show that, for allr, the set of matrices
with rank≤ r is an algebraic subset ofkm

2
.

5. Let V = {(t, . . . , tn) | t ∈ k}. Show thatV is an algebraic subset ofkn, and that
k[V ] ≈ k[X] (polynomial ring in one variable). (Assumek has characteristic zero.)

6. Using only thatk[X, Y ] is a unique factorization domain and the results of§§0,1, show
that the following is a complete list of prime ideals ink[X, Y ]:

(a) (0);
(b) (f(X, Y )) for f an irreducible polynomial;
(c) (X − a, Y − b) for a, b ∈ k.

7. Let A andB be (not necessarily commutative)Q-algebras of finite dimension overQ,
and letQal be the algebraic closure ofQ in C. Show that ifHomC-algebras(A⊗QC, B⊗QC) 6=
∅, thenHomQal-algebras(A⊗Q Qal, B ⊗Q Qal) 6= ∅. (Hint: The proof takes three lines.)



2 AFFINE ALGEBRAIC VARIETIES 38

2 Affine Algebraic Varieties

In this section we define the structure of a ringed space on an algebraic set, and then we
define the notion of affine algebraic variety — roughly speaking, this is an algebraic set with
no preferred embedding intokn. This is in preparation for§3, where we define an algebraic
variety to be a ringed space that is a finite union of affine algebraic varieties satisfying a
natural separation axiom (in the same way that a topological manifold is a union of subsets
homeomorphic to open subsets ofRn satisfying the Hausdorff axiom).

Ringed spaces

Let V be a topological space andk a field.

DEFINITION 2.1. Suppose that for every open subsetU of V we have a setOV (U) of
functionsU → k. ThenOV is called asheaf ofk-algebrasif it satisfies the following
conditions:

(a) OV (U) is ank-subalgebra of the algebra of all functionsU → k, i.e., for eachc ∈ k,
the constant functionc is inOV (U), and iff, g ∈ OV (U), then so also dof ± g and
fg.

(b) If U ′ is an open subset ofU andf ∈ OV (U), thenf |U ′ ∈ OV (U ′).
(c) Let U =

⋃
Uα be an open covering of an open subsetU of V ; then a function

f : U → k is inOV (U) if f |Uα ∈ OV (Uα) for all α (i.e., the condition forf to be in
OV (U) is local).

EXAMPLE 2.2. (a) LetV be any topological space, and for each open subsetU of V let
OV (U) be the set of all continuous real-valued functions onU . ThenOV is a sheaf of
R-algebras.

(b) Recall that a functionf : U → R, whereU is an open subset ofRn, is said to beC∞

(or infinitely differentiable) if its partial derivatives of all orders exist and are continuous.
Let V be an open subset ofRn, and for each open subsetU of V letOV (U) be the set of
all infinitely differentiable functions onU . ThenOV is a sheaf ofR-algebras.

(c) Recall that a functionf : U → C, whereU is an open subset ofCn, is said to bean-
alytic (or holomorphic) if it is described by a convergent power series in a neighbourhood
of each point ofU . Let V be an open subset ofCn, and for each open subsetU of V let
OV (U) be the set of all analytic functions onU . ThenOV is a sheaf ofC-algebras.

(d) Nonexample: letV be a topological space, and for each open subsetU of V let
OV (U) be the set of all real-valued constant functions onU ; thenOV is not a sheaf, unless
V is irreducible!10 If “constant” is replaced with “locally constant”, thenOV becomes a
sheaf ofR-algebras (in fact, the smallest such sheaf).

A pair (V,OV ) consisting of a topological spaceV and a sheaf ofk-algebras will be
called aringed space.For historical reasons, we often writeΓ(U,OV ) for OV (U) and call
its elementssectionsof OV overU .

10If V is reducible, then it contains disjoint open subsets, sayU1 andU2. Let f be the function on the
union of U1 andU2 taking the constant value1 on U1 and the constant value2 on U2. Thenf is not in
OV (U1 ∪ U2), and so condition 2.1c fails.
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Let (V,OV ) be a ringed space. For any open subsetU of V , the restrictionOV |U of
OV toU , defined by

Γ(U ′,OV |U) = Γ(U ′,OV ), all openU ′ ⊂ U,

is a sheaf again.
Let (V,OV ) be ringed space, and letP ∈ V . Consider pairs(f, U) consisting of an open

neighbourhoodU of P and anf ∈ OV (U). We write(f, U) ∼ (f ′, U ′) if f |U ′′ = f ′|U ′′ for
some open neighbourhoodU ′′ of P contained inU andU ′. This is an equivalence relation,
and an equivalence class of pairs is called agermof a function atP . The set of equivalence
classes of such pairs forms ak-algebra denotedOV,P orOP . In all the interesting cases, it
is a local ring with maximal ideal the set of germs that are zero atP .

In a fancier terminology,

OP = lim−→OV (U), (direct limit over open neighbourhoodsU of P ).

EXAMPLE 2.3. LetV = C, and letOV be the sheaf of holomorphic functions onC. For
c ∈ C, call a power series

∑
n≥0 an(z − c)n, an ∈ C, convergentif it converges on some

neighbourhood ofc. The set of such power series is aC-algebra, and I claim that it is
canonically isomorphic to the ring of germs of functionsOc. From basic complex analysis,
we know that iff is a holomorphic function on a neighbourhoodU of c, thenf has a power
series expansionf =

∑
an(z − c)n in some (possibly smaller) neighbourhood. Moreover

another pair(g, U ′) will define the same power series if and only ifg agrees withf on
some neighbourhood ofc contained inU ∩ U ′. Thus we have an injective map from the
ring of germs of holomorphic functions atc to the ring of convergent power series, and it is
obvious that it is an isomorphism.

The ringed space structure on an algebraic set

We now takek to be an algebraically closed field.Let V be an algebraic subset ofkn. An
elementh of k[V ] defines functions

a 7→ h(a) : V → k, anda 7→ 1/h(a) : D(h)→ k.

Thus a pair of elementsg, h ∈ k[V ] with h 6= 0 defines a function

a 7→ g(a)

h(a)
: D(h)→ k.

We say that a functionf : U → k on an open subsetU of V is regular if it is of this form
in a neighbourhood of each of its points, i.e., if for alla ∈ U , there existg, h ∈ k[V ] with
h(a) 6= 0 such that the functionsf and g

h
agree in a neighbourhood ofa. WriteOV (U) for

the set of regular functions onU .
For example, ifV = kn, then a functionf : U → k is regular at a pointa ∈ U if there

are polynomialsg(X1, . . . , Xn) andh(X1, . . . , Xn) with h(a) 6= 0 andf(b) = g(b)
h(b)

for all
b in a neighbourhood ofa.
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PROPOSITION2.4. The mapU 7→ OV (U) defines a sheaf ofk-algebras onV .

PROOF. We have to check the conditions (2.1).
(a) Clearly, a constant function is regular. Supposef andf ′ are regular onU , and let

a ∈ U . By assumption, there existg, g′, h, h′ ∈ k[V ], with h(a) 6= 0 6= h′(a) such that
f andf ′ agree withg

h
and g′

h′
respectively neara. Thenf + f ′ agrees withgh

′+g′h
hh′

neara,
and sof + f ′ is regular onU . Similarly−f andff ′ are regular onU . ThusOV (U) is a
k-algebra.

(b) It is clear from the definition that the restriction of a regular function to an open
subset is again regular.

(c) The condition forf to be regular is obviously local.

LEMMA 2.5. The elementg/hm of k[V ]h defines the zero function onD(h) if and only if
gh = 0 (in k[V ]) (and henceg/hm = 0 in k[V ]h).

PROOF. If g/hm is zero onD(h), thengh is zero onV becauseh is zero on the complement
of D(h). Thereforegh is zero ink[V ]. Conversely, ifgh = 0, theng(a)h(a) = 0 for all
a ∈ V , and sog(a) = 0 for all a ∈ D(h).

The lemma shows that the canonical mapk[V ]h → OV (D(h)) is injective. The next
proposition shows that it is also surjective. In particular,k[V ] ∼= OV (V ) and so the regular
functions onV are exactly the functions defined by elements ofk[V ] — the definitions of
“regular function” in this and the preceding section are consistent.

PROPOSITION2.6. (a) The canonical mapk[V ]h → OV (D(h)) is an isomorphism.
(b) For anya ∈ V , there is a canonical isomorphismOa → k[V ]ma, wherema is the

maximal ideal(x1 − a1, . . . , xn − an).

PROOF. (a) We have already observed thatk[V ]h → OV (D(h)) is injective, and so it
remains to show that every regular functionf onD(h) arises from an element ofk[V ]h.

By definition, we know that there is an open coveringD(h) =
⋃
Vi and elementsgi,

hi ∈ k[V ] with hi nowhere zero onVi such thatf |Vi = gi

hi
. Since the sets of the formD(a)

form a basis for the topology onV , we can assume thatVi = D(ai), someai ∈ k[V ]. By
assumptionD(ai) ⊂ D(hi), and soaNi = hig

′
i for someg′i ∈ k[V ] (see p33). OnD(ai),

f = gi

hi
=

gig
′
i

hig′i
=

gig
′
i

aN
i

. Note thatD(aNi ) = D(ai). Therefore, after replacinggi with gig′i
andhi with aNi , we can suppose thatVi = D(hi).

We now have thatD(h) =
⋃
D(hi) and thatf |D(hi) = gi

hi
. BecauseD(h) is quasicom-

pact11, we can assume that the covering is finite. Asgi

hi
=

gj

hj
onD(hi)∩D(hj) = D(hihj),

we have (by Lemma 2.6) that

hihj(gihj − gjhi) = 0. (*)

BecauseD(h) =
⋃
D(hi) =

⋃
D(h2

i ), V ((h)) = V ((h2
1, . . . , h

2
m)), and soh ∈ rad(h2

1, . . . , h
2
m):

there existai ∈ k[V ] such that

hN =
m∑
i=1

aih
2
i . (**)

11Recall (1.13) thatV is Noetherian, i.e., has the ascending chain condition on open subsets. This implies
that any open subset ofV is also Noetherian, and hence is quasi-compact.
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I claim thatf is the function onD(h) defined by
∑
aigihi

hN .
Let a be a point ofD(h). Thena will be in one of theD(hi), sayD(hj). We have the

following equalities ink[V ]:

h2
j

m∑
i=1

aigihi =
m∑
i=1

aigjh
2
ihj by (*)

= gjhjh
N by (**).

But f |D(hj) =
gj

hj
, i.e., fhj andgj agree as functions onD(hj). Therefore we have the

following equality of functions onD(hj):

h2
j

m∑
i=1

aigihi = fh2
jh

N .

Sinceh2
j is never zero onD(hj), we can cancel it, to find that, as claimed, the functionfhN

onD(hj) equals that defined by
∑
aigihi.

(b) First a general observation: in the definition of the germs of a sheaf ata, it suffices to
consider pairs(f, U) withU lying in a some basis for the neighbourhoods ofa, for example,
the basis provided by the basic open subsets. Thus each element ofOa is represented by a
pair (f,D(h)) whereh(a) 6= 0 andf ∈ k[V ]h, and two pairs(f1, D(h1)) and(f2, D(h2))
represent the same element ofOa if and only if f1 andf2 restrict to the same function on
D(h) with a ∈ D(h) ⊂ D(h1h2).

For eachh /∈ p, there is a canonical homomorphismαh : k[V ]h → k[V ]p, and we map
the element ofOa represented by(f,D(h)) to αh(f). Now, Lemma 0.16(b) (withS = Sp)
shows that these homomorphisms define an isomorphismlim−→ k[V ]h ∼= k[V ]p.

The proposition gives us an explicit description of the value ofOV on any basic open
set and of the ring of germs at any pointa of V . WhenV is irreducible, this becomes a
little simpler because all the rings are subrings ofk(V ). In this case, we have:

Γ(D(h),OV ) =
{ g

hN
∈ k(V ) | g ∈ k[V ], N ∈ N

}
;

Oa =
{g
h
∈ k(V ) | h(a) 6= 0

}
;

Γ(U,OV ) =
⋂

a∈UOa

=
⋂

Γ(D(hi),OV ) if U =
⋃
D(hi).

Note that every element ofk(V ) defines a function on some nonempty open subset ofV .
Following tradition, we call the elements ofk(V ) rational functions on V (even though
they are not functions onV ). The equalities show that the regular functions on an open
U ⊂ V are the rational functions onV that are defined at each point ofU .

EXAMPLE 2.7. (a) LetV = kn. Then the ring of regular functions onV , Γ(V,OV ), is
k[X1, . . . , Xn]. For any nonzero polynomialh(X1, . . . , Xn), the ring of regular functions
onD(h) is { g

hN
∈ k(X1, . . . , Xn) | g ∈ k[X1, . . . , Xn], N ∈ N

}
.
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For any pointa = (a1, . . . , an), the ring of germs of functions ata is

Oa =
{g
h
∈ k(X1, . . . , Xn) | h(a) 6= 0

}
= k[X1, . . . , Xn](X1−a1,...,Xn−an),

and its maximal ideal consists of thoseg/h with g(a) = 0.
(b) LetU = {(a, b) ∈ k2 | (a, b) 6= (0, 0)}. It is an open subset ofk2, but it is not a

basic open subset, because its complement{(0, 0)} has dimension0, and therefore can’t be
of the formV ((f)) (see 1.21). SinceU = D(X) ∪D(Y ), the ring of regular functions on
U is

Γ(D(X),O) ∩ Γ(D(Y ),O) = k[X, Y ]X ∩ k[X, Y ]Y .

Thus (as an element ofk(X, Y )), a regular function onU can be written

f =
g(X, Y )

XN
=
h(X, Y )

Y M
.

Sincek[X,Y ] is a unique factorization domain, we can assume that the fractions are in
their lowest terms. On multiplying through byXNY M , we find that

g(X, Y )Y M = h(X, Y )XN .

BecauseX doesn’t divide the left hand side, it can’t divide the right either, and soN = 0.
Similarly,M = 0, and sof ∈ k[X, Y ]: every regular function onU extends to a regular
function onk2.

Morphisms of ringed spaces

A morphism of ringed spaces(V,OV )→ (W,OW ) is a continuous mapϕ : V → W such
that

f ∈ OW (U)⇒ f ◦ ϕ ∈ OV (ϕ−1U)

for all open subsetsU ofW . Sometimes we writeϕ∗(f) for f ◦ϕ. If U is an open subset of
V , then the inclusion(U,OV |V ) ↪→ (V,OV ) is a morphism of ringed spaces. A morphism
of ringed spaces is anisomorphismif it is bijective and its inverse is also a morphism of
ringed spaces (in particular, it is a homeomorphism).

EXAMPLE 2.8. (a) LetV andV ′ be topological spaces endowed with their sheavesOV and
OV ′ of continuous real valued functions. Any continuous mapϕ : V → V ′ is a morphism
of ringed structures(V,OV )→ (V ′, OV ′).

(b) Let U andU ′ be open subsets ofRn andRm respectively. Recall from advanced
calculus that a mapping

ϕ = (ϕ1, . . . , ϕm) : U → U ′ ⊂ Rm

is said to be infinitely differentiable (orC∞) if eachϕi is infinitely differentiable, in which
casef ◦ϕ is infinitely differentiable for every infinitely differentiable functionf : U ′ → R.
Note thatϕi = xi ◦ ϕ, wherexi is the coordinate function(a1, . . . , an) 7→ ai.
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Let V andV ′ be open subsets ofRn andRm respectively, endowed with their sheaves
of infinitely differentiable functionsOV andOV ′. The above statements show that a con-
tinuous mapϕ : V → V ′ is infinitely differentiable if and only if it is a morphism of ringed
spaces.

(c) Same as (b), but replaceR with C and “infinitely differentiable” with “analytic”.

REMARK 2.9. A morphism of ringed spaces maps germs of functions to germs of functions.
More precisely, a morphismϕ : (V,OV )→ (V ′,OV ′) induces a map

OV,P ← OV ′,ϕ(P ),

namely,[(f, U)] 7→ [(f ◦ ϕ, ϕ−1(U))].

Affine algebraic varieties

We have just seen that every algebraic set gives rise to a ringed space(V,OV ). We define
an affine algebraic variety overk to be a ringed space that is isomorphic to a ringed
space of this form. Amorphism of affine algebraic varietiesis a morphism of ringed
spaces; we often call it aregular mapV → W or a morphismV → W , and we write
Mor(V,W ) for the set of such morphisms. With these definitions, the affine algebraic
varieties become a category. Since we consider no nonalgebraic affine varieties, we shall
often drop “algebraic”.

In particular, every algebraic set has a natural structure of an affine variety. We usually
write An for kn regarded as an affine algebraic variety. Note that the affine varieties we
have constructed so far have all been embedded inAn. We shall now see how to construct
“unembedded” affine varieties.

A reduced finitely generatedk-algebra is called anaffine k-algebra. For such an al-
gebraA, there existxi ∈ A (not necessarily algebraically independent), such thatA =
k[x1, . . . , xn], and the kernel of the homomorphism

Xi 7→ xi : k[X1, . . . , Xn]→ A

is a radical ideal. Zariski’s Lemma 1.7 implies that, for any maximal idealm ∈ A, the map
k → A → A/m is an isomorphism. Thus we can identifyA/m with k. For f ∈ A, we
write f(m) for the image off in A/m = k, i.e.,f(m) = f (modm).

We can associate with any affinek-algebraA a ringed space(V,OV ). First,V is the set
of maximal ideals inA. Forh ∈ A, h 6= 0, let

D(h) = {m | h(m) 6= 0}
= {m | h /∈ m}

and endowV with the topology for which theD(h) form a basis. A pair of elements
g, h ∈ A, h 6= 0, defines a function

m 7→ g(m)

h(m)
: D(h)→ k,
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and we call a functionf : U → k on an open subsetU of V regular if it is of this form on
a neighbourhood of each point ofU . WriteOV (U) for the set of regular functions onU .

We write specm(A) for the topological spaceV , andSpecm(A) for the ringed space
(V,OV ).

REMARK 2.10. I claim that a radical ideala in k[X1, . . . , Xn] is equal to the intersection
of the maximal ideals containing it. Indeed, the maximal ideals ink[X1, . . . , Xn] are all of
the formma = (X1 − a1, . . . , Xn − an), and

f ∈ ma ⇐⇒ f(a) = 0.

Thus
ma ⊃ a ⇐⇒ a ∈ V (a).

If f ∈ ma for all a ∈ V (a), thenf is zero onV (a), and sof ∈ IV (a) = a.
This remark implies that, for any affinek-algebraA, the intersection of the maximal

ideals ofA is zero, becauseA is isomorphic to ak-algebrak[X1, . . . , Xn]/a with a radical.
Hence the map that associates withf ∈ A the map

m 7→ f(m) : specmA→ k,

is injective:A can be identified with a ring of functions onspecmA.

PROPOSITION2.11. The pair(V,OV ) is an affine variety withΓ(V,OV ) = A.

PROOF. RepresentA as a quotientk[X1, . . . , Xn]/a = k[x1, . . . , xn]. Then the map

(a1, . . . , an) 7→ (x1 − a1, . . . , xn − an) (ideal inA)

is a bijectionϕ : V (a)→ V with inverse

m 7→ (x1(m), . . . , xn(m)) : V → V (a) ⊂ kn.

It is easy to check that this is a homeomorphism, and that a functionf on an open subset
of V is regular (according to the above definition) if and only iff ◦ ϕ is regular.

If we start with an affine varietyV and letA = Γ(V,OV ), thenSpecm(A) ∼= (V,OV )
(canonically). (In this case, we also writek[V ] for Γ(V,OV ), the ring of functions regular
on the whole ofV .)

Review of categories and functors

A categoryC consists of
(a) a class of objects ob(C);
(b) for each pair(A,B) of objects, a setMor(A,B), whose elements are called mor-

phisms fromA toB, and are writtenα : A→ B;
(c) for each triple of objects(A,B,C) a map (calledcomposition)

(α, β) 7→ β ◦ α : Mor(A,B)×Mor(B,C)→ Mor(A,C).
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Composition is required to be associative, i.e.,(γ ◦β)◦α = γ ◦ (β ◦α), and for each object
A there is required to be an elementidA ∈ Mor(A,A) such thatidA ◦α = α, β ◦ idA = β,
for all (appropriate)α andβ. The setsMor(A,B) are required to be disjoint (so that a
morphismα determines its source and target).

EXAMPLE 2.12. (a) There is a category of sets,Sets, whose objects are the sets and whose
morphisms are the usual maps of sets.

(b) There is a categoryAffk of affinek-algebras, whose objects are the affinek-algebras
and whose morphisms are the homomorphisms ofk-algebras.

(c) In Section 3 below, we define a categoryVark of algebraic varieties overk, whose
objects are the algebraic varieties overk and whose morphisms are the regular maps.

The objects in a category need not be sets with structure, and the morphisms need not
be maps.

Let C andD be categories. Acovariant functorF from C to D consists of
(a) a mapA 7→ F (A), sending each object ofC to an object ofD, and,
(b) for each pair of objectsA,B of C, a map

α 7→ F (α) : Mor(A,B)→ Mor(F (A), F (B))

such thatF (idA) = idF (A) andF (β ◦ α) = F (β) ◦ F (α).
A contravariant functor is defined similarly, except that the map on morphisms is

α 7→ F (α) : Mor(A,B)→ Mor(F (B), F (A))

A functorF : C→ D is fully faithful if, for all objectsA andB of C, the map

Mor(A,B)→ Mor(F (A), F (B))

is a bijection.
A covariant functorF : A→ B of categories is said to be anequivalence of categories

if it is fully faithful and every object ofB is isomorphic to an object of the formF (A),
A ∈ ob(A) (F is essentially surjective). One can show that such a functorF has aquasi-
inverse, i.e., that there is a functorG : B→ A, which is also an equivalence, and for which
there exist natural isomorphismsGF (A)) ≈ A andF (G(B)) ≈ B. Hence the relation of
equivalence is an equivalence relation. (In fact one can do better — see Bucur and Deleanu
196812, I 6, or Mac Lane 199813, IV 4.)

Similarly one defines the notion of a contravariant functor being an equivalence of
categories.

Any fully faithful functorF : C→ D defines an equivalence ofC with the full subcate-
gory ofD whose objects are isomorphic toF (A) for some objectA of C.

12Bucur, Ion; Deleanu, Aristide. Introduction to the theory of categories and functors. Pure and Applied
Mathematics, Vol. XIX Interscience Publication John Wiley & Sons, Ltd., London-New York-Sydney 1968.

13Mac Lane, Saunders. Categories for the working mathematician. Second edition. Graduate Texts in
Mathematics, 5. Springer-Verlag, New York, 1998.
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The category of affine algebraic varieties

For each affinek-algebraA, we have an affine varietySpecm(A), and conversely, for
each affine variety(V,OV ), we have an affinek-algebraΓ(V,OV ). We now make this
correspondence into an equivalence of categories.

Let α : A → B be a homomorphism of affinek-algebras. For anyh ∈ A, α(h) is in-
vertible inBα(h), and so the homomorphismA→ B → Bα(h) extends to a homomorphism

g

hm
7→ α(g)

α(h)m
: Ah → Bα(h).

For any maximal idealn of B, m =df α
−1(n) is maximal in A, becauseA/m→ B/n = k

is an injective map ofk-algebras and this impliesA/m = k. Thusα defines a map

ϕ : specmB → specmA, ϕ(n) = α−1(n) = m.

Form = α−1(n) = ϕ(n), we have a commutative diagram:

A
α−−−→ By y

A/m
∼=−−−→ A/n.

Recall that the image of an elementf of A in A/m ∼= k is denotedf(m). Therefore, the
commutativity of the diagram means that, forf ∈ A,

f(ϕ(n)) = α(f)(n), i.e.,f ◦ ϕ = α. (*)

Sinceϕ−1D(f) = D(f ◦ ϕ) (obviously), it follows from (*) that

ϕ−1(D(f)) = D(α(f)),

and soϕ is continuous.
Let f be a regular function onD(h), and writef = g/hm, g ∈ A. Then, from (*)

we see thatf ◦ ϕ is the function onD(α(h)) defined byα(g)/α(h)m. In particular, it is
regular, and sof 7→ f ◦ϕmaps regular functions onD(h) to regular functions onD(α(h)).
It follows that f 7→ f ◦ ϕ sends regular functions on any open subset ofspecm(A) to
regular functions on the inverse image of the open subset. Thusα defines a morphism
Specm(B)→ Specm(A).

Conversely, by definition, a morphism ofϕ : (V,OV ) → (W,OW ) of affine algebraic
varieties defines a homomorphism of the associated affinek-algebrask[W ]→ k[V ]. Since
these maps are inverse, we have shown:

PROPOSITION2.13. For any affine algebrasA andB,

Homk-alg(A,B)
∼=→ Mor(Specm(B), Specm(A));

for any affine varietiesV andW ,

Mor(V,W )
∼=→ Homk-alg(k[W ], k[V ]).
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In terms of categories, Proposition 2.13 can now be restated as:

PROPOSITION 2.14. The functorA 7→ SpecmA is a (contravariant) equivalence from
the category of affinek-algebras to that of affine varieties with quasi-inverse(V,OV ) 7→
Γ(V,OV ).

Explicit description of morphisms of affine varieties

PROPOSITION2.15. LetV = V (a) ⊂ km, W = V (b) ⊂ kn. The following conditions on
a continuous mapϕ : V → W are equivalent:

(a) ϕ is regular;
(b) the componentsϕ1, . . . , ϕm of ϕ are all regular;
(c) f ∈ k[W ]⇒ f ◦ ϕ ∈ k[V ].

PROOF. (a)⇒ (b). By definitionϕi = yi ◦ ϕ whereyi is the coordinate function

(b1, . . . , bn) 7→ bi : W → k.

Hence this implication follows directly from the definition of a regular map.
(b)⇒ (c). The mapf 7→ f ◦ ϕ is a k-algebra homomorphism from the ring of all

functionsW → k to the ring of all functionsV → k, and (b) says that the map sends the
coordinate functionsyi onW into k[V ]. Since theyi’s generatek[W ] as ak-algebra, this
implies that this map sendsk[W ] into k[V ].

(c)⇒ (a). The mapf 7→ f ◦ ϕ is a homomorphismα : k[W ] → k[V ]. It therefore
defines a mapspecm k[V ]→ specm k[W ], and it remains to show that this coincides with
ϕwhen we identifyspecm k[V ] with V andspecm k[W ] withW . Leta ∈ V , letb = ϕ(a),
and letma andmb be the ideals of elements ofk[V ] andk[W ] that are zero ata andb
respectively. Then, forf ∈ k[W ],

α(f) ∈ ma ⇐⇒ f(ϕ(a)) = 0 ⇐⇒ f(b) = 0 ⇐⇒ f ∈ mb.

Thereforeα−1(ma) = mb, which is what we needed to show.

REMARK 2.16. For alla ∈ V , f 7→ f ◦ϕmaps germs of regular functions atϕ(a) to germs
of regular functions ata; in fact, it induces a local homomorphism14OV ,ϕ(a) → OV,a.

Now consider equations

Y1 = P1(X1, . . . , Xm)

. . .

Yn = Pn(X1, . . . , Xm).

On the one hand, they define a mappingϕ : km → kn, namely,

(a1, . . . , am) 7→ (P1(a1, . . . , am), . . . , Pn(a1, . . . , am)).

14Recall that alocal homomorphismf : A→ B of local rings is a homomorphism such thatf(mA) ⊂ mB

(equivalently, such thatf−1(mB) = mA).
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On the other, they define a homomorphism ofk-algebrasα : k[Y1, . . . , Yn]→ k[X1, . . . , Xn],
namely, that sending

Yi 7→ Pi(X1, . . . , Xn).

This map coincides withf 7→ f ◦ ϕ, because

α(f)(a) = f(. . . , Pi(a), . . .) = f(ϕ(a)).

Now consider closed subsetsV (a) ⊂ km andV (b) ⊂ kn with a andb radical ideals. I claim
thatϕ mapsV (a) into V (b) if and only if α(b) ⊂ a. Indeed, supposeϕ(V (a)) ⊂ V (b),
and letf ∈ b; for b ∈ V (b),

α(f)(b) = f(ϕ(b)) = 0,

and soα(f) ∈ IV (b) = b. Conversely, supposeα(b) ⊂ a, and leta ∈ V (a); for f ∈ a,

f(ϕ(a)) = α(f)(a) = 0,

and soϕ(a) ∈ V (a). When these conditions hold,ϕ is the morphism of affine varieties
V (a) → V (b) corresponding to the homomorphismk[Y1, . . . , Ym]/b → k[X1, . . . , Xn]/a
defined byα.

Thus, we see that the morphisms

V (a)→ V (b)

are all of the form

a 7→ (P1(a), . . . , Pm(a)), Pi ∈ k[X1, . . . , Xn].

EXAMPLE 2.17. (a) Consider ak-algebraR. From ak-algebra homomorphismα : k[X]→
R, we obtain an elementα(X) ∈ R, andα(X) determinesα completely. Moreover,α(X)
can be any element ofR. Thus

α 7→ α(X) : Homk−alg(k[X], R)
∼=−→ R.

According to (2.13)
Mor(V,A1) = Homk-alg(k[X], k[V ]).

Thus the regular mapsV → A1 are simply the regular functions onV (as we would hope).
(b) DefineA0 to be the ringed space(V0,OV0) with V0 consisting of a single point, and

Γ(V0,OV0) = k. Equivalently,A0 = Specm k. Then, for any affine varietyV ,

Mor(A0, V ) ∼= Homk-alg(k[V ], k) ∼= V

where the last map sendsα to the point corresponding to the maximal idealKer(α).
(c) Considert 7→ (t2, t3) : A1 → A2. This is bijective onto its image,

V : Y 2 = X3,
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but it is not an isomorphism onto its image — the inverse map is not a morphism. Because
of (2.14), it suffices to show thatt 7→ (t2, t3) doesn’t induce an isomorphism on the rings
of regular functions. We havek[A1] = k[T ] andk[V ] = k[X, Y ]/(Y 2 − X3) = k[x, y].
The map on rings is

x 7→ T 2, y 7→ T 3, k[x, y]→ k[T ],

which is injective, but the image isk[T 2, T 3] 6= k[T ]. In fact,k[x, y] is not integrally closed:
(y/x)2− x = 0, and so(y/x) is integral overk[x, y], buty/x /∈ k[x, y] (it maps toT under
the inclusionk(x, y) ↪→ k(T )).

(d) Let k have characteristicp 6= 0, and considerx 7→ xp : An → An. This is a
bijection, but it is not an isomorphism because the corresponding map on rings,

f(X1, . . .) 7→ f(Xp
1 , . . .) : k[X1, . . . , Xn]→ k[X1, . . . , Xn],

is not surjective.
This map is the famousFrobenius map. Take k to be the algebraic closure ofFp,

and writeF for the map. Then the fixed points ofFm are precisely the points ofAn

with coordinates inFpm, the field withpm-elements (recall from Galois theory thatFpm

is the subfield ofk consisting of those elements satisfying the equationXpm
= X). Let

P (X1, . . . , Xn) be a polynomial with coefficients inFpm, P =
∑
cαX

α, cα ∈ Fpm. If
P (a) = 0, a ∈ kn, i.e.,

∑
cαa

i1
1 · · · ainn = 0, then

0 =
(∑

cαa
i1
1 · · · ainn

)pm

=
∑

cαa
pmi1
1 · · · apmin

n ,

and soP (Fma) = 0. ThusFm mapsV (P ) intoV (P ), and its fixed points are the solutions
of

P (X1, . . . , Xn) = 0

in Fpm.
In one of the most beautiful pieces of mathematics of the last fifty years, Grothendieck

defined a cohomology theory (étale cohomology) that allowed him to obtain an expression
for the number of solutions of a system of polynomial equations with coordinates inFpn

in terms of a Lefschetz fixed point formula, and Deligne used the theory to obtain very
precise estimates for the number of solutions. See my course notes: Lectures on Etale
Cohomology.

Subvarieties

LetA be an affinek-algebra. For any ideala in A, we define

V (a) = {P ∈ specmA | f(P ) = 0 all f ∈ a}
= {m maximal ideal inA | a ⊂ m}.

This is a closed subset ofspecmA, and every closed subset is of this form.
Now assumea is radical, so thatA/a is again reduced. Corresponding to the homo-

morphismA→ A/a, we get a regular map

SpecmA/a→ SpecmA
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The image isV (a), andspecmA/a → V (a) is a homeomorphism. Thus every closed
subset ofspecmA has a natural ringed structure making it into an affine algebraic variety.
We callV (a) with this structure aclosed subvarietyof V.

ASIDE 2.18. If (V,OV ) is a ringed space, andZ is a closed subset ofV , we can define a
ringed space structure onZ as follows: letU be an open subset ofZ, and letf be a function
U → k; thenf ∈ Γ(U,OZ) if for eachP ∈ U there is a germ(U ′, f ′) of a function at
P (regarded as a point ofV ) such thatf ′|Z ∩ U ′ = f . One can check that when this
construction is applied toZ = V (a), the ringed space structure obtained is that described
above.

PROPOSITION 2.19. Let (V,OV ) be an affine variety and leth ∈ k[V ], h 6= 0. Then
(D(h),OV |D(h)) is an affine variety; in fact ifV = specm(A), thenD(h) = specm(Ah).
More explicitly, ifV = V (a) ⊂ kn, then

(a1, . . . , an) 7→ (a1, . . . , an, h(a1, . . . , an)
−1) : D(h)→ kn+1,

defines an isomorphism ofD(h) ontoV (a, 1− hXn+1).

PROOF. The mapA → Ah defines a morphismspecmAh → specmA. The image is
D(h), and it is routine (using (0.16)) to verify the rest of the statement.

For example, there is an isomorphism of affine varieties

x 7→ (x, 1/x) : A1 − {0} → V ⊂ A2,

whereV is the subvarietyXY = 1 of A2 — the reader should draw a picture.

REMARK 2.20. We have seen that all closed subsets, and all basic open subsets, of an
affine varietyV are again affine varieties, but it need not be true that(U,OV |U) is an affine
variety whenU open inV . Note that if(U,OV |U) is an affine variety, then we must have
(U,OV ) ∼= Specm(A), A = Γ(U,OV ). In particular, the map

P 7→ mP
df
= {f ∈ A | f(P ) = 0}

will be a bijection fromU ontospecm(A).
ConsiderU = A2 r (0, 0) = D(X) ∪ D(Y ). We saw in (2.7b) thatΓ(U,OA2) =

k[X, Y ]. NowU → specm k[X, Y ] is not a bijection, because the ideal(X, Y ) is not in the
image.

However,U is clearly a union of affine algebraic varieties — we shall see in the next
section that it is a (nonaffine) algebraic variety.

Affine space without coordinates

LetE be a vector space overk of dimensionn. The setA(E) of lines through zero inE has
a natural structure of an algebraic variety: the choice of a basis forE defines an bijection
A(E)↔ An, and the inherited structure of an algebraic variety onA(E) is independent of



2 AFFINE ALGEBRAIC VARIETIES 51

the choice of the basis (because the bijections defined by two different bases differ by an
automorphism ofAn).

More intrinsically, the tensor algebra ofE, TE =
⊕

i≥0E
⊗i, is an affine algebra over

k, and we can defineA(E) = SpecmTE. The choice of a basise1, . . . , en forE determines
an isomorphismTE ∼= k[e1, . . . , en] (polynomial algebra), which gives rise to a bijection
specmTE ↔ specmk[e1, . . . , en] that can be identified with the bijectionA(E)↔ An.

Properties of the regular map defined by specm(α)

PROPOSITION 2.21. Let α : A → B be a homomorphism of affinek-algebras, and let
ϕ : Specm(B) → Specm(A) be the corresponding morphism of affine varieties (so that
α(f) = ϕ ◦ f).

(a) The image ofϕ is dense for the Zariski topology if and only ifα is injective.
(b) ϕ defines an isomorphism ofSpecm(B) onto a closed subvariety ofSpecm(A) if and

only if α is surjective.

PROOF. (a) Letf ∈ A. If the image ofϕ is dense, then

f ◦ ϕ = 0⇒ f = 0.

Conversely, if the image ofϕ is not dense, there will be a nonzero functionf ∈ A that is
zero on its image, i.e., such thatf ◦ ϕ = 0.

(b) If α is surjective, then it defines an isomorphismA/a→ B wherea is the kernel of
α. This induces an isomorphism ofSpecm(B) with its image inSpecm(A).

A regular mapϕ : V → W of affine algebraic varieties is said to be adominating (or
dominant) if its image is dense inW . The proposition then says that:

ϕ is dominating ⇐⇒ f 7→ f ◦ ϕ : Γ(W,OW )→ Γ(V,OV ) is injective.

A little history

We have associated with any affinek-algebraA an affine variety whose underlying topo-
logical space is the set of maximal ideals inA. It may seem strange to be describing a
topological space in terms of maximal ideals in a ring, but the analysts have been doing
this for more than 50 years. Gel’fand and Kolmogorov in 193915 proved that ifS andT
are compact topological spaces, and the rings of real-valued continuous functions onS and
T are isomorphic (just as rings), thenS andT are homeomorphic. The proof begins by
showing that, for such a spaceS, the map

P 7→ mP
df
= {f : S → R | f(P ) = 0}

is one-to-one correspondence between the points in the space and maximal ideals in the
ring.

15On rings of continuous functions on topological spaces, Doklady 22, 11-15. See also Allen Shields,
Banach Algebras, 1939–1989, Math. Intelligencer, Vol 11, no. 3, p15.
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Exercises 8–12

8. Show that a map between affine varieties can be continuous for the Zariski topology
without being regular.

9. Let q be a power of a primep, and letFq be the field withq elements. LetS be a
subset ofFq[X1, . . . , Xn], and letV be its zero set inkn, wherek is the algebraic closure
of Fq. Show that the map(a1, . . . , an) 7→ (aq1, . . . , a

q
n) is a regular mapϕ : V → V (i.e.,

ϕ(V ) ⊂ V ). Verify that the set of fixed points ofϕ is the set of zeros of the elements ofS
with coordinates inFq. (This statement enables one to study the cardinality of the last set
using a Lefschetz fixed point formula — see my lecture notes onétale cohomology.)

10. Find the image of the regular map

(x, y) 7→ (x, xy) : A2 → A2

and verify that it is neither open nor closed.

11. Show that the circleX2 + Y 2 = 1 is isomorphic (as an affine variety) to the hyperbola
XY = 1, but that neither is isomorphic toA1.

12. LetC be the curveY 2 = X2 +X3, and letϕ be the regular map

t 7→ (t2 − 1, t(t2 − 1)) : A1 → C.

Is ϕ an isomorphism?
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3 Algebraic Varieties

An algebraic variety is a ringed space that is locally isomorphic to an affine algebraic
variety, just as a topological manifold is a ringed space that is locally isomorphic to an open
subset ofRn; both are required to satisfy a separation axiom. Throughout this section,k is
algebraically closed.

Algebraic prevarieties

As motivation, recall the following definitions.

DEFINITION 3.1. (a) A topological manifold is a ringed space(V,OV ) such thatV is
Hausdorff and every point ofV has an open neighbourhoodU for which (U,OV |U) is
isomorphic to the ringed space of continuous functions on an open subset ofRn (cf. (2.2a)).

(b) A differentiable manifoldis a ringed space such thatV is Hausdorff and every point
of V has an open neighbourhoodU for which (U,OV |U) is isomorphic to a ringed space
as in (2.2b).

(c) A complex manifoldis a ringed space such thatV is Hausdorff and every point of
V has an open neighbourhoodU for which (U,OV |U) is isomorphic to a ringed space as
in (2.2c).

The above definitions are easily seen to be equivalent to the more classical definitions
in terms of charts and atlases. Often one imposes additional conditions onV , for example,
that it is second countable or connected.

DEFINITION 3.2. Analgebraic prevariety overk is a ringed space(V,OV ) such thatV is
quasi-compact and every point ofV has an open neighbourhoodU such that(V,OV |U) is
an affine algebraic variety overk.

Equivalently, a ringed space(V,OV ) is an algebraic prevariety overk if there is a finite
open coveringV =

⋃
Vi such that(Vi,OV |Vi) is an affine algebraic variety overk for all i.

An algebraic variety will be defined to be an algebraic prevariety satisfying a certain
separation condition.

An open subsetU of an algebraic prevarietyV such that(U , OV |U) is an affine alge-
braic variety is called anopen affine (subvariety)in V .

Let (V,OV ) be an algebraic prevariety, and letU be an open subset ofV . The functions
f : U → k lying in Γ(U,OV ) are calledregular. Note that if(Ui) is an open covering ofV
by affine varieties, thenf : U → k is regular if and only iff |Ui ∩ U is regular for alli (by
2.1(c)). Thus understanding the regular functions on open subsets ofV amounts to under-
standing the regular functions on the open affine subvarieties and how these subvarieties fit
together to formV .

EXAMPLE 3.3. Every open subset of an affine variety endowed with its induced ringed
structure is an algebraic prevariety (in fact variety). For example,A2 r {(0, 0)} is an
algebraic variety.
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EXAMPLE 3.4. (Projective space). Let

Pn = kn+1 r {(0, . . . , 0)}/∼

where(a0, . . . , an) ∼ (b0, . . . , bn) if there is ac ∈ k× such that(a0, . . . , an) = (cb0, . . . , cbn).
Thus the equivalence classes are the lines through the origin inkn+1. Write (a0 : . . . : an)
for the equivalence class containing(a0, . . . , an). For eachi, let

Ui = {(a0 : . . . : ai : . . . : an) ∈ Pn | ai 6= 0}.

ThenPn =
⋃
Ui, and the mapui

(a1, . . . , an) 7→ (a1 : . . . : ai : 1 : ai+1, . . . : an) : kn → Ui

is a bijection. We use this map to transfer the Zariski topology onkn to Ui, and we endow
Pn with the topology such thatU ⊂ Pn is open if and only ifU ∩ Ui is open inUi for all i.
Define a functionf : U → k on an open subsetU of Pn to be regular iff ◦ ui is a regular
function onkn for all i. These definitions endowPn with the structure of a ringed space,
and each mapui is an isomorphism of ringed spaces(An, OAn) → (Ui, OV |Ui). ThusPn
is an algebraic prevariety. In Section 5 below, we studyPn in detail.

Regular maps

In each of the examples (3.1a,b,c), a morphism of manifolds (continuous map, differen-
tiable map, analytic map respectively) is just a morphism of ringed spaces. This motivates
the following definition.

Let (V,OV ) and(W,OW ) be algebraic prevarieties. A mapϕ : V → W is said to be
regular if it is a morphism of ringed spaces. A composite of regular maps is again regular
(this is a general fact about morphisms of ringed spaces).

Note that we have three categories:

(affine varieties)⊂ (algebraic prevarieties)⊂ (ringed spaces).

Each subcategory is full (i.e., the morphismsMor(V,W ) are the same in the three cate-
gories).

PROPOSITION3.5. Let (V,OV ) and (W,OW ) be prevarieties, and letϕ : V → W be a
continuous map (of topological spaces). LetW =

⋃
Wi be a covering ofW by open

affines, and letϕ−1(Wj) =
⋃
Vji be a covering ofϕ−1(Wj) by open affines. Thenϕ is

regular if and only if its restrictions

ϕ|Vji : Vji → Wj

are regular for alli, j.

PROOF. We assume thatϕ satisfies this condition, and prove that it is regular. Letf be a
regular function on an open subsetU ofW . Thenf |U ∩Wj is regular for eachWj (because
the regular functions form a sheaf), and sof ◦ϕ|ϕ−1(U)∩Vji is regular for eachj, i (this is
our assumption). It follows thatf ◦ ϕ is regular onϕ−1(U) (sheaf condition 2.1(c)). Thus
ϕ is regular. The converse is equally easy.
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ASIDE 3.6. A differentiable manifold of dimensiond is locally isomorphic to an open
subset ofRd. In particular, all manifolds of the same dimension are locally isomorphic.
This is not true for algebraic varieties, for two reasons:

(a) We are not assuming our varieties are nonsingular (see the Section 4 below).
(b) The inverse function theorem fails in our context. IfP is a nonsingular point on

variety of dimensiond, we shall see (in the next section) that there is a neighbourhoodU of
P and a regular mapϕ : U → Ad such that map(dϕ)P : TP → Tϕ(P ) on the tangent spaces
is an isomorphism. If the inverse function theorem were true in our context, it would tell
us that an open neighbourhood ofP is isomorphic to an open neighbourhood ofϕ(P ).

Algebraic varieties

In the study of topological manifolds, the Hausdorff condition eliminates such bizarre pos-
sibilities as the line with the origin doubled (see 3.10 below) where a sequence tending to
the origin has two limits.

It is not immediately obvious how to impose a separation axiom on our algebraic va-
rieties, because even affine algebraic varieties are not Hausdorff. The key is to restate the
Hausdorff condition. Intuitively, the significance of this condition is that it implies that a
sequence in the space can have at most one limit. Thus a continuous map into the space
should be determined by its values on a dense subset, i.e., ifϕ andψ are continuous maps
Z → U that agree on a dense subset ofZ then they should agree on the whole ofZ.
Equivalently, the set where two continuous mapsϕ, ψ : Z ⇒ U agree should be closed.
Surprisingly, affine varieties have this property, providedϕ andψ are required to be regular
maps.

LEMMA 3.7. Letϕ andψ be regular maps of affine algebraic varietiesZ ⇒ V . The subset
ofZ on whichϕ andψ agree is closed.

PROOF. There are regular functionsxi onV such thatP 7→ (x1(P ), . . . , xn(P )) identifies
V with a closed subset ofAn (take thexi to be any set of generators fork[V ] as ak-
algebra). Nowxi ◦ϕ andxi ◦ψ are regular functions onZ, and the set whereϕ andψ agree
is
⋂n
i=1 V (xi ◦ ϕ− xi ◦ ψ), which is closed.

DEFINITION 3.8. An algebraic prevarietyV is said to beseparated, or to be analgebraic
variety, if it satisfies the following additional condition:

Separation axiom: for every pair of regular mapsϕ, ψ : Z ⇒ V with Z an
algebraic prevariety, the set{z ∈ Z | ϕ(z) = ψ(z)} is closed inZ.

The terminology is not completely standardized: often one requires a variety to be
irreducible, and sometimes one calls a prevariety a variety.

REMARK 3.9. In order to check that a prevarietyV is separated, it suffices to show that
for every pair of regular mapsϕ, ψ : Z → V with Z anaffinealgebraic variety{z ∈ Z |
ϕ(z) = ψ(z)} is closed inZ. To prove this remark, coverZ with open affines. Thus (3.7)
shows that affine varieties are separated.
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EXAMPLE 3.10. (The affine line with the origin doubled.) LetV1 andV2 be copies ofA1.
Let V ∗ = V1q V2 (disjoint union), and give it the obvious topology. Define an equivalence
relation onV ∗ by

x (in V1) ∼ y (in V2) ⇐⇒ x = y andx 6= 0.

LetV be the quotient spaceV = V ∗/∼ with the quotient topology (a set is open if and only
if its inverse image inV ∗ is open). ThenV1 andV2 are open subspaces ofV , V = V1 ∪ V2,
andV1 ∩ V2 = A1−{0}. Define a function on an open subset to be regular if its restriction
to eachVi is regular. This makesV into a prevariety, but not a variety: it fails the separation
axiom because the two maps

A1 = V1 ↪→ V ∗, A1 = V2 ↪→ V ∗

agree exactly onA1 − {0}, which is not closed inA1.

Subvarieties

Let (V,OV ) be a prevariety. ThenV is a finite union of open affines, and in each open
affine the open affines (in fact the basic open subsets) form a basis for the topology. From
this it follows the open affines form a basis for the topology onV , i.e., every open subset
U of V is a union of open affines (ofV ). It follows that, for any open subsetU of V ,
(U,OV |U) is a prevariety, and the inclusionU ↪→ V is regular. A regular mapϕ : W → V
is anopen immersionif ϕ(W ) is open inV andϕ defines an isomorphismW → ϕ(W )
(of prevarieties).

Any closed subsetZ in V has a canonical structure of an algebraic prevariety: endow
it with the induced topology, and say that a functionf on an open subset ofZ is regular if
each pointP in the open subset has an open neighbourhoodU in V such thatf extends to
a regular function onU . To show thatZ, with this ringed space structure is a prevariety,
check that for every open affineU ⊂ V , the ringed space(U ∩Z,OZ |U ∩Z) is isomorphic
to U ∩ Z with its ringed space structure acquired as a closed subset ofU (see p50). A
regular mapϕ : W → V is aclosed immersionif ϕ(W ) is closed inV andϕ defines an
isomorphismW → ϕ(W ) (of prevarieties).

A subsetW of a topological spaceV is said to belocally closedif every pointP in W
has an open neighbourhoodU in V such thatW ∩ U is closed inU ; equivalently,W is the
intersection of an open and a closed subset ofV . A locally closed subsetW of a prevariety
V acquires a natural structure as a prevariety: write it as the intersectionW = U ∩ Z of
an open and a closed subset;Z is a prevariety, andW (being open inZ) therefore acquires
the structure of a prevariety. This structure onW has the following characterization: the
inclusion mapW ↪→ V is regular, and a mapϕ : V ′ → W with V ′ a prevariety is regular
if and only if it is regular when regarded as a map intoV . With this structure,W is called
a sub(pre)varietyof V . A morphismϕ : V ′ → V is called animmersion if it induces an
isomorphism ofV ′ onto a subvariety ofV . Every immersion is the composite of an open
immersion with a closed immersion (in both orders).

A subprevariety of a variety is automatically separated.
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PROPOSITION3.11. A prevarietyV is separated if and only if it has the following property:
if two regular mapsϕ, ψ : Z ⇒ V agree on a dense subset ofZ, then they agree on the
whole ofZ.

PROOF. If V is separated, then the set whereϕ andψ agree is closed, and so must be the
whole ofZ.

Conversely, consider a pair of mapsϕ, ψ : Z ⇒ V , and letS be the subset ofZ on
which they agree. We assumeV has the property in the statement of the lemma, and show
thatS is closed. LetS be the closure ofS in Z. According to the above discussion,S has
the structure of a closed prevariety ofZ, and the mapsϕ|S andψ|S are regular. Because
they agree on a dense subset ofS they agree on the whole ofS, and soS = S is closed.

Prevarieties obtained by patching

Let V =
⋃
Vi (finite union), and suppose that eachVi has the structure of an algebraic

prevariety. Assume the following condition holds:

for all i, j, Vi ∩ Vj is open in bothVi andVj and the structures of an algebraic
prevariety induced on it byVi andVj are coincide.

Then we can define the structure of a ringed space onV as follows:U ⊂ V is open if and
only if U ∩ Vi is open for alli, andf : U → k is regular if and only iff |U ∩ Vi is regular
for all i. It is straightforward to check that this does makeV into a ringed space(V,OV ).

PROPOSITION3.12. The ringed space(V,OV ) is a prevariety, and the inclusionsVi ↪→ V
are regular maps.

PROOF. One only has to check that the ringed space structure on eachVi induced by that
of V is the original one.

Products of varieties

Let V andW be objects in a categoryC. A triple

(V ×W, p : V ×W → V, q : V ×W → W )

is said to be theproductof V andW if it has the following universal property: for every
pair of morphismsZ → V ,Z → W in C, there is a unique morphismZ → V ×W making

Z

	�
�

� @
@

@R

V � p
V ×W

∃!
?

.........
q- W

commute. In other words, ifϕ 7→ (p ◦ ϕ, q ◦ ϕ) is a bijection

Hom(Z, V ×W )→ Hom(Z, V )× Hom(Z,W ),
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As for any object defined by a universal property, the product, if it exists, is uniquely
determined up to a unique isomorphism.

For example, the product of two sets (in the category of sets) is the usual cartesion
product of the sets, and the product of two topological spaces (in the category of topological
spaces) is the cartesian product of the spaces (as sets) endowed with the product topology.

We shall show that products exist in the category of algebraic varieties. Suppose, for
the moment, thatV ×W exists. For any prevarietyZ, Mor(A0, Z) is the underlying set of
Z; more precisely, for anyz ∈ Z, the mapA0 → Z with imagez is regular, and these are
all the regular maps (cf. 2.17b). Thus, from the definition of products we have

(underlying set ofV ×W ) = Mor(A0, V ×W )

= Mor(A0, V )×Mor(A0,W )

= (underlying set ofV )× (underlying set ofW ).

Hence, our problem can be restated as follows: given two prevarietiesV andW , define on
the setV ×W the structure of a prevariety such that the projection mapsp, q : V ×W ⇒
V,W are regular, and such that a mapϕ : T → V × W of sets (withT an algebraic
prevariety) is regular if and only if its componentsp ◦ ϕ, q ◦ ϕ are regular. Clearly, there
can be at most one such structure on the setV ×W (because the identity map will identify
any two structures having these properties).

Before we can define products of algebraic varieties, we need to review tensor products.

Review of tensor products

LetA andB bek-algebras. Ak-algebraC together with homomorphismsi : A → C and
j : B → C is called thetensor productofA andB if it has the following universal mapping
property: for every pair of homomorphisms (ofk-algebras)α : A → R andβ : B → R,
there is a unique homomorphismγ : C → R such thatγ ◦ i = α andγ ◦ j = β:

A
i - C � j

B

@
@

@α R 	�
�

�
β

R.

∃! γ

?

.........

If it exists, the tensor product, is uniquely determined up to a unique isomorphism. We
write it A⊗k B.

Construction Let C∗ be thek-vector space with basisA × B. Thus the elements ofC∗

are finite sums
∑
ci(ai, bi) with ci ∈ k, ai ∈ A, bi ∈ B. Let D be the subspace ofC∗

generated by the following elements,

(a+ a′, b)− (a, b)− (a′, b), a, a′ ∈ A, b ∈ B,
(a, b+ b′)− (a, b)− (a, b′), a ∈ A, b, b′ ∈ B,

(ca, b)− c(a, b), a ∈ A, b ∈ B, c ∈ k,
(a, cb)− c(a, b), a ∈ A, b ∈ B, c ∈ k,
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and defineC = C∗/D. Write a ⊗ b for the class of(a, b) in C — we have imposed the
fewest conditions forcing(a, b) 7→ a⊗b to bek-bilinear. Every element ofC can be written
as a finite sum,

∑
ai ⊗ bi, ai ∈ A, bi ∈ B, and the map

A×B → C, (a, b) 7→ a⊗ b

is k-bilinear. By definition,C is a k-vector space, and there is a product structure onC
such that(a⊗ b)(a′ ⊗ b′) = aa′ ⊗ bb′ — for this one has to check that the map

C∗ × C∗ → C, ((a, b), (a′, b′)) 7→ aa′ ⊗ bb′

factors throughC × C. It becomes ak-algebra by means of the homomorphismc 7→
c(1⊗ 1) = c⊗ 1 = 1⊗ c. The maps

a 7→ a⊗ 1: A→ C andb 7→ 1⊗ b : B → C

are homomorphisms, and it is routine to check that they makeC into the tensor product of
A andB in the above sense.

EXAMPLE 3.13. The algebraB, together with the given mapk → B and the identity map
B → B, has the universal property characterizingk ⊗k B. In terms of the constructive
definition of tensor products, the mapc⊗ b 7→ cb : k ⊗k B → B is an isomorphism.

EXAMPLE 3.14. (a) The ringk[X1, . . . , Xm, Xm+1, . . . , Xm+n], together with the obvious
inclusions

k[X1, . . . , Xm] ⊂- k[X1, . . . , Xm+n] �⊃ k[Xm+1, . . . , Xm+n]

is the tensor product ofk[X1, . . . , Xm] andk[Xm+1, . . . , Xm+n]. To verify this we only
have to check that, for everyk-algebraR, the map

Homk-alg(k[X1, . . . , Xm+n], R)→ Homk-alg(k[X1, . . .], R)× Homk-alg(k[Xm+1, . . .], R)

induced by the inclusions is a bijection. But this map can be identified with the bijection

Rm+n → Rm ×Rn.

In terms of the constructive definition of tensor products, the map

f ⊗ g 7→ fg : k[X1, . . . , Xm]⊗k k[Xm+1, . . . , Xm+n]→ k[X1, . . . , Xm+n]

is an isomorphism.
(b) Let a andb be ideals ink[X1, . . . , Xm] andk[Xm+1, . . . , Xm+n] respectively, and

let (a, b) be the ideal ink[X1, . . . , Xm+n] generated by the elements ofa andb. Then there
is an isomorphism

f ⊗ g 7→ fg :
k[X1, . . . , Xm]

a
⊗k

k[Xm+1, . . . , Xm+n]

b
→ k[X1, . . . , Xm+n]

(a, b)
.
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Again this comes down to checking that the natural map fromHomk-alg(k[X1, . . . , Xm+n]/(a, b), R)
to

Homk-alg(k[X1, . . . , Xm]/a, R)× Homk-alg(k[Xm+1, . . . , Xm+n]/b, R)

is a bijection. But the three sets are respectively
V (a, b) = zero-set of(a, b) in Rm+n,
V (a) = zero-set ofa in Rm,
V (b) = zero-set ofb in Rn,

and so this is obvious.

REMARK 3.15. (a) If(bα) is a family of generators (resp. basis) forB as ak-vector space,
then(1⊗ bα) is a family of generators (resp. basis) forA⊗k B as anA-module.

(b) Letk ↪→ Ω be fields. Then

Ω⊗k k[X1, . . . , Xn] ∼= Ω[1⊗X1, . . . , 1⊗Xn] ∼= Ω[X1, . . . , Xn].

If A = k[X1, . . . , Xn]/(g1, . . . , gm), then

Ω⊗k A ∼= Ω[X1, . . . , Xn]/(g1, . . . , gm).

For more details on tensor products, see Atiyah and MacDonald 1969, Chapter 2 (but
note that the description there (p31) of the homomorphismA → D making the tensor
product into anA-algebra is incorrect — the map isa 7→ f(a)⊗ 1 = 1⊗ g(a).

Products of affine varieties

The tensor product of twok-algebrasA andB has the universal property to be a product,
but with the arrows reversed. Because of the category anti-equivalence (2.14), this will
show thatSpecm(A ⊗k B) is the product ofSpecmA andSpecmB in the category of
affine algebraic varieties once we have shown thatA⊗k B is an affinek-algebra.

PROPOSITION3.16. LetA andB be finitely generatedk-algebras; ifA andB are reduced,
then so also isA⊗k B; if A andB are integral domains, then so also isA⊗k B.

PROOF. AssumeA andB to be reduced, and letα ∈ A ⊗k B. Thenα =
∑n

i=1 ai ⊗ bi,
someai ∈ A, bi ∈ B. If one of thebi’s is a linear combination of the remainingb’s, say,
bn =

∑n−1
i=1 cibi, ci ∈ k, then, using the bilinearity of⊗, we find that

α =
n−1∑
i=1

ai ⊗ bi +
n−1∑
i=1

cian ⊗ bi =
n−1∑
i=1

(ai + cian)⊗ bi.

Thus we can suppose that in the original expression ofα, thebi’s are linearly independent
overk.

Now suppose thatα is nilpotent, and letm be a maximal ideal inA. Froma 7→ a : A→
A/m = k we obtain homomorphisms

a⊗ b 7→ a⊗ b 7→ ab : A⊗k B → k ⊗k B
≈→ B
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The image
∑
aibi of α under this homomorphism is a nilpotent element ofB, and hence

is zero (becauseB is reduced). As thebi’s are linearly independent overk, this means that
theai are all zero. Thus, for alli, ai lies in every maximal idealm of A, and so is zero (by
2.10). Henceα = 0. This shows thatA⊗k B is reduced.

AssumeA andB to be integral domains, and letα, α′ ∈ A⊗ B be such thatαα′ = 0.
As before, we can writeα =

∑
ai ⊗ bi andα′ =

∑
a′i ⊗ b′i with the sets{b1, b2, . . .} and

{b′1, b′2, . . .} each linearly independent overk. For each maximal idealm of A, we know
(
∑
aibi)(

∑
a′ib

′
i) = 0 in B, and so either(

∑
aibi) = 0 or (

∑
a′ib

′
i) = 0. Thus either all

theai ∈ m or all thea′i ∈ m. This shows that

specm(A) = V (a1, . . . , am) ∪ V (a′1, . . . , a
′
n).

Sincespecm(A) is irreducible (see 1.15), we must havespecm(A) = V (a1, . . . , am) or
V (a′1, . . . , a

′
n). In the first caseα = 0, and in the secondα′ = 0.

EXAMPLE 3.17. We give some examples to illustrate thatk must be taken to be alge-
braically closed in the proposition.

(a) Supposek is nonperfect of characteristicp, so that there exists an elementα in an
algebraic closure ofk such thatα /∈ k butαp ∈ k. Let k′ = k[α], and letαp = a. Then
(α ⊗ 1 − 1 ⊗ α) 6= 0 in k′ ⊗k k′ (in fact, the elementsαi ⊗ αj, 0 ≤ i, j ≤ p − 1, form a
basis fork′ ⊗k k′ as ak-vector space), but

(α⊗ 1− 1⊗ α)p = (a⊗ 1− 1⊗ a) a∈k= (1⊗ a− 1⊗ a) = 0.

Thusk′ ⊗k k′ is not reduced, even thoughk′ is a field.
(b) LetK be a finite separable extension ofk and letΩ be a “big” field containingk (for

example an algebraic closure ofk). WriteK = k[α] = k[X]/(f(X)), and assumef(X)
splits inΩ[X], say,f(X) =

∏
iX − αi. BecauseK/k is separable, theαi are distinct, and

so

K ⊗k Ω ∼= Ω[X]/(f(X)) (3.15(b))

∼=
∏

Ω[X]/(X − αi) (Chinese remainder theorem 6.6)

and so it is not an integral domain.

Having (3.16), we can make the following definition: letV andW be affine varieties,
and letΓ(V,OV ) = A andΓ(W,OW ) = B; thenV × W = Specm(A ⊗k B) with the
projection mapsp : V ×W → V andq : V ×W → W defined by the mapsa 7→ a⊗1: A→
A⊗k B andb 7→ 1⊗ b : B → A⊗k B.

PROPOSITION3.18. LetV andW be affine varieties; the projection mapsp : V ×W → V ,
q : V ×W → W are regular, and a mapϕ : U → V ×W is regular if and only ifp ◦ ϕ
andq ◦ ϕ are regular. Therefore(V ×W, p, q) is the product ofV andW in the category
of algebraic prevarieties. IfV andW are irreducible, then so also isV ×W .

PROOF. The projection maps are regular because they correspond to thek-algebra homo-
morphismsk[V ]→ k[V ]⊗k k[W ] andk[W ]→ k[V ]⊗k k[W ]. Letϕ : U → V ×W be a
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map (of sets) such thatp ◦ ϕ andq ◦ ϕ are regular. IfU is affine, thenϕ corresponds to the
mapk[V ]⊗ k[W ]→ k[U ] induced by

f 7→ f ◦ (p ◦ ϕ) : k[V ]→ k[U ] andf 7→ f ◦ (q ◦ ϕ) : k[W ]→ k[U ],

and so is regular. This shows that, for a generalU , the restriction ofϕ to every open affine
of U is regular, which implies thatϕ is regular (see 3.5).

The final statement follows from the second statement in 3.16.

EXAMPLE 3.19. (a) It follows from (3.14a) that

Am p← Am+n q→ An,

where

p(a1, . . . , am+n) = (a1, . . . , am),

q(a1, . . . , am+n) = (am+1, . . . , am+n),

is the product ofAm andAn.
(b) It follows from (3.14b) that

V (a)
p← V (a, b)

q→ V (b)

is the product ofV (a) andV (b).

Warning! The topology onV × W is not the product topology; for example, the
topology onA2 = A1 × A1 is not the product topology (see 1.25).

Products in general

Now let V andW be two algebraic prevarietiesV andW . We define their product as
follows: As a set, we takeV ×W . Now writeV andW as unions of open affines,V =

⋃
Vi,

W =
⋃
Wj. ThenV × W =

⋃
Vi × Wj, and we giveV × W the topology for which

U ⊂ V ×W is open if and only ifU ∩ (Vi×Wj) is open for alli andj. We define a ringed
space structure by saying that a functionf : U → k on an open subsetU is regular if its
restriction toU ∩ (Ui × Vj) is regular for alli andj.

PROPOSITION3.20. With the above structure,V ×W is a prevariety, the projection maps

p : V ×W → V , q : V ×W → W

are regular, and a mapϕ : U → V ×W is regular if and only ifp ◦ϕ andq ◦ϕ are regular.
Therefore(V ×W, p, q) is the product ofV andW in the category of prevarieties.

PROOF. Straightforward.

PROPOSITION3.21. If V andW are separated, then so also isV ×W .

PROOF. Straightforward.
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EXAMPLE 3.22. Analgebraic groupis a varietyG together with regular maps

mult: G×G→ G, inverse: G→ G, A0 e−→ G

that makeG into a group in the usual sense. For example,SLn andGLn are algebraic
groups, and any finite group can be regarded as an algebraic group of dimension zero.
Connected affine algebraic groups are called linear algebraic groups because they can all
be realized as closed subgroups ofGLn for somen, and connected algebraic groups that
can be realized asclosed algebraic subvarieties of a projective space are calledabelian
because they are related to the integrals studied by Abel.

Coarse Classification: every algebraic group contains a sequence of normal subgroups

G ⊃ G0 ⊃ G1 ⊃ {e}

with G/G0 a finite group,G0/G1 an abelian variety, andG1 a linear algebraic group.

The separation axiom

Now that we have the notion of the product of varieties, we can restate the separation axiom
in terms of the diagonal.

By way of motivation, consider a topological spaceV and the diagonal∆ ⊂ V × V ,

∆
df
= {(x, x) | x ∈ V }.

If ∆ is closed (for the product topology), then every pair of points(x, y) /∈ ∆ has a neigh-
bourhoodU × U ′ such thatU × U ′ ∩∆ = ∅. In other words, ifx andy are distinct points
in V then there are neighbourhoodsU andU ′ of x andy respectively such thatU ∩U ′ = ∅.
ThusV is Hausdorff. Conversely, ifV is Hausdorff, the reverse argument shows that∆ is
closed.

For a varietyV , we let∆ = ∆V (the diagonal) be the subset{(v, v) | v ∈ V } of V ×V .

PROPOSITION3.23. An algebraic prevarietyV is separated if and only if∆V is closed.16

PROOF. Assume∆ to be closed, and letϕ andψ be regular mapsZ → V . The map

(ϕ, ψ) : Z → V × V, z 7→ (ϕ(z), ψ(z))

is regular, because its composites with the projections toV areϕ andψ. In particular, it is
continuous, and so(ϕ, ψ)−1(∆) is closed. But this is precisely the subset on whichϕ and
ψ agree.

Conversely, supposeV is separated. By definition, this means that for any prevarietyZ
and regular mapsϕ, ψ : Z → V , the set on whichϕ andψ agree is closed inZ. Apply this
with ϕ andψ the two projection mapsV × V → V , and note that the set on which they
agree is∆.

16Recall that the topology onV × V is not the product topology, and so the proposition doesnot imply
thatV is Hausdorff.



3 ALGEBRAIC VARIETIES 64

COROLLARY 3.24. For any prevarietyV , the diagonal is a locally closed subset ofV ×V .

PROOF. Let P ∈ V , and letU be an open affine neighbourhood ofP . ThenU × U is a
neighbourhood of(P, P ) in V × V , and∆V ∩ (U × U) = ∆U , which is closed inU × U
becauseU is separated.

Thus∆V is always a subvariety ofV × V , and it is closed if and only ifV is separated.
ThegraphΓϕ of a regular mapϕ : V → W is defined to be

{(v, ϕ(v)) ∈ V ×W | v ∈ V }.

At this point, the reader should draw the picture suggested by calculus.

COROLLARY 3.25. For any morphismϕ : V → W of prevarieties, the graphΓϕ of ϕ is
locally closed inV ×W , and it is closed ifW is separated. The mapv 7→ (v, ϕ(v)) is an
isomorphism ofV ontoΓϕ.

PROOF. The first statement follows from the preceding corollary because the graph is the
inverse image of the diagonal ofW ×W under the regular map

(v, w) 7→ (ϕ(v), w) : V ×W → W ×W.

The second statement follows from the fact that the regular mapΓϕ ↪→ V ×W p→ V is an
inverse tov 7→ (v, ϕ(v)) : V → Γϕ.

THEOREM 3.26. The following three conditions on a prevariety are equivalent:
(a) V is separated;
(b) for every pair of open affinesU andU ′ in V , U ∩ U ′ is an open affine, andΓ(U ∩

U ′,OV ) is generated by the functions

P 7→ f(P )g(P ) wheref ∈ Γ(U,OV ), g ∈ Γ(U ′,OV ),

i.e., the mapk[U ]⊗k k[U ′]→ k[U ∩ U ′] is surjective;
(c) the condition in (b) holds for the sets in some open affine covering ofV .

PROOF. LetUi andUj be open affines inV . We shall prove:
(i) ∆ closed⇒ Ui ∩ Uj affine.
(ii) If Ui ∩ Uj is affine, then

(Ui × Uj) ∩∆ is closed ⇐⇒ the mapk[Ui]⊗k k[Uj]→ k[Ui ∩ Uj] is surjective.

If {Ui × Uj}(i,j)∈I×J is an open covering ofV × V , ∆ is closed inV × V ⇐⇒
∆ ∩ (Ui × Uj) is closed inUi × Uj for each pair(i, j). Thus these statements show that
(a)⇒(b) and (c)⇒(a). Since the implication (b)⇒(c) is trivial, this shows that (i) and (ii)
imply the theorem.

Proof of (i): The graph of the inclusionι : Ui ∩ Uj ↪→ V is Γι = (Ui × Uj) ∩ ∆ ⊂
(Ui ∩Uj)×V . If ∆ is closed,(Ui×Uj)∩∆ is a closed subvariety of an affine variety, and
hence is affine (see p50). SinceUi ∩ Uj ≈ Γι, it also is affine.

Proof of (ii): Now assume thatUi ∩ Uj is affine. Then(Ui × Uj) ∩ ∆V is closed in
Ui × Uj ⇐⇒ v 7→ (v, v) : Ui ∩ Uj → Ui × Uj is a closed immersion⇐⇒ the morphism
k[Ui × Uj] → k[Ui ∩ Uj] is surjective (see 2.21). Sincek[Ui × Uj] = k[Ui] ⊗k k[Uj], this
completes the proof of (ii).
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EXAMPLE 3.27. (a) LetV = P1, and letU0 andU1 be the standard open subsets (see
3.4). ThenU0 ∩ U1 = A1 r {0}, and the maps on rings corresponding to the inclusions
Ui ↪→ U0 ∩ U1 are

X 7→ X : k[X]→ k[X,X−1]

X 7→ X−1 : k[X]→ k[X,X−1],

Thus the setsU0 andU1 satisfy the condition in (b).
(b) LetV beA1 with the origin doubled (see 3.10), and letU andU ′ be the upper and

lower copies ofA1 in V . ThenU ∩U ′ is affine, but the maps on rings corresponding to the
inclusionsUi ↪→ U0 ∩ U1 are

X 7→ X : k[X]→ k[X,X−1]

X 7→ X : k[X]→ k[X,X−1],

Thus the setsU0 andU1 fail the condition in (b).
(c) LetV beA2 with the origin doubled, and letU andU ′ be the upper and lower copies

of A2 in V . ThenU ∩ U ′ is not affine (see 2.20).

LetVark denote the category of algebraic varieties overk and regular maps. The functor
A 7→ SpecmA is fully faithful contravariant functorAffk → Vark, and defines an equiva-
lence of the first category with the subcategory of the second whose objects are the affine
algebraic varieties.

Dimension

Let V be an irreducible algebraic variety. Then every open subset ofV is dense, and is
irreducible. IfU ⊃ U ′ are open affines inV , then we have

k[U ] ⊂ k[U ′] ⊂ k(U).

Thereforek(U) is also the field of fractions ofk[U ′]. This remark shows that we can attach
to V a field k(V ), called the field of rational functions onV , such that for every open
affineU in V , k(V ) is the field of fractions ofk[U ]. Thedimensionof V is defined to be
the transcendence degree ofk(V ) overk. Note thedim(V ) = dim(U) for any open subset
U of V . In particular,dim(V ) = dim(U) for U an open affine inV . It follows that some
of the results in§1 carry over — for example, ifZ is a proper closed subvariety ofV , then
dim(Z) < dim(V ).

PROPOSITION3.28. LetV andW be irreducible varieties. Then

dim(V ×W ) = dim(V ) + dim(W ).

PROOF. We can assumeV andW to be affine, and writek[V ] = k[x1, . . . , xm] andk[W ] =
k[y1, . . . , yn] where{x1, . . . , xd} and{y1, . . . , ye} are maximal algebraically independent
sets of elements ofk[V ] andk[W ]. Thusd = dim(V ) ande = dim(W ). Then17

k[V ×W ] = k[V ]⊗k k[W ] ⊃ k[x1, . . . , xd]⊗k k[y1, . . . , ye] ∼= k[x1, . . . , xd, y1, . . . , ye].

17In general, it is not true that ifM ′ andN ′ areR-submodules ofM andN , thenM ′ ⊗R N ′ is anR-
submodule ofM⊗RN . However, this is true ifR is a field, because thenM ′ andN ′ will be direct summands
of M andN , and tensor products preserve direct summands.



3 ALGEBRAIC VARIETIES 66

Therefore{x1 ⊗ 1, . . . , xd ⊗ 1, 1 ⊗ y1, . . . , 1 ⊗ ye} will be algebraically independent in
k[V ] ⊗k k[W ]. Obviouslyk[V ×W ] is generated as ak-algebra by the elementsxi ⊗ 1,
1⊗ yj, 1 ≤ i ≤ m, 1 ≤ j ≤ n, and all of them are algebraic over

k[x1, . . . , xd]⊗k k[y1, . . . , ye].

Thus the transcendence degree ofk(V ×W ) is d+ e.

We extend the definition to an arbitrary varietyV as follows. A variety is a finite
union of Noetherian topological spaces, and so is Noetherian. Consequently (see 1.17),
V is a finite unionV =

⋃
Vi of its irreducible components, and we definedim(V ) =

max dim(Vi). When all the irreducible components ofV have dimensionn, V is said to be
pure of dimensionn (or to be ofpure dimensionn).

Algebraic varieties as a functors

LetA be an affinek-algebra, and letV be an algebraic variety. We define apoint of V with
coordinates inA to be a regular mapSpecm(A) → V . For example, ifV = V (a) ⊂ kn,
then

V (A) = {(a1, . . . , an) ∈ An | f(a1, . . . , an) = 0 all f ∈ a},

which is what you expect. In particularV (k) = V (as a set), i.e.,V (as a set) can be
identified with the set of points ofV with coordinates ink. Note that(V × W )(A) =
V (A)×W (A).

REMARK 3.29. LetV be the union of two subvarieties,V = V1 ∪ V2. If V1 andV2 are both
open, thenV (A) = V1(A) ∪ V2(A), but not necessarily otherwise. For example, for any
polynomialf(X1, . . . , Xn),

An = Df ∪ V (f)

whereDf
∼= Specm(k[X1, . . . , Xn, T ]/(1− Tf)) andV (f) is the zero set off , but

Rn 6= {a ∈ An | f(a) ∈ A×} ∪ {a ∈ An | f(a) = 0}

in general.

THEOREM 3.30. A regular mapϕ : V → W of algebraic varieties defines a family of
maps of sets,ϕ(A) : V (A) → W (A), one for each affinek-algebraA, such that for every
homomorphismα : A→ B of k-algebras,

A V (A)
ϕ(A)- W (A)

B

α

?
V (B)

V (α)

?
ϕ(B)- V (B)

W (α)

?
(*)

commutes. Every family of maps with this property arises from a unique morphism of
algebraic varieties.
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The proof is trivial, once we have reviewed some elementary definitions and results
from category theory.

Let F andG be two functorsC → D. A morphismα : F → G is a collection of mor-
phismsα(A) : F (A) → G(A), one for each objectA of C, such that, for every morphism
u : A→ B in C, the following diagram commutes:

A F (A)
α(A)- G(A)

B

u

?
F (B)

F (u)

?
α(B)- G(B)

G(u)

?

.

(**)

With this notion of morphism, the functorsC → D form a categoryFun(C,D) (we ignore
the problem thatMor(F,G) may not be a set — only a class).

For any objectV of a categoryC, we have a contravariant functor

hV : C→ Sets,

which sends an objectA to the setMor(A, V ) and sends a morphismα : A→ B to

ϕ 7→ ϕ ◦ α : hV (B)→ hV (A),

i.e., hV (∗) = Mor(∗, V ) andhV (α) = ∗ ◦ α. Let α : V → W be a morphism inC. The
collection of maps

hα(A) : hV (A)→ hW (A), ϕ 7→ α ◦ ϕ
is a morphism of functors.

PROPOSITION3.31 (YONEDA LEMMA ). The functor

V 7→ hV : C→ Fun(C, Sets)

is fully faithful.

PROOF. LetA,B be objects ofC. We construct an inverse to

α 7→ hα : Mor(A,B)→ Mor(hA, hB).

For a morphism of functorsγ : hA → hB, defineβ(γ) = γ(idA)—it is morphismA→ B.
Then

β(hα)
df
= hα(idA)

df
= α ◦ idA = α,

and
hβ(γ)(α)

df
= β(γ) ◦ α df

= γ(idA) ◦ α = γ(α)

because of the commutativity of (**):

A hA(A)
γ- hB(A)

B

α

?
hB(B)

∗◦α
?

γ- hB(B)

∗◦α
?

(***)

Thusα→ hα andγ 7→ β(γ) are inverse maps.
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The Yoneda lemma shows that the functorV 7→ hV embeds the category of affine
algebraic varieties as a full subcategory of the category of covariant functorsAffk → Sets,
and it is not difficult to deduce that it embeds the category of all algebraic varieties in to
the category of such functors (use 3.12 for example). This proves (3.30).

It is not unusual for a variety to be most naturally defined in terms of its points functor.
For example, for any affinek-algebra, letSLn(A) be the group ofn× n matrices with co-
efficients inA having determinant1. A homomorphismA→ B induces a homomorphism
SLn(A)→ SLn(B), and soSLn(A) is a functor. In fact, it is the points functor of the affine
variety:

Specm k[X11, . . . , Xnn]/(det(Xij)− 1).

Matrix multiplication defines a morphism of functors

SLn× SLn → SLn

which, because of (3.30), arises from a morphism of algebraic varieties. In fact,SLn is an
algebraic group.

Instead of defining varieties to be ringed spaces, it is possible to define them to be
functorsAffk → Sets satisfying certain conditions.

Dominating maps

A regular mapα : V → W is said to bedominating if the image ofα is dense inW .
SupposeV andW are irreducible. IfV ′ andW ′ are open affine subsets ofV andW such
thatϕ(V ′) ⊂ W ′, then (2.21) implies that the mapf 7→ f ◦ ϕ : k[W ′]→ k[V ′] is injective.
Therefore it extends to a map on the fields of fractions,k(W ) → k(V ), and this map is
independent of the choice ofV ′ andW ′.

Exercises 14–16

14. Show that the only regular functions onP1 are the constant functions. [ThusP1 is not
affine. Whenk = C, P1 is the Riemann sphere (as a set), and one knows from complex
analysis that the only holomorphic functions on the Riemann sphere are constant. Since
regular functions are holomorphic, this proves the statement in this case. The general case
is easier.]

15. Let V be the disjoint union of algebraic varietiesV1, . . . , Vn. This set has an obvious
topology and ringed space structure, and it is obviously again an algebraic variety. Show
that if eachVi is an affine variety, then so also isV .

16. Omitted.
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4 Local Study: Tangent Planes, Tangent Cones, Singular-
ities

In this section, we examine the structure of a variety near a point. I begin with the case of
a curve, since the ideas in the general case are the same, except that the formulas are more
complicated. Throughout,k is an algebraically closed field.

Tangent spaces to plane curves

Consider the curve
V : F (X,Y ) = 0

in the planeA2 defined by a nonconstant polynomialF (X, Y ). We assume thatF (X, Y )
has no multiple factors, so that(F (X, Y )) is a radical ideal andI(V ) = (F (X, Y )). We
can factorF into a product of irreducible polynomials,F (X, Y ) =

∏
Fi(X, Y ), and then

V =
⋃
V (Fi) expressesV as a union of its irreducible components. Each component

V (Fi) has dimension1 (see 1.21) and soV has pure dimension1. More explicitly, suppose
for simplicity thatF (X, Y ) itself is irreducible, so that

k[V ] = k[X, Y ]/(F (X, Y )) = k[x, y]

is an integral domain. IfF 6= X− c, thenx is transcendental overk andy is algebraic over
k(x), and sox is a transcendence basis fork(V ) overk. Similarly, if F 6= Y − c, theny is
a transcendence basis fork(V ) overk.

Let (a, b) be a point onV . In calculus, the equation of the tangent atP = (a, b) is
defined to be

∂F

∂X
(a, b)(X − a) +

∂F

∂Y
(a, b)(Y − b) = 0. (*)

This is the equation of a line unless both∂F
∂X

(a, b) and ∂F
∂Y

(a, b) are zero, in which case it is
the equation of a plane.

DEFINITION 4.1. Thetangent spaceTPV to V at P = (a, b) is the space defined by
equation (*).

When ∂F
∂X

(a, b) and ∂F
∂Y

(a, b) are not both zero,TP (V ) is a line, and we say thatP is a
nonsingular or smoothpoint of V . Otherwise,TP (V ) has dimension 2, and we say that
P is singular or multiple. The curveV is said to benonsingular or smoothwhen all its
points are nonsingular.

We regardTP (V ) as a subspace of the two-dimensional vector spaceTP (A2), which is
the two-dimensional space of vectors with originP .

EXAMPLE 4.2. In each case, the reader is invited to sketch the curve. The characteristic of
k is assumed to be6= 2, 3.

(a) Xm + Y m = 1. All points are nonsingular unless the characteristic dividesm (in
which caseXm + Y m − 1 has multiple factors).

(b) Y 2 = X3. Here only(0, 0) is singular.
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(c) Y 2 = X2(X + 1). Here again only(0, 0) is singular.
(d) Y 2 = X3 + aX + b. In this case,

V is singular⇐⇒ Y 2 −X3 − aX − b, 2Y , and3X2 + a have a common zero

⇐⇒ X3 + aX + b and3X2 + a have a common zero.

Since3X2 + a is the derivative ofX3 + aX + b, we see thatV is singular if and only
if X3 + aX + b has a multiple root.

(e) (X2 + Y 2)2 + 3X2Y − Y 3 = 0. The origin is (very) singular.
(f) (X2 + Y 2)3 − 4X2Y 2 = 0. The origin is (even more) singular.
(g) V = V (FG) whereFG has no multiple factors andF andG are relatively prime.

ThenV = V (F ) ∪ V (G), and a point(a, b) is singular if and only if it is a singular
point of V (F ), a singular point ofV (G), or a point ofV (F ) ∩ V (G). This follows
immediately from the equations given by the product rule:

∂(FG)

∂X
= F · ∂G

∂X
+
∂F

∂X
·G, ∂(FG)

∂Y
= F · ∂G

∂Y
+
∂F

∂Y
·G.

PROPOSITION4.3. Let V be the curve defined by a nonconstant polynomialF without
multiple factors. The set of nonsingular points18 is an open dense subsetV .

PROOF. We can assume thatF is irreducible. We have to show that the set of singular
points is a proper closed subset. Since it is defined by the equations

F = 0,
∂F

∂X
= 0,

∂F

∂Y
= 0,

it is obviously closed. It will be proper unless∂F/∂X and∂F/∂Y are identically zero on
V , and are therefore both multiples ofF , but, since they have lower degree, this is impos-
sible unless they are both zero. Clearly∂F/∂X = 0 if and only if F is a polynomial inY
(k of characteristic zero) or is a polynomial inXp andY (k of characteristicp). A similar
remark applies to∂F/∂Y . Thus if∂F/∂X and∂F/∂Y are both zero, thenF is constant
(characteristic zero) or a polynomial inXp, Y p, and hence apth power (characteristicp).
These are contrary to our assumptions.

The set of singular points of a variety is often called thesingular locusof the variety.

Tangent cones to plane curves

Suppose thatP = (0, 0) is on the curveV . Then the equation defining the tangent space at
P is the linear term ofF : since(0, 0) is onV ,

F = aX + bY + terms of higher degree,

and the equation of the tangent space is

F`(X, Y ) = 0, F`(X, Y )
df
= aX + bY.

18In common usage, “singular” means uncommon or extraordinary as in “he spoke with singular shrewd-
ness”. Thus the proposition says that singular points (mathematical sense) are singular (usual sense).
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In general a polynomialF (X,Y ) can be written (uniquely) as a finite sum

F = F0 + F1 + F2 + · · ·+ Fm + · · ·

whereFm is a homogeneous polynomial of degreem. The first nonzero term on the right
(the homogeneous summand ofF of least degree) will be writtenF∗ and called theleading
form of F .

DEFINITION 4.4. LetF (X, Y ) be a polynomial without square factors, and letV be the
curve defined byF . If (0, 0) ∈ V , then thegeometric tangent coneto V at (0, 0) is the
zero set ofF∗. Thetangent coneis the pair(V (F∗), F∗). To obtain the tangent cone at any
other point, translate to the origin, and then translate back.

EXAMPLE 4.5. (a)Y 2 = X3: the tangent cone at(0, 0) is given byY 2 = 0 — it is the
X-axis (doubled).

(b) Y 2 = X2(X + 1): the tangent cone at (0,0) is given byY 2 = X2 — it is the pair of
linesY = ±X.

(c) (X2+Y 2)2+3X2Y −Y 3 = 0: the tangent cone at(0, 0) is given by3X2Y −Y 3 = 0
— it is the union of the linesY = 0, Y = ±

√
3X.

(d) (X2 + Y 2)3 − 4X2Y 2 = 0: the tangent cone at(0, 0) is given by4X2Y 2 = 0 — it
is the union of theX andY axes (each doubled).

In general we can factorF∗ as

F∗(X, Y ) =
∏

Xr0(Y − aiX)ri .

ThendegF∗ =
∑
ri is called themultiplicity of the singularity, multP (V ). A multiple

point isordinary if its tangents are nonmultiple, i.e.,ri = 1 all i. An ordinary double point
is called anode, and a nonordinary double point is called acusp. (There are many names
for special types of singularities — see any book, especially an old book, on curves.)

The local ring at a point on a curve

PROPOSITION4.6. LetP be a point on a curveV , and letm be the corresponding maximal
ideal ink[V ]. If P is nonsingular, thendimk m/m2 = 1, and otherwisedimk m/m2 = 2.

PROOF. Assume first thatP = (0, 0). Thenm = (x, y) in k[V ] = k[X, Y ]/(F (X, Y )) =
k[x, y]. Note thatm2 = (x2, xy, y2), and

m/m2 = (X, Y )/(m2 + F (X, Y )) = (X, Y )/(X2, XY, Y 2, F (X,Y )).

In this quotient, every element is represented by a linear polynomialcx+ dy, and the only
relation isF`(x, y) = 0. Clearlydim m/m2 = 1 if F` 6= 0, anddim m/m2 = 2 otherwise.
SinceF` = 0 is the equation of the tangent space, this proves the proposition in this case.

The same argument works for an arbitrary point(a, b) except that one uses the variables
X ′ = X − a andY ′ = Y − b — in essence, one translates the point to the origin.
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We explain what the conditiondimk(m/m
2) = 1 means for the local ringOP = k[V ]m

— see later for more details. Letn be the maximal idealmk[V ]m of this local ring. The
mapm→ n induces an isomorphismm/m2 → n/n2, and so we have

P nonsingular ⇐⇒ dimk m/m2 = 1 ⇐⇒ dimk n/n2 = 1.

Nakayama’s lemma shows that the last condition is equivalent ton being a principal ideal.
SinceOP is of dimension1, n being principal meansOP is a regular local ring of dimension
1, and hence a discrete valuation ring, i.e., a principal ideal domain with exactly one prime
element (up to associates). Thus, for a curve,

P nonsingular ⇐⇒ OP regular ⇐⇒ OP is a discrete valuation ring.

Tangent spaces of subvarieties ofAm

Before defining tangent spaces at points of closed subvarietes ofAm we review some ter-
minology from linear algebra.

Linear algebra

For a vector spacekm, letXi be theith coordinate functiona 7→ ai. ThusX1, . . . , Xm is
the dual basis to the standard basis forkm. A linear form

∑
aiXi can be regarded as an

element of the dual vector space(km)∨ = Hom(km, k).
LetA = (aij) be ann×m matrix. It defines a linear mapα : km → kn, by a1

...
am

 7→ A

 a1
...
am

 .

Thus, ifα(a) = b, then

bi =
m∑
j=1

aijaj.

Write X1, . . . , Xm for the coordinate functions onkm andY1, . . . , Yn for the coordinate
functions onkn. Then the last equation can be rewritten as:

Yi ◦ α =
m∑
j=1

aijXj.

This says that, when we applyα toa, then theith coordinate of the result is
∑m

j=1 aij(Xja) =∑m
j=1 aijaj.
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Tangent spaces

Consider an affine varietyV ⊂ km, and leta = I(V ). The tangent spaceTa(V ) to V
at a = (a1, . . . , am) is the subspace of the vector space with origina cut out by the linear
equations

m∑
i=1

∂F

∂Xi

∣∣∣∣
a

(Xi − ai) = 0, F ∈ a. (*)

ThusTa(Am) is the vector space of dimensionm with origin a, andTa(V ) is the subspace
of Ta(Am) defined by the equations (*).

Write (dXi)a for (Xi − ai); then the(dXi)a form a basis for the dual vector space
Ta(Am)∨ to Ta(Am) — in fact, they are the coordinate functions onTa(Am). As in ad-
vanced calculus, for a functionF ∈ k[X1, . . . , Xm], we define thedifferential of F ata by
the equation:

(dF )a =
∑ ∂F

∂Xi

∣∣∣∣
a

(dXi)a.

It is again a linear form onTa(Am). In terms of differentials,Ta(V ) is the subspace of
Ta(Am) defined by the equations:

(dF )a = 0, F ∈ a, (**)

I claim that, in (*) and (**), it suffices to take theF in a generating subset fora. The
product rule for differentiation shows that ifG =

∑
j HjFj, then

(dG)a =
∑
j

Hj(a) · (dFj)a + Fj(a) · (dGj)a.

If F1, . . . , Fr generatea anda ∈ V (a), so thatFj(a) = 0 for all j, then this equation
becomes

(dG)a =
∑
j

Hj(a) · (dFj)a.

Thus(dG)a(t) = 0 if (dFj)a(t) = 0 for all j.
WhenV is irreducible, a pointa on V is said to benonsingular (or smooth) if the

dimension of the tangent space ata is equal to the dimension ofV ; otherwise it issingular
(or multiple). WhenV is reducible, we saya is nonsingular if dimTa(V ) is equal to the
maximum dimension of an irreducible component ofV passing througha. It turns out then
thata is singular precisely when it lies on more than one irreducible component, or when
it lies on only one but is a singular point of that component.

Let a = (F1, . . . , Fr), and let

J = Jac(F1, . . . , Fr) =

(
∂Fi
∂Xj

)
=


∂F1

∂X1
, . . . , ∂F1

∂Xm
...

...
∂Fr

∂X1
, . . . , ∂Fr

∂Xm

 .

Then the equations definingTa(V ) as a subspace ofTa(Am) have matrixJ(a). Therefore,
from linear algebra,

dimk Ta(V ) = m− rankJ(a),
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and soa is nonsingular if and only if the rank of Jac(F1, . . . , Fr)(a) is equal tom−dim(V ).
For example, ifV is a hypersurface, sayI(V ) = (F (X1, . . . , Xm)), then

Jac(F )(a) =

(
∂F

∂X1

(a), . . . ,
∂F

∂Xm

(a)

)
,

anda is nonsingular if and only if not all of the partial derivatives∂F
∂Xi

vanish ata.
We can regardJ as a matrix of regular functions onV . For eachr,

{a ∈ B | rankJ(a) ≤ r}

is closed inV , because it the set where certain determinants vanish. Therefore, there is an
open subsetU of V on which rankJ(a) attains its maximum value, and the rank jumps on
closed subsets. Later we shall show that the maximum value of rankJ(a) is m − dimV ,
and so the nonsingular points ofV form a nonempty open subset ofV .

The differential of a map

Consider a regular map

α : Am → An, a 7→ (P1(a1, . . . , am), . . . , Pn(a1, . . . , am)).

We think ofα as being given by the equations

Yi = Pi(X1, . . . , Xm), i = 1, . . . n.

It corresponds to the map of ringsα∗ : k[Y1, . . . , Yn] → k[X1, . . . , Xm] sendingYi to
Pi(X1, . . . , Xm), i = 1, . . . n.

Let a ∈ Am, and letb = α(a). Define(dα)a : Ta(Am) → Tb(An) to be the map such
that

(dYi)b ◦ (dα)a =
∑ ∂Pi

∂Xj

∣∣∣∣
a

(dXj)a,

i.e., relative to the standard bases,(dα)a is the map with matrix

Jac(P1, . . . , Pn)(a) =


∂P1

∂X1
(a), . . . , ∂P1

∂Xm
(a)

...
...

∂Pn

∂X1
(a), . . . , ∂Pn

∂Xm
(a)

 .

For example, supposea = (0, . . . , 0) andb = (0, . . . , 0), so thatTa(Am) = km and
Tb(An) = kn, and

Pi =
m∑

j=1

cijXj + (higher terms),i = 1, . . . , n.

ThenYi ◦ (dα)a =
∑

j cijXj, and the map on tangent spaces is given by the matrix(cij),
i.e., it is simplyt 7→ (cij)t.
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LetF ∈ k[X1, . . . , Xm]. We can regardF as a regular mapAm → A1, whose differen-
tial will be a linear map

(dF )a : Ta(Am)→ Tb(A1), b = F (a).

When we identifyTb(A1) with k, we obtain an identification of the differential ofF (F
regarded as a regular map) with the differential ofF (F regarded as a regular function).

LEMMA 4.7. Letα : Am → An be as at the start of this subsection. IfαmapsV = V (a) ⊂
km intoW = V (b) ⊂ kn, then(dα)a mapsTa(V ) into Tb(W ), b = α(a).

PROOF. We are given that
f ∈ b⇒ f ◦ α ∈ a,

and have to prove that

f ∈ b⇒ (df)b ◦ (dα)a is zero onTa(V ).

The chain rule holds in our situation:

∂f

∂Xi

=
n∑
i=1

∂f

∂Yj

∂Yj
∂Xi

, Yj = Pj(X1, . . . , Xm), f = f(Y1, . . . , Yn).

If α is the map given by the equations

Yj = Pj(X1, . . . , Xm), j = 1, . . . ,m,

then the chain rule implies

d(f ◦ α)a = (df)b ◦ (dα)a, b = α(a).

Let t ∈ Ta(V ); then
(df)b ◦ (dα)a(t) = d(f ◦ α)a(t),

which is zero iff ∈ b because thenf ◦ α ∈ a. Thus(dα)a(t) ∈ Tb(W ).

We therefore get a map(dα)a : Ta(V ) → Tb(W ). The usual rules from advanced
calculus hold. For example,

(dβ)b ◦ (dα)a = d(β ◦ α)a, b = α(a).

The definition we have given ofTa(V ) appears to depend on the embeddingV ↪→ An.
Later we shall given intrinsic of the tangent space, which is independent of any embedding.
Thus, an isomorphismα : V → W must induce an isomorphism(dα)a : TaV → Tα(a)W
for eacha ∈ V .

EXAMPLE 4.8. LetV be the union of the coordinate axes inA3, and letW be the zero set
ofXY (X−Y ) in A2. Each ofV andW is a union of three lines meeting at the origin. Are
they isomorphic as algebraic varieties? Obviously, the origino is the only singular point on
V or W . An isomorphismV → W would have to send the singular point to the singular
point, i.e.,o 7→ o, and mapTo(V ) isomorphically ontoTo(W ). ButV = V (XY, Y Z,XZ),
and soTo(V ) has dimension3, whereasToW has dimension2. Therefore, they are not
isomorphic.
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Etale maps

LetV andW be smooth varieties. A regular mapα : V → W is étaleata if (dα)a : Ta(V )→
Tb(W ) is an isomorphism;α is étaleif it is étale at all points ofV .

EXAMPLE 4.9. (a) A regular map

α : An → An, a 7→ (P1(a1, . . . , an), . . . , Pn(a1, . . . , an)).

is étale ata if and only if rank Jac(P1, . . . , Pn)(a) = n, because the map on the tangent

spaces has matrix Jac(P1, . . . , Pn)(a)). Equivalent condition:det
(
∂Pi

∂Xj
(a)
)
6= 0

(b) LetV = Specm(A) be an affine variety, and letf =
∑
ciX

i ∈ A[X] be such that
A[X]/(f(X)) is reduced. LetW = Specm(A[X]/(f(X)), and consider the mapW → V
corresponding to the inclusionA ↪→ A[X]/(f). The points ofW lying over a pointa ∈ V
correspond to the roots of

∑
ci(a)X i. I claim that the mapW → V is étale at a point(a, b)

if and only if b is a simple root of
∑
ci(a)X i.

To see this, writeA = Specm k[X1, . . . , Xn]/a, a = (f1, . . . , fr), so thatA[X]/(f) =
k[X1, . . . , Xn]/(f1, . . . , fr, f). The tangent spaces toW andV at (a, b) anda respectively
are the null spaces of the matrices

∂f1
∂X1

(a) . . . ∂f1
∂Xm

(a) 0
...

...
∂fn

∂X1
(a) . . . ∂fn

∂Xm
(a) 0

∂f
∂X1

(a) . . . ∂f
∂Xm

(a) ∂f
∂X

(a, b)




∂f1
∂X1

(a) . . . ∂f1
∂Xm

(a)
...

...
∂fn

∂X1
(a) . . . ∂fn

∂Xm
(a)


and the mapT(a,b)(W )→ Ta(V ) is induced by the projection mapkn+1 → kn omitting the
last coordinate. This map is an isomorphism if and only if∂f

∂X
(a, b)6= 0, because then any

solution to the smaller set of equations extends uniquely to a solution of the larger set. But
∂f
∂X

(a, b) =
d(

∑
i ci(a)Xi)

dX
(b), which is zero if and only ifb is a multiple root of

∑
i ci(a)X i.

[The intuitive picture is thatW → V is a finite covering withdeg(f) sheets, which is
ramified exactly at the points where two sheets coincide.]

(c) Consider a dominating mapα : W → V of smooth affine varieties, corresponding
to a mapA → B of rings. SupposeB can be writtenB = A[Y1, . . . , Yn]/(P1, . . . , Pn)
(same number of polynomials as variables). A similar argument to the above shows thatα

is étale if and only ifdet
(
∂Pi

∂Xj
(a)
)

is never zero.

(d) The example in (b) is typical; in fact everyétale map is locally of this form, provided
V is normal (in the sense defined below p84). More precisely, letα : W → V beétale at
P ∈ W , and assumeV to normal; then there exist a mapα′ : W ′ → V ′ with k[W ′] =
k[V ′][X]/(f(X)), and a commutative diagram

W ⊃ U1 ≈ U ′
1 ⊂ W ′

↓ ↓ ↓ ↓
V ⊃ U2 ≈ U ′

2 ⊂ V ′

with theU ’s all open subvarieties andP ∈ U1.
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Warning! In advanced calculus (or differential topology, or the theory of complex
manifolds), the inverse function theorem says that a mapα that is étale at a pointa is a
local isomorphism there, i.e., there exist open neighbourhoodsU andU ′ of a andα(a)
such thatα induces an isomorphismU → U ′. This is not true in algebraic geometry,
at least not for the Zariski topology: a map can beétale at a point without being a local
isomorphism. Consider for example the map

α : A1 r {0} → A1 r {0}, a 7→ a2.

This is étale if the characteristic is6= 2, because the Jacobian matrix is(2X), which has
rank one for allX 6= 0 (alternatively, it is of the form (4.9b) withf(X) = X2 − T , where
T is the coordinate function onA1, andX2 − c has distinct roots forc 6= 0). Nevertheless,
I claim that there do not exist nonempty open subsetsU andU ′ of A1 − {0} such that
α defines an isomorphismU → U ′. If there did, thenα would define an isomorphism
k[U ′] → k[U ] and hence an isomorphism on the fields of fractionsk(A1) → k(A1). But
on the fields of fractions,α defines the mapk(X) → k(X), X 7→ X2, which is not an
isomorphism.

ASIDE 4.10. There is a conjecture that anyétale mapα : An → An is an isomorphism. If
we writeα = (P1, . . . , Pn), then this becomes the statement

det

(
∂Pi
∂Xj

(a)

)
6= 0 all a⇒ α has a inverse.

The condition,det
(
∂Pi

∂Xj
(a)
)
6= 0 all a, implies thatdet

(
∂Pi

∂Xj

)
is a nonzero constant. This

conjecture, which is known as the Jacobian problem, has not been solved in general as far
as I know. It has caused many mathematicians a good deal of grief. It is probably harder
than it is interesting. See Bass et al. 198219.

Intrinsic definition of the tangent space

The definition we have given of the tangent space at a point requires the variety to be
embedded in affine space. In this subsection, we give a more intrinsic definition.

By a linear form in X1, . . . , Xn we mean an expression
∑
ciXi, ci ∈ k. The linear

forms form a vector space of dimensionn, which is naturally dual tokn.

LEMMA 4.11. Let c be an ideal ink[X1, . . . , Xn] generated by linear forms,̀1, . . . , `r,
which we may assume to be linearly independent. LetXi1 , . . . , Xin−r be such that

{`1, . . . , `r, Xi1 , . . . , Xin−r}

is a basis for the linear forms inX1, . . . , Xn. Then

k[X1, . . . , Xn]/c ∼= k[Xi1 , . . . , Xin−r ].

19Bass, Hyman; Connell, Edwin H.; Wright, David. The Jacobian conjecture: reduction of degree and
formal expansion of the inverse. Bull. Amer. Math. Soc. (N.S.) 7 (1982), no. 2, 287–330.
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PROOF. This is obvious if the linear forms̀1, . . . , `r areX1, . . . , Xr. In the general case,
because{X1, . . . , Xn} and{`1, . . . , `r, Xi1 , . . . , Xin−r} are both bases for the linear forms,
each element of one set can be expressed as a linear combination of the elements of the
second set. Therefore

k[X1, . . . , Xn] = k[`1, . . . , `r, Xi1 , . . . , Xin−r ]

and so

k[X1, . . . , Xn]/c = k[`1, . . . , `r, Xi1 , . . . , Xin−r ]/(`1, . . . , `r)
∼= k[Xi1 , . . . , Xin−r ].

LetV = V (a) ⊂ kn, and assume the originP ∈ V . Leta` be the ideal generated by the
linear termsf` of thef ∈ a. By definition,TP (V ) = V (a`). LetA` = k[X1, . . . , Xn]/a`,
and letm be the maximal ideal ink[V ] corresponding to the origin; thusm = (x1, . . . , xn).

PROPOSITION4.12. There are canonical isomorphisms

Homk-linear(m/m
2, k)

∼=−→ Homk-alg(A`, k)
∼=−→ TP (V ).

PROOF. First isomorphism. Letn = (X1, . . . , Xn) be the maximal ideal at the origin in
k[X1, . . . , Xn]. Thenm/m2 = n/(n2 + a), and asf − f` ∈ n2 for every f ∈ a, we
havem/m2 = n/(n2 + a`). Let f1,`, . . . , fr,` be a basis for the vector spacea`; there are
n− r variablesXi1 . . . , Xin−r forming with thefi,` a basis for the linear forms onkn. Then
Xi1 +m2, . . . , Xin−r +m2 form a basis form/m2 as ak-vector space, and the lemma shows
thatA` = k[Xi1 . . . , Xin−r ]. Any homomorphismα : A` → k of k-algebras is determined
by its valuesα(Xi1), . . . , α(Xin−r), and they can be arbitrarily given. Since thek-linear
mapsm/m2 → k have a similar description, the first isomorphism is now obvious.

Second isomorphism. To give ak-algebra homomorphismA` → k is the same as to
give an element(a1, . . . , an) ∈ kn such thatf(a1, . . . , an) = 0 for all f ∈ A`, which is the
same as to give an element ofTP (V ).

LEMMA 4.13. Letm be a maximal ideal of a ringA, and letn = mAm. For all n, the map

a+ mn 7→ a+ nn : A/mn → Am/n
n

is an isomorphism. Moreover, it induces isomorphisms

mr/mn → nr/nn

for all r < n.

PROOF. The second statement follows from the first, because of the exact commutative
diagram:

0 −−−→ mr/mn −−−→ A/mn −−−→ A/mr −−−→ 0y y∼= y∼=
0 −−−→ nr/nn −−−→ Am/n

n −−−→ Am/n
r −−−→ 0.
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To simplify the exposition, in proving that the first map is an isomorphism, I’ll regardA as
a subset ofS−1A. In order to show that the mapA/mn → An/n

n is injective, we have to
show thatnm ∩ A = mm. But nm = S−1mm, S = A − m, and so we have to show that
mm = (S−1mm) ∩ A. An element of(S−1mm) ∩ A can be writtena = b/s with b ∈ mm,
s ∈ S, anda ∈ A. Thensa ∈ mm, and sosa = 0 in A/mm. The only maximal ideal
containingmm is m (becausem′ ⊃ mm ⇒ m′ ⊃ m), and so the only maximal ideal in
A/mm is m/mm; in particular,A/mm is a local ring. Ass is not inm/mm, it is a unit in
A/mm, and sosa = 0 in A/mm impliesa = 0 in A/mm, i.e.,a ∈ mm.

We now prove that the map is surjective. Leta
s
∈ Am. Becauses /∈ m and m is

maximal, we have that(s) + m = A, i.e.,(s) andm are relatively prime. Therefore(s) and
mm are relatively prime (no maximal ideal contains both of them), and so there existb ∈ A
andq ∈ mm such thatbs+q = 1. Thenbmaps tos−1 in Am/n

m and sobamaps toa
s
.More

precisely: becauses is invertible inAm/n
m, a

s
is theuniqueelement of this ring such that

sa
s

= a; sinces(ba) = a(1− q), the image ofba in Am also has this property and therefore
equalsa

s
.

Therefore, we also have a canonical isomorphism

TP (V )
∼=−→ Homk-lin(nP/n

2
P , k),

wherenP is now the maximal ideal inOP (= Am).

DEFINITION 4.14. Thetangent spaceTP (V ) at a pointP of a varietyV isHomk-lin(nP/n
2
P , k),

wherenP the maximal ideal inOP .

WhenV is embedded in affine space, the above remarks show that this definition agrees
with the more explicit definition on p73. The advantage of the present definition is that it
depends only on a (small) neighbourhood ofP . In particular, it doesn’t depend on an affine
embedding ofV .

A regular mapα : V → W sendingP toQ defines a local homomorphismOQ → OP ,
which induces mapsmQ → mP , mQ/m

2
Q → mP/m

2
P , andTP (V ) → TQ(W ). The last

map is written(dα)P . When some open neighbourhoods ofP andQ are realized as closed
subvarieties of affine space, then(dα)P becomes identified with the map defined earlier.

In particular, iff ∈ mP , thenf is represented by a regular mapU → A1 sendingP to 0
and hence defines a linear map(df)P : TP (V )→ k. This is just the map sending a tangent
vector (element ofHomk-lin(mP/m

2
P , k)) to its value atf mod m2

P . Again, in the concrete
situationV ⊂ Am this agrees with the previous definition. In general, forf ∈ OP , i.e., for
f a germ of a function atP , we define

(df)P = f − f(P ) mod m2.

The tangent space atP and the space of differentials atP are dual vector spaces—in con-
trast to the situation in advanced calculus, for us it is easier to define first the space of
differentials, and then define the tangent space to be its dual.

Consider for example,a ∈ V (a) ⊂ An, with a a radical ideal. Forf ∈ k[An] =
k[X1, . . . , Xn], we have (trivial Taylor expansion)

f = f(P ) +
∑

ci(Xi − ai) + terms of degree≥ 2 in theXi − ai,
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that is,
f − f(P ) ≡

∑
ci(Xi − ai) mod m2

P .

Therefore(df)P can be identified with∑
ci(Xi − ai) =

∑ ∂f

∂Xi

∣∣∣∣
a

(Xi − ai),

which is how we originally defined the differential.20 The tangent spaceTa(V (a)) is the
zero set of the equations

(df)P = 0, f ∈ a,

and the set{(df)P |Ta(V ) | f ∈ k[X1, . . . , Xn]} is the dual space toTa(V ).

REMARK 4.15. LetE be a finite dimensional vector space overk. Then

T0(A(E)) ∼= E.

The dimension of the tangent space

In this subsection we show that the dimension of the tangent space is at least that of the
variety. First we review some commutative algebra.

Some commutative algebra

Let S be a multiplicative subset of a ringA, and letS−1A be the corresponding ring of
fractions. Any ideala in A, generates an idealS−1a in S−1A. If a contains an element of
S, thenS−1a contains a unit, and so is the whole ring. Thus some of the ideal structure of
A is lost in the passage toS−1A, but, as the next lemma shows, some is retained.

PROPOSITION4.16. LetS be a multiplicative subset of the ringA. The mapp 7→ S−1p =
p(S−1A) is a bijection from the set of prime ideals ofA disjoint fromS to the set of prime
ideals ofS−1A (with inverseq 7→(inverse image ofq in A)).

PROOF. For an idealb of S−1A, let bc be the inverse image ofb in A, and for an ideala of
A, let ae = a(S−1A).

For an idealb of S−1A, certainly,b ⊃ bce. Conversely, ifa/s ∈ b, thena/1 ∈ b, and
soa ∈ bc. Thusa/s ∈ bce, and sob = bce.

For an ideala of A, certainlya ⊂ aec. If x ∈ aec, thenx/1 ∈ ae, and sox/1 = a/s for
somea ∈ a, s ∈ S. Thus,t(xs − a) = 0 for somet ∈ S, and soxst ∈ a. If a is a prime
ideal disjoint fromS, this implies thatx ∈ a: for such an ideal,a = aec.

If b is prime, then certainlybc is prime. For any ideala of A, S−1A/ae ∼= S
−1

(A/a)

whereS is the image ofS in A/a. If a is a prime ideal disjoint fromS, thenS
−1

(A/a) is
a subring of the field of fractions ofA/a, and is therefore an integral domain. Thus,ae is
prime.

20The same discussion applies to anyf ∈ OP . Such anf is of the form g
h with h(a) 6= 0, and has a (not

quite so trivial) Taylor expansion of the same form, but with an infinite number of terms, i.e., it lies in the
power series ringk[[X1 − a1, . . . , Xn − an]].
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We have shown thatp 7→ pe andq 7→ qc are inverse bijections between the prime ideals
of A disjoint fromS and the prime ideals ofS−1A.

For example, letV be an affine variety andP a point onV . The proposition shows
that there is a one-to-one correspondence between the prime ideals ofk[V ] contained in
mP and the prime ideals ofOP . In geometric terms, this says that there is a one-to-one
correspondence between the prime ideals inOP and the irreducible closed subvarieties of
V passing throughP .

Now letA be a local Noetherian ring with maximal idealm. Thenm is anA-module,

and the action ofA onm/m2 factors throughk
df
= A/m.

PROPOSITION4.17. The elementsa1, . . . , an ofm generatem as an ideal if and only if their
residues modulom2 generatem/m2 as a vector space overk. In particular, the minimum
number of generators for the maximal ideal is equal to the dimension of the vector space
m/m2.

PROOF. If a1, . . . , an generatem, it is obvious that their residues generatem/m2. Con-
versely, suppose that their residues generatem/m2, so thatm = (a1, . . . , an)+m2. SinceA
is Noetherian and (hence)m is finitely generated, Nakayama’s lemma, applied withM = m

andN = (a1, . . . , an), shows thatm = (a1, . . . , an).

LEMMA 4.18 (NAKAYAMA ’ S LEMMA ). LetA be a local Noetherian ring, and letM be
a finitely generatedA-module. IfN is a submodule ofM such thatM = N + mM , then
M = N .

PROOF. After replacingM with the quotient moduleM/N , we can assume thatN = 0.
Thus we have to show that ifM = mM , thenM = 0. Let x1, . . . , xn generateM , and
write

xi =
∑
j

aijxj

for someaij ∈ m. We see thatx1, . . . , xn can be considered to be solutions to the system
of n equations inn variables∑

j

(δij − aij)xj = 0, δij = Kronecker delta,

and so Cramer’s rule tells us thatdet(δij − aij) · xi = 0 for all i. But on expanding it out,
we find thatdet(δij − aij) = 1 +m with m ∈ m. In particular,det(δij − aij) /∈ m, and so
it is a unit. We deduce that all thexi are zero, and thatM = 0.

A Noetherian local ringA of Krull dimensiond is said to beregular if its maximal
ideal can be generated byd elements. ThusA is regular if and only if its Krull dimension
is equal to the dimension ofm/m2.



4 LOCAL STUDY: TANGENT PLANES, TANGENT CONES, SINGULARITIES 82

Two results from Section 7.

We shall need to use two results that won’t be proved until§7.

4.19. For any irreducible varietyV and regular functionsf1, . . . , fr onV , the irreducible
components ofV (f1, . . . , fr) have dimension≥ dimV − r.

Note that for polynomials of degree1 on kn, this is familiar from linear algebra: a
system ofr linear equations inn variables either has no solutions (the equations are incon-
sistent) or has a family of solutions of dimension at leastn− r.

Recall that the Krull dimensiond of a Noetherian local ringA is the maximum length
of a chain of prime ideals:

m = p0 % p1 % · · · % pd.

In §7, we shall prove:

4.20. If V is an irreducible variety of dimensiond, then the local ring at each pointP of
V has dimensiond.

Theheightof a prime idealp in a Noetherian ringA, is the maximum length of a chain
of prime ideals:

p = p0 % p1 % · · · % pd.

Because of (4.16), the height ofp is the Krull dimension ofAp. Thus (4.20) can be restated
as: if V is an irreducible affine variety of dimensiond, then every maximal ideal ink[V ]
has heightd.

Sketch of proof of (4.20): IfV = Ad, thenA = k[X1, . . . , Xd], and all maximal ideals
in this ring have heightd, for example,

(X1 − a1, . . . , Xd − ad) ⊃ (X1 − a1, . . . , Xd−1 − ad−1) ⊃ . . . ⊃ (X1 − a1) ⊃ 0

is a chain of prime ideals of lengthd that can’t be refined. In the general case, the Noether
normalization theorem says thatk[V ] is integral over a polynomial ringk[x1, . . . , xd], xi ∈
k[V ]; then clearlyx1, . . . , xd is a transcendence basis fork(V ), and the going up and down
theorems (see Atiyah and MacDonald 1969, Chapt 5) show that the local rings ofk[V ] and
k[x1, . . . , xd] have the same dimension.

The dimension of the tangent space

Note that (4.17) implies that the dimension ofTP (V ) is the minimum number of elements
needed to generatenP ⊂ OP .

THEOREM 4.21. Let V be irreducible; thendimTP (V ) ≥ dim(V ), and equality holds if
and only ifOP is regular.

PROOF. Supposef1, . . . , fr generate the maximal idealnP in OP . Thenf1, . . . , fr are all
defined on some open affine neighbourhoodU of P , and I claim thatP is an irreducible
component of the zero-setV (f1, . . . , fr) of f1, . . . , fr in U . If not, there will be some
irreducible componentZ 6= P of V (f1, . . . , fr) passing throughP . WriteZ = V (p) with
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p a prime ideal ink[U ]. BecauseV (p) ⊂ V (f1, . . . , fr) and becauseZ containsP and is
not equal to it, we have

(f1, . . . , fr) ⊂ p $ mP (ideals ink[U ]).

On passing to the local ringOP = k[U ]mP
, we find (using 4.16) that

(f1, . . . , fr) ⊂ pOP $ nP (ideals inOP ).

This contradicts the assumption that thefi generatemP . HenceP is an irreducible compo-
nent ofV (f1, . . . , fr), and (4.19) implies that

r ≥ codimP = dimV.

Since the dimension ofTP (V ) is the minimum value ofr, this implies thatdimTP (V ) ≥
dimV . If equality holds, thenmP can be generated bydimV elements, which (because of
4.20) implies thatOP is regular. Conversely, ifOP is regular, then the minimum value ofr
is dimV , and so equality holds.

As in the affine case, we define a pointP to benonsingular if dimTP (V ) = dimV .
Thus a pointP is nonsingular if and only ifOP is a regular local ring. In more geometric
terms, we can say that a pointP on a varietyV of dimensiond is nonsingular if and only
if it can be defined byd equations in some neighbourhood of the point; more precisely,
P is nonsingular if there exists an open neighbourhoodU of P andd regular functions
f1, . . . , fd onU that generate the idealmP .

According to (Atiyah and MacDonald 1969, 11.23), a regular local ring is an integral
domain. This provides another explanation of why a point on the intersection of two irre-
ducible components of a variety can’t be nonsingular: the local ring at such a point in not
an integral domain. (SupposeP ∈ Z1 ∩ Z2, with Z1 ∩ Z2 6= Z1, Z2. SinceZ1 ∩ Z2 6= Z1,
there is a nonzero regular functionf1 defined on an open neighbourhoodU of P in Z1 that
is zero onU ∩Z1∩Z2. Extendf1 to a neighbourhood ofP in Z1∪Z2 by settingf1(Q) = 0
for all Q ∈ Z2. Thenf1 defines a germ of regular function atP . Similarly construct a
functionf2 that is zero onZ1. Thenf1 andf2 define nonzero germs of functions atP , but
their product is zero.)

An integral domain that is integrally closed in its field of fractions is called anormal
ring.

LEMMA 4.22. An integral domainA is normal if and only ifAm is normal for all maximal
idealsm ofA.

PROOF. ⇒: If A is integrally closed, then so isS−1A for any multiplicative subsetS (not
containing0), because if

bn + c1b
n−1 + · · ·+ cn = 0, ci ∈ S−1A,

then there is ans ∈ S such thatsci ∈ A for all i, and then

(sb)n + (sc1)(sb)
n−1 + · · ·+ sncn = 0,
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demonstrates thatsb ∈ A, whenceb ∈ S−1A.
⇐: If c is integral overA, it is integral over eachAm, hence in eachAm, andA =

⋂
Am

(if c ∈
⋂
Am, then the set ofa ∈ A such thatac ∈ A is an ideal inA, not contained in any

maximal ideal, and therefore equal toA itself).

Thus the following conditions on an irreducible varietyV are equivalent:
(a) for allP ∈ V ,OP is integrally closed;
(b) for all irreducible open affinesU of V , k[U ] is integrally closed;
(c) there is a coveringV =

⋃
Vi of V by open affines such thatk[Vi] is integrally closed

for all i.
An irreducible varietyV satisfying these conditions is said to benormal. More generally,
an algebraic varietyV is said to benormal if OP is normal for allP ∈ V . Since, as
we just noted, the local ring at a point lying on two irreducible components can’t be an
integral domain, a normal variety is a disjoint union of irreducible varieties (each of which
is normal).

A regular local Noetherian ring is always normal (cf. Atiyah and MacDonald 1969,
p123); conversely, a normal local integral domainof dimension oneis regular (ibid.). Thus
nonsingular varieties are normal, and normal curves are nonsingular. However, a normal
surface need not be nonsingular: the cone

X2 + Y 2 − Z2 = 0

is normal, but is singular at the origin — the tangent space at the origin isk3. However, it
is true that the singular locus of a normal varietyV must have dimension≤ dimV −2. For
example, a normal surface can only have isolated singularities — the singular locus can’t
contain a curve.

Singular points are singular

The set of singular points on a variety is called thesingular locusof the variety.

THEOREM 4.23. The nonsingular points of a varietyV form a dense open subset.

PROOF. We have to show that the singular points form a proper closed subset of every
irreducible component ofV .

Closed: We can assume thatV is affine, sayV = V (a) ⊂ An. LetP1, . . . , Pr generate
a. Then the set of singular points is the zero set of the ideal generated by the(n−d)×(n−d)
minors of the matrix

Jac(P1, . . . , Pr)(a) =


∂P1

∂X1
(a) . . . ∂P1

∂Xm
(a)

...
...

∂Pr

∂X1
(a) . . . ∂Pr

∂Xm
(a)


Proper: Suppose first thatV is an irreducible hypersurface inAd+1, i.e., that it is

the zero set of a single nonconstant irreducible polynomialF (X1, . . . , Xd+1). By (1.21),
dimV = d. In this case, the proof is the same as that of (4.3): if∂F

∂X1
is identically zero on
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V (F ), then ∂F
∂X1

must be divisible byF , and hence be zero. ThusF must be a polynomial
in X2, . . . Xd+1 (characteristic zero) or inXp

1 , X2, . . . , Xd+1 (characteristicp). Therefore,
if all the points ofV are singular, thenF is constant (characteristic0) or a pth power
(characteristicp) which contradict the hypothesis.

We shall complete the proof by showing (Lemma 4.23) that there is a nonempty open
subset ofV that is isomorphic to a nonempty open subset of an irreducible hypersurface in
Ad+1.

Two irreducible varietiesV andW are said to bebirationally equivalentif k(V ) ≈
k(W ).

LEMMA 4.24. Two irreducible varietiesV andW are birationally equivalent if and only
if there are open subsetsU andU ′ of V andW respectively such thatU ≈ U ′.

PROOF. Assume thatV andW are birationally equivalent. We may suppose thatV andW
are affine, corresponding to the ringsA andB say, and thatA andB have a common field
of fractionsK. WriteB = k[x1, . . . , xn]. Thenxi = ai/bi, ai, bi ∈ A, andB ⊂ Ab1...br .
SinceSpecm(Ab1...br) is a basic open subvariety ofV , we may replaceA with Ab1...br , and
suppose thatB ⊂ A. The same argument shows that there exists ad ∈ B ⊂ A such
A ⊂ Bd. Now

B ⊂ A ⊂ Bd ⇒ Bd ⊂ Ad ⊂ (Bd)d = Bd,

and soAd = Bd. This shows that the open subvarietiesD(b) ⊂ V andD(b) ⊂ W are
isomorphic. This proves the “only if” part, and the “if” part is obvious.

LEMMA 4.25. Let V be an irreducible algebraic variety of dimensiond; then there is a
hypersurfaceH in Ad+1 birationally equivalent toV .

PROOF. Let K = k(x1, . . . , xn), and assumen > d + 1. After renumbering, we may
suppose thatx1, . . . , xd are algebraically independent. Thenf(x1, . . . , xd+1) = 0 for some
nonzero irreducible polynomialf(X1, . . . , Xd+1) with coefficients ink. Not all ∂f/∂Xi

are zero, for otherwisek will have characteristicp 6= 0 andf will be a pth power. Af-
ter renumbering, we may suppose that∂f/∂Xd+1 6= 0. Thenk(x1, . . . , xd+1, xd+2) is
algebraic overk(x1, . . . , xd) and xd+1 is separable overk(x1, . . . , xd), and so, by the
primitive element theorem (FT, 5.1), there is an elementy such thatk(x1, . . . , xd+2) =
k(x1, . . . , xd, y). ThusK is generated byn − 1 elements (as a field containingk). Af-
ter repeating the process, possibly several times, we will haveK = k(z1, . . . , zd+1) with
zd+1 separable overk(z1, . . . , zd). Now takef to be an irreducible polynomial satisfied by
z1, . . . , zd+1 andH to be the hypersurfacef = 0.

COROLLARY 4.26. Any algebraic groupG is nonsingular.

PROOF. From the theorem we know that there is an open dense subsetU of G of nonsin-
gular points. For anyg ∈ G, a 7→ ga is an isomorphismG → G, and sogU consists of
nonsingular points. ClearlyG =

⋃
gU .

In fact, any variety on which a group acts transitively by regular maps will be nonsin-
gular.
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ASIDE 4.27. IfV has pure dimensiond in Ad+1, thenI(V ) = (f) for some polynomialf .

PROOF. We know I(V ) =
⋂
I(Vi) where theVi are the irreducible components ofV ,

and so if we can proveI(Vi) = (fi) thenI(V ) = (f1 · · · fr). Thus we may suppose that
V is irreducible. Letp = I(V ); it is a prime ideal, and it is nonzero because otherwise
dim(V ) = d + 1. Therefore it contains an irreducible polynomialf . From (0.8) we know
(f) is prime. If(f) 6= p , then we have

V = V (p) $ V ((f)) $ Ad+1,

and dim(V ) < dim(V (f)) < d + 1 (see 1.22), which contradicts the fact thatV has
dimensiond.

ASIDE 4.28. Lemma 4.24 can be improved as follows: ifV andW are irreducible varieties,
then every inclusionk(W ) ⊂ k(V ) is defined by a regular surjective mapα : U → U ′ from
an open subsetU of W onto an open subsetU ′ of V .

ASIDE 4.29. An irreducible varietyV of dimensiond is said torational if it is birationally
equivalent toAd. It is said to beunirational if k(V ) can be embedded ink(Ad) — ac-
cording to the last aside, this means that there is a regular surjective map from an open
subset ofAdimV onto an open subset ofV . Lüroth’s theorem (which sometimes used to
be included in basic graduate algebra courses) says that a unirational curve is rational,
that is, a subfield ofk(X) not equal tok is a pure transcendental extension ofk. It was
proved by Castelnuovo that whenk has characteristic zero every unirational surface is
rational. Only in the seventies was it shown that this is not true for three dimensional vari-
eties (Artin, Mumford, Clemens, Griffiths, Manin,...). Whenk has characteristicp 6= 0,
Zariski showed that there exist nonrational unirational surfaces, and P. Blass (197721)
showed that there exist infinitely many surfacesV , no two birationally equivalent, such
thatk(Xp, Y p) ⊂ k(V ) ⊂ k(X,Y ).

ASIDE 4.30. Note that, ifV is irreducible, then

dimV = min
P

dimTP (V )

This formula can be useful in computing the dimension of a variety.

Etale neighbourhoods

Recall that a regular mapα : W → V is said to béetale at a nonsingular pointP of W if
the map(dα)P : TP (W )→ Tα(P )(V ) is an isomorphism.

LetP be a nonsingular point on a varietyV of dimensiond. A local system of parame-
tersatP is a family{f1, . . . , fd} of germs of regular functions atP generating the maximal
idealnP ⊂ OP . Equivalent conditions: the images off1, . . . , fd in nP/n

2
P generate it as a

k-vector space (see 4.17); or(df1)P , . . . , (dfd)P is a basis for dual space toTP (V ).

21Zariski surfaces, Thesis, 1977; published in Dissertationes Math. (Rozprawy Mat.) 200 (1983), 81 pp.
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PROPOSITION 4.31. Let {f1, . . . , fd} be a local system of parameters at a nonsingu-
lar point P of V . Then there is a nonsingular open neighbourhoodU of P such that
f1, f2, . . . , fd are represented by pairs(f̃1, U), . . . , (f̃d, U) and the map(f̃1, . . . , f̃d) : U →
Ad is étale.

PROOF. Obviously, thefi are represented by regular functionsf̃i defined on a single open
neighbourhoodU ′ of P , which, because of (4.23), we can choose to be nonsingular. The
mapα = (f̃1, . . . , f̃d) : U ′ → Ad is étale atP , because the dual map to(dα)a is (dXi)0 7→
(df̃i)a. The next lemma then shows thatα is étale on an open neighbourhoodU of P .

LEMMA 4.32. LetW andV be nonsingular varieties. Ifα : W → V is étale atP , then it
is étale at all points in an open neighbourhood ofP .

PROOF. The hypotheses imply thatW andV have the same dimensiond, and that their
tangent spaces all have dimensiond. We may assumeW andV to be affine, sayW ⊂ Am

andV ⊂ An, and thatα is given by polynomialsP1(X1, . . . , Xm), . . . , Pn(X1, . . . , Xm).

Then (dα)a : Ta(Am) → Tα(a)(An) is a linear map with matrix
(
∂Pi

∂Xj
(a)
)

, andα is not

étale ata if and only if the kernel of this map contains a nonzero vector in the subspace
Ta(V ) of Ta(An). Let f1, . . . , fr generateI(W ). Thenα is notétale ata if and only if the
matrix (

∂fi

∂Xj
(a)

∂Pi

∂Xj
(a)

)
has rank less thanm. This is a polynomial condition ona, and so it fails on a closed subset
of W , which doesn’t containP .

Let V be a nonsingular variety, and letP ∈ V . An étale neighbourhoodof a pointP
of V is pair(Q, π : U → V ) with π anétale map from a nonsingular varietyU to V andQ
a point ofU such thatπ(Q) = P .

COROLLARY 4.33. LetV be a nonsingular variety of dimensiond, and letP ∈ V . There
is an open Zariski neighbourhoodU of P and a mapπ : U → Ad realizing (P,U) as an
étale neighbourhood of(0, . . . , 0) ∈ Ad.

PROOF. This is a restatement of the Proposition.

ASIDE 4.34. Note the analogy with the definition of a differentiable manifold: every point
P on nonsingular variety of dimensiond has an open neighbourhood that is also a “neigh-
bourhood” of the origin inAd. There is a “topology” on algebraic varieties for which the
“open neighbourhoods” of a point are theétale neighbourhoods. Relative to this “topol-
ogy”, any two nonsingular varieties are locally isomorphic (this isnot true for the Zariski
topology). The “topology” is called théetale topology— see my notes Lectures on Etale
Cohomology.
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Dual numbers and derivations

In general, ifA is ak-algebra andM is anA-module, then ak-derivationis a mapD : A→
M such that

(a) D(c) = 0 for all c ∈ k;
(b) D(a+ b) = D(a) +D(b);
(c) D(a · b) = a ·Db+ b ·Da (Leibniz’s rule).

Note that the conditions imply thatD is k-linear (but notA-linear). We write Derk(A,M)
for the space of allk-derivationsA→M .

For example, the mapf 7→ (df)P
df
= f − f(P ) modn2

P is ak-derivationOP → nP/n
2
P .

PROPOSITION4.35. There are canonical isomorphisms

Derk(OP , k)
≈→ Homk-lin(nP/n

2
P , k)

≈→ TP (V ).

PROOF. Note that, as ak-vector space,

OP = k ⊕ nP , f ↔ (f(P ), f − f(P )).

A derivationD : OP → k is zero onk and onn2
P (Leibniz’s rule). It therefore defines a

linear mapnP/n2
P → k, and all such linear maps arise in this way, by composition

OP
f 7→(df)P−−−−−→ nP/n

2
P → k.

The ring of dual numbersis k[ε] = k[X]/(X2) whereε = X + (X2). As ak-vector
space it has a basis{1, ε}, and(a+ bε)(a′ + b′ε) = aa′ + (ab′ + a′b)ε.

PROPOSITION4.36. The tangent space

TP (V ) = Hom(OP , k[ε]) (local homomorphisms of localk-algebras).

PROOF. Let α : OP → k[ε] be a local homomorphism ofk-algebras, and writeα(a) =
a0 + Dα(a)ε. Becauseα is a homomorphism ofk-algebras,a 7→ a0 is the quotient map
OP → OP/m = k. We have

α(ab) = (ab)0 +Dα(ab)ε, and

α(a)α(b) = (a0 +Dα(a)ε)(b0 +Dα(b)ε) = a0b0 + (a0Dα(b) + b0Dα(a))ε.

On comparing these expressions, we see thatDα satisfies Leibniz’s rule, and therefore is a
k-derivationOP → k. All such derivations arise in this way.

For an affine varietyV and ak-algebraA (not necessarily an affinek-algebra), we
defineV (A), the set of points ofV with coordinates inA, to beHomk-alg(k[V ], A). For
example, ifV = V (a) ⊂ An, then

V (A) = {(a1, . . . , an) ∈ An | f(a1, . . . , an) = 0 all f ∈ a}.
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Consider anα ∈ V (k[ε]), i.e., ak-algebra homomorphismα : k[V ]→ k[ε]. The composite
k[V ]→ k[ε]→ k is a pointP of V , and

mP = Ker(k[V ]→ k[ε]→ k) = α−1((ε)).

Therefore elements ofk[V ] not inmP map to units ink[ε], and soα extends to a homomor-
phismα′ : OP → k[ε]. By construction, this is a local homomorphism of localk-algebras,
and every such homomorphism arises in this way. In this way we get a one-to-one corre-
spondence between the local homomorphisms ofk-algebrasOP → k[ε] and the set

{P ′ ∈ V (k[ε]) | P ′ 7→ P under the mapV (k[ε])→ V (k)}.

This gives us a new interpretation of the tangent space atP .
Consider, for example,V = V (a) ⊂ An, a a radical ideal ink[X1, . . . , Xn], and let

a ∈ V . In this case, it is possible to show directly that

Ta(V ) = {a′ ∈ V (k[ε]) | a′ maps toa underV (k[ε])→ V (k)}

Note that when we write a polynomialF (X1, . . . , Xn) in terms of the variablesXi − ai,
we obtain a formula (trivial Taylor formula)

F (X1, . . . , Xn) = F (a1, . . . , an) +
∑ ∂F

∂Xi

∣∣∣∣
a

(Xi − ai) +R

with R a finite sum of products of at least two terms(Xi − ai). Now leta ∈ kn be a point
onV , and consider the condition fora+εb ∈ k[ε]n to be a point onV . When we substitute
ai + εbi for Xi in the above formula and takeF ∈ a, we obtain:

F (a1 + εb1, . . . , an + εbn) = ε(
∑ ∂F

∂Xi

∣∣∣∣
a

bi).

Consequently,(a1 + εb1, . . . , an + εbn) lies onV if and only if (b1, . . . , bn) ∈ Ta(V )
(original definition p68).

Geometrically, we can think of a point ofV with coordinates ink[ε] as being a point
of V with coordinates ink (the image of the point underV (k[ε])→ V (k)) together with a
“direction”

REMARK 4.37. The description of the tangent space in terms of dual numbers is particu-
larly convenient when our variety is given to us in terms of its points functor. For example,
letMn be the set ofn × n matrices, and letI be the identity matrix. Writee for I when it
is to be regarded as the identity element ofGLn. Then we have

Te(GLn) = {I + εA | A ∈Mn}
∼= Mn,

and

Te(SLn) = {I + εA | det(I + εA) = I}
= {I + εA | trace(A) = 0}
∼= {A ∈Mn | trace(A) = 0}.
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Assume the characteristic6= 2, and letOn be orthogonal group:

On = {A ∈ GLn | AAtr = I}.
(tr=transpose). This is the group of matrices preserving the quadratic formX2

1 + · · ·+X2
n.

Thendet : On → {±1} is a homomorphism, and the special orthogonal groupSOn is
defined to be the kernel of this map. We have

Te(On) = Te(SOn)

= {I + εA ∈Mn(k[ε]) | (I + εA)(I + εA)tr = I}
= {I + εA ∈Mn(k[ε]) | A is skew-symmetric}
∼= {A ∈Mn(k) | A is skew-symmetric}.

Note that, because an algebraic group is nonsingular,dimTe(G) = dimG — this gives
a very convenient way of computing the dimension of an algebraic group.

On the tangent spaceTe(GLn) ∼= Mn of GLn, there is a bracket operation

[M,N ]
df
= MN −NM

which makesTe(GLn) into a Lie algebra. For any closed algebraic subgroupG of GLn,
Te(G) is stable under the bracket operation onTe(GLn) and is a sub-Lie-algebra ofMn,
which we denote Lie(G). The Lie algebra structure on Lie(G) is independent of the em-
bedding ofG into GLn (in fact, it has an intrinsic definition), andG 7→ Lie(G) is a functor
from the category of linear algebraic groups to that of Lie algebras.

This functor is not fully faithful, for example, anýetale homomorphismG → G′ will
define an isomorphism Lie(G)→ Lie(G′), but it is nevertheless very useful.

Assumek has characteristic zero. A connected algebraic groupG is said to besemisim-
ple if it has no closed connected solvable normal subgroup (except{e}). Such a groupG
may have a finite nontrivial centreZ(G), and we call two semisimple groupsG andG′

locally isomorphicif G/Z(G) ≈ G′/Z(G′). For example,SLn is semisimple, with cen-
tre µn, the set of diagonal matrices diag(ζ, . . . , ζ), ζn = 1, andSLn /µn = PSLn. A Lie
algebra issemisimpleif it has no commutative ideal (except{0}). One can prove that

G is semisimple ⇐⇒ Lie(G) is semisimple,

and the mapG 7→ Lie(G) defines a one-to-one correspondence between the set of local
isomorphism classes of semisimple algebraic groups and the set of isomorphism classes
of Lie algebras. The classification of semisimple algebraic groups can be deduced from
that of semisimple Lie algebras and a study of the finite coverings of semisimple algebraic
groups — this is quite similar to the relation between Lie groups and Lie algebras.

Tangent cones

In this subsection, I assume familiarity with parts of Atiyah and MacDonald 1969, Chapters
11, 12.

Let V = V (a) ⊂ km, a = rad(a), and letP = (0, . . . , 0) ∈ V . Definea∗ to be the
ideal generated by the polynomialsF∗ for F ∈ a, whereF∗ is the leading form ofF (see
p71). Thegeometric tangent coneatP , CP (V ) is V (a∗), and thetangent coneis the pair
(V (a∗), k[X1, . . . , Xn]/a∗). Obviously,CP (V ) ⊂ TP (V ).
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Computing the tangent cone

If a is principal, saya = (F ), thena∗ = (F∗), but if a = (F1, . . . , Fr), then it need not
be true thata∗ = (F1∗, . . . , Fr∗). Consider for examplea = (XY,XZ + Z(Y 2 − Z2)).
One can show that this is a radical ideal either by asking Macaulay (assuming you believe
Macaulay), or by following the method suggested in Cox et al. 1992, p474, problem 3 to
show that it is an intersection of prime ideals. Since

Y Z(Y 2 − Z2) = Y · (XZ + Z(Y 2 − Z2))− Z · (XY ) ∈ a

and is homogeneous, it is ina∗, but it is not in the ideal generated byXY , XZ. In fact,a∗
is the ideal generated by

XY, XZ, Y Z(Y 2 − Z2).

This raises the following question: given a set of generators for an ideala, how do you
find a set of generators fora∗? There is an algorithm for this in Cox et al. 1992, p467.
Let a be an ideal (not necessarily radical) such thatV = V (a), and assume the origin is
in V . Introduce an extra variableT such thatT “>” the remaining variables. Make each
generator ofa homogeneous by multiplying its monomials by appropriate (small) powers
of T , and find a Gr̈obner basis for the ideal generated by these homogeneous polynomials.
RemoveT from the elements of the basis, and then the polynomials you get generatea∗.

Intrinsic definition of the tangent cone

LetA be a local ring with maximal idealn. The associated graded ring is

gr(A) = ⊕ni/ni+1.

Note that ifA = Bm andn = mA, then gr(A) = ⊕mi/mi+1 (because of (4.13)).

PROPOSITION4.38. The mapk[X1, . . . , Xm]/a∗ → gr(OP ) sending the class ofXi in
k[X1, . . . , Xm]/a∗ to the class ofXi in gr(OP ) is an isomorphism.

PROOF. Let m be the maximal ideal ink[X1, . . . , Xm]/a corresponding toP . Then

gr(OP ) =
∑

mi/mi+1

=
∑

(X1, . . . , Xm)i/(X1, . . . , Xm)i+1 + a ∩ (X1, . . . , Xm)i

=
∑

(X1, . . . , Xm)i/(X1, . . . , Xm)i+1 + ai

whereai is the homogeneous piece ofa∗ of degreei (that is, the subspace ofa∗ consisting
of homogeneous polynomials of degreei). But

(X1, . . . , Xm)i/(X1, . . . , Xm)i+1 + ai = ith homogeneous piece ofk[X1, . . . , Xm]/a∗.
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For a general varietyV andP ∈ V , we define thegeometric tangent coneCP (V ) of V
atP to beSpecm(gr(OP )red), where gr(OP )red is the quotient of gr(OP ) by its nilradical.

Recall (Atiyah and MacDonald 1969, 11.21) thatdim(A) = dim(gr(A)). Therefore
the dimension of the geometric tangent cone atP is the same as the dimension ofV (in
contrast to the dimension of the tangent space).

Recall (ibid., 11.22) that gr(OP ) is a polynomial ring ind variables(d = dimV ) if and
only if OP is regular. Therefore,P is nonsingular if and only if gr(OP ) is a polynomial
ring in d variables, in which caseCP (V ) = TP (V ).

Using tangent cones, we can extend the notion of anétale morphism to singular va-
rieties. Obviously, a regular mapα : V → W induces a homomorphism gr(Oα(P )) →
gr(OP ). We say thatα is étaleat P if this is an isomorphism. Note that then there is an
isomorphism of the geometric tangent conesCP (V )→ Cα(P )(W ), but this map may be an
isomorphism withoutα beingétale atP . Roughly speaking, to béetale atP , we need the
map on geometric tangent cones to be an isomorphism and to preserve the “multiplicities”
of the components.

It is a fairly elementary result that a local homomorphism of local ringsα : A → B
induces an isomorphism on the graded rings if and only if it induces an isomorphism on
the completions. Thusα : V → W is étale atP if and only if the map isÔα(P ) → ÔP an
isomorphism. Hence (4.31) shows that the choice of a local system of parametersf1, . . . , fd
at a nonsingular pointP determines an isomorphism̂OP → k[[X1, . . . , Xd]].

We can rewrite this as follows: lett1, . . . , td be a local system of parameters at a non-
singular pointP ; then there is a canonical isomorphism̂OP → k[[t1, . . . , td]]. Forf ∈ ÔP ,
the image off ∈ k[[t1, . . . , td]] can be regarded as the Taylor series off .

For example, letV = A1, and letP be the pointa. Thent = X−a is a local parameter
at a, OP consists of quotientsf(X) = g(X)/h(X) with h(a) 6= 0, and the coefficients of
the Taylor expansion

∑
n≥0 an(X−a)n of f(X) can be computed as in elementary calculus

courses:an = f (n)(a)/n!.

Exercises 17–24

17. Find the singular points, and the tangent cones at the singular points, for each of
(a) Y 3 − Y 2 +X3 −X2 + 3Y 2X + 3X2Y + 2XY ;
(b) X4 + Y 4 −X2Y 2 (assume the characteristic is not2).

18. Let V ⊂ An be an irreducible affine variety, and letP be a nonsingular point onV . Let
H be a hyperplane inAn (i.e., the subvariety defined by a linear equation

∑
aiXi = d with

not allai zero) passing throughP but not containingTP (V ). Show thatP is a nonsingular
point on each irreducible component ofV ∩H on which it lies. (Each irreducible compo-
nent has codimension1 in V — you may assume this.) Give an example withH ⊃ TP (V )
andP singular onV ∩H. MustP be singular onV ∩H if H ⊃ TP (V )?

19. Let P andQ be points on varietiesV andW . Show that

T(P,Q)(V ×W ) = TP (V )⊕ TQ(W ).

20. For eachn, show that there is a curveC and a pointP onC such that the tangent space
toC atP has dimensionn (henceC can’t be embedded inAn−1 ).
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21. Let I be then × n identity matrix, and letJ be the matrix

(
0 I
−I 0

)
. Thesymplectic

groupSpn is the group of2n× 2n matricesA with determinant1 such thatAtr ·J ·A = J .
(It is the group of matrices fixing a nondegenerate skew-symmetric form.) Find the tangent
space toSpn at its identity element, and also the dimension ofSpn.

22. Find a regular mapα : V → W which induces an isomorphism on the geometric
tangent conesCP (V )→ Cα(P )(W ) but is notétale atP .

23. Show that the coneX2+Y 2 = Z2 is a normal variety, even though the origin is singular
(characteristic6= 2). See p84.

24. Let V = V (a) ⊂ An. Suppose thata 6= I(V ), and fora ∈ V , let T ′a be the subspace
of Ta(An) defined by the equations(df)a = 0, f ∈ a. Clearly,T ′a ⊃ Ta(V ), but need they
always be different?
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5 Projective Varieties and Complete Varieties

Throughout this section,k will be an algebraically closed field. Recall (3.4) that we defined

Pn = kn+1 r {origin}/∼,

where

(a0, . . . , an) ∼ (b0, . . . , bn) ⇐⇒ (a0, . . . , an) = c(b0, . . . , bn) for somec ∈ k×.

Write (a0 : . . . : an) for the equivalence class of(a0, . . . , an), andπ for the map

kn+1 r {origin}/∼→ Pn.

Let Ui be the set of(a0 : . . . : an) ∈ Pn such thatai 6= 0. Then(a0 : . . . : an) 7→
(a0

ai
, . . . , ai−1

ai
, ai+1

ai
, . . . , an

ai
) is a bijectionvi : Ui → kn, and we used these bijections to

define the structure of a ringed space onPn; specifically, we said thatU ⊂ Pn is open if
and only ifvi(U ∩ Ui) is open for alli, and that a functionf : U → k is regular if and only
if f ◦ v−1

i is regular onvi(U ∩ Ui) for all i.
In this chapter, we shall first derive another description of the topology onPn, and then

we shall show that the ringed space structure makesPn into a separated algebraic variety.
A closed subvariety ofPn or any variety isomorphic to such a variety is called aprojective
variety, and a locally closed subvariety ofPn or any variety isomorphic to such a variety
is called aquasi-projective variety. Note that every affine variety is quasi-projective, but
there are many varieties that are not quasi-projective. We study morphisms between quasi-
projective varieties. Finally, we show that a projective variety is “complete”, that is, it has
the analogue of a property that distinguishes compact topological spaces among locally
compact spaces.

Projective varieties are important for the same reason compact manifolds are important:
results are often simpler when stated for projective varieties, and the “part at infinity” often
plays a role, even when we would like to ignore it. For example, a famous theorem of
Bezout (see 5.44 below) says that a curve of degreem in the projective plane intersects a
curve of degreen in exactlymn points (counting multiplicities). For affine curves, one has
only an inequality.

Algebraic subsets ofPn

A polynomialF (X0, . . . , Xn) is said to behomogeneous of degreed if it is a sum of terms
ai0,...,inX

i0
0 · · ·X in

n with i0 + · · ·+ in = d; equivalently,

F (tX0, . . . , tXn) = tdF (X0, . . . , Xn)

for all t ∈ k. Write k[X0, . . . , Xn]d for the subspace ofk[X0, . . . , Xn] of polynomials of
degreed. Then

k[X0, . . . , Xn] =
⊕
d≥0

k[X0, . . . , Xn]d;
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that is, each polynomialF can be written uniquely as a sumF =
∑
Fd with Fd homoge-

neous of degreed.
Let P = (a0 : . . . : an) ∈ Pn. ThenP also equals(ca0 : . . . : can) for any c ∈ k×,

and so we can’t speak of the value of a polynomialF (X0, . . . , Xn) atP . However, ifF is
homogeneous, thenF (ca0, . . . , can) = cdF (a0, . . . , an), and so it does make sense to say
thatF is zero or not zero atP . An algebraic set inPn (or projective algebraic set) is the
set of common zeros inPn of some set of homogeneous polynomials.

EXAMPLE 5.1. Consider the projective algebraic subsetE of P2 defined by the homoge-
neous equation

Y 2Z = X3 + aXZ2 + bZ3 (*)

whereX3+aX+b is assumed not to have multiple roots. It consists of the points(x : y : 1)
on the affine curveEaff

Y 2 = X3 + aX + b,

together with the point “at infinity”(0 : 1 : 0).
Curves defined by equations of the form (*) are calledelliptic curves. They can also

be described as the curves of genus one, or as the abelian varieties of dimension one. Such
a curve becomes an algebraic group, with the group law such thatP + Q + R = 0 if and
only if P ,Q, andR lie on a straight line. The zero for the group is the point at infinity.

In the case thata, b ∈ Q, we can speak of the zeros of (*) with coordinates inQ.
They also form a groupE(Q), which Mordell showed to be finitely generated. It is easy
to compute the torsion subgroup ofE(Q), but there is at present no known algorithm for
computing the rank ofE(Q). More precisely, there is an “algorithm” which always works,
but which has not been proved to terminate after a finite amount of time, at least not in
general. There is a very beautiful theory surrounding elliptic curves overQ and other
number fields, whose origins can be traced back 1,800 years to Diophantus. (See my notes
on Elliptic Curves for all of this.)

An ideala ⊂ k[X0, . . . , Xn] is said to behomogeneousif it contains with any polyno-
mialF all the homogeneous components ofF , i.e., ifF ∈ a⇒ Fd ∈ a, all d. Such an ideal
is generated by homogeneous polynomials (obviously), and conversely, an ideal generated
by a set of homogeneous polynomials is homogeneous. The radical of a homogeneous
ideal is homogeneous, the intersection of two homogeneous ideals is homogeneous, and a
sum of homogeneous ideals is homogeneous.

For a homogeneous ideala, we writeV (a) for the set of common zeros of the homo-
geneous polynomials ina — clearly every polynomial ina will then be zero onV (a). If
F1, . . . , Fr are homogeneous generators fora, thenV (a) is the set of common zeros of the
Fi. The setsV (a) have similar properties to their namesakes inAn :

a ⊂ b⇒ V (a) ⊃ V (b);
V (0) = Pn; V (a) = ∅ ⇐⇒ rad(a) ⊃ (X0, . . . , Xn);
V (ab) = V (a ∩ b) = V (a) ∪ V (b);
V (
∑

ai) =
⋂
V (ai).

The first statement is obvious. For the second, letV aff(a) be the zero set ofa in kn+1. It
is a cone — it contains together with any pointP the line throughP and the origin — and

V (a) = (V aff(a) r (0, . . . , 0))/∼ .
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We haveV (a) = ∅ ⇐⇒ V aff(a) ⊂ {(0, . . . , 0)} ⇐⇒ rad(a) ⊃ (X0, . . . , Xn), by the
strong Hilbert Nullstellensatz (1.9). The remaining statements can be proved directly, or
by using the relation betweenV (a) andV aff(a).

If C is a cone inkn+1, thenI(C) is a homogeneous ideal ink[X0, . . . , Xn]: if F (ca0, . . . , can) =
0 for all c ∈ k×, then∑

dFd(a0, . . . , an) · cd = F (ca0, . . . , can) = 0,

for infinitely manyc, and so
∑
Fd(a0, . . .)X

d is the zero polynomial. For subsetS of Pn,
we define theaffine cone overS (in kn+1) to be

C = π−1(S) ∪ {origin}

and we set
I(S) = I(C).

Note thatC is the closure ofπ−1(S) unlessS = ∅, and thatI(S) is spanned by the homo-
geneous polynomials ink[X0, . . . , Xn] that are zero onS.

PROPOSITION5.2. The mapsV and I define inverse bijections between the set of alge-
braic subsets ofPn and the set of proper homogeneous radical ideals ofk[X0, . . . , Xn].
An algebraic setV in Pn is irreducible if and only ifI(V ) is prime; in particular,Pn is
irreducible.

PROOF. Note that we have bijections

{algebraic subsets ofPn} - {nonempty closed cones inkn+1}
I@

@
@
V

{proper homogeneous radical ideals ink[X0, . . . , Xn]}

I

?

Here the top map sendsV to the affine cone overV , and the left hand map isV in the
sense of projective geometry. The composite of any three of these maps is the identity
map, which proves the first statement because the composite of the top map withI is I in
the sense of projective geometry. Obviously,V is irreducible if and only if the closure of
π−1(V ) is irreducible, which is true if and only ifI(V ) is a prime ideal.

Note that(X0, . . . , Xn) andk[X0, . . . , Xn] are both radical homogeneous ideals, but

V (X0, . . . , Xn) = ∅ = V (k[X0, . . . , Xn])

and so the correspondence between irreducible subsets ofPn and radical homogeneous
ideals is not quite one-to-one.
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The Zariski topology on Pn

The statements above show that projective algebraic sets are the closed sets for a topology
onPn. In this subsection, we verify that it agrees with that defined in the first paragraph of
this section. For a homogeneous polynomialF , let

D(F ) = {P ∈ Pn | F (P ) 6= 0}.

Then, just as in the affine case,D(F ) is open and the sets of this type form a basis for the
topology ofPn.

With each polynomialf(X1, . . . , Xn), we associate the homogeneous polynomial of
the same degree

f ∗(X0, . . . , Xn) = X
deg(f)
0 f

(
X1

X0
, . . . , Xn

X0

)
,

and with each homogeneous polynomialF (X0, . . . , Xn) we associate the polynomial

F∗(X1, . . . , Xn) = F (1, X1, . . . , Xn).

PROPOSITION5.3. For the topology onPn just defined, eachUi is open, and when we
endow it with the induced topology, the bijection

Ui ↔ An, (a0 : . . . : 1 : . . . : an)↔ (a0, . . . , ai−1, ai+1, . . . , an)

becomes a homeomorphism.

PROOF. It suffices to prove this withi = 0. The setU0 = D(X0), and so it is a basic open
subset inPn. Clearly, for any homogeneous polynomialF ∈ k[X0, . . . , Xn],

D(F (X0, . . . , Xn)) ∩ U0 = D(F (1, X1, . . . , Xn)) = D(F∗)

and, for any polynomialf ∈ k[X1, . . . , Xn],

D(f) = D(f ∗) ∩ U0.

Thus, underU0 ↔ An, the basic open subsets ofAn correspond to the intersections withUi
of the basic open subsets ofPn, which proves that the bijection is a homeomorphism.

REMARK 5.4. It is possible to use this to give a different proof thatPn is irreducible. We
apply the criterion that a space is irreducible if and only if every nonempty open subset is
dense (see p33). Note that eachUi is irreducible, and thatUi∩Uj is open and dense in each
of Ui andUj (as a subset ofUi, it is the set of points(a0 : . . . : 1 : . . . : aj : . . . : an) with
aj 6= 0). Let U be a nonempty open subset ofPn; thenU ∩ Ui is open inUi. For some
i, U ∩ Ui is nonempty, and so must meetUi ∩ Uj. ThereforeU meets everyUj, and so is
dense in everyUj. It follows that its closure is all ofPn.
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Closed subsets ofAn and Pn

We identifyAn with U0, and examine the closures inPn of closed subsets ofAn. Note that

Pn = An tH∞, H∞ = V (X0).

With each ideala in k[X1, . . . , Xn], we associate the homogeneous ideala∗ in k[X0, . . . , Xn]
generated by{f ∗ | f ∈ a}. For a closed subsetV of An, setV ∗ = V (a∗) with a = I(V ).

With each homogeneous ideala in k[X0, X1, . . . , Xn], we associate the ideala∗ in
k[X1, . . . , Xn] generated by{F∗ | F ∈ a}. WhenV is a closed subset ofPn, we set
V∗ = V (a∗) with a = I(V ).

PROPOSITION5.5. (a) LetV be a closed subset ofAn. ThenV ∗ is the closure ofV in Pn,
and (V ∗)∗ = V . If V =

⋃
Vi is the decomposition ofV into its irreducible components,

thenV ∗ =
⋃
V ∗
i is the decomposition ofV ∗ into its irreducible components.

(b) LetV be a closed subset ofPn. ThenV∗ = V ∩An, and if no irreducible component
of V lies inH∞ or containsH∞, thenV∗ is a proper subset ofAn, and(V∗)

∗ = V .

PROOF. Straightforward.

For example, for
V : Y 2 = X3 + aX + b,

we have
V ∗ : Y 2Z = X3 + aXZ2 + bZ3,

and(V ∗)∗ = V .
ForV = H∞ = V (X0), V∗ = ∅ = V (1) and(V∗)

∗ = ∅ 6= V .

The hyperplane at infinity

It is often convenient to think ofPn as beingAn = U0 with a hyperplane added “at infinity”.
More precisely, identify theU0 with An. The complement ofU0 in Pn isH∞ = {(0 : a1 :
. . . : an) ⊂ Pn}, which can be identified withPn−1.

For example,P1 = A1tH∞ (disjoint union), withH∞ consisting of a single point, and
P2 = A2 ∪H∞ with H∞ a projective line. Consider the line

aX + bY + 1 = 0

in A2. Its closure inP2 is the line

aX + bY + Z = 0.

It intersects the hyperplaneH∞ = V (Z) at the point(−b : a : 0), which equals(1 : −a/b :
0) whenb 6= 0. Note that−a/b is the slope of the lineaX + bY + 1 = 0, and so the point
at which a line intersectsH∞ depends only on the slope of the line: parallel lines meet in
one point at infinity. We can think of the projective planeP2 as being the affine planeA2

with one point added at infinity for each direction inA2.
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Similarly, we can think ofPn as beingAn with one point added at infinity for each
direction inAn — being parallel is an equivalence relation on the lines inAn, and there is
one point at infinity for each equivalence class of lines.

Note that the point at infinity on the elliptic curveY 2 = X3 +aX+ b is the intersection
of the closure of any vertical line withH∞.

Pn is an algebraic variety

For eachi, writeOi for the sheaf onUi defined by the bijectionAn ↔ Ui ⊂ Pn.

LEMMA 5.6. WriteUij = Ui ∩ Uj; thenOi|Uij = Oj|Uij. When endowed with this sheaf
Uij is an affine variety; moreover,Γ(Uij,Oi) is generated as ak-algebra by the functions
(f |Uij)(g|Uij) with f ∈ Γ(Ui,Oi), g ∈ Γ(Uj,Oj).

PROOF. It suffices to prove this for(i, j) = (0, 1). All rings occurring in the proof will be
identified with subrings of the fieldk(X0, X1, . . . , Xn).

Recall that

U0 = {(a0 : a1 : . . . : an) | a0 6= 0}; (a0 : a1 : . . . : an)↔ (a1

a0
, a2

a0
, . . . , an

a0
) ∈ An.

Let k[X1

X0
, X2

X0
, . . . , Xn

X0
] be the subring ofk(X0, X1, . . . , Xn) generated by the quotients

Xi

X0
—it is the polynomial ring in then variablesX1

X0
, . . . , Xn

X0
. An elementf(X1

X0
, . . . , Xn

X0
) ∈

k[X1

X0
, . . . , Xn

X0
] defines the map

(a0 : a1 : . . . : an) 7→ f(a1

a0
, . . . , an

a0
) : U0 → k,

and in this wayk[X1

X0
, X2

X0
, . . . , Xn

X0
] becomes identified with the ring of regular functions on

U0, andU0 with Specm k[X1

X0
, . . . , Xn

X0
].

Next consider the open subset ofU0,

U01 = {(a0 : . . . : an) | a0 6= 0, a1 6= 0}.

It is D(X1

X0
), and is therefore an affine subvariety of(U0,O0). The inclusionU01 ↪→

U0 corresponds to the inclusion of ringsk[X1

X0
, . . . , Xn

X0
] ↪→ k[X1

X0
, . . . , Xn

X0
, X0

X1
]. An el-

ementf(X1

X0
, . . . , Xn

X0
, X0

X1
) of k[X1

X0
, . . . , Xn

X0
, X0

X1
] defines the function(a0 : . . . : an) 7→

f(a1

a0
, . . . , an

a0
, a0

a1
) onU01.

Similarly,

U1 = {(a0 : a1 : . . . : an) | a1 6= 0}; (a0 : a1 : . . . : an)↔ (a0

a1
, . . . , an

a1
) ∈ An,

and we identifyU1 with Specm k[X0

X1
, X2

X0
, . . . , Xn

X1
]. An elementf(X0

X1
, . . . , Xn

X1
) ∈ k[X0

X1
, . . . , Xn

X1
]

defines the map(a0 : . . . : an) 7→ f(a0

a1
, . . . , an

a1
) : U1 → k.

When regarded as an open subset ofU1,

U01 = {(a0 : . . . : an) | a0 6= 0, a1 6= 0},
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is D(X0

X1
), and is therefore an affine subvariety of(U1,O1), and the inclusionU01 ↪→ U1

corresponds to the inclusion of ringsk[X0

X1
, . . . , Xn

X1
] ↪→ k[X0

X1
, . . . , Xn

X1
, X1

X0
]. An element

f(X0

X1
, . . . , Xn

X1
) of k[X0

X1
, . . . , Xn

X1
, X1

X0
] defines the function(a0 : . . . : an) 7→ f(a0

a1
, . . . , an

a1
, a1

a0
)

onU01.
The two subringsk[X1

X0
, . . . , Xn

X0
, X0

X1
] andk[X0

X1
, . . . , Xn

X1
, X1

X0
] of k(X0, X1, . . . , Xn) are

equal, and an element of this ring defines the same function onU01 regardless of which of
the two rings it is considered an element. Therefore, whether we regardU01 as a subvariety
of U0 or of U1 it inherits the same structure as an affine algebraic variety. This proves the
first two assertions, and the third is obvious:k[X1

X0
, . . . , Xn

X0
, X0

X1
] is generated by its subrings

k[X1

X0
, . . . , Xn

X0
] andk[X0

X1
, X2

X1
, . . . , Xn

X1
].

Writeui for the mapAn → Ui ⊂ Pn. For any open subsetU of Pn, we definef : U → k
to be regular if and only iff ◦ ui is a regular function onu−1

i (U) for all i. This obviously
defines a sheafO of k-algebras onPn.

PROPOSITION5.7. For eachi, the bijectionAn → Ui is an isomorphism of ringed spaces,
An → (Ui,O|Ui); therefore(Pn,O) is a prevariety. It is in fact a variety.

PROOF. LetU be an open subset ofUi. Thenf : U → k is regular if and only if
(a) it is regular onU ∩ Ui, and
(b) it is regular onU ∩ Uj for all j 6= i.

But the last lemma shows that (a) implies (b) becauseU ∩ Uj ⊂ Uij. To prove thatPn
is separated, apply the criterion (3.26c) to the covering{Ui} of Pn.

EXAMPLE 5.8. Assumek does not have characteristic 2, and letC be the plane projective
curve:Y 2Z = X3. For eacha ∈ k×, there is an automorphism

ϕa : C → C, (x : y : z) 7→ (ax : y : a3z).

Patch two copies ofC × A1 together alongC × (A1 − {0}) by identifying (P, u) with
(ϕu(P ), u−1), P ∈ C, u ∈ A1 − {0}. One obtains in this way a singular 2-dimensional
variety that is not quasi-projective (see Hartshorne 1977, p171). It is even complete — see
below — and so if it were quasi-projective, it would be projective. It is known that every
irreducible separated curve is quasi-projective, and every nonsingular complete surface is
projective, and so this is an example of minimum dimension. In Shafarevich 1994, VI 2.3,
there is an example of a nonsingular complete variety of dimension 3 that is not projective.

The field of rational functions of a projective variety

Recall (page 35) that we attached to each irreducible varietyV a fieldk(V ) with the prop-
erty thatk(V ) is the field of fractions ofk[U ] for any open affineU ⊂ V . We now describe

this field in the case thatV = Pn. Recall thatk[U0] = k
[
X1

X0
, . . . , Xn

X0

]
. We regard this as a

subring ofk(X0, . . . , Xn), and wish to identify the field of fractions ofk[U0] as a subfield
of k(X0, . . . , Xn). Any nonzeroF ∈ k[U0] can be written

F (X1

X0
, . . . , Xn

X0
) =

F ∗(X0, . . . , Xn)

X
deg(F )
0

,
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and it follows that the field of fractions ofk[U0] is

k(U0) =

{
G(X0, . . . , Xn)

H(X0, . . . , Xn)
| G,H homogeneous of the same degree

}
∪ {0}.

Write k(X0, . . . , Xn)0 for this field (the subscript0 is short for “subfield of elements of
degree0”), so thatk(Pn) = k(X0, . . . , Xn)0. Note that forF = G

H
in k(X0, . . . , Xn)0,

(a0 : . . . : an) 7→
G(a0, . . . , an)

H(a0, . . . , an)
: D(H)→ k,

is a well-defined function, which is obviously regular (look at its restriction toUi).
We now extend this discussion to any irreducible projective varietyV . Such aV can be

writtenV = V (p), wherep is a homogeneous ideal ink[X0, . . . , Xn]. Let

khom[V ] = k[X0, . . . , Xn]/p

—it is called thehomogeneous coordinate ringof V . (Note thatkhom[V ] is the ring
of regular functions on the affine cone overV ; therefore its dimension isdim(V ) + 1. It
depends, not only onV , but on the embedding ofV into Pn—it is not intrinsic toV (see
5.17 below).) We say that a nonzerof ∈ khom[V ] is homogeneous of degreed if it can
be represented by a homogeneous polynomialF of degreed in k[X0, . . . , Xn]. We give0
degree0.

LEMMA 5.9. Each element ofkhom[V ] can be written uniquely in the form

f = f0 + · · ·+ fd

with fi homogeneous of degreei.

PROOF. LetF representf ; thenF can be writtenF = F0 + · · ·+Fd with Fi homogeneous
of degreei, and when reduced modulop, this gives a decomposition off of the required
type. Supposef also has a decompositionf =

∑
gi, with gi represented by the homoge-

neous polynomialGi of degreei. ThenF −G ∈ p, and the homogeneity ofp implies that
Fi −Gi = (F −G)i ∈ p. Thereforefi = gi.

It therefore makes sense to speak of homogeneous elements ofk[V ]. For such an ele-
menth, we defineD(h) = {P ∈ V | h(P ) 6= 0}.

Sincekhom[V ] is an integral domain, we can form its field of fractionskhom(V ). Define

khom(V )0 = {g
h
∈ khom(V ) | g andh homogeneous of the same degree} ∪ {0}.

PROPOSITION5.10. The field of rational functions onV is khom(V )0.

PROOF. ConsiderV0
df
= U0 ∩ V . As in the case ofPn, we can identifyk[V0] with a subring

of khom[V ], and then the field of fractions ofk[V0] becomes identified withkhom(V )0.
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Regular functions on a projective variety

Again, letV be an irreducible projective variety. Letf ∈ k(V )0, and letP ∈ V . If we can
write f = g

h
with g andh homogeneous of the same degree andh(P ) 6= 0, then we define

f(P ) = g(P )
h(P )

. By g(P ) we mean the following: letP = (a0 : . . . : an); representg by a
homogeneousG ∈ k[X0, . . . , Xn], and writeg(P ) = G(a0, . . . , an); this is independent of
the choice ofG, and if (a0, . . . , an) is replaced by(ca0, . . . , can), theng(P ) is multiplied
by cdeg(g) = cdeg(h). Thus the quotientg(P )

h(P )
is well-defined.

Note that we may be able to writef as g
h

with g andh homogeneous polynomials of
the same degree in many essentially different ways (becausekhom[V ] need not be a unique
factorization domain), and we define the value off atP if there is one such representation
with h(P ) 6= 0. The valuef(P ) is independent of the representationf = g

h
(write P =

(a0 : . . . : an) = a; if g
h

= g′

h′
in khom(V )0, thengh′ = g′h in khom[V ], which is the ring of

regular functions on the affine cone overV ; henceg(a)h′(a) = g′(a)h(a), which proves
the claim).

PROPOSITION5.11. For eachf ∈ k(V ) =df khom(V )0, there is an open subsetU of V
wheref(P ) is defined, andP 7→ f(P ) is a regular function onU . Every regular function
ϕ on an open subset ofV is defined by somef ∈ k(V ).

PROOF. Straightforward from the above discussion. Note that if the functions defined by
f1 andf2 agree on an open subset ofV , thenf1 = f2 in k(V ).

REMARK 5.12. (a) The elements ofk(V ) = khom(V )0 should be thought of as the ana-
logues of meromorphic functions on a complex manifold; the regular functions on an open
subsetU of V are the “meromorphic functions without poles” onU . [In fact, whenk = C,
this is more than an analogy: a nonsingular projective algebraic variety overC defines a
complex manifold, and the meromorphic functions on the manifold are precisely the ra-
tional functions on the variety. For example, the meromorphic functions on the Riemann
sphere are the rational functions inz.]

(b) We shall see presently (5.19) that, for any nonzero homogeneoush ∈ khom[V ],
D(h) is an open affine subset ofV . The ring of regular functions on it is

k[D(h)] = {g/hm | g homogeneous of degreem deg(h)} ∪ {0}.

We shall also see that the ring of regular functions onV itself is justk, i.e., any regular
function on an irreducible (connected will do) projective variety is constant. However, ifU
is an open nonaffine subset ofV , then the ringΓ(U,OV ) of regular functions can be almost
anything—it needn’t even be a finitely generatedk-algebra!

Morphisms from projective varieties

We describe the morphisms from a projective variety to another variety.

PROPOSITION5.13. The map

π : An+1 r {origin} → Pn, (a0, . . . , an) 7→ (a0 : . . . : an)
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is an open morphism of algebraic varieties. A mapα : Pn → V with V a prevariety is
regular if and only ifα ◦ π is regular.

PROOF. The restriction ofπ toD(Xi) is the projection

(a0, . . . , an) 7→ (a0

ai
: . . . : an

ai
) : kn+1 r V (Xi)→ Ui,

which is the regular map of affine varieties corresponding to the map ofk-algebras

k
[
X0

Xi
, . . . , Xn

Xi

]
→ k[X0, . . . , Xn][X

−1
i ].

(In the first algebraXj

Xi
is to be thought of as a single variable.) It now follows from (3.5)

thatπ is regular.
Let U be an open subset ofkn+1 r {origin}, and letU ′ be the union of all the lines

through the origin that meetU , that is,U ′ = π−1π(U). ThenU ′ is again open inkn+1 r
{origin}, becauseU ′ =

⋃
cU , c ∈ k×, andx 7→ cx is an automorphism ofkn+1 r{origin}.

The complementZ of U ′ in kn+1 r {origin} is a closed cone, and the proof of (5.2) shows
that its image is closed inPn; butπ(U) is the complement ofπ(Z). Thusπ sends open sets
to open sets.

The rest of the proof is straightforward.

Thus, the regular mapsPn → V are just the regular mapsAn+1 r {origin} → V
factoring throughPn (as maps of sets).

REMARK 5.14. Consider polynomialsF0(X0, . . . , Xm), . . . , Fn(X0, . . . , Xm) of the same
degree. The map

(a0 : . . . : am) 7→ (F0(a0, . . . , am) : . . . : Fn(a0, . . . , am))

obviously defines a regular map toPn on the open subset ofPm where not allFi vanish,
that is, on the set

⋃
D(Fi) = Pn r V (F1, . . . , Fn). Its restriction to any subvarietyV of

Pm will also be regular. It may be possible to extend the map to a larger set by representing
it by different polynomials. Conversely, every such map arises in this way, at least locally.
More precisely, there is the following result.

PROPOSITION5.15. LetV = V (a) ⊂ Pm,W = V (b) ⊂ Pn. A mapϕ : V → W is regular
if and only if, for everyP ∈ V , there exist polynomials

F0(X0, . . . , Xm), . . . , Fn(X0, . . . , Xm),

homogeneous of the same degree, such that

Q = (b0 : . . . : bn) 7→ (F0(b0, . . . , bm) : . . . : Fn(b0, . . . , bm))

for all pointsQ = (b0 : . . . : bm) in some neighbourhood ofP in V (a).

PROOF. Straightforward.
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EXAMPLE 5.16. We prove that the circleX2 + Y 2 = Z2 is isomorphic toP1. After an
obvious change of variables, the equation of the circle becomesC : XZ = Y 2. Define

ϕ : P1 → C, (a : b) 7→ (a2 : ab : b2).

For the inverse, define

ψ : C → P1 by

{
(a : b : c) 7→ (a : b) if a 6= 0
(a : b : c) 7→ (b : c) if b 6= 0

.

Note that,

a 6= 0 6= b, ac = b2 ⇒ c

b
=
b

a
and so the two maps agree on the set where they are both defined. Clearly, bothϕ andψ
are regular, and one checks directly that they are inverse.

Examples of regular maps of projective varieties

We list some of the classic maps.

EXAMPLE 5.17. LetL =
∑
ciXi be a nonzero linear form inn + 1 variables. Then the

map

(a0 : . . . : an) 7→ (
a0

L(a)
, . . . ,

an
L(a)

)

is a bijection ofD(L) ⊂ Pn onto the hyperplaneL(X1, . . . , Xn) = 1 of An+1, with inverse

(a0, . . . , an) 7→ (a0 : . . . : an).

Both maps are regular — for example, the components of the first map are the regular
functions Xj∑

ciXi
. As V (L − 1) is affine, so also isD(L), and its ring of regular functions

is k[ X0∑
ciXi

, . . . , Xn∑
ciXi

]. (This is really a polynomial ring inn variables — any one variable
Xj/

∑
ciXi for which cj 6= 0 can be omitted—see Lemma 4.11.)

EXAMPLE 5.18. (The Veronese map.) Let

I = {(i0, . . . , in) ∈ Nn+1 |
∑

ij = m}.

Note thatI indexes the monomials of degreem in n+1 variables. It has(m+n
m ) elements22.

Write νn,m = (m+n
m ) − 1, and consider the projective spacePνn,m whose coordinates are

22This can be proved by induction onm + n. If m = 0 = n, then( 0
0 ) = 1, which is correct. A general

homogeneous polynomial of degreem can be written uniquely as

F (X0, X1, . . . , Xn) = F1(X1, . . . , Xn) + X0F2(X0, X1, . . . , Xn)

with F1 homogeneous of degreem andF2 homogeneous of degreem− 1. But

( m+n
n ) = ( m+n−1

m ) +
(

m+n−1
m−1

)
because they are the coefficients ofXm in

(X + 1)m+n = (X + 1)(X + 1)m+n−1,

and this proves what we want.
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indexed byI; thus a point ofPνn,m can be written(. . . : bi0...in : . . .). The Veronese mapping
is defined to be

v : Pn → Pνn,m, (a0 : . . . : an) 7→ (. . . : bi0...in : . . .), bi0...in = ai00 . . . a
in
n .

For example, whenn = 1 andm = 2, the Veronese map is

P1 → P2, (a0 : a1) 7→ (a2
0 : a0a1 : a2

1).

Its image is the curveν(P1) : X0X2 = X2
1 , and the map

(b2,0 : b1,1 : b0,2) 7→
{

(b2,0 : b1,1) if b2,0 6= 1
(b1,1 : b0,2) if b0,2 6= 0.

is an inverseν(P1)→ P1. (Cf. Example 5.17.)23

Whenn = 1 andm is general, the Veronese map is

P1 → Pm, (a0 : a1) 7→ (am0 : am−1
0 a1 : . . . : am1 ).

I claim that, in the general case, the image ofν is a closed subset ofPνn,m and thatν defines
an isomorphism of projective varietiesν : Pn → ν(Pn).

First note that the map has the following interpretation: if we regard the coordinatesai
of a pointP of Pn as being the coefficients of a linear formL =

∑
aiXi (well-defined up

to multiplication by nonzero scalar), then the coordinates ofν(P ) are the coefficients of the
homogeneous polynomialLm with the binomial coefficients omitted.

AsL 6= 0⇒ Lm 6= 0, the mapν is defined on the whole ofPn, that is,

(a0, . . . , an) 6= (0, . . . , 0)⇒ (. . . , bi0...in , . . .) 6= (0, . . . , 0).

Moreover,L1 6= cL2 ⇒ Lm1 6= cLm2 , becausek[X0, . . . , Xn] is a unique factorization
domain, and soν is injective. It is clear from its definition thatν is regular.

We shall see later in this section that the image of any projective variety under a regular
map is closed, but in this case we can prove directly thatν(Pn) is defined by the system of
equations:

bi0...inbj0...jn = bk0...knb`0...`n , ih + jh = kh + `h, all h (*).

ObviouslyPn maps into the algebraic set defined by these equations. Conversely, let

Vi = {(. . . . : bi0...in : . . .) | b0...0m0...0 6= 0}.

Thenν(Ui) ⊂ Vi andν−1(Vi) = Ui. It is possible to write down a regular mapVi → Ui
inverse toν|Ui: for example, defineV0 → Pn to be

(. . . : bi0...in : . . .) 7→ (bm,0,...,0 : bm−1,1,0,...,0 : bm−1,0,1,0,...,0 : . . . : bm−1,0,...,0,1).

Finally, one checks thatν(Pn) ⊂
⋃
Vi.

For any closed varietyW ⊂ Pn, ν|W is an isomorphism ofW onto a closed subvariety
ν(W ) of ν(Pn) ⊂ Pνn,m.

23Note that, althoughP1 andν(P1) are isomorphic, their homogeneous coordinate rings are not. In fact
khom[P1] = k[X0, X1], which is the affine coordinate ring of the smooth varietyA2, whereaskhom[ν(P1)] =
k[X0, X1, X2]/(X0X2 −X2

1 ) which is the affine coordinate ring of the singular varietyX0X2 −X2
1 .
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REMARK 5.19. The Veronese mapping has a very important property. IfF is a nonzero
homogeneous form of degreem ≥ 1, thenV (F ) ⊂ Pn is called ahypersurface of degree
m andV (F ) ∩ W is called ahypersurface sectionof the projective varietyW . When
m = 1, “surface” is replaced by “plane”.

Now letH be the hypersurface inPn of degreem∑
ai0...inX

i0
0 · · ·X in

n = 0,

and letL be the hyperplane inPνn,m defined by∑
ai0...inXi0...in .

Thenν(H) = ν(Pn) ∩ L, i.e.,

H(a) = 0 ⇐⇒ L(ν(a)) = 0.

Thus for any closed subvarietyW of Pn, ν defines an isomorphism of the hypersurface
sectionW ∩H of V onto the hyperplane sectionν(W )∩L of ν(W ). This observation often
allows one to reduce questions about hypersurface sections to questions about hyperplane
sections.

As one example of this, note thatν maps the complement of a hypersurface section of
W isomorphically onto the complement of a hyperplane section ofν(W ), which we know
to be affine. Thus the complement of any hypersurface section of a projective variety is an
affine variety—we have proved the statement in (5.12b).

EXAMPLE 5.20. An elementA = (aij) of GLn+1 defines an automorphism ofPn:

(x0 : . . . : xn) 7→ (. . . :
∑
aijxj : . . .);

clearly it is a regular map, and the inverse matrix gives the inverse map. Scalar matrices act
as the identity map.

Let PGLn+1 = GLn+1 /k
×I, where I is the identity matrix, that is,PGLn+1 is the

quotient ofGLn+1 by its centre. ThenPGLn+1 is the complement inP(n+1)2−1 of the
hypersurfacedet(Xij) = 0, and so it is an affine variety with ring of regular functions

k[PGLn+1] = {F (. . . , Xij, . . .)/ det(Xij)
m | deg(F ) = m · (n+ 1)} ∪ {0}.

It is an affine algebraic group.
The homomorphismPGLn+1 → Aut(Pn) is obviously injective. It is also surjective —

see Mumford, Geometric Invariant Theory, Springer, 1965, p20.

EXAMPLE 5.21. (The Segre map.) This is the mapping

((a0 : . . . : am), (b0 : . . . : bn)) 7→ ((. . . : aibj : . . .)) : Pm × Pn → Pmn+m+n.

The index set forPmn+m+n is {(i, j) | 0 ≤ i ≤ m, 0 ≤ j ≤ n}. Note that if we
interpret the tuples on the left as being the coefficients of two linear formsL1 =

∑
aiXi

andL2 =
∑
bjYj, then the image of the pair is the set of coefficients of the homogeneous
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form of degree2, L1L2. From this observation, it is obvious that the map is defined on the
whole of Pm × Pn (L1 6= 0 6= L2 ⇒ L1L2 6= 0) and is injective. On any subset of the
form Ui × Uj it is defined by polynomials, and so it is regular. Again one can show that it
is an isomorphism onto its image, which is the closed subset ofPmn+m+n defined by the
equations

wijwkl − wilwkj = 0.

(See Shafarevich 1994, I 5.1) For example, the map

((a0 : a1), (b0 : b1)) 7→ (a0b0 : a0b1 : a1b0 : a1b1) : P1 × P1 → P3

has image the hypersurface
H : WZ = XY.

The map
(w : x : y : z) 7→ ((w : y), (w : x))

is an inverse on the set where it is defined. [Incidentally,P1 × P1 is not isomorphic to
P2, because in the first variety there are closed curves, e.g., two vertical lines, that don’t
intersect.]

If V andW are closed subvarieties ofPm andPn, then the Segre map sendsV ×W
isomorphically onto a closed subvariety ofPmn+m+n. Thus products of projective varieties
are projective.

There is an explicit description of the topology onPm×Pn : the closed sets are the sets
of common solutions of families of equations

F (X0, . . . , Xm;Y0, . . . , Yn) = 0

with F separately homogeneous in theX ’s and in theY ’s.

EXAMPLE 5.22. LetL1, . . . , Ln−d be linearly independent linear forms inn+ 1 variables;
their zero setE in kn+1 has dimensiond+ 1, and so their zero set inPn is ad-dimensional
linear space. Defineπ : Pn − E → Pn−d−1 by π(a) = (L1(a) : . . . : Ln−d(a)); such a map
is called aprojection with centreE. If V is a closed subvariety disjoint fromE, thenπ
defines a regular mapV → Pn−d−1. More generally, ifF1, . . . , Fr are homogeneous forms
of the same degree, andZ = V (F1, . . . , Fr), thena 7→ (F1(a) : . . . : Fr(a)) is a morphism
Pn − Z → Pr−1.

By carefully choosing the centreE, it is possible to project any smooth curve inPn
isomorphically onto a curve inP3, and nonisomorphically (but bijectively on an open sub-
set) onto a curve inP2 with only nodes as singularities.24 For example, suppose we have a
nonsingular curveC in P3. To project toP2 we need three linear formsL0, L1, L2 and the
centre of the projection is the point where all forms are zero. We can think of the map as
projecting from the centreP0 onto some (projective) plane by sending the pointP to the
point whereP0P intersects the plane. To projectC to a curve with only ordinary nodes as

24A nonsingular curve of degreed in P2 has genus(d−1)(d−2)
2 . Thus, ifg is not of this form, a curve of

genusg can’t be realized as a nonsingular curve inP2.
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singularities, one needs to chooseP0 so that it doesn’t lie on any tangent toC, any trise-
cant (line crossing the curve in3 points), or any chord at whose extremities the tangents
are coplanar. See for example Samuel, P., Lectures on Old and New Results on Algebraic
Curves, Tata Notes, 1966.

PROPOSITION5.23. LetV be a projective variety, and letS be a finite set of points ofV .
ThenS is contained in an open affine subset ofV .

PROOF. Find a hyperplane passing through at least one point ofV but missing the elements
of S, and apply 5.17. (See Exercise 28.)

REMARK 5.24. There is a converse: letV be a nonsingular complete (see below) irre-
ducible variety; if every finite set of points inV is contained in an open affine subset ofV
thenV is projective. (Conjecture of Chevalley; proved by Kleiman about 1966.)

Complete varieties

Complete varieties are the analogues in the category of varieties of compact topological
spaces in the category of Hausdorff topological spaces. Recall that the image of a com-
pact space under a continuous map is compact, and hence is closed if the image space is
Hausdorff. Moreover, a Hausdorff spaceV is compact if and only if, for all topological
spacesW , the projectionq : V ×W → W is closed, i.e., maps closed sets to closed sets
(see Bourbaki, N., General Topology, I, 10.2, Corollary 1 to Theorem 1).

DEFINITION 5.25. An algebraic varietyV is said to becompleteif for all algebraic varieties
W , the projectionq : V ×W → W is closed.

Note that a complete variety is required to be separated — we really mean it to be a
variety and not a prevariety.

EXAMPLE 5.26. Consider the projection

(x, y) 7→ y : A1 × A1 → A1

This is not closed; for example, the varietyV : XY = 1 is closed inA2 but its image inA1

omits the origin. However, if we replaceV with its closure inP1 × A1, then its projection
is the whole ofA1.

PROPOSITION5.27. LetV be complete.
(a) A closed subvariety ofV is complete.
(b) If V ′ is complete, so also isV × V ′.
(c) For any morphismα : V → W , α(V ) is closed and complete; in particular, ifV is a

subvariety ofW , then it is closed inW .
(d) If V is connected, then any regular mapα : V → P1 is either constant or onto.
(e) If V is connected, then any regular function onV is constant.
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PROOF. (a) LetZ be a closed subvariety of a complete varietyV . Then for any varietyW ,
Z ×W is closed inV ×W , and so the restriction of the closed mapq : V ×W → W to
Z ×W is also closed.

(b) The projectionV × V ′ ×W → W is the composite of the projections

V × V ′ ×W → V ′ ×W → W,

both of which are closed.
(c) Let Γα = {(v, α(v))} ⊂ V ×W be the graph ofα. It is a closed subset ofV ×W

(becauseW is a variety, see 3.25), andα(V ) is the projection ofΓα ontoW . SinceV is
complete, the projection is closed, and soα(V ) is closed, and hence is a subvariety ofW .
Consider

Γα ×W → α(V )×W → W.

We have thatΓα is complete (because it is isomorphic toV , see 3.25), and so the mapping
Γα ×W → W is closed. AsΓα → α(V ) is surjective, it follows thatα(V )×W → W is
also closed.

(d) Recall that the only proper closed subsets ofP1 are the finite sets, and such a set
is connected if and only if it consists of a single point. Becauseα(V ) is connected and
closed, it must either be a single point (andα is constant) orP1 (andα is onto).

(e) A regular function onV is a regular mapf : V → A1 ⊂ P1. Regard it as a map into
P1. If it isn’t constant, it must be onto, which contradicts the fact that it maps intoA1.

COROLLARY 5.28. Consider a regular mapα : V → W ; if V is complete and connected
andW is affine, then the image ofα is a point.

PROOF. EmbedW as a closed subvariety ofAn, and writeα = (α1, . . . , αn) where each
αi is a regular mapW → A1. Then eachαi is a regular function onV , and hence is
constant.

REMARK 5.29. (a) The statement that a complete varietyV is closed in any larger variety
W perhaps explains the name: ifV is complete,W is irreducible, anddimV = dimW ,
thenV = W . (ContrastAn ⊂ Pn.)

(b) Here is another criterion: a varietyV is complete if and only if every regular map
C r {P} → V extends to a regular mapC → V ; hereP is a nonsingular point on a curve
C. Intuitively, this says that Cauchy sequences have limits inV .

THEOREM 5.30. A projective variety is complete.

LEMMA 5.31. A varietyV is complete if and only ifq : V ×W → W is a closed mapping
for all irreducible affine varietiesW .

PROOF. Straightforward.

After (5.27a), it suffices to prove the Theorem for projective spacePn itself; thus we
have to prove that the projectionW × Pn → W is a closed mapping in the case thatW is
an affine variety. Note thatW × Pn is covered by the open affinesW × Ui, 0 ≤ i ≤ n,
and that a subsetU of W × Pn is closed if and only if its intersection with eachW × Ui is
closed. We shall need another more explicit description of the topology onW × Pn.
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Let A = k[W ], and letB = A[X0, . . . , Xn]. Note thatB = A ⊗k k[X0, . . . , Xn], and
so we can view it as the ring of regular functions onW ×An+1: f⊗g takes the valuef(w) ·
g(a) at the point(w, a) ∈ W × An+1. The ringB has an obvious grading—a monomial
aX i0

0 . . . X in
n , a ∈ A, has degree

∑
ij—and so we have the notion of a homogeneous ideal

b ⊂ B. It makes sense to speak of the zero setV (b) ⊂ W × Pn of such an ideal. For any
ideala ⊂ A, aB is homogeneous, andV (aB) = V (a)× Pn.

LEMMA 5.32. (i) For each homogeneous idealb ⊂ B, the setV (b) is closed, and every
closed subset ofW × Pn is of this form.

(ii) The setV (b) is empty if and only ifrad(b) ⊃ (X0, . . . , Xn).
(iii) If W is irreducible, thenW = V (b) for some homogeneous prime idealb.

PROOF. In the case thatA = k, we proved all this earlier in this section, and the same
arguments apply in the present more general situation. For example, to see thatV (b) is
closed, apply the criterion stated above.

The setV (b) is empty if and only if the coneV aff(b) ⊂ W × An+1 defined byb is
contained inW × {origin}. But

∑
ai0...inX

i0
0 . . . X in

n , ai0...in ∈ k[W ], is zero onW ×
{origin} if an only if its constant term is zero, and so

Iaff(W × {origin}) = (X0, X1, . . . , Xn).

Thus, the Nullstellensatz shows thatV (b) = ∅ ⇒ rad(b) = (X0, . . . , Xn). Conversely, if
XN
i ∈ b for all i, then obviouslyV (b) is empty.

For the final statement, note that ifV (b) is irreducible, then the closure of its inverse
image inW × An+1 is also irreducible, and so the ideal of functions zero on it prime.

PROOF OF5.30. Write p for the projectionW ×Pn → W . We have to show thatZ closed
in W × Pn impliesp(Z) closed inW . If Z is empty, this is true, and so we can assume it
to be nonempty. ThenZ is a finite union of irreducible closed subsetsZi of W ×Pn, and it
suffices to show that eachp(Zi) is closed. Thus we may assume thatZ is irreducible, and
hence thatZ = V (b) with b a prime homogeneous ideal inB = A[X0, . . . , Xn].

Note that ifp(Z) ⊂ W ′, W ′ a closed subvariety ofW , thenZ ⊂ W ′ × Pn—we can
then replaceW with W ′. This allows us to assume thatp(Z) is dense inW , and we now
have to show thatp(Z) = W .

Becausep(Z) is dense inW , the image of the coneV aff(b) under the projectionW ×
An+1 → W is also dense inW , and so (see 2.21a) the mapA→ B/b is injective.

Letw ∈ W : we shall show that ifw /∈ p(Z), i.e., if there does not exist aP ∈ Pn such
that(w,P ) ∈ Z, thenp(Z) is empty, which is a contradiction.

Let m ⊂ A be the maximal ideal corresponding tow. ThenmB + b is a homogeneous
ideal, andV (mB+b) = V (mB)∩V (b) = (w×Pn)∩V (b), and sow will be in the image
of Z unlessV (mB + b) 6= ∅. But if V (mB + b) = ∅, thenmB + b ⊃ (X0, . . . , Xn)

N for
someN (by 5.33b), and somB + b contains the setBN of homogeneous polynomials of
degreeN . BecausemB andb are homogeneous ideals,

BN ⊂ mB + b⇒ BN = mBN +BN ∩ b.

In detail: the first inclusion says that anf ∈ BN can be writtenf = g + h with g ∈ mB
andh ∈ b. On equating homogeneous components, we find thatfN = gN +hN . Moreover:
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fN = f ; if g =
∑
mibi, mi ∈ m, bi ∈ B, thengN =

∑
mibiN ; andhN ∈ b becauseb is

homogeneous. Together these showf ∈ mBN +BN ∩ b.
LetM = BN/BN∩b, regarded as anA-module. The displayed equation says thatM =

mM . The argument in the proof of Nakayama’s lemma (4.18) shows that(1+m)M = 0 for
somem ∈ m. BecauseA → B/b is injective, the image of1 +m in B/b is nonzero. But
M = BN/BN ∩b ⊂ B/b, which is an integral domain, and so the equation(1+m)M = 0
implies thatM = 0. HenceBN ⊂ b, and soXN

i ∈ b for all i, which contradicts the
assumption thatZ = V (b) is nonempty.

Elimination theory

We have shown that, for any closed subsetZ of Pm ×W , the projectionq(Z) of Z in W
is closed. Elimination theory25 is concerned with providing an algorithm for passing from
the equations definingZ to the equations definingq(Z). We illustrate this in one case.

LetP = s0X
m+s1X

m−1+· · ·+sm andQ = t0X
n+t1X

n−1+· · ·+tn be polynomials.
Theresultant of P andQ is defined to be the determinant∣∣∣∣∣∣∣∣∣∣∣∣

s0 s1 . . . sm
s0 . . . sm

. . . . . .
t0 t1 . . . tn

t0 . . . tn
. . . . . .

∣∣∣∣∣∣∣∣∣∣∣∣

n-rows

m-rows

There aren rows of s’s andm rows of t’s, so that the matrix is(m + n) × (m + n); all
blank spaces are to be filled with zeros. The resultant is a polynomial in the coefficients of
P andQ.

PROPOSITION5.33. The resultant Res(P,Q) = 0 if and only if
(a) boths0 andt0 are zero; or
(b) the two polynomials have a common root.

PROOF. If (a) holds, then certainly Res(P,Q) = 0. Suppose thatα is a common root ofP
andQ, so that there exist polynomialsP1 andQ1 of degreesm− 1 andn− 1 respectively
such that

P (X) = (X − α)P1(X), Q(X) = (X − α)Q1(X).

From these equations we find that

P (X)Q1(X)−Q(X)P1(X) = 0. (*)

On equating the coefficients ofXm+n−1, . . . , X, 1 in (*) to zero, we find that the coefficients
of P1 andQ1 are the solutions of a system ofm + n linear equations inm + n unknowns.

25Elimination theory became unfashionable several decades ago—one prominent algebraic geometer went
so far as to announce that Theorem 5.30 eliminated elimination theory from mathematics, provoking Ab-
hyankar, who prefers equations to abstractions, to start the chant “eliminate the eliminators of elimination
theory”. With the rise of computers, it has become fashionable again.
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The matrix of coefficients of the system is the transpose of the matrix
s0 s1 . . . sm

s0 . . . sm
. . . . . .

t0 t1 . . . tn
t0 . . . tn

. . . . . .


The existence of the solution shows that this matrix has determinant zero, which implies
thatRes(P,Q) = 0.

Conversely, suppose thatRes(P,Q) = 0 but neithers0 nor t0 is zero. Because the
above matrix has determinant zero, we can solve the linear equations to find polynomials
P1 andQ1 satisfying (*). If α is a root ofP , then it must also be a root ofP1 orQ. If the
former, cancelX − α from the left hand side of (*) and continue. AsdegP1 < degP , we
eventually find a root ofP that is not a root ofP1, and so must be a root ofQ.

The proposition can be restated in projective terms. We define the resultant of two
homogeneous polynomials

P (X, Y ) = s0X
m + s1X

m−1Y + · · ·+ smY
m, Q(X,Y ) = t0X

n + · · ·+ tnY
n,

exactly as in the nonhomogeneous case.

PROPOSITION5.34. The resultantRes(P,Q) = 0 if and only ifP andQ have a common
zero inP1.

PROOF. The zeros ofP (X, Y ) in P1 are of the form:
(a) (a : 1) with a a root ofP (X, 1), or
(b) (1 : 0) in the case thats0 = 0.

Thus (5.34) is a restatement of (5.33).

Now regard the coefficients ofP andQ as indeterminates. The pairs of polynomials
(P,Q) are parametrized by the spaceAm+1×An+1 = Am+n+2. Consider the closed subset
V (P,Q) in Am+n+2 × P1. The proposition shows that its projection onAm+n+2 is the set
defined byRes(P,Q) = 0. Thus, not only have we shown that the projection ofV (P,Q)
is closed, but we have given an algorithm for passing from the polynomials defining the
closed set to those defining its projection.

Elimination theory does this in general. Given a family of polynomials

Pi(T1, . . . , Tm;X0, . . . , Xn),

homogeneous in theXi, elimination theory gives an algorithm for finding polynomials
Rj(T1, . . . , Tn) such that thePi(a1, . . . , am;X0, . . . , Xn) have a common zero if and only
if Rj(a1, . . . , an) = 0 for all j. (Our theorem only shows that theRj exist.) See Cox et al.
1992, Chapter 8, Section 5..

Maple can find the resultant of two polynomials in one variable: for example, entering
“resultant((x+a)5, (x+b)5, x)” gives the answer(−a+b)25. Explanation: the polynomials
have a common root if and only ifa = b, and this can happen in25 ways. Macaulay doesn’t
seem to know how to do more.



5 PROJECTIVE VARIETIES AND COMPLETE VARIETIES 113

The rigidity theorem

The paucity of maps between projective varieties has some interesting consequences. First
an observation: for any pointw ∈ W , the projection mapV ×W → V defines an isomor-
phismV × {w} → V with inversev 7→ (v, w) : V → V ×W (this map is regular because
its components are).

THEOREM 5.35. Letα : V ×W → U be a regular map, and assume thatV is complete,
thatV andW are irreducible, and thatU is separated. If there are pointsu0 ∈ U , v0 ∈ V ,
andw0 ∈ W such that

α(V × {w0}) = {u0} = α({v0} ×W )

thenα(V ×W ) = {u0}.

PROOF. LetU0 be an open affine neighbourhood ofu0. Because the projection mapq : V ×
W → W is closed,Z

df
= q(α−1(U − U0)) is closed inW . Note that a pointw of W lies

outsideZ if and onlyα(V ×{w}) ⊂ U0. In particularw0 ∈ W −Z, and soW −Z is dense
in W . As V × {w} is complete andU0 is affine,α(V × {w}) must be a point whenever
w ∈ W − Z: in fact,α(V × {w}) = α(v0, w) = {u0}. Thusα is constant on the dense
subsetV × (W − Z) of V ×W , and so is constant.

An abelian varietyis a complete connected group variety.

COROLLARY 5.36. Every regular mapα : A → B of abelian varieties is the composite
of a homomorphism with a translation; in particular, a regular mapα : A → B such that
α(0) = 0 is a homomorphism.

PROOF. After composingα with a translation, we may assume thatα(0) = 0. Consider
the map

ϕ : A× A→ B, ϕ(a, a′) = α(a+ a′)− α(a)− α(a′).

Thenϕ(A×0) = 0 = ϕ(0×A) and soϕ = 0. This means thatα is a homomorphism.

COROLLARY 5.37. The group law on an abelian variety is commutative.

PROOF. Commutative groups are distinguished among all groups by the fact that the map
taking an element to its inverse is a homomorphism: if(gh)−1 = g−1h−1, then, on taking
inverses, we find thatgh = hg. Since the negative map,a 7→ −a : A → A, takes the
identity element to itself, the preceding corollary shows that it is a homomorphism.

Projective space without coordinates

LetE be a vector space overk of dimensionn. The setP(E) of lines through zero inE has
a natural structure of an algebraic variety: the choice of a basis forE defines an bijection
P(E) → Pn, and the inherited structure of an algebraic variety onP(E) is independent
of the choice of the basis (because the bijections defined by two different bases differ
by an automorphism ofPn). Note that in contrast toPn, which hasn + 1 distinguished
hyperplanes, namely,X0 = 0, . . . , Xn = 0, no hyperplane inP(E) is distinguished.
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Grassmann varieties

LetE be a vector space overk of dimensionn, and letGd(E) be the set ofd-dimensional
subspaces ofE, some0 < d < n. Fix a basis forE, and letS ∈ Gd(E). The choice of
a basis forS then determines ad × n matrixA(S) whose rows are the coordinates of the
basis elements. Changing the basis forS multipliesA(S) on the left by an invertibled× d
matrix. Thus, the family ofd × d minors ofA(S) is determined up to multiplication by a

nonzero constant, and so defines a pointP (S) in P(nd )−1.

PROPOSITION5.38. The mapS 7→ P (S) : Gd(E) → P(nd )−1 is injective, with image a

closed subset ofP(nd )−1.

The mapsP defined by different bases ofE differ by an automorphism ofP(nd )−1,
and so the statement is independent of the choice of the basis — later (5.42) we shall give a
“coordinate-free description” of the map. The map realizesGd(E) as a projective algebraic
variety. It is called theGrassmann variety(of d-dimensional subspaces ofE).

EXAMPLE 5.39. The affine cone over a line inP3 is a two-dimensional subspace ofk4.
Thus,G2(k

4) can be identified with the set of lines inP3. Let L be a line inP3, and let
x = (x0 : x1 : x2 : x3) andy = (y0 : y1 : y2 : y3) be distinct points onL. Then

P (L) = (p01 : p02 : p03 : p12 : p13 : p23) ∈ P5, pij
df
=

∣∣∣∣ xi xj
yi yj

∣∣∣∣ ,
depends only onL. The mapL 7→ P (L) is a bijection fromG2(k

4) onto the quadric

Π : X01X23 −X02X13 +X03X12 = 0

in P5. For a direct elementary proof of this, see (8.14, 8.15) below.

REMARK 5.40. LetS ′ be a subspace ofE of complementary dimensionn − d, and let
Gd(E)S′ be the set ofS ∈ Gd(V ) such thatS ∩ S ′ = {0}. Fix anS0 ∈ Gd(E)S′, so that
E = S0⊕S ′. For anyS ∈ Gd(V )S′, the projectionS → S0 given by this decomposition is
an isomorphism, and soS is the graph of a homomorphismS0 → S ′:

s 7→ s′ ⇐⇒ (s, s′) ∈ S.

Conversely, the graph of any homomorphismS0 → S ′ lies inGd(V )S′. Thus,

Gd(V )S′ ≈ Hom(S0, S
′) ≈ Hom(E/S ′, S ′). (1)

The isomorphismGd(V )S′ ≈ Hom(E/S ′, S ′) depends on the choice ofS0 — it is the
element ofGd(V )S′ corresponding to0 ∈ Hom(E/S ′, S ′). The decompositionE = S0⊕S ′

gives a decompositionEnd(E) =
(

End(S0) Hom(S′,S0)
Hom(S0,S′) End(S′)

)
, and the bijections (1) show that

the group
(

1 0
Hom(S0,S′) 1

)
acts simply transitively onGd(E)S′.
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PROOF OFPROPOSITION5.38. Fix a basise1, . . . , en of E, and letS0 = 〈e1, . . . , ed〉 and

S ′ = 〈ed+1, . . . , en〉. Order the coordinates inP(nd )−1 so that

P (S) = (a0 : . . . : aij : . . . : . . .)

wherea0 is the left-mostd × d minor ofA(S), andaij, 1 ≤ i ≤ d, d < j ≤ n, is the
minor obtained from the left-mostd × d minor by replacing theith column with thejth

column. LetU0 be the (“typical”) standard open subset ofP(nd )−1 consisting of the points
with nonzero zeroth coordinate. Clearly,26P (S) ∈ U0 if and only ifS ∈ Gd(E)S′. We shall
prove the proposition by showing thatP : Gd(E)S′ → U0 is injective with closed image.

ForS ∈ Gd(E)S′, the projectionS → S0 is bijective. For eachi, 1 ≤ i ≤ d, let

e′i = ei +
∑

d<j≤naijej (2)

denote the unique element ofS projecting toei. Thene′1, . . . , e
′
d is a basis forS. Con-

versely, for any(aij) ∈ kd(n−d), thee′i’s defined by (2) span anS ∈ Gd(E)S′ and project to
theei’s. Therefore,S ↔ (aij) gives a one-to-one correspondenceGd(E)S′ ↔ kd(n−d) (this
is a restatement of (1) in terms of matrices).

Now, if S ↔ (aij), then

P (S) = (1 : . . . : aij : . . . : . . . : fk(aij) : . . .)

wherefk(aij) is a polynomial in theaij whose coefficients are independent ofS. Thus,
P (S) determines(aij) and hence alsoS. Moreover, the image ofP : Gd(E)S′ → U0 is the
graph of the regular map

(. . . , aij, . . .) 7→ (. . . , fk(aij), . . .) : Ad(n−d) → A(nd )−d(n−d)−1,

which is closed (3.25).

REMARK 5.41. The bijection (1) identifiesGd(E)S′ with the affine varietyA(Hom(S0, S
′))

defined by the vector spaceHom(S0, S
′) (cf. p50). Therefore, the tangent space toGd(E)

atS0,
TS0(Gd(E)) ∼= Hom(S0, S

′) ∼= Hom(S0, E/S0). (3)

REMARK 5.42. Recall that the exterior algebra
∧
E is the quotient of the tensor algebra by

the ideal generated by all vectorse ⊗ e, e ∈ E. It is a finite dimensional graded algebra
overk with

∧0E = k,
∧1E = E, and, ife1, . . . , en is a basis forV , then the( nd ) wedge

productsei1∧ . . .∧eid (i1 < · · · < id) is a basis for
∧dE. In particular,

∧nE has dimension
1. For a subspaceS of E of dimensiond,

∧dS is the one-dimensional subspace of
∧dE

spanned bye1 ∧ . . . ∧ ed for any basise1, . . . , ed of S. Thus, there is a well-defined map

S 7→
∧dS : Gd(E)→ P(

∧dE) (4)

which the choice of a basis forE identifies withS 7→ P (S).

26If e ∈ S′ ∩ S is nonzero, we may choose it to be part of the basis forS, and then the left-mostd × d
submatrix ofA(S) has a row of zeros. Conversely, if the left-mostd×d submatrix is singular, we can change
the basis forS so that it has a row of zeros; then the basis element corresponding to the zero row lies in
S′ ∩ S.
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Flag varieties

The discussion in the last subsection extends easily to chains of subspaces. Letd =
(d1, . . . , dr) be a sequence of integers with0 < d1 < · · · < dr < n, and letGd(E) be
the set of flags

F : E ⊃ E1 ⊃ · · · ⊃ Er ⊃ 0 (5)

with Ei a subspace ofE of dimensiondi. The map

Gd(E)
F 7→(V i)−−−−→

∏
iGdi

(E) ⊂
∏

iP(
∧diE)

realizesGd(E) as a closed subset
∏

iGdi
(E), and so it is a projective variety, called aflag

variety. The tangent space toGd(E) at the flagF consists of the families of homomor-
phisms

ϕi : Ei → V/Ei, 1 ≤ i ≤ r, (6)

that are compatible in the sense that

ϕi|Ei+1 ≡ ϕi+1 mod Ei+1,

(Harris 1992, 16.3).

ASIDE5.43. A basise1, . . . , en forE isadapted tothe flagF if it contains a basise1, . . . , eji
for eachEi. Clearly, every flag admits such a basis, and the basis then determines the flag.
BecauseGL(E) acts transitively on the set of bases forE, it acts transitively onGd(E).
For a flagF , the subgroupP (F ) stabilizingF is an algebraic subgroup ofGL(E), and the
map

g 7→ gF0 : GL(E)/P (F0)→ Gd(E)

is an isomorphism of algebraic varieties. BecauseGd(E) is projective, this shows that
P (F0) is a parabolic subgroup ofGL(V ).

Bezout’s theorem

Let V be a hypersurface inPn (that is, a closed subvariety of dimensionn − 1). For such
a variety,I(V ) = (F (X0, . . . , Xn)) with F a homogenous polynomial without repeated
factors. We define thedegreeof V to be the degree ofF .

The next theorem is one of the oldest, and most famous, in algebraic geometry.

THEOREM 5.44. LetC andD be curves inP2 of degreesm andn respectively. IfC and
D have no irreducible component in common, then they intersect in exactlymn points,
counted with appropriate multiplicities.

PROOF. DecomposeC andD into their irreducible components. Clearly it suffices to
prove the theorem for each irreducible component ofC and each irreducible component of
D. We can therefore assume thatC andD are themselves irreducible.

We know from (1.22) thatC ∩D is of dimension zero, and so is finite. After a change
of variables, we can assume thata 6= 0 for all points(a : b : c) ∈ C ∩D.
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Let F (X, Y, Z) andG(X, Y, Z) be the polynomials definingC andD, and write

F = s0Z
m + s1Z

m−1 + · · ·+ sm, G = t0Z
n + t1Z

n−1 + · · ·+ tn

with si andtj polynomials inX andY of degreesi andj respectively. Clearlysm 6= 0 6= tn,
for otherwiseF andG would haveZ as a common factor. LetR be the resultant ofF and
G, regarded as polynomials inZ. It is a homogeneous polynomial of degreemn in X and
Y , or else it is identically zero. If the latter occurs, then for every(a, b) ∈ k2, F (a, b, Z)
andG(a, b, Z) have a common zero, which contradicts the finiteness ofC ∩ D. ThusR
is a nonzero polynomial of degreemn. WriteR(X, Y ) = XmnR∗(

Y
X

) whereR∗(T ) is a
polynomial of degree≤ mn in T = Y

X
.

Suppose first thatdegR∗ = mn, and letα1, . . . , αmn be the roots ofR∗ (some of them
may be multiple). Each such root can be writtenαi = bi

ai
, andR(ai, bi) = 0. According

to (5.34) this means that the polynomialsF (ai, bi, Z) andG(ai, bi, Z) have a common root
ci. Thus(ai : bi : ci) is a point onC ∩D, and conversely, if(a : b : c) is a point onC ∩D
(soa 6= 0), then b

a
is a root ofR∗(T ). Thus we see in this case, thatC ∩ D has precisely

mn points, provided we take the multiplicity of(a : b : c) to be the multiplicity ofb
a

as a
root ofR∗.

Now suppose thatR∗ has degreer < mn. ThenR(X, Y ) = Xmn−rP (X, Y ) where
P (X, Y ) is a homogeneous polynomial of degreer not divisible byX. ObviouslyR(0, 1) =
0, and so there is a point(0 : 1 : c) in C ∩D, in contradiction with our assumption.

REMARK 5.45. The above proof has the defect that the notion of multiplicity has been
too obviously chosen to make the theorem come out right. It is possible to show that
the theorem holds with the following more natural definition of multiplicity. LetP be
an isolated point ofC ∩ D. There will be an affine neighbourhoodU of P and regular
functionsf andg onU such thatC ∩U = V (f) andD ∩U = V (g). We can regardf and
g as elements of the local ringOP , and clearlyrad(f, g) = m, the maximal ideal inOP .
It follows thatOP/(f, g) is finite-dimensional overk, and we define the multiplicity ofP
in C ∩D to bedimk(OP/(f, g)). For example, ifC andD cross transversely atP , thenf
andg will form a system of local parameters atP — (f, g) = m — and so the multiplicity
is one.

The attempt to find good notions of multiplicities in very general situations has moti-
vated much of the most interesting work in commutative algebra over the last 20 years.

Hilbert polynomials (sketch)

Recall that for a projective varietyV ⊂ Pn,

khom[V ] = k[X0, . . . , Xn]/b = k[x0, . . . , xn],

whereb = I(V ). We observed thatb is homogeneous, and thereforekhom[V ] is a graded
ring:

khom[V ] = ⊕m≥0khom[V ]m,

wherekhom[V ]m is the subspace generated by the monomials in thexi of degreem. Clearly
khom[V ]m is a finite-dimensionalk-vector space.
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THEOREM 5.46. There is a unique polynomialP (V, T ) such thatP (V,m) = dimk k[V ]m
for all m sufficiently large.

PROOF. Omitted.

EXAMPLE 5.47. ForV = Pn, khom[V ] = k[X0, . . . , Xn], and (see the footnote on page
104),dim khom[V ]m = (m+n

n ) = (m+n)···(m+1)
n!

, and so

P (Pn, T ) = ( T+n
n ) =

(T + n) · · · (T + 1)

n!
.

The polynomialP (V, T ) in the theorem is called theHilbert polynomial of V . Despite
the notation, it depends not just onV but also on its embedding in projective space.

THEOREM 5.48. LetV be a projective variety of dimensiond and degreeδ; then

P (V, T ) =
δ

d!
T d + terms of lower degree.

PROOF. Omitted.

The degreeof a projective variety is the number of points in the intersection of the
variety and of a general linear variety of complementary dimension (see later).

EXAMPLE 5.49. LetV be the image of the Veronese map

(a0 : a1) 7→ (ad0 : ad−1
0 a1 : . . . : ad1) : P1 → Pd.

Thenkhom[V ]m can be identified with the set of homogeneous polynomials of degreem · d
in two variables (look at the mapA2 → Ad+1 given by the same equations), which is a
space of dimensiondm+ 1, and so

P (V, T ) = dT + 1.

ThusV has dimension1 (which we certainly knew) and degreed.

Macaulay knows how to compute Hilbert polynomials.
References:Hartshorne 1977, I.7; Atiyah and Macdonald 1969, Chapter 11; Harris

1992, Lecture 13.

Exercises 25–32

25. Show that a pointP on a projective curveF (X,Y, Z) = 0 is singular if and only if
∂F/∂X, ∂F/∂Y , and∂F/∂Z are all zero atP . If P is nonsingular, show that the tangent
line atP has the (homogeneous) equation

(∂F/∂X)PX + (∂F/∂Y )PY + (∂F/∂Z)PZ = 0.

Verify thatY 2Z = X3 + aXZ2 + bZ3 is nonsingular ifX3 + aX + b has no repeated root,
and find the tangent line at the point at infinity on the curve.

26. Let L be a line inP2 and letC be a nonsingular conic inP2 (i.e., a curve inP2 defined
by a homogeneous polynomial of degree2). Show that either
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(a) L intersectsC in exactly2 points, or
(b) L intersectsC in exactly1 point, and it is the tangent at that point.

27. Let V = V (Y −X2, Z −X3) ⊂ A3. Prove
(a) I(V ) = (Y −X2, Z −X3),
(b) ZW −XY ∈ I(V )∗ ⊂ k[W,X, Y, Z], butZW −XY /∈ ((Y −X2)∗, (Z −X3)∗).

(Thus, ifF1, . . . , Fr generatea, it does not follow thatF ∗
1 , . . . , F

∗
r generatea∗, even

if a∗is radical.)

28. LetP0, . . . , Pr be points inPn. Show that there is a hyperplaneH in Pn passing through
P0 butnotpassing through any ofP1, . . . , Pr. Deduce that every finite subset of a projective
varietyV is contained in an open affine subvariety ofV .

29. Is the subset
{(a : b : c) | a 6= 0, b 6= 0} ∪ {(1 : 0 : 0)}

of P2 locally closed?

30. Identify the set of polynomialsF (X,Y ) =
∑
aijX

iY j, 0 ≤ i, j ≤ m, with an affine
space. Show that the subset of reducible polynomials is closed.

31. Let V andW be complete irreducible varieties, and letA be an abelian variety. Let
P andQ be points ofV andW . Show that any regular maph : V ×W → A such that
h(P,Q) = 0 can be writtenh = f ◦ p+ g ◦ q wheref : V → A andg : W → A are regular
maps carryingP andQ to 0 andp andq are the projectionsV ×W → V,W .

32. Show that the image of the Segre mapPm×Pn → Pmn+m+n (see 5.21) is not contained
in any hyperplane ofPmn+m+n.
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6 Finite Maps

Throughout this section,k is an algebraically closed field.

Definition and basic properties

Recall that anA-algebraB is said to be finite if it is finitely generated as anA-module.
This is equivalent toB being finitely generated as anA-algebra and integral overA.

DEFINITION 6.1. A regular mapϕ : W → V is said to befinite if for all open affine subsets
U of V , ϕ−1(U) is an affine variety, andk[ϕ−1(U)] is a finitek[U ]-algebra.

PROPOSITION6.2. It suffices to check the condition in the definition for all subsets in one
open affine covering(Ui) of V .

PROOF. Omitted. (See Mumford 1999, III.1, proposition 5, p145).

Hence a mapϕ : Specm(B) → Specm(A) of affine varieties is finite if and only ifB
is a finiteA-algebra.

PROPOSITION6.3. (a) For any closed subvarietyZ of V , the inclusionZ ↪→ V is finite.
(b) The composite of two finite morphisms is finite.
(c) The product of two finite morphisms is finite.

PROOF. (a) LetU be an open affine subvariety ofV . ThenZ ∩U is a closed subvariety of
U . It is therefore affine, and the mapZ ∩U → U corresponds to a mapA→ A/a of rings,
which is obviously finite.

(b) If B is a finiteA-algebra andC is a finiteB-algebra, thenC is a finiteA-algebra:
indeed, if{bi} is a set of generators forB as anA-module, and{cj} is a set of generators
for C as aB-module, then{bicj} is a set of generators forC as anA-module.

(c) If B andB′ are respectively finiteA andA′-algebras, thenB⊗kB′ is a finiteA⊗kA′-
algebra: indeed, if{bi} is a set of generators forB as anA-module, and{b′j} is a set of
generators forB′ as anA-module, the{bi ⊗ b′j} is a set of generators forB ⊗A B′ as an
A-module.

By way of contrast, an open immersion is rarely finite. For example, the inclusion
A1 − {0} ↪→ A1 is not finite because the ringk[T, T−1] is not finitely generated as ak[T ]-
module (any finitely generatedk[T ]-submodule ofk[T, T−1] is contained inT−nk[T ] for
somen).

Thefibresof a regular mapϕ : W → V are the subvarietiesϕ−1(P ) of W for P ∈ V .
When the fibres are all finite,ϕ is said to bequasi-finite.

PROPOSITION6.4. A finite mapϕ : W → V is quasi-finite.

PROOF. Let P ∈ V ; we wish to showϕ−1(P ) is finite. After replacingV with an affine
neighbourhood ofP , we can suppose that it is affine, and thenW will be affine also. The
mapϕ then corresponds to a mapα : A → B of affine k-algebras, and a pointQ of W
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maps toP if and onlyα−1(mQ) = mP . But this holds if and only if27 mQ ⊃ α(mP ), and so
the points ofW mapping toP are in one-to-one correspondence with the maximal ideals
of B/α(m)B. ClearlyB/α(m)B is generated as ak-vector space by the image of any
generating set forB as anA-module, and the next lemma shows that it has only finitely
many maximal ideals.

LEMMA 6.5. A finitek-algebraA has only finitely many maximal ideals.

PROOF. Let m1, . . . ,mn be maximal ideals inA. They are obviously coprime in pairs, and
so the Chinese Remainder Theorem (see below) shows that the map

A→ A/m1 × · · · × A/mn, a 7→ (. . . , ai mod mi, . . .),

is surjective. It follows thatdimk A ≥
∑

dimk(A/mi) ≥ n (dimensions ask-vector
spaces).

LEMMA 6.6 (CHINESE REMAINDER THEOREM). Let a1, . . . , an be ideals in a ringA. If
ai is coprime toaj (i.e.,ai + aj = A) wheneveri 6= j, then the map

A→ A/a1 × · · · × A/am

is surjective, with kernel
∏

ai = ∩ai.

PROOF. The proof is elementary (see Atiyah and MacDonald 1969, 1.10).

THEOREM 6.7. A finite mapϕ : W → V is closed.

PROOF. Again we can assumeV andW to be affine. LetZ be a closed subset ofW . The
restriction ofϕ toZ is finite (by 6.3a and b), and so we can replaceW with Z; we then we
have to show thatIm(ϕ) is closed. The map corresponds to a finite map of ringsA → B.
This will factor,A→ A/a ↪→ B, from which we obtain maps

Specm(B)→ Specm(A/a) ↪→ Specm(A).

The second map identifiesSpecm(A/a) with the closed subvarietyV (a) of Specm(A),
and so it remains to show that the first map is surjective. This is a consequence of the next
lemma.

LEMMA 6.8 (GOING-UP THEOREM). LetA ⊂ B be rings withB integral overA.
(a) For every prime idealp ofA, there is a prime idealq ofB such thatq ∩ A = p.
(b) Letp = q ∩ A; thenp is maximal if and only ifq is maximal.

PROOF. (a) If S is a multiplicative subset of a ringA, then the prime ideals ofS−1A
are in one-to-one correspondence with the prime ideals ofA not meetingS (see 4.16). It
therefore suffices to prove (a) afterA andB have been replaced byS−1A andS−1B, where
S = A− p. Thus we may assume thatA is local, and thatp is its unique maximal ideal. In
this case, for all proper idealsb of B, b ∩ A ⊂ p (otherwiseb ⊃ A 3 1). To complete the
proof of (a), I shall show that for all maximal idealsn of B, n ∩ A = p.

27Clearly thenα−1(mQ) ⊃ mP , and we know it is a maximal ideal.
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ConsiderB/n ⊃ A/(n ∩ A). HereB/n is a field, which is integral over its subring
A/(n ∩ A), andn ∩ A will be equal top if and only if A/(n ∩ A) is a field. This follows
from Lemma 6.9 below.

(b) The ringB/q containsA/p, and it is integral overA/p. If q is maximal, then Lemma
6.9 shows thatp is also. For the converse, note that any integral domain algebraic over a
field is a field — it is a union of integral domains finite overk, and multiplication by any
nonzero element of an integral domain finite over a field is an isomorphism (it is injective
by definition, and an injective endomorphism of a finite-dimensional vector space is also
surjective).

LEMMA 6.9. LetA be a subring of a fieldK. If K is integral overA, thenA also is a field.

PROOF. Let a ∈ A, a 6= 0. Thena−1 ∈ K, and it is integral overA:

(a−1)n + a1(a
−1)n−1 + · · ·+ an = 0, ai ∈ A.

On multiplying through byan−1, we find that

a−1 + a1 + · · ·+ ana
n−1 = 0,

from which it follows thata−1 ∈ A.

COROLLARY 6.10. Letϕ : W → V be finite; ifV is complete, then so also isW .

PROOF. Consider

W × T → V × T → T, (w, t) 7→ (ϕ(w), t) 7→ t.

BecauseW × T → V × T is finite (see 6.3c), it is closed, and becauseV is complete,
V × T → T is closed. A composite of closed maps is closed, and therefore the projection
W × T → T is closed.

EXAMPLE 6.11. (a) ProjectXY = 1 onto theX axis. This map is quasi-finite but not
finite, becausek[X,X−1] is not finite overk[X].

(b) The mapA2 − {origin} ↪→ A2 is quasi-finite but not finite, because the inverse
image ofA2 is not affine (2.20).

(c) LetV = V (Xn + T1X
n−1 + · · ·+ Tn) ⊂ An+1, and consider the projection map

(a1, . . . , an, x) 7→ (a1, . . . , an) : V → An.

The fibre over any point(a1, . . . , an) ∈ An is the set of solutions of

Xn + a1X
n−1 + · · ·+ an = 0,

and so it has exactlyn points, counted with multiplicities. The map is certainly quasi-finite;
it is also finite because it corresponds to the finite map ofk-algebras,

k[T1, . . . , Tn]→ k[T1, . . . , Tn, X]/(Xn + T1X
n−1 + · · ·+ Tn).
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(d) LetV = V (T0X
n + T1X

n−1 + · · · + Tn) ⊂ An+2. The projectionϕ : V → An+1

has finite fibres except for the fibre above(0, . . . , 0), which isA1. The restrictionϕ|V r
ϕ−1(origin) is quasi-finite, but not finite. Above points of the form(0, . . . , 0, ∗, . . . , ∗)
some of the roots “vanish off to∞”. (Example (a) is a special case of this.)

(e) Let P (X, Y ) = T0X
n + T1X

n−1Y + ... +TnY
n, and letV be its zero set in

P1 × (An+1 − {origin}). In this case, the projection mapV → An+1 − {origin} is finite.
(Prove this directly, or apply 6.25 below.)

(f) The morphismA1 → A2, t 7→ (t2, t3) is finite because the image ofk[X, Y ] in k[T ]
is k[T 2, T 3], and{1, T} is a set of generators fork[T ] over this subring.

(g) The morphismA1 → A1, a 7→ am is finite (special case of (c)).
(h) The obvious map

(A1 with the origin doubled)→ A1

is quasi-finite but not finite (the inverse image ofA1 is not affine).

EXERCISE6.12. Prove that a finite map is an isomorphism if and only if it is bijective and
étale. (Cf. Harris 1992, 14.9.)

The Frobenius mapt 7→ tp : A1 → A1 in characteristicp 6= 0 and the mapt 7→
(t2, t3) : A1 → V (Y 2 − X3) ⊂ A2 from the line to the cuspidal cubic (see 2.17c) are
examples of finite bijective regular maps that are not isomorphisms.

Noether Normalization Theorem

This theorem sometimes allows us to reduce the proofs of statements about affine varieties
to the case ofAn.

THEOREM 6.13. For any irreducible affine algebraic varietyV of a variety of dimension
d, there is a finite surjective mapϕ : V → Ad.

PROOF. This is a geometric re-statement of the original theorem.

THEOREM 6.14 (NOETHER NORMALIZATION THEOREM). LetA be a finitely generated
k-algebra, and assume thatA is an integral domain. Then there exist elementsy1, . . . , yd ∈
A that are algebraically independent overk and such thatA is integral overk[y1, . . . , yd].

PROOF. Letx1, . . . , xn generateA as ak-algebra. We can renumber thexi so thatx1, . . . , xd
are algebraically independent andxd+1, . . . , xn are algebraically dependent onx1, . . . , xd
(FT, 8.12).

Becausexn is algebraically dependent onx1, . . . , xd, there exists a nonzero polynomial
f(X1, . . . , Xd, T ) such thatf(x1, . . . , xd, xn) = 0. Write

f(X1, . . . , Xd, T ) = a0T
m + a1T

m−1 + · · ·+ am

with ai ∈ k[X1, . . . , Xd] (≈ k[x1, . . . , xd]). If a0 is a nonzero constant, we can divide
through by it, and thenxn will satisfy a monic polynomial with coefficients ink[x1, . . . , xd],
that is, xn will be integral (not merely algebraic) overk[x1, . . . , xd]. The next lemma
suggest how we might achieve this happy state by making a linear change of variables.
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LEMMA 6.15. If F (X1, . . . , Xd, T ) is a homogeneous polynomial of degreer, then

F (X1 + λ1T, . . . , Xd + λdT, T ) = F (λ1, . . . , λd, 1)T r + terms of degree< r in T.

PROOF. The polynomialF (X1 + λ1T, . . . , Xd + λdT, T ) is still homogeneous of degree
r (in X1, . . . , Xd, T ), and the coefficient of the monomialT r in it can be obtained by
substituting0 for eachXi and1 for T .

PROOF OF THENOETHERNORMALIZATION THEOREM (CONTINUED). Note that unless
F (X1, . . . , Xd, T ) is the zero polynomial, it will always be possible to choose(λ1, . . . , λd)
so thatF (λ1, . . . , λd, 1) 6= 0 —substitutingT = 1 merely dehomogenizes the polynomial
(no cancellation of terms occurs), and a nonzero polynomial can’t be zero on all ofkn (this
can be proved by induction on the number of variables; it uses only thatk is infinite).

Let F be the homogeneous part of highest degree off , and choose(λ1, . . . , λd) so that
F (λ1, . . . , λd, 1) 6= 0. The lemma then shows that

f(X1 + λ1T, . . . , Xd + λdT, T ) = cT r + b1T
r−1 + · · ·+ b0,

with c = F (λ1, . . . , λd, 1) ∈ k×, bi ∈ k[X1, . . . , Xd], deg bi < r. On substitutingxn
for T andxi − λixn for Xi we obtain an equation demonstrating thatxn is integral over
k[x1 − λ1xn, . . . , xd − λdxn]. Putx′i = xi − λixn, 1 ≤ i ≤ d. Thenxn is integral over the
ring k[x′1, . . . , x

′
d], and it follows thatA is integral overA′ = k[x′1, . . . , x

′
d, xd+1, . . . , xn−1].

Repeat the process forA′, and continue until the theorem is proved.

REMARK 6.16. The above proof uses only thatk is infinite, not that it is algebraically
closed (that’s all one needs for a nonzero polynomial not to be zero on all ofkn). There are
other proofs that work also for finite fields (see Mumford 1999, p2), but the above proof
gives us the additional information that theyi’s can be chosen to be linear combinations of
thexi. This has the following geometric interpretation:

let V be a closed subvariety ofAn of dimensiond; then there exists a linear
mapAn → Ad whose restriction toV is a finite mapV � Ad.

Zariski’s main theorem

An obvious way to construct a nonfinite quasi-finite mapW → V is to take a finite map
W ′ → V and remove a closed subset ofW ′. Zariski’s Main Theorem show that, whenW
andV are separated, every quasi-finite map arises in this way.

THEOREM6.17 (ZARISKI ’ S MAIN THEOREM). Any quasi-finite map of varietiesϕ : W →
V factors intoW

ι
↪→ W ′ ϕ

′
→ V with ϕ′ finite andι an open immersion.

PROOF. Omitted — see the references below (6.23).

REMARK 6.18. Assume (for simplicity) thatV andW are irreducible and affine. The proof
of the theorem provides the following description of the factorization: it corresponds to the
maps

k[V ]→ k[W ′]→ k[W ]

with k[W ′] the integral closure ofk[V ] in k[W ].
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A regular mapϕ : W → V of irreducible varieties is said to bebirational if it induces
an isomorphismk(V )→ k(W ) on the fields of rational functions (that is, if it demonstrates
thatW andV are birationally equivalent).

REMARK 6.19. One may ask how a birational regular mapϕ : W → V can fail to be an
isomorphism. Here are three examples.

(a) The inclusion of an open subset into a variety is birational.
(b) The mapA1 → C, t 7→ (t2, t3), is birational. HereC is the cubicY 2 = X3, and the

mapk[C] → k[A1] = k[T ] identifiesk[C] with the subringk[T 2, T 3] of k[T ]. Both
rings havek(T ) as their fields of fractions.

(c) For any smooth varietyV and pointP ∈ V , there is a regular birational mapϕ : V ′ →
V such that the restriction ofϕ to V ′ − ϕ−1(P ) is an isomorphism ontoV − P , but
ϕ−1(P ) is the projective space attached to the vector spaceTP (V ).

The next result says that, if we require the target variety to be normal (thereby excluding
example (b)), and we require the map to be quasi-finite (thereby excluding example (c)),
then we are left with (a).

COROLLARY 6.20. Letϕ : W → V be a birational regular map of irreducible varieties.
Assume

(a) V is normal, and
(b) ϕ is quasi-finite.

Thenϕ is an isomorphism ofW onto an open subset ofV .

PROOF. Factorϕ as in the theorem. For each open affine subsetU of V , k[ϕ′−1(U)] is the
integral closure ofk[U ] in k(W ). But k(W ) = k(V ) (becauseϕ is birational), andk[U ]
is integrally closed ink(V ) (becauseV is normal), and soU = ϕ′−1(U) (as varieties). It
follows thatW ′ = V .

COROLLARY 6.21. Any quasi-finite regular mapϕ : W → V withW complete is finite.

PROOF. In this case,ι : W ↪→ W ′ must be an isomorphism (5.27).

REMARK 6.22. LetW andV be irreducible varieties, and letϕ : W → V be a dominating
map. It induces a mapk(V ) ↪→ k(W ), and if dimW = dimV , thenk(W ) is a finite
extension ofk(V ). We shall see later that, ifn is the separable degree ofk(V ) overk(W ),
then there is an open subsetU of W such thatϕ is n : 1 onU , i.e., forP ∈ ϕ(U), ϕ−1(P )
has exactlyn points.

Now suppose thatϕ is a bijective regular mapW → V . We shall see later that this
implies thatW andV have the same dimension. Assume:

(a) k(W ) is separable overk(V );
(b) V is normal.

From (i) and the preceding remark, we find thatϕ is birational, and from (ii) and the
corollary, we find thatϕ is an isomorphism ofW onto an open subset ofV ; as it is sur-
jective, it must be an isomorphism ofW ontoV . We conclude: a bijective regular map
ϕ : W → V satisfying the conditions (i) and (ii) is an isomorphism.
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REMARK 6.23. The full name of Theorem 6.17 is “the main theorem of Zariski’s paper
Transactions AMS, 53 (1943), 490-532”. Zariski’s original statement is that in (6.20).
Grothendieck proved it in the stronger form (6.17) for all schemes. There is a good dis-
cussion of the theorem in Mumford 1999, III.9. For a proof see Musili, C., Algebraic
geometry for beginners. Texts and Readings in Mathematics, 20. Hindustan Book Agency,
New Delhi, 2001,§65.

Fibred products

Consider a varietyS and two regular mapsϕ : V → S andψ : W → S. Then the set

V ×S W
df
= {(v, w) ∈ V ×W | ϕ(v) = ψ(w)}

is a closed subvariety ofV ×W , called thefibred productof V andW overS. Note that
if S consists of a single point, thenV ×S W = V ×W .

Write ϕ′ for the map(v, w) 7→ w : V ×S W → W andψ′ for the map(v, w) 7→
v : V ×S W → V . We then have a commutative diagram:

V ×S W
ψ′−−−→ Vyϕ′ yϕ

W
ψ−−−→ S.

The fibred product has the following universal property: consider a pair of regular maps
α : T → V , β : T → W ; then

(α, β) = t 7→ (α(t), β(t)) : T → V ×W

factors throughV ×S W (as a map of sets) if and only ifϕα = ψβ, in which case(α, β) is
regular (because it is regular as a map intoV ×W ).

SupposeV ,W , andS are affine, and letA,B, andR be their rings of regular functions.
ThenA⊗RB has the same universal property asV ×SW , except with the directions of the
arrows reversed. Since both objects are uniquely determined by their universal properties,
this shows thatk[V ×S W ] = A ⊗R B/ N , whereN is the nilradical ofA ⊗R B (that is,
the set of nilpotent elements ofA⊗R B).

The mapϕ′ in the above diagram is called the base change ofϕ with respect toψ.
For any pointP ∈ S, the base change ofϕ : V → S with respect toP ↪→ S is the map
ϕ−1(P )→ P induced byϕ.

PROPOSITION6.24. The base change of a finite map is finite.

PROOF. We may assume that all the varieties concerned are affine. Then the statement
becomes: ifA is a finiteR-algebra, thenA⊗RB/ N is a finiteB-algebra, which is obvious.
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Proper maps

A regular mapϕ : V → S of varieties is said to be proper if it is “universally closed”, that is,
if for all mapsT → S, the base changeϕ′ : V ×S T → T of ϕ is closed. Note that a variety
V is complete if and only if the mapV → {point} is proper. From its very definition, it is
clear that the base change of a proper map is proper. In particular, ifϕ : V → S is proper,
thenϕ−1(P ) is a complete variety for allP ∈ S.

PROPOSITION6.25. A finite map of varieties is proper.

PROOF. The base change of a finite map is finite, and hence closed.

The next result (whose proof requires Zariski’s Main Theorem) gives a purely geometric
criterion for a regular map to be finite.

PROPOSITION6.26. A proper quasi-finite mapϕ : W → V of varieties is finite.

PROOF. Factorϕ into W
ι
↪→ W ′ α→ W with α finite andι an open immersion. Factorι

into

W
w 7→(w,ιw)−−−−−−→ W ×V W ′ (w,w′) 7→w′−−−−−−→ W ′.

The image of the first map isΓι, which is closed becauseW ′ is a variety (see 3.25;W ′ is
separated because it is finite over a variety — exercise). Becauseϕ is proper, the second
map is closed. Henceι is an open immersion with closed image. It follows that its image is
a connected component ofW ′, and thatW is isomorphic to that connected component.

If W andV are curves, then any surjective mapW → V is closed. Thus it is easy to
give examples of closed surjective quasi-finite nonfinite maps. For example, the map

a 7→ an : A1 r {0} → A1,

which corresponds to the map on rings

k[T ]→ k[T, T−1], T 7→ T n,

is such a map. This doesn’t violate the theorem, because the map is only closed, not
universally closed.

Exercises 33-35

33. Give an example of a surjective quasi-finite regular map that is not finite (different from
any in the notes).

34. Letϕ : V → W be a regular map with the property thatϕ−1(U) is an open affine subset
of W wheneverU is an open affine subset ofV . Show that

V separated=⇒ W separated.

35. For everyn ≥ 1, find a finite mapϕ : W → V with the following property: for all
1 ≤ i ≤ n,

Vi
df
= {P ∈ V | ϕ−1(P ) has ≤ i points}

is a closed subvariety of dimensioni.



7 DIMENSION THEORY 128

7 Dimension Theory

Throughout this section,k is algebraically closed. Recall that to an irreducible varietyV ,
we attach a fieldk(V ) — it is the field of fractions ofk[U ] for any open affine subvarietyU
of V , and also the field of fractions ofOP for any pointP in V . We defined the dimension
of V to be the transcendence degree ofk(V ) overk. Note that, directly from this definition,
dimV = dimU for any open subvarietyU of V . Also, that ifW → V is a finite surjective
map, thendimW = dimV (becausek(W ) is a finite field extension ofk(V )).

WhenV is not irreducible, we defined the dimension ofV to be the maximum dimen-
sion of an irreducible component ofV , and we said thatV is pure of dimensiond if the
dimensions of the irreducible components are all equal tod.

LetW be a subvariety of a varietyV . Thecodimensionof W in V is

codimV W = dimV − dimW.

In §1 and§3 we proved the following results:

7.1. (a) The dimension of a linear subvariety ofAn (that is, a subvariety defined by
linear equations) has the value predicted by linear algebra (see 1.20b, 4.11). In
particular, dim An = n. As a consequence,dim Pn = n.

(b) Let Z be a proper closed subset ofAn; thenZ has pure codimension one inAn if
and only ifI(Z) is generated by a single nonconstant polynomial. Such a variety is
called an affine hypersurface (see 1.21 and 4.27)28.

(c) If V is irreducible andZ is a proper closed subset ofV , thendimZ < dimV (see
1.22).

Affine varieties

The fundamental additional result that we need is that, when we impose additional poly-
nomial conditions on an algebraic set, the dimension doesn’t go down by more than linear
algebra would suggest.

THEOREM 7.2. LetV be an irreducible affine variety, and letf ∈ k[V ]. If f is not zero or
a unit ink[V ], thenV (f) is pure of dimensiondim(V )− 1.

Alternatively we can state this as follows: letV be a closed subvariety ofAn and let
F ∈ k[X1, . . . , Xn]; then

V ∩ V (f) =


V if F is identically zero onV
∅ if F has no zeros onV
hypersurface otherwise.

where by hypersurface we mean a closed subvariety of codimension1.
We can also state it in terms of the algebras: letA be an affinek-algebra; letf ∈ A

be neither zero nor a unit, and letp be a prime ideal that is minimal among those containing
(f); then

tr degkA/p = tr degkA− 1.

28The careful reader will check that we didn’t use 4.19 or 4.20 in the proof of 4.27.
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LEMMA 7.3. LetA be an integral domain, and letL be a finite extension of the field of
fractionsK of A. If α ∈ L is integral overA, then so also is NmL/Kα. Hence, ifA is
integrally closed (e.g., ifA is a unique factorization domain), then NmL/Kα ∈ A. In this
last case,α dividesNmL/K α in the ringA[α].

PROOF. Let g(X) be the minimum polynomial ofα overK,

g(X) = Xr + ar−1X
r−1 + · · ·+ a0.

In some extension fieldE of L, g(X) will split

g(X) =
∏r

i=1(X − αi), α1 = α,
∏r

i=1αi = ±a0.

Becauseα is integral overA, eachαi is integral overA (see the proof of 0.15), and it

follows thatNmL/K α
FT 5.38

= (
∏r

i=1αi)
n
r is integral overA (0.9).

Now supposeA is integrally closed, so thatNmα ∈ A. From the equation

0 = α(αr−1 + ar−1α
r−2 + · · ·+ a1) + a0

we see thatα dividesa0 in A[α], and therefore it also dividesNmα = ±a
n
r
0 .

PROOF OFTHEOREM 7.2. We first show that it suffices to prove the theorem in the case
that V (f) is irreducible. SupposeZ0, . . . , Zn are the irreducible components ofV (f).
There exists a pointP ∈ Z0 that does not lie on any otherZi (otherwise the decomposition
V (f) =

⋃
Zi would be redundant). AsZ1, . . . , Zn are closed, there is an open neighbour-

hoodU of P , which we can take to be affine, that does not meet anyZi exceptZ0. Now
V (f |U) = Z0 ∩ U , which is irreducible.

As V (f) is irreducible,rad(f) is a prime idealp ⊂ k[V ]. According to the Noether
normalization theorem (6.14), there is a finite surjective mapπ : V → Ad, which realizes
k(V ) is a finite extension of the fieldk(Ad). The idea of the proof is to show thatπ(V ) is
the zero set of a single elementf0 ∈ k[Ad], and to use that we already know the theorem
for Ad (7.1b).

By assumptionk[V ] is finite (hence integral) over its subringk[Ad]. With the above
notations, letf0 = Nmk(V )/k(Ad) f . According to the lemma,f0 lies in k[Ad], and I claim
thatp∩k[Ad] = rad(f0). The lemma shows thatf dividesf0 in k[V ], and sof0 ∈ (f) ⊂ p.
Hence(f0) ⊂ p ∩ k[Ad], which implies

rad(f0) ⊂ p ∩ k[Ad]

becausep is radical. For the reverse inclusion, letg ∈ p ∩ k[Ad]. Theng ∈ rad(f), and so
gm = fh for someh ∈ k[V ],m ∈ N. Taking norms, we find that

gme = Nm(fh) = f0 · Nm(h) ∈ (f0),

wheree = [k(V ) : k(An)], which proves the claim.
The inclusionk[Ad] ↪→ k[V ] therefore induces an inclusion

k[Ad]/ rad(f0) = k[Ad]/p ∩ k[Ad] ↪→ k[V ]/p,
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which makesk[V ]/p into a finite algebra overk[Ad]/ rad(f0). Hence

dimV (p) = dimV (f0).

Clearly f 6= 0 ⇒ f0 6= 0, andf0 ∈ p ⇒ f0 is not a nonzero constant. Therefore
dimV (f0) = d− 1 by (7.1b).

COROLLARY 7.4. Let V be an irreducible variety, and letZ be a maximal proper closed
irreducible subset ofV . Thendim(Z) = dim(V )− 1.

PROOF. For any open affine subsetU of V meetingZ, dimU = dimV anddimU ∩ Z =
dimZ. We may therefore assume thatV itself is affine. Letf be a nonzero regular function
onV vanishing onZ, and letV (f) be the set of zeros off (in V ). ThenZ ⊂ V (f) ⊂ V ,
andZ must be an irreducible component ofV (f) for otherwise it wouldn’t be maximal in
V . Thus Theorem 7.2 implies thatdimZ = dimV − 1.

COROLLARY 7.5 (TOPOLOGICAL CHARACTERIZATION OF DIMENSION). SupposeV is
irreducible and that

V % V1 % · · · % Vd 6= ∅

is a maximal chain of closed irreducible subsets ofV . Thendim(V ) = d. (Maximal means
that the chain can’t be refined.)

PROOF. From (7.4) we find that

dimV = dimV1 + 1 = dimV2 + 2 = · · · = dimVd + d = d.

REMARK 7.6. (a) Recall that the Krull dimension of a ringA is the sup of the lengths of
chains of prime ideals inA. It may be infinite, even whenA is Noetherian (for an example
of this, see Nagata, Local Rings, 1962, Appendix A.1). However a local Noetherian ring
has finite Krull dimension, and so

Krull dimA = sup
m maximal

Krull dimAm.

In Nagata’s nasty example, there is a sequence of maximal idealsm1, m2, m3, ... inA such
that the Krull dimension ofAmi

tends to infinity.
The corollary shows that, whenV is affine,dimV = Krull dim k[V ], but it shows

much more. Note that eachVi in a maximal chain (as above) has dimensiond− i, and that
any closed irreducible subset ofV of dimensiond − i occurs as aVi in a maximal chain.
These facts translate into statements about ideals in affinek-algebras that do not hold for
all Noetherian rings. For example, ifA is an affinek-algebra that is an integral domain,
then KrulldimAm is the same for all maximal ideals ofA — all maximal ideals inA have
the same height (we have proved 4.20). Moreover, ifp is an ideal ink[V ] with heighti,
then there is a maximal (i.e., nonrefinable) chain of prime ideals

(0) $ p1 $ p2 $ · · · $ pd $ k[V ]

with pi = p.
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(b) Now that we know that the two notions of dimension coincide, we can restate (7.2)
as follows: letA be an affinek-algebra; letf ∈ A be neither zero nor a unit, and letp be a
prime ideal that is minimal among those containing(f); then

Krull dimA/p =Krull dimA− 1.

This statement does hold for all Noetherian local rings (see Atiyah and MacDonald 1969,
11.18), and is called Krull’s principal ideal theorem.

COROLLARY 7.7. LetV be an irreducible variety, and letZ be an irreducible component
of V (f1, . . . fr), where thefi are regular functions onV . Then

codim(Z) ≤ r, i.e., dim(Z) ≥ dimV − r.

PROOF. As in the proof of (7.4), we can assumeV to be affine. We use induction on
r. BecauseZ is a closed irreducible subset ofV (f1, . . . fr−1), it is contained in some
irreducible componentZ ′ of V (f1, . . . fr−1). By induction, codim(Z ′) ≤ r − 1. AlsoZ is
an irreducible component ofZ ′ ∩ V (fr) because

Z ⊂ Z ′ ∩ V (fr) ⊂ V (f1, . . . , fr)

andZ is a maximal closed irreducible subset ofV (f1, . . . , fr). If fr vanishes identically on
Z ′, thenZ = Z ′ and codim(Z) = codim(Z ′) ≤ r − 1; otherwise, the theorem shows that
Z has codimension 1 inZ ′, and codim(Z) = codim(Z ′) + 1 ≤ r.

PROPOSITION7.8. Let V andW be closed subvarieties ofAn; for any (nonempty) irre-
ducible componentZ of V ∩W ,

dim(Z) ≥ dim(V ) + dim(W )− n;

that is,
codim(Z) ≤ codim(V ) + codim(W ).

PROOF. In the course of the proof of (3.26), we showed thatV ∩ W is isomorphic to
∆∩ (V ×W ), and this is defined by then equationsXi = Yi in V ×W . Thus the statement
follows from (7.7).

REMARK 7.9. (a) The example (inA3){
X2 + Y 2 = Z2

Z = 0

shows that Proposition 7.8 becomes false if one only looks at real points. Also, that the
pictures we draw can mislead.

(b) The statement of (7.8) is false ifAn is replaced by an arbitrary affine variety. Con-
sider for example the affine coneV

X1X4 −X2X3 = 0.
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It contains the planes,

Z : X2 = 0 = X4; Z = {(∗, 0, ∗, 0)}

Z ′ : X1 = 0 = X3; Z ′ = {(0, ∗, 0, ∗)}
andZ ∩ Z ′ = {(0, 0, 0, 0)}. BecauseV is a hypersurface inA4, it has dimension3, and
each ofZ andZ ′ has dimension2. Thus

codimZ ∩ Z ′ = 3 � 1 + 1 = codimZ + codimZ ′.

The proof of (7.8) fails because the diagonal inV × V cannot be defined by3 equations
(it takes the same4 that define the diagonal inA4) — the diagonal is not a set-theoretic
complete intersection.

REMARK 7.10. In (7.7), the components ofV (f1, . . . , fr) need not all have the same di-
mension, and it is possible for all of them to have codimension< r without any of thefi
being redundant.

For example, letV be the same affine cone as in the above remark. Note thatV (X1)∩V
is a union of the planes:

V (X1) ∩ V = {(0, 0, ∗, ∗)} ∪ {(0, ∗, 0, ∗)}.

Both of these have codimension 1 inV (as required by (7.2)). Similarly,V (X2) ∩ V is the
union of two planes,

V (X2) ∩ V = {(0, 0, ∗, ∗)} ∪ {(∗, 0, ∗, 0)},

but V (X1, X2) ∩ V consists of a single plane{(0, 0, ∗, ∗)}: it is still of codimension 1 in
V , but if we drop one of two equations from its defining set, we get a larger set.

PROPOSITION7.11. LetZ be a closed irreducible subvariety of codimensionr in an affine
varietyV . Then there exist regular functionsf1, . . . , fr onV such thatZ is an irreducible
component ofV (f1, . . . , fr) and all irreducible components ofV (f1, . . . , fr) have codi-
mensionr.

PROOF. We know that there exists a chain of closed irreducible subsets

V ⊃ Z1 ⊃ · · · ⊃ Zr = Z

with codimZi = i. We shall show that there existf1, . . . , fr ∈ k[V ] such that, for all
s ≤ r, Zs is an irreducible component ofV (f1, . . . , fs) and all irreducible components of
V (f1, . . . , fs) have codimensions.

We prove this by induction ons. For s = 1, take anyf1 ∈ I(Z1), f1 6= 0, and apply
Theorem 7.2. Supposef1, . . . , fs−1 have been chosen, and letY1 = Zs−1, . . . , Ym, be the
irreducible components ofV (f1, . . . , fs−1). We seek an elementfs that is identically zero
onZs but is not identically zero on anyYi—for such anfs, all irreducible components of
Yi∩V (fs) will have codimensions, andZs will be an irreducible component ofY1∩V (fs).
But Yi * Zs for anyi (Zs has smaller dimension thanYi), and soI(Zs) * I(Yi). Now the
prime avoidance lemma (see below) tells us that there is an elementfs ∈ I(Zs) such that
fs /∈ I(Yi) for anyi, and this is the function we want.
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LEMMA 7.12 (PRIME AVOIDANCE LEMMA ). If an ideala of a ringA is not contained in
any of the prime idealsp1, . . . , pr, then it is not contained in their union.

PROOF. We may assume that none of the prime ideals is contained in a second, because
then we could omit it. Fix ani0 and, for eachi 6= i0, choose anfi ∈ pi, fi /∈ pi0, and

choosefi0 ∈ a, fi0 /∈ pi0 . Thenhi0
df
=
∏
fi lies in eachpi with i 6= i0 anda, but not inpi0

(here we use thatpi0 is prime). The element
∑r

i=1 hi is therefore ina but not in anypi.

REMARK 7.13. The proposition shows that for a prime idealp in an affinek-algebra, ifp
has heightr, then there exist elementsf1, . . . , fr ∈ A such thatp is minimal among the
prime ideals containing(f1, . . . , fr). This statement is true for all Noetherian local rings.

REMARK 7.14. The last proposition shows that a curveC in A3 is an irreducible com-
ponent ofV (f1, f2) for somef1, f2 ∈ k[X, Y, Z]. In factC = V (f1, f2, f3) for suitable
polynomialsf1, f2, andf3 — this is an exercise in Shafarevich 1994 (I.6, Exercise 8); see
also Hartshorne 1977, I, Exercise 2.17. Apparently, it is not known whether two polynomi-
als always suffice to define a curve inA3 — see Kunz 1985, p136. The union of two skew
lines in P3 can’t be defined by two polynomials (ibid. p140), but it is unknown whether
all connected curves inP3 can be defined by two polynomials. Macaulay (the man, not the
program) showed that for everyr ≥ 1, there is a curveC in A3 such thatI(C) requires
at leastr generators (see the same exercise in Hartshorne for a curve whose ideal can’t be
generated by2 elements).

In general, a closed varietyV of codimensionr in An (resp. Pn) is said to be aset-
theoretic complete intersectionif there existr polynomialsfi ∈ k[X1, . . . , Xn] (resp.
homogeneous polynomialsfi ∈ k[X0, . . . , Xn]) such that

V = V (f1, . . . , fr).

Such a variety is said to be anideal-theoretic complete intersectionif the fi can be chosen
so thatI(V ) = (f1, . . . , fr). Chapter V of Kunz’s book is concerned with the question of
when a variety is a complete intersection. Obviously there are many ideal-theoretic com-
plete intersections, but most of the varieties one happens to be interested in turn out not
to be. For example, no abelian variety of dimension> 1 is an ideal-theoretic complete
intersection (being an ideal-theoretic complete intersection imposes constraints on the co-
homology of the variety, which are not fulfilled in the case of abelian varieties).

Let P be a point on an irreducible varietyV ⊂ An. Then (7.11) shows that there is a
neighbourhoodU of P in An and functionsf1, . . . , fr onU such thatU∩V = V (f1, . . . , fr)
(zero set inU). ThusU ∩ V is a set-theoretic complete intersection inU . One says thatV
is a local complete intersectionatP ∈ V if there is an open affine neighbourhoodU of P
in An such thatI(V ∩ U) can be generated byr regular functions onU . Note that

ideal-theoretic complete intersection⇒ local complete intersection at allp.

It is not difficult to show that a variety is a local complete intersection at every nonsingular
point.
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PROPOSITION7.15. LetZ be a closed subvariety of codimensionr in varietyV , and letP
be a point ofZ that is nonsingular when regarded both as a point onZ and as a point on
V . Then there is an open affine neighbourhoodU of P and regular functionsf1, . . . , fr on
U such thatZ ∩ U = V (f1, . . . , fr).

PROOF. By assumption

dimk TP (Z) = dimZ = dimV − r = dimk TP (V )− r.

There exist functionsf1, . . . , fr contained in the ideal ofOP corresponding toZ such that
TP (Z) is the subspace ofTP (V ) defined by the equations

(df1)P = 0, . . . , (dfr)P = 0.

All the fi will be defined on some open affine neighbourhoodU of P (in V ), and clearly

Z is the only component ofZ ′ df
= V (f1, . . . , fr) (zero set inU ) passing throughP . Af-

ter replacingU by a smaller neighbourhood, we can assume thatZ ′ is irreducible. As
f1, . . . , fr ∈ I(Z ′), we must haveTP (Z ′) ⊂ TP (Z), and thereforedimZ ′ ≤ dimZ. But
I(Z ′) ⊂ I(Z ∩ U), and soZ ′ ⊃ Z ∩ U . These two facts imply thatZ ′ = Z ∩ U .

PROPOSITION7.16. Let V be an affine variety such thatk[V ] is a unique factorization
domain. Then every pure closed subvarietyZ of V of codimension one is principal, i.e.,
I(Z) = (f) for somef ∈ k[V ].

PROOF. In (4.27) we proved this in the case thatV = An, but the argument only used that
k[An] is a unique factorization domain.

EXAMPLE 7.17. The condition thatk[V ] is a unique factorization domain is definitely
needed. Again letV be the cone

X1X4 −X2X3 = 0

in A4 and letZ andZ ′ be the planes

Z = {(∗, 0, ∗, 0)} Z ′ = {(0, ∗, 0, ∗)}.

ThenZ ∩ Z ′ = {(0, 0, 0, 0)}, which has codimension2 in Z ′. If Z = V (f) for some
regular functionf onV , thenV (f |Z ′) = {(0, . . . , 0)}, which is impossible (because it has
codimension2, which violates 7.2). ThusZ is not principal, and so

k[X1, X2, X3, X4]/(X1X4 −X2X3)

is not a unique factorization domain.
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Projective varieties

The results for affine varieties extend to projective varieties with one important simplifica-
tion: if V andW are projective varieties of dimensionsr ands in Pn andr + s ≥ n, then
V ∩W 6= ∅.

THEOREM 7.18. Let V = V (a) ⊂ Pn be a projective variety of dimension≥ 1, and let
f ∈ k[X0, . . . , Xn] be homogeneous, nonconstant, and/∈ a; thenV ∩ V (f) is nonempty
and of pure codimension1.

PROOF. Since the dimension of a variety is equal to the dimension of any dense open affine
subset, the only part that doesn’t follow immediately from (7.2) is the fact thatV ∩ V (f)
is nonempty. LetV aff(a) be the zero set ofa in An+1 (that is, the affine cone overV ).
ThenV aff(a)∩ V aff(f) is nonempty (it contains(0, . . . , 0)), and so it has codimension1 in
V aff(a). ClearlyV aff(a) has dimension≥ 2, and soV aff(a) ∩ V aff(f) has dimension≥ 1.
This implies that the polynomials ina have a zero in common withf other than the origin,
and soV (a) ∩ V (f) 6= ∅.

COROLLARY 7.19.Letf1, · · · , fr be homogeneous nonconstant elements ofk[X0, . . . , Xn];
and letZ be an irreducible component ofV ∩ V (f1, . . . fr). Then codim(Z) ≤ r, and if
dim(V ) ≥ r, thenV ∩ V (f1, . . . fr) is nonempty.

PROOF. Induction onr, as before.

COROLLARY 7.20. Letα : Pn → Pm be regular; ifm < n, thenα is constant.

PROOF. Let π : An+1 − {origin} → Pn be the map(a0, . . . , an) 7→ (a0 : . . . : an). Then
α ◦ π is regular, and there exist polynomialsF0, . . . , Fm ∈ k[X0, . . . , Xn] such thatα ◦ π
is the map

(a0, . . . , an) 7→ (F0(a) : . . . : Fm(a)).

As α ◦ π factors throughPn, theFi must be homogeneous of the same degree. Note that

α(a0 : . . . : an) = (F0(a) : . . . : Fm(a)).

If m < n and theFi are nonconstant, then (7.18) shows they have a common zero and soα
is not defined on all ofPn. Hence theFi’s must be constant.

PROPOSITION 7.21. Let Z be a closed irreducible subvariety ofV ; if codim(Z) = r,
then there exist homogeneous polynomialsf1, . . . , fr in k[X0, . . . , Xn] such thatZ is an
irreducible component ofV ∩ V (f1, . . . , fr).

PROOF. Use the same argument as in the proof (7.11).

PROPOSITION7.22. Every pure closed subvarietyZ of Pn of codimension one is principal,
i.e.,I(Z) = (f) for somef homogeneous element ofk[X0, . . . , Xn].

PROOF. Follows from the affine case.

COROLLARY 7.23. LetV andW be closed subvarieties ofPn; if dim(V ) + dim(W ) ≥ n,
thenV ∩W 6= ∅, and every irreducible component of it has codim(Z) ≤codim(V )+codim(W ).
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PROOF. Write V = V (a) andW = V (b), and consider the affine conesV ′ = V (a) and
W ′ = W (b) over them. Then

dim(V ′) + dim(W ′) = dim(V ) + 1 + dim(W ) + 1 ≥ n+ 2.

As V ′ ∩W ′ 6= ∅, V ′ ∩W ′ has dimension≥ 1, and so it contains a point other than the
origin. ThereforeV ∩W 6= ∅. The rest of the statement follows from the affine case.

PROPOSITION7.24. LetV be a closed subvariety ofPn of dimensionr < n; then there is a
linear projective varietyE of dimensionn−r−1 (that is,E is defined byr+1 independent
linear forms) such thatE ∩ V = ∅.

PROOF. Induction onr. If r = 0, thenV is a finite set, and the next lemma shows that
there is a hyperplane inkn+1 not meetingV .

LEMMA 7.25. Let W be a vector space of dimensiond over an infinite fieldk, and let
E1, . . . , Er be a finite set of nonzero subspaces ofW . Then there is a hyperplaneH in W
containing none of theEi.

PROOF. Pass to the dual spaceV of W . The problem becomes that of showingV is not
a finite union of proper subspacesE∨

i . Replace eachE∨
i by a hyperplaneHi containing

it. ThenHi is defined by a nonzero linear formLi. We have to show that
∏
Lj is not

identically zero onV . But this follows from the statement that a polynomial inn variables,
with coefficients not all zero, can not be identically zero onkn. (See the first homework
exercise.)

Supposer > 0, and letV1, . . . , Vs be the irreducible components ofV . By assumption,
they all have dimension≤ r. The intersectionEi of all the linear projective varieties
containingVi is the smallest such variety. The lemma shows that there is a hyperplane
H containing none of the nonzeroEi; consequently,H contains none of the irreducible
componentsVi of V , and so eachVi∩H is a pure variety of dimension≤ r−1 (or is empty).
By induction, there is an linear subvarietyE ′ not meetingV ∩H. TakeE = E ′ ∩H.

Let V andE be as in the theorem. IfE is defined by the linear formsL0, . . . , Lr then
the projectiona 7→ (L0(a) : · · · : Lr(a)) defines a mapV → Pr. We shall see later that this
map is finite, and so it can be regarded as a projective version of the Noether normalization
theorem.
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8 Regular Maps and Their Fibres

Throughout this section,k is an algebraically closed field.
Consider again the regular mapϕ : A2 → A2, (x, y) 7→ (x, xy) (Exercise 10). The

image ofϕ is

C = {(a, b) ∈ A2 | a 6= 0 or a = 0 = b}
= (A2 r {y-axis}) ∪ {(0, 0)},

which is neither open nor closed, and, in fact, is not even locally closed. The fibre

ϕ−1(a, b) =


{(a, b/a)} if a 6= 0
Y -axis if (a, b) = (0, 0)
∅ if a = 0, b 6= 0.

From this unpromising example, it would appear that it is not possible to say anything about
the image of a regular map, nor about the dimension or number of elements in its fibres.
However, it turns out that almost everything that can go wrong already goes wrong for this
map. We shall show:

(a) the image of a regular map is a finite union of locally closed sets;
(b) the dimensions of the fibres can jump only over closed subsets;
(c) the number of elements (if finite) in the fibres can drop only on closed subsets, pro-

vided the map is finite, the target variety is normal, andk has characteristic zero.

Constructible sets

Let W be a topological space. A subsetC of W is said toconstructibleif it is a finite
union of sets of the formU ∩Z with U open andZ closed. Obviously, ifC is constructible
andV ⊂ W , thenC ∩ V is constructible. A constructible set inAn is definable by a finite
number of polynomials; more precisely, it is defined by a finite number of statements of the
form

f(X1, · · · , Xn) = 0, g(X1, · · · , Xn) 6= 0

combined using only “and” and “or” (or, better, statements of the formf = 0 combined
using “and”, “or”, and “not”). The next proposition shows that a constructible setC that
is dense in an irreducible varietyV must contain a nonempty open subset ofV . Contrast
Q, which is dense inR (real topology), but does not contain an open subset ofR, or any
infinite subset ofA1 that omits an infinite set.

PROPOSITION8.1. LetC be a constructible set whose closureC is irreducible. ThenC
contains a nonempty open subset ofC.

PROOF. We are given thatC =
⋃

(Ui∩Zi) with eachUi open and eachZi closed. We may
assume that each setUi ∩ Zi in this decomposition is nonempty. ClearlyC ⊂

⋃
Zi, and as

C is irreducible, it must be contained in one of theZi. For thisi

C ⊃ Ui ∩ Zi ⊃ Ui ∩ C ⊃ Ui ∩ C ⊃ Ui ∩ (Ui ∩ Zi) = Ui ∩ Zi.

ThusUi ∩ Zi = Ui ∩ C is a nonempty open subset ofC contained inC.
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THEOREM 8.2. A regular mapϕ : W → V sends constructible sets to constructible sets.
In particular, if U is a nonempty open subset ofW , thenϕ(U) contains a nonempty open
subset of its closure inV .

The key result we shall need from commutative algebra is the following. (In the next
two results,A andB are arbitrary commutative rings—they need not bek-algebras.)

PROPOSITION8.3. LetA ⊂ B be integral domains withB finitely generated as an algebra
overA, and letb be a nonzero element ofB. Then there exists an elementa 6= 0 in A with
the following property: every homomorphismα : A → Ω from A into an algebraically
closed fieldΩ such thatα(a) 6= 0 can be extended to a homomorphismβ : B → Ω such
thatβ(b) 6= 0.

Consider, for example, the ringsk[X] ⊂ k[X,X−1]. A homomorphismα : k[X] → k
extends to a homomorphismk[X,X−1]→ k if and only ifα(X) 6= 0. Therefore, forb = 1,
we can takea = X. In the application we make of Proposition 8.3, we only really need the
caseb = 1, but the more general statement is needed so that we can prove it by induction.

LEMMA 8.4. Let B ⊃ A be integral domains, and assumeB = A[t] ≈ A[T ]/a. Let
c ⊂ A be the set of leading coefficients of the polynomials ina. Then every homomorphism
α : A→ Ω fromA into an algebraically closed fieldΩ such thatα(c) 6= 0 can be extended
to a homomorphism ofB into Ω.

PROOF. Note thatc is an ideal inA. If a = 0, thenc = 0, and there is nothing to prove (in
fact, everyα extends). Thus we may assumea 6= 0. Letf = amT

m+ · · ·+a0 be a nonzero
polynomial of minimum degree ina such thatα(am) 6= 0. BecauseB 6= 0, we have that
m ≥ 1.

Extendα to a homomorphism̃α : A[T ]→ Ω[T ] by sendingT to T . TheΩ-submodule
of Ω[T ] generated bỹα(a) is an ideal (becauseT ·

∑
ciα̃(gi) =

∑
ciα̃(giT )). Therefore,

unlessα̃(a) contains a nonzero constant, it generates a proper ideal inΩ[T ], which will
have a zeroc in Ω. The homomorphism

A[T ]
α̃→ Ω[T ]→ Ω, T 7→ T 7→ c

then factors throughA[T ]/a = B and extendsα.
In the contrary case,a contains a polynomial

g(T ) = bnT
n + · · ·+ b0, α(bi) = 0 (i > 0), α(b0) 6= 0.

On dividingf(T ) into g(T ) we find that

admg(T ) = q(T )f(T ) + r(T ), d ∈ N, q, r ∈ A[T ], deg r < m.

On applyingα̃ to this equation, we obtain

α(am)dα(b0) = α̃(q)α̃(f) + α̃(r).

Becausẽα(f) has degreem > 0, we must havẽα(q) = 0, and sõα(r) is a nonzero constant.
After replacingg(T ) with r(T ), we may assumen < m. If m = 1, such ag(T ) can’t exist,
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and so we may supposem > 1 and (by induction) that the lemma holds for smaller values
of m.

Forh(T ) = crT
r+cr−1T

r−1+ · · ·+c0, leth′(T ) = cr+ · · ·+c0T r. Then theA-module
generated by the polynomialsT sh′(T ), s ≥ 0, h ∈ a, is an ideala′ in A[T ]. Moreover,
a′ contains a nonzero constant if and only ifa contains a nonzero polynomialcT r, which
impliest = 0 andA = B (sinceB is an integral domain).

If a′ does not contain nonzero constants, then setB′ = A[T ]/a′ = A[t′]. Thena′

contains the polynomialg′ = bn + · · · + b0T
n, andα(b0)6= 0. Becausedeg g′ < m, the

induction hypothesis implies thatα extends to a homomorphismB′ → Ω. Therefore, there
is ac ∈ Ω such that, for allh(T ) = crT

r + cr−1T
r−1 + · · ·+ c0 ∈ a,

h′(c) = α(cr) + α(cr−1)c+ · · ·+ c0c
r = 0.

On takingh = g, we see thatc = 0, and on takingh = f , we obtain the contradiction
α(am) = 0.

PROOF OF8.3. Suppose that we know the proposition in the case thatB is generated by
a single element, and writeB = A[x1, . . . , xn]. Then there exists an elementbn−1 such
that any homomorphismα : A[x1, . . . , xn−1] → Ω such thatα(bn−1) 6= 0 extends to a
homomorphismβ : B → Ω such thatβ(b) 6= 0. Continuing in this fashion, we obtain an
elementa ∈ A with the required property.

Thus we may assumeB = A[x]. Let a be the kernel of the homomorphismX 7→ x,
A[X]→ A[x].

Case (i). The ideala = (0). Write

b = f(x) = a0x
n + a1x

n−1 + · · ·+ an, ai ∈ A,

and takea = a0. If α : A → Ω is such thatα(a0) 6= 0, then there exists ac ∈ Ω such that
f(c) 6= 0, and we can takeβ to be the homomorphism

∑
dix

i 7→
∑
α(di)c

i.
Case (ii). The ideala 6= (0). Let f(T ) = amT

m + · · · , am 6= 0, be an element of
a of minimum degree. Leth(T ) ∈ A[T ] representb. Sinceb 6= 0, h /∈ a. Becausef is
irreducible over the field of fractions ofA, it andh are coprime over that field. Hence there
existu, v ∈ A[T ] andc ∈ A− {0} such that

uh+ vf = c.

It follows now thatcam satisfies our requirements, for ifα(cam) 6= 0, thenα can be
extended toβ : B → Ω by the previous lemma, andβ(u(x) · b) = β(c) 6= 0, and so
β(b) 6= 0.

ASIDE 8.5. In case (ii) of the above proof, bothb andb−1 are algebraic overA, and so there
exist equations

a0b
m + · · ·+ am = 0, ai ∈ A, a0 6= 0;

a′0b
−n + · · ·+ a′n = 0, a′i ∈ A, a′0 6= 0.

One can show thata = a0a
′
0 has the property required by the Proposition—see Atiyah and

MacDonald, 5.23.
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PROOF OF8.2. We first prove the “in particular” statement of the Theorem. By consider-
ing suitable open affine coverings ofW andV , one sees that it suffices to prove this in the
case that bothW andV are affine. IfW1, . . . ,Wr are the irreducible components ofW ,
then the closure ofϕ(W ) in V , ϕ(W )− = ϕ(W1)

− ∪ . . . ∪ ϕ(Wr)
−, and so it suffices to

prove the statement in the case thatW is irreducible. We may also replaceV with ϕ(W )−,
and so assume that bothW andV are irreducible. Thenϕ corresponds to an injective ho-
momorphismA → B of affinek-algebras. For someb 6= 0, D(b) ⊂ U . Choosea as in
the lemma. Then for any pointP ∈ D(a), the homomorphismf 7→ f(P ) : A→ k extends
to a homomorphismβ : B → k such thatβ(b) 6= 0. The kernel ofβ is a maximal ideal
corresponding to a pointQ ∈ D(b) lying overP .

We now prove the theorem. LetWi be the irreducible components ofW . ThenC ∩Wi

is constructible inWi, andϕ(W ) is the union of theϕ(C∩Wi); it is therefore constructible
if the ϕ(C ∩ Wi) are. Hence we may assume thatW is irreducible. Moreover,C is a
finite union of its irreducible components, and these are closed inC; they are therefore
constructible. We may therefore assume thatC also is irreducible;C is then an irreducible
closed subvariety ofW .

We shall prove the theorem by induction on the dimension ofW . If dim(W ) = 0, then
the statement is obvious becauseW is a point. IfC 6= W , thendim(C) < dim(W ), and
becauseC is constructible inC, we see thatϕ(C) is constructible (by induction). We may
therefore assume thatC = W . But thenC contains a nonempty open subset ofW , and so
the case just proved shows thatϕ(C) contains an nonempty open subsetU of its closure.
ReplaceV be the closure ofϕ(C), and write

ϕ(C) = U ∪ ϕ(C ∩ ϕ−1(V − U)).

Thenϕ−1(V − U) is a proper closed subset ofW (the complement ofV − U is dense
in V andϕ is dominating). AsC ∩ ϕ−1(V − U) is constructible inϕ−1(V − U), the set
ϕ(C ∩ ϕ−1(V − U)) is constructible inV by induction, which completes the proof.

The fibres of morphisms

We wish to examine the fibres of a regular mapϕ : W → V . Clearly, we can replaceV by
the closure ofϕ(W ) in V and so assumeϕ to be dominating.

THEOREM8.6. Letϕ : W → V be a dominating regular map of irreducible varieties. Then
(a) dim(W ) ≥ dim(V );
(b) if P ∈ ϕ(W ), then

dim(ϕ−1(P )) ≥ dim(W )− dim(V )

for everyP ∈ V , with equality holding exactly on a nonempty open subsetU of V .
(c) The sets

Vi = {P ∈ V | dim(ϕ−1(P )) ≥ i}

are closedϕ(W ).
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EXAMPLE 8.7. Consider the subvarietyW ⊂ V × Am defined byr linear equations

m∑
j=1

aijXj = 0, aij ∈ k[V ], i = 1, . . . , r,

and letϕ be the projectionW → V . ForP ∈ V , ϕ−1(P ) is the set of solutions of

m∑
j=1

aij(P )Xj = 0, aij(P ) ∈ k, i = 1, . . . , r,

and so its dimension ism − rank(aij(P )). Since the rank of the matrix(aij(P )) drops on
closed subsets, the dimension of the fibre jumps on closed subsets.

PROOF. (a) Because the map is dominating, there is a homomorphismk(V ) ↪→ k(W ),
and obviously tr degkk(V ) ≤ tr degkk(W ) (an algebraically independent subset ofk(V )
remains algebraically independent ink(W )).

(b) In proving the first part of (b), we may replaceV by any open neighbourhood ofP .
In particular, we can assumeV to be affine. Letm be the dimension ofV . From (7.11) we
know that there exist regular functionsf1, . . . , fm such thatP is an irreducible component
of V (f1, . . . , fm). After replacingV by a smaller neighbourhood ofP , we can suppose that
P = V (f1, . . . , fm). Thenϕ−1(P ) is the zero set of the regular functionsf1◦ϕ, . . . , fm◦ϕ,
and so (if nonempty) has codimension≤ m in W (see 7.7). Hence

dimϕ−1(P ) ≥ dimW −m = dim(W )− dim(V ).

In proving the second part of (b), we can replace bothW andV with open affine subsets.
Sinceϕ is dominating,k[V ] → k[W ] is injective, and we may regard it as an inclusion
(we identify a functionx on V with x ◦ ϕ onW ). Thenk(V ) ⊂ k(W ). Write k[V ] =
k[x1, . . . , xM ] andk[W ] = k[y1, . . . , yN ], and supposeV andW have dimensionsm andn
respectively. Thenk(W ) has transcendence degreen−m overk(V ), and we may suppose
thaty1, . . . , yn−m are algebraically independent overk[x1, . . . , xm], and that the remaining
yi are algebraic overk[x1, . . . , xm, y1, . . . , yn−m]. There are therefore relations

Fi(x1, . . . , xm, y1, . . . , yn−m, yi) = 0, i = n−m+ 1, . . . , N. (*)

with Fi(X1, . . . , Xm, Y1, . . . , Yn−m, Yi) a nonzero polynomial. We writeyi for the restric-
tion of yi to ϕ−1(P ). Then

k[ϕ−1(P )] = k[y1, . . . , yN ].

The equations (*) give an algebraic relation among the functionsx1, . . . , yi onW . When
we restrict them toϕ−1(P ), they become equations:

Fi(x1(P ), . . . , xm(P ), y1, . . . , yn−m, yi) = 0, i = n−m+ 1, . . . , N. (**).

If these are nontrivial algebraic relations, i.e., if none of the polynomials

Fi(x1(P ), . . . , xm(P ), Y1, . . . , Yn−m, Yi)
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is identically zero, then the transcendence degree ofk(y1, . . . , yN) overk will be≤ n−m.
Thus, regardFi(x1, . . . , xm, Y1, . . . , Yn−m, Yi) as a polynomial in theY ’s with coeffi-

cients polynomials in thex’s. Let Vi be the closed subvariety ofV defined by the simul-
taneous vanishing of the coefficients of this polynomial—it is a proper closed subset ofV .
Let U = V −

⋃
Vi—it is a nonempty open subset ofV . If P ∈ U , then none of the poly-

nomialsFi(x1(P ), . . . , xm(P ), Y1, . . . , Yn−m, Yi) is identically zero, and so forP ∈ U , the
dimension ofϕ−1(P ) is≤ n−m, and hence= n−m by (a).

Finally, if for a particular pointP , dimϕ−1(P ) = n − m, then one can modify the
above argument to show that the same is true for all points in an open neighbourhood ofP .

(c) We prove this by induction on the dimension ofV—it is obviously true ifdimV =
0. We know from (b) that there is an open subsetU of V such that

dimϕ−1(P ) = n−m ⇐⇒ P ∈ U.

Let Z be the complement ofU in V ; thusZ = Vn−m+1. LetZ1, . . . , Zr be the irreducible
components ofZ. On applying the induction to the restriction ofϕ to the mapϕ−1(Zj)→
Zj for eachj, we obtain the result.

PROPOSITION8.8. Let ϕ : W → V be a regular surjective closed mapping of varieties
(e.g.,W complete orϕ finite). IfV is irreducible and all the fibresϕ−1(P ) are irreducible
of dimensionn, thenW is irreducible of dimensiondim(V ) + n.

PROOF. LetZ be a closed irreducible subset ofW , and consider the mapϕ|Z : Z → V ; it
has fibres(ϕ|Z)−1(P ) = ϕ−1(P ) ∩ Z. There are three possibilities.

(a) ϕ(Z) 6= V . Thenϕ(Z) is a proper closed subset ofV .
(b) ϕ(Z) = V , dim(Z) < n+dim(V ). Then (b) of (8.6) shows that there is a nonempty

open subsetU of V such that forP ∈ U ,

dim(ϕ−1(P ) ∩ Z) = dim(Z)− dim(V ) < n;

thus forP ∈ U , ϕ−1(P ) * Z.
(c) ϕ(Z) = V , dim(Z) ≥ n+ dim(V ). Then (b) of (8.6) shows that

dim(ϕ−1(P ) ∩ Z) ≥ dim(Z)− dim(V ) ≥ n

for all P ; thusϕ−1(P ) ⊂ Z for all P ∈ V , and soZ = W ; moreoverdimZ = n.
Now letZ1, . . . , Zr be the irreducible components ofW . I claim that (iii) holds for at

least one of theZi. Otherwise, there will be an open subsetU of V such that forP in U ,
ϕ−1(P ) * Zi for anyi, butϕ−1(P ) is irreducible andϕ−1(P ) =

⋃
(ϕ−1(P ) ∪ Zi), and so

this is impossible.

The fibres of finite maps

Letϕ : W → V be a finite dominating morphism of irreducible varieties. Thendim(W ) =
dim(V ), and sok(W ) is a finite field extension ofk(V ). Its degree is called thedegreeof
the mapϕ.
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THEOREM 8.9. Letϕ : W → V be a finite surjective regular map of irreducible varieties,
and assume thatV is normal.

(a) For all P ∈ V , #ϕ−1(P ) ≤ deg(ϕ).
(b) The set of pointsP of V such that#ϕ−1(P ) = deg(ϕ) is an open subset ofV , and it

is nonempty ifk(W ) is separable overk(V ).

Before proving the theorem, we give examples to show that we needW to be separated
andV to be normal in (a), and that we needk(W ) to be separable overk(V ) for the second
part of (b).

EXAMPLE 8.10. (a) Consider the map

{A1 with origin doubled} → A1.

The degree is one and that map is one-to-one except at the origin where it is two-to-one.
(b) Let C be the curveY 2 = X3 + X2, and letϕ : A1 → C be the mapt 7→ (t2 −

1, t(t2 − 1)). The map corresponds to the inclusion

k[x, y] ↪→ k[T ], x 7→ T 2 − 1, y 7→ t(t2 − 1),

and is of degree one. The map is one-to-one except that the pointst = ±1 both map to
0. The ringk[x, y] is not integrally closed; in factk[T ] is its integral closure in its field of
fractions.

(c) Consider the Frobenius mapϕ : An → An, (a1, . . . , an) 7→ (ap1, . . . , a
p
n), where

p = chark. This map has degreepn but it is one-to-one. The field extension corresponding
to the map is

k(X1, . . . , Xn) ⊃ k(Xp
1 , . . . , X

p
n)

which is purely inseparable.

LEMMA 8.11. LetQ1, . . . , Qr be distinct points on an affine varietyV . Then there is a
regular functionf onV taking distinct values at theQi.

PROOF. We can embedV as closed subvariety ofAn, and then it suffices to prove the
statement withV = An — almost any linear form will do.

PROOF OFTHEOREM 8.9. In proving (a) of the theorem, we may assume thatV andW
are affine, and so the map corresponds to a finite map ofk-algebras,k[V ] → k[W ]. Let
ϕ−1(P ) = {Q1, . . . , Qr}. According to the lemma, there exists anf ∈ k[W ] taking distinct
values at theQi. Let

F (T ) = Tm + a1T
m−1 + · · ·+ am

be the minimum polynomial off overk(V ). It has degreem ≤ [k(W ) : k(V )] = degϕ,
and it has coefficients ink[V ] becauseV is normal (see 0.15). NowF (f) = 0 implies
F (f(Qi)) = 0, i.e.,

f(Qi)
m + a1(P ) · f(Qi)

m−1 + · · ·+ am(P ) = 0.

Therefore thef(Qi) are all roots of a single polynomial of degreem, and sor ≤ m ≤
deg(ϕ).
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In order to prove the first part of (b), we show that, if there is a pointP ∈ V such that
ϕ−1(P ) hasdeg(ϕ) elements, then the same is true for all points in an open neighbourhood
of P . Choosef as in the last paragraph corresponding to such aP . Then the polynomial

Tm + a1(P ) · Tm−1 + · · ·+ am(P ) = 0 (*)

hasr = degϕ distinct roots, and som = r. Consider the discriminantdiscF of F .
Because (*) has distinct roots,disc(F )(P ) 6= 0, and so disc(F ) is nonzero on an open
neighbourhoodU of P . The factorization

k[V ]→ k[V ][T ]/(F )
T 7→f→ k[W ]

gives a factorization
W → Specm(k[V ][T ]/(F ))→ V.

Each pointP ′ ∈ U has exactlym inverse images under the second map, and the first map
is finite and dominating, and therefore surjective (recall that a finite map is closed). This
proves thatϕ−1(P ′) has at leastdeg(ϕ) points forP ′ ∈ U , and part (a) of the theorem then
implies that it has exactlydeg(ϕ) points.

We now show that if the field extension is separable, then there exists a point such
that#ϕ−1(P ) hasdegϕ elements. Becausek(W ) is separable overk(V ), there exists a
f ∈ k[W ] such thatk(V )[f ] = k(W ). Its minimum polynomialF has degreedeg(ϕ) and
its discriminant is a nonzero element ofk[V ]. The diagram

W → Specm(A[T ]/(F ))→ V

shows that#ϕ−1(P ) ≥ deg(ϕ) for P a point such that disc(f)(P ) 6= 0.

Whenk(W ) is separable overk(V ), thenϕ is said to beseparable.

REMARK 8.12. Letϕ : W → V be as in the theorem, and letVi = {P ∈ V | #ϕ−1(P ) ≤
i}. Let d = degϕ. Part (b) of the theorem states thatVd−1 is closed, and is a proper subset
whenϕ is separable. I don’t know under what hypotheses all the setsVi will closed (and
Vi will be a proper subset ofVi−1). The obvious induction argument fails becauseVi−1may
not be normal.

Lines on surfaces

As an application of some of the above results, we consider the problem of describing the
set of lines on a surface of degreem in P3. To avoid possible problems, we assume for the
rest of this chapter thatk has characteristic zero.

We first need a way of describing lines inP3. Recall that we can associate with each
projective varietyV ⊂ Pn an affine cone over̃V in kn+1. This allows us to think of points
in P3 as being one-dimensional subspaces ink4, and lines inP3 as being two-dimensional
subspaces ink4. To such a subspaceW ⊂ k4, we can attach a one-dimensional subspace∧2W in

∧2 k4 ≈ k6, that is, to each lineL in P3, we can attach pointp(L) in P5. Not
every point inP5 should be of the formp(L)—heuristically, the lines inP3 should form a
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four-dimensional set. (Fix two planes inP3; giving a line inP3 corresponds to choosing a
point on each of the planes.) We shall show that there is natural one-to-one correspondence
between the set of lines inP3 and the set of points on a certain hyperspaceΠ ⊂ P5. Rather
than using exterior algebras, I shall usually give the old-fashioned proofs.

Let L be a line inP3 and letx = (x0 : x1 : x2 : x3) andy = (y0 : y1 : y2 : y3) be
distinct points onL. Then

p(L) = (p01 : p02 : p03 : p12 : p13 : p23) ∈ P5, pij
df
=

∣∣∣∣ xi xj
yi yj

∣∣∣∣ ,
depends only onL. Thepij are called the Plücker coordinates ofL, after Pl̈ucker (1801-
1868).

In terms of exterior algebras, writee0, e1, e2, e3 for the canonical basis fork4, so thatx,
regarded as a point ofk4 is

∑
xiei, andy =

∑
yiei; then

∧2 k4 is a 6-dimensional vector
space with basisei∧ej, 0 ≤ i < j ≤ 3, andx∧y =

∑
pijei∧ej with pij given by the above

formula.
We definepij for all i, j, 0 ≤ i, j ≤ 3 by the same formula — thuspij = −pji.

LEMMA 8.13. The lineL can be recovered fromp(L) as follows:

L = {(
∑
j

ajp0j :
∑
j

ajp1j :
∑
j

ajp2j :
∑
j

ajp3j) | (a0 : a1 : a2 : a3) ∈ P3}.

PROOF. Let L̃ be the cone overL in k4—it is a two-dimensional subspace ofk4—and let
x = (x0, x1, x2, x3) andy = (y0, y1, y2, y3) be two linearly independent vectors iñL. Then

L̃ = {f(y)x− f(x)y | f : k4 → k linear}.

Write f =
∑
ajXj; then

f(y)x− f(x)y = (
∑

ajp0j,
∑

ajp1j,
∑

ajp2j,
∑

ajp3j).

LEMMA 8.14. The pointp(L) lies on the quadricΠ ⊂ P5 defined by the equation

X01X23 −X02X13 +X03X12 = 0.

PROOF. This can be verified by direct calculation, or by using that

0 =

∣∣∣∣∣∣∣∣
x0 x1 x2 x3

y0 y1 y2 y3

x0 x1 x2 x3

y0 y1 y2 y3

∣∣∣∣∣∣∣∣ = 2(p01p23 − p02p13 + p03p12)

(expansion in terms of2× 2 minors).

LEMMA 8.15. Every point ofΠ is of the formp(L) for a unique lineL.
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PROOF. Assumep03 6= 0; then the line through the points(0 : p01 : p02 : p03) and
(p03 : p13 : p23 : 0) has Pl̈ucker coordinates

(−p01p03 : −p02p03 : −p2
03 : p01p23 − p02p13︸ ︷︷ ︸

−p03p12

: −p03p13 : −p03p23)

= (p01 : p02 : p03 : p12 : p13 : p23).

A similar construction works when one of the other coordinates is nonzero, and this way
we get inverse maps.

Thus we have a canonical one-to-one correspondence

{lines inP3} ↔ {points onΠ};

that is, we have identified the set of lines inP3 with the points of an algebraic variety. We
may now use the methods of algebraic geometry to study the set. (This is a special case of
the Grassmannians discussed in§5.)

We next consider the set of homogeneous polynomials of degreem in 4 variables,

F (X0, X1, X2, X3) =
∑

i0+i1+i2+i3=m

ai0i1i2i3X
i0
0 . . . X i3

3 .

LEMMA 8.16. The set of homogeneous polynomials of degreem in 4 variables is a vector
space of dimension( 3+m

m )

PROOF. See the footnote p104.

Let ν = ( 3+m
m ) = (m+1)(m+2)(m+3)

6
− 1, and regardPν as the projective space attached

to the vector space of homogeneous polynomials of degreem in 4 variables (p113). Then
we have a surjective map

Pν → {surfaces of degreem in P3},

(. . . : ai0i1i2i3 : . . .) 7→ V (F ), F =
∑

ai0i1i2i3X
i0
0 X

i1
1 X

i2
2 X

i3
3 .

The map is not quite injective—for example,X2Y andXY 2 define the same surface—
but nevertheless, we can (somewhat loosely) think of the points ofPν as being (possibly
degenerate) surfaces of degreem in P3.

Let Γm ⊂ Π×Pν ⊂ P5×Pν be the set of pairs(L, F ) consisting of a lineL in P3 lying
on the surfaceF (X0, X1, X2, X3) = 0.

THEOREM 8.17. The setΓm is a closed irreducible subset ofΠ × Pν ; it is therefore a
projective variety. The dimension ofΓm is m(m+1)(m+5)

6
+ 3.

EXAMPLE 8.18. Form = 1, Γm is the set of pairs consisting of a plane inP3 and a line on
the plane. The theorem says that the dimension ofΓ1 is 5. Since there are∞3 planes inP3,
and each has∞2 lines on it, this seems to be correct.
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PROOF. We first show thatΓm is closed. Let

p(L) = (p01 : p02 : . . .) F =
∑

ai0i1i2i3X
i0
0 · · ·X i3

3 .

From (8.13) we see thatL lies on the surfaceF (X0, X1, X2, X3) = 0 if and only if

F (
∑

bjp0j :
∑

bjp1j :
∑

bjp2j :
∑

bjp3j) = 0, all (b0, . . . , b3) ∈ k4.

Expand this out as a polynomial in thebj ’s with coefficients polynomials in theai0i1i2i3 and
pij ’s. ThenF (...) = 0 for all b ∈ k4 if and only if the coefficients of the polynomial are all
zero. But each coefficient is of the form

P (. . . , ai0i1i2i3 , . . . ; p01, p02 : . . .)

with P homogeneous separately in thea’s andp’s, and so the set is closed inΠ × Pν (cf.
the discussion in 5.32).

It remains to compute the dimension ofΓm. We shall apply Proposition 8.8 to the
projection map

(L, F ) Γm⊂ Π× Pν

L
?

Π

ϕ

?

ForL ∈ Π, ϕ−1(L) consists of the homogeneous polynomials of degreem such thatL ⊂
V (F ) (taken up to nonzero scalars). After a change of coordinates, we can assume thatL
is the line {

X0 = 0
X1 = 0,

i.e., L = {(0, 0, ∗, ∗)}. ThenL lies onF (X0, X1, X2, X3) = 0 if and only if X0 or X1

occurs in each nonzero monomial term inF , i.e.,

F ∈ ϕ−1(L) ⇐⇒ ai0i1i2i3 = 0 wheneveri0 = 0 = i1.

Thusϕ−1(L) is a linear subspace ofPν ; in particular, it is irreducible. We now compute its
dimension. Recall thatF hasν + 1 coefficients altogether; the number withi0 = 0 = i1 is
m+ 1, and soϕ−1(L) has dimension

(m+ 1)(m+ 2)(m+ 3)

6
− 1− (m+ 1) =

m(m+ 1)(m+ 5)

6
− 1.

We can now deduce from (8.8) thatΓm is irreducible and that

dim(Γm) = dim(Π) + dim(ϕ−1(L)) =
m(m+ 1)(m+ 5)

6
+ 3,

as claimed.
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Now consider the other projection

(L, F ) Γm⊂ Π× Pν

F
?

Pν
ψ

?

By definition
ψ−1(F ) = {L | L lies onV (F )}.

EXAMPLE 8.19. Letm = 1. Thenν = 3 anddim Γ1 = 5. The projectionψ : Γ1 → P3 is
surjective (every plane contains at least one line), and (8.6) tells us thatdimψ−1(F ) ≥ 2.
In fact of course, the lines on any plane form a 2-dimensional family, and soψ−1(F ) = 2
for all F .

THEOREM 8.20. Whenm > 3, the surfaces of degreem containing no line correspond to
an open subset ofPν .

PROOF. We have

dim Γm−dim Pν =
m(m+ 1)(m+ 5)

6
+3− (m+ 1)(m+ 2)(m+ 3)

6
+1 = 4−(m+1).

Therefore, ifm > 3, thendim Γm < dim Pν , and soψ(Γm) is a proper closed subvariety
of Pν . This proves the claim.

We now look at the casem = 2. Heredim Γm = 10, andν = 9, which suggests that
ψ should be surjective and that its fibres should all have dimension≥ 1. We shall see that
this is correct.

A quadric is said to benondegenerateif it is defined by an irreducible polynomial of
degree 2. After a change of variables, any nondegenerate quadric will be defined by an
equation

XW = Y Z.

This is just the image of the Segre mapping (see 5.21)

(a0 : a1), (b0 : b1) 7→ (a0b0 : a0b1 : a1b0 : a1b1) : P1 × P1 → P3.

There are two obvious families of lines onP1 × P1, namely, the horizontal family and the
vertical family; each is parametrized byP1, and so is called apencil of lines. They map to
two families of lines on the quadric:{

t0X = t1X
t0Y = t1W

and

{
t0X = t1Y
t0Z = t1W.

Since a degenerate quadric is a surface or a union of two surfaces, we see that every quadric
surface contains a line, that is, thatψ : Γ2 → P9 is surjective. Thus (8.6) tells us that all
the fibres have dimension≥ 1, and the set where the dimension is> 1 is a proper closed
subset. In fact the dimension of the fibre is> 1 exactly on the set of reducibleF ’s, which
we know to be closed (this was a homework problem in the original course).



8 REGULAR MAPS AND THEIR FIBRES 149

It follows from the above discussion that ifF is nondegenerate, thenψ−1(F ) is iso-
morphic to the disjoint union of two lines,ψ−1(F ) ≈ P1 ∪ P1. Classically, one defines a
regulus to be a nondegenerate quadric surface together with a choice of a pencil of lines.
One can show that the set of reguli is, in a natural way, an algebraic varietyR, and that,
over the set of nondegenerate quadrics,ψ factors into the composite of two regular maps:

Γ2 − ψ−1(S) = pairs,(F,L) with L onF ;
↓
R = set of reguli;
↓

P9 − S = set of nondegenerate quadrics.

The fibres of the top map are connected, and of dimension1 (they are all isomorphic to
P1), and the second map is finite and two-to-one. Factorizations of this type occur quite
generally (see the Stein factorization theorem (8.24) below).

We now look at the casem = 3. Heredim Γ3 = 19; ν = 19 : we have a map

ψ : Γ3 → P19.

THEOREM 8.21. The set of cubic surfaces containing exactly27 lines corresponds to an
open subset ofP19; the remaining surfaces either contain an infinite number of lines or a
nonzero finite number≤ 27.

EXAMPLE 8.22. (a) Consider the Fermat surface

X3
0 +X3

1 +X3
2 +X3

3 = 0.

Let ζ be a primitive cube root of one. There are the following lines on the surface,0 ≤
i, j ≤ 2: {

X0 + ζ iX1 = 0
X2 + ζjX3 = 0

{
X0 + ζ iX2 = 0
X1 + ζjX3 = 0

{
X0 + ζ iX3 = 0
X1 + ζjX2 = 0

There are three sets, each with nine lines, for a total of 27 lines.
(b) Consider the surface

X1X2X3 = X3
0 .

In this case, there are exactly three lines. To see this, look first in the affine space where
X0 6= 0—here we can take the equation to beX1X2X3 = 1. A line in A3 can be written in
parametric formXi = ait + bi, but a direct inspection shows that no such line lies on the
surface. Now look whereX0 = 0, that is, in the plane at infinity. The intersection of the
surface with this plane is given byX1X2X3 = 0 (homogeneous coordinates), which is the
union of three lines, namely,

X1 = 0; X2 = 0; X3 = 0.

Therefore, the surface contains exactly three lines.
(c) Consider the surface

X3
1 +X3

2 = 0.
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Here there is a pencil of lines: {
t0X1 = t1X0

t0X2 = −t1X0.

(In the affine space whereX0 6= 0, the equation isX3 + Y 3 = 0, which contains the line
X = t, Y = −t, all t.)

We now discuss the proof of Theorem 8.21). Ifψ : Γ3 → P19 were not surjective, then
ψ(Γ3) would be a proper closed subvariety ofP19, and the nonempty fibres wouldall have
dimension≥ 1 (by 8.6), which contradicts two of the above examples. Therefore the map
is surjective29, and there is an open subsetU of P19 where the fibres have dimension 0;
outsideU , the fibres have dimension> 0.

Given that every cubic surface has at least one line, it is not hard to show that there is
an open subsetU ′ where the cubics have exactly 27 lines (see Reid, 1988, pp106–110); in
fact,U ′ can be taken to be the set of nonsingular cubics. According to (6.25), the restriction
of ψ to ψ−1(U) is finite, and so we can apply (8.9) to see that all cubics inU − U ′ have
fewer than 27 lines.

REMARK 8.23. The twenty-seven lines on a cubic surface were discovered in 1849 by
Salmon and Cayley, and have been much studied—see A. Henderson, The Twenty-Seven
Lines Upon the Cubic Surface, Cambridge University Press, 1911. For example, it is known
that the group of permutations of the set of 27 lines preserving intersections (that is, such
thatL ∩ L′ 6= ∅ ⇐⇒ σ(L) ∩ σ(L′) 6= ∅) is isomorphic to the Weyl group of the root
system of a simple Lie algebra of typeE6, and hence has25920 elements.

It is known that there is a set of6 skew lines on a nonsingular cubic surfaceV . LetL
andL′ be two skew lines. Then “in general” a line joining a point onL to a point onL′ will
meet the surface in exactly one further point. In this way one obtains an invertible regular
map from an open subset ofP1 × P1 to an open subset ofV , and henceV is birationally
equivalent toP2.

Stein factorization

The following important theorem shows that the fibres of a proper map are disconnected
only because the fibres of finite maps are disconnected.

THEOREM8.24. Letϕ : W → V be a proper morphism of varieties. It is possible to factor
ϕ intoW

ϕ1→ W ′ ϕ2→ V with ϕ1 proper with connected fibres andϕ2 finite.

PROOF. This is usually proved at the same time as Zariski’s main theorem (ifW andV are
irreducible, andV is affine, thenW ′ is the affine variety withk[W ′] the integral closure of
k[V ] in k(W )).

29According to Miles Reid (1988, p126) every adult algebraic geometer knows the proof that every cubic
contains a line.
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Exercises 36–38

36. LetG be a connected algebraic group, and consider an action ofG on a varietyV , i.e.,
a regular mapG × V → V such that(gg′)v = g(g′v) for all g, g′ ∈ G andv ∈ V . Show
that each orbitO = Gv of G is nonsingular and open in its closureO, and thatO r O is a
union of orbits of strictly lower dimension. Deduce that there is at least one closed orbit.

37. Let G = GL2 = V , and letG act onV by conjugation. According to the theory of
Jordan canonical forms, the orbits are of three types:

(a) Characteristic polynomialX2 + aX + b; distinct roots.
(b) Characteristic polynomialX2 + aX + b; minimal polynomial the same; repeated

roots.
(c) Characteristic polynomialX2 + aX + b = (X − α)2; minimal polynomialX − α.

For each type, find the dimension of the orbit, the equations defining it (as a subvariety of
V ), the closure of the orbit, and which other orbits are contained in the closure.

(You may assume, if you wish, that the characteristic is zero. Also, you may assume the
following (fairly difficult) result: for any closed subgroupH of an algebraic groupG,G/H
has a natural structure of an algebraic variety with the following properties:G → G/H
is regular, and a mapG/H → V is regular if the compositeG → G/H → V is regular;
dimG/H = dimG− dimH.)

[The enthusiasts may wish to carry out the analysis forGLn.]
38. Find3d2 lines on the Fermat projective surface

Xd
0 +Xd

1 +Xd
2 +Xd

3 = 0, d ≥ 3, (p, d) = 1, p the characteristic.
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9 Algebraic Geometry over an Arbitrary Field

We now explain how to extend the theory in the preceding sections to a nonalgebraically
closed base field. Fix a fieldk, and letkal be an algebraic closure ofk.

Sheaves.

We shall need a more abstract notion of a ringed space and of a sheaf.
A presheafF on a topological spaceV is a map assigning to each open subsetU of V

a setF(U) and to each inclusionU ′ ⊂ U a “restriction” map

a 7→ a|U ′ : F(U)→ F(U ′);

the restriction mapF(U)→ F(U) is required to be the identity map, and if

U ′′ ⊂ U ′ ⊂ U,

then the composite of the restriction maps

F(U)→ F(U ′)→ F(U ′′)

is required to be the restriction mapF(U) → F(U ′′). In other words, a presheaf is a
contravariant functor to the category of sets from the category whose objects are the open
subsets ofV and whose morphisms are the inclusions. Ahomomorphism of presheaves
α : F → F ′ is a family of maps

α(U) : F(U)→ F ′(U)

commuting with the restriction maps.
A presheafF is a sheaf if for every open covering{Ui} of an open subsetU of V

and family of elementsai ∈ F(Ui) agreeing on overlaps (that is, such thatai|Ui ∩ Uj =
aj|Ui ∩ Uj for all i, j), there is a unique elementa ∈ F(U) such thatai = a|Ui for all i. A
homomorphism of sheavesonV is a homomorphism of presheaves.

If the setsF(U) are abelian groups and the restriction maps are homomorphisms, then
the sheaf is asheaf of abelian groups. Similarly one defines asheaf of rings, a sheaf of
k-algebras, and asheaf of modulesover a sheaf of rings.

Forv ∈ V , thestalkof a sheafF (or presheaf) atv is

Fv = lim−→ F(U) (limit over open neighbourhoods ofv).

In other words, it is the set of equivalence classes of pairs(U, s) with U an open neighbour-
hood ofv ands ∈ F(U); two pairs(U, s) and(U ′, s′) are equivalent ifs|U ′′ = s|U ′′ for
some open neighbourhoodU ′′ of v contained inU ∩ U ′.

A ringed spaceis a pair(V,O) consisting of topological spaceV together with a sheaf
of rings. If the stalkOv ofO atv is a local ring for allv ∈ V , then(V,O) is called alocally
ringed space.
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A morphism(V,O) → (V ′, O′) of ringed spacesis a pair(ϕ, ψ) with ϕ a continuous
mapV → V ′ andψ a family of maps

ψ(U ′) : O′(U ′)→ O(ϕ−1(U ′)), U ′ open in V ′,

commuting with the restriction maps. Such a pair defines homomorphism of ringsψv : O′ϕ(v) →
Ov for all v ∈ V . A morphism of locally ringed spacesis a morphism of ringed space such
thatψv is a local homomorphism for allv.

Extending scalars

Recall that a ringA is reduced if it has no nonzero nilpotents. IfA is reduced, thenA⊗k kal

need not be reduced. Consider for example the algebraA = k[X,Y ]/(Xp+Y p+a) where
p = char(k) anda /∈ kp. ThenA is reduced (even an integral domain) becauseXp+Y p+a
is irreducible ink[X,Y ], but

A⊗k kal ∼= kal[X, Y ]/(Xp + Y p + a) = kal[X, Y ]/((X + Y + α)p), αp = a,

which is not reduced becausex+ y + α 6= 0 but (x+ y + α)p = 0.
The next proposition shows that problems of this kind arise only because of insepara-

bility. In particular, they don’t occur ifk is perfect.
Recall that thecharacteristic exponentof a field isp if k has characteristicp 6= 0, and

it is 1 is k has characteristic zero. Forp equal to the characteristic exponent ofk, let

k
1
p = {α ∈ kal | αp ∈ k}.

It is a subfield ofkal, andk
1
p = k if and only if k is perfect.

PROPOSITION9.1. LetA be a reduced finitely generatedk-algebra. The following state-
ments are equivalent:

(a) A⊗k k
1
p is reduced;

(b) A⊗k kal is reduced;
(c) A⊗k K is reduced for all fieldsK ⊃ k.

PROOF. Clearly c=⇒b=⇒a. The implication a=⇒c follows from Zariski and Samuel
1958, III.15, Theorem 39 (localizeA at a minimal prime to get a field).

Even whenA is an integral domain andA ⊗k kal is reduced, the latter need not be an
integral domain. Suppose, for example, thatA is a finite separable field extension ofk.
ThenA ≈ k[X]/(f(X)) for some irreducible separable polynomialf(X), and so

A⊗k kal ≈ kal[X]/(f(X)) = kal/(
∏

(X − ai)) ∼=
∏
kal/(X − ai)

(by the Chinese remainder theorem). This shows that ifA contains a finite separable field
extension ofk, thenA ⊗k kal can’t be an integral domain. The next proposition gives a
converse.
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PROPOSITION9.2. LetA be a finitely generatedk-algebra, and assume thatA is an inte-
gral domain, and thatA⊗k kal is reduced. ThenA⊗k kal is an integral domain if and only
if k is algebraically closed inA (i.e., if a ∈ A is algebraic overk, thena ∈ k).

PROOF. Ibid. III.15.

After these preliminaries, it is possible rewrite all of the preceding sections withk not
necessarily algebraically closed. I indicate briefly how this is done.

Affine algebraic varieties.

An affine k-algebraA is a finitely generatedk-algebraA such thatA ⊗k kal is reduced.
SinceA ⊂ A ⊗k kal, A itself is then reduced. Proposition 9.1 has the following conse-
quence.

COROLLARY 9.3. LetA be a reduced finitely generatedk-algebra.
(a) If k is perfect, thenA is an affinek-algebra.
(b) If A is an affinek-algebra, thenA⊗k K is reduced for all fieldsK containingk.

Let A be a finitely generatedk-algebra. The choice of a set{x1, ..., xn} of generators
for A, determines isomorphisms

A ∼= k[x1, ..., xn] ∼= k[X1, ..., Xn]/(f1, ..., fm),

and
A⊗k kal ∼= kal[X1, ..., Xn]/(f1, ..., fm).

ThusA is an affine algebra if the elementsf1, ..., fm of k[X1, ..., Xn] generate aradical
ideal when regarded as elements ofkal[X1, ..., Xn]. From the above remarks, we see that
this condition implies that they generate a radical ideal ink[X1, ..., Xn], and the converse
implication holds whenk is perfect.

Let A be an affinek-algebra. Definespecm(A) to be the set of maximal ideals inA
endowed with the topology having as basis the setsD(f), D(f) = {m | f /∈ m}. There
is a unique sheaf ofk-algebrasO on specm(A) such thatO(D(f)) = Af for all f (recall
thatAf is the ring obtained fromA by invertingf). HereO is a sheaf in the above abstract
sense — the elements ofO(U) are not functions onU with values ink. If f ∈ A and

mv ∈ specm(A), then we can definef(v) to be the image off in the κ(v)
df
= A/mv,

and it does make sense to speak of the zero set off in V . Whenk is algebraically closed,
k ∼= κ(v) and we recover the definition in§2.

The ringed space
Specm(A) = (specm(A),O)

is called anaffine (algebraic) varietyoverk. The stalk atm ∈ V is the local ringAm, and
soSpecm(A) is a locally ringed space.

A morphism of affine (algebraic) varietiesoverk is defined to be a morphism(V,OV )→
(W,OW ) of ringed spaces ofk-algebras — it is automatically a morphism of locally ringed
spaces.
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A homomorphism ofk-algebrasA→ B defines a morphism of affinek-varieties,

SpecmB → Specm A

in a natural way, and this gives a bijection:

Homk-alg(A,B) ∼= Homk(W,V ), V = SpecmA, W = Specm B.

ThereforeA 7→ Specm(A) is an equivalence of from the category of affinek-algebras to

that of affine algebraic varieties overk; its quasi-inverse isV 7→ k[V ]
df
= Γ(V,OV ).

Let

A = k[X1, ..., Xm]/a,

B = k[Y1, ..., Yn]/b.

A homomorphismA → B is determined by a family of polynomials,Pi(Y1, ..., Yn), i =
1, ...,m; the homomorphism sendsxi toPi(y1, ..., yn); in order to define a homomorphism,
thePi must be such that

F ∈ a =⇒ F (P1, ..., Pn) ∈ b;

two familiesP1, ..., Pm andQ1, ..., Qm determine the same map if and only ifPi ≡ Qi

mod b for all i.
LetA be an affinek-algebra, and letV = SpecmA. For any fieldK ⊃ k,A⊗kK is an

affine algebra overK, and hence we get a varietyVK
df
= Specm(A⊗k K) overK. We say

thatVK has been obtained fromV by extension of scalarsor extension of the base field.
Note that ifA = k[X1, ..., Xn]/(f1, ..., fm) thenA ⊗k K = K[X1, ..., Xn]/(f1, ..., fm).
The mapV 7→ VK is a functor from affine varieties overk to affine varieties overK.

Let V0 = Specm(A0) be an affine variety overk, and letW = V (b) be a closed

subvariety ofV
df
= V0,kal. ThenW arises by extension of scalars from a closed subvariety

W0 of V0 if and only if the idealb of A0 ⊗k kal is generated by elementsA0. Except when
k is perfect, this is stronger than sayingW is the zero set of a family of elements ofA.

Algebraic varieties.

A ringed space(V,O) is a prevarietyover k if there exists a finite covering(Ui) of V
by open subsets such that(Ui,O|Ui) is an affine variety overk for all i. A morphism of
prevarietiesoverk is a morphism of ringed spaces ofk-algebras.

A prevarietyV overk isseparatedif for all pairs of morphisms ofk-varietiesα, β : Z →
V , the subset ofZ on whichα andβ agree is closed. Avariety is a separated prevariety.

Products.

LetA andB be finitely generatedk-algebras. The tensor product of two reducedk-algebras
may fail to be reduced — consider for example,

A = k[X, Y ]/(Xp + Y p + a), B = k[Z]/(Zp − a), a /∈ kp.
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However, ifA andB are affinek-algebras, thenA⊗kB is again an affinek-algebra. To see
this, note that (by definition),A⊗k kal andB ⊗k kal are affinek-algebras, and therefore so
also is their tensor product overkal (3.16); but

(A⊗k kal)⊗kal (kal ⊗k B) ∼= ((A⊗k kal)⊗kal kal)⊗k B ∼= (A⊗k B)⊗k kal.

Thus we can define the product of two affine algebraic varieties,V = Specm A and
W = Specm B, overk by

V ×k W = Specm(A⊗k B).

It has the universal property expected of products, and the definition extends in a natural
way to (pre)varieties.

Just as in (3.18), the diagonal∆ is locally closed inV × V , and it is closed if and only
if V is separated.

Extension of scalars (extension of the base field).

Let V be a variety overk, and letK be a field containingk. There is a natural way of
defining a varietyVK , said to be obtained fromV by extension of scalars(or extension of
the base field): if V is a union of open affines,V =

⋃
Ui, thenVK =

⋃
Ui,K and theUi,K

are patched together the same way as theUi. The dimension of a variety doesn’t change
under extension of scalars.

WhenV is a variety overkal obtained from a varietyV0 overk by extension of scalars,
we sometimes callV0 a model forV over k. More precisely, amodelof V over k is a
varietyV0 overk together with an isomorphismϕ : V0,kal → V.

Of course,V need not have a model overk — for example, an elliptic curve

E : Y 2Z = X3 + aXZ2 + bZ3

overkal will have a model overk ⊂ kal if and only if its j-invariantj(E)
df
= 1728(4a)3

−16(4a3+27b2)

lies in k. Moreover, whenV has a model overk, it will usually have a large number of
them, no two of which are isomorphic overk. Consider, for example, the quadric surface
in P3overQal,

V : X2 + Y 2 + Z2 +W 2 = 0.

The models overV overQ are defined by equations

aX2 + bY 2 + cZ2 + dW 2 = 0, a, b, c, d ∈ Q.

Classifying the models ofV overQ is equivalent to classifying quadratic forms overQ in
4 variables. This has been done, but it requires serious number theory. In particular, there
are infinitely many (see Chapter VIII of my notes on Class Field Theory).

EXERCISE9.4. Show directly that, up to isomorphism, the curveX2 + Y 2 = 1 overC has
exactly two models overR.
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The points on a variety.

Let V be a variety overk. A point of V with coordinates ink, or a point of V ra-
tional over k, is a morphismSpecm k → V . For example, ifV is affine, sayV =
Specm(A), then a point ofV with coordinates ink is a k-homomorphismA → k. If
A = k[X1, ..., Xn]/(f1, ..., fm), then to give ak-homomorphismA → k is the same as to
give ann-tuple(a1, ..., an) such that

fi(a1, ..., an) = 0, i = 1, ...,m.

In other words, ifV is the affine variety overk defined by the equations

fi(X1, . . . , Xn) = 0, i = 1, . . . ,m

then a point ofV with coordinates ink is a solution to this system of equations ink. We
write V (k) for the points ofV with coordinates ink.

We extend this notion to obtain the set of pointsV (R) of a varietyV with coordinates
in anyk-algebraR. For example, whenV = Specm(A), we set

V (R) = Homk-alg(A,R).

Again, if
A = k[X1, ..., Xn]/(f1, ..., fm),

then
V (R) = {(a1, ..., an) ∈ Rn | fi(a1, ..., an) = 0, i = 1, 2, ...,m}.

What is the relation between the elements ofV and the elements ofV (k)? Suppose
V is affine, sayV = Specm(A). Let v ∈ V . Thenv corresponds to a maximal ideal
mv in A (actually, it is a maximal ideal), and we writeκ(v) for the residue fieldOv/mv.
Thenκ(v) is a finite extension ofk, and we call the degree ofκ(v) overk the degreeof
v. Let K be a field algebraic overk. To give a point ofV with coordinates inK is to
give a homomorphism ofk-algebrasA → K. The kernel of such a homomorphism is a
maximal idealmv in A, and the homomorphismsA → k with kernelmv are in one-to-one
correspondence with thek-homomorphismsκ(v) → K. In particular, we see that there is
a natural one-to-one correspondence between the points ofV with coordinates ink and the
pointsv of V with κ(v) = k, i.e., with the pointsv of V of degree1. This statement holds
also for nonaffine algebraic varieties.

Assume now thatk is perfect. Thekal-rational points ofV with imagev ∈ V are in
one-to-one correspondence with thek-homomorphismsκ(v)→ kal — therefore, there are
exactlydeg(v) of them, and they form a single orbit under the action ofGal(kal/k). Thus
there is a natural bijection fromV to the set of orbits forGal(kal/k) acting onV (kal).

Local Study

Let V = V (a) ⊂ An, and leta = (f1, ..., fr). Thesingular locusVsing of V is defined by
the vanishing of the(n− d)× (n− d) minors of the matrix
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Jac(f1, f2, . . . , fr) =


∂f1
∂x1

∂f1
∂x2

· · · ∂f1
∂xr

∂f2
∂x1
...
∂fr

∂x1

∂fr

∂xr

 .

We say thatv is nonsingular if some(n−d)×(n−d) minor doesn’t vanish atv. We sayV
is nonsingular if its singular locus is empty (i.e.,Vsing is the empty variety or, equivalently,
Vsing(k

al) is empty) . ObviouslyV is nonsingular⇐⇒ Vkal is nonsingular. Note that the
formation ofVsing commutes with extension of scalars. Therefore (Theorem 4.23) it is a
proper subvariety ofV .

If P ∈ V is nonsingular, thenOP is regular, but the converse fails. For example, let
k be a field of characteristicp 6= 0, 2, and leta be a nonzero element ofk that is not a
pth power. Thenf(X, Y ) = Y 2 +Xp − a is irreducible, and remains irreducible overkal.
Therefore,

A = k[X, Y ]/(f(X, Y )) = k[x, y]

is an affinek-algebra, and we letV be the curveSpecmA. One checks thatV is normal,
and hence is regular by Atiyah and MacDonald 1969, 9.2. However,

∂f

∂X
= 0,

∂f

∂Y
= 2Y,

and so(a
1
p , 0) ∈ Vsing(k

al): the pointP in V corresponding to the maximal ideal(y) of A
is singular even thoughOP is regular.

The relation between “nonsingular” and “regular” is examined in detail in: Zariski,
O., The Concept of a Simple Point of an Abstract Algebraic Variety, Transactions of the
American Mathematical Society, Vol. 62, No. 1. (Jul., 1947), pp. 1-52.

Let V be an irreducible variety of dimensiond overk. The proof of Lemma 4.25 can
be modified to show thatV is birationally equivalent to a hyperplaneH in Ad+1 defined
by a polynomialf(X1, . . . , Xd+1) that is separable when regarded as a polynomial inXd+1

with coefficients ink(X1, . . . , Xd). Now, a similar proof to that of Theorem 4.23 shows that
the singular locus ofV is a nonempty open subset ofV . Note also that, for a sufficiently
generald-tuple(a1, . . . , ad), f(a1, . . . , ad, Xd+1) will be a separable polynomial. It follows
thatV has a point with coordinates in the separable closure ofk.

Projective varieties; complete varieties.

In most of this section,k can be allowed to be an arbitrary field. For example, the definitions
of the projective space and Grassmannians attached to a vector space are unchanged. An
algebraic varietyV over k is completeif for all varietiesW over k, the projection map
V × W → W is closed. IfV is complete, then so also isVK for any fieldK ⊃ k. A
projective variety is complete.
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Finite maps.

As noted in (6.16), the Noether normalization theorem requires a different proof when the
field is finite. Otherwise,k can be allowed to be arbitrary.

Dimension theory

The dimension of a varietyV over an arbitrary fieldk can be defined as in the case thatk
is algebraically closed. The dimension ofV is unchanged by extension of the base field.
Most of the results of this section hold for arbitrary base fields.

Regular maps and their fibres

Again, the results of this section hold for arbitrary fields.
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10 Divisors and Intersection Theory

In this section,k is an arbitrary field.

Divisors

Recall that a normal ring is an integral domain that is integrally closed in its field of frac-
tions, and that a varietyV is normal if Ov is a normal ring for allv ∈ V . Equivalent
condition: for every open connected affine subsetU of V , Γ(U,OV ) is a normal ring.

REMARK 10.1. LetV be a projective variety, say, defined by a homogeneous ringR.
WhenR is normal,V is said to beprojectively normal. If V is projectively normal, then it
is normal, but the converse statement is false.

Assume now thatV is normal and irreducible.
A prime divisoronV is an irreducible subvariety ofV of codimension1. A divisor on

V is an element of the free abelian groupDiv(V ) generated by the prime divisors. Thus a
divisorD can be written uniquely as a finite (formal) sum

D =
∑

niZi, ni ∈ Z, Zi a prime divisor onV.

The support |D| of D is the union of theZi corresponding to nonzeroni’s. A divisor is
said to beeffective(or positive) if ni ≥ 0 for all i. We get a partial ordering on the divisors
by definingD ≥ D′ to meanD −D′ ≥ 0.

BecauseV is normal, there is associated with every prime divisorZ on V a discrete
valuation ringOZ . This can be defined, for example, by choosing an open affine subvariety
U of V such thatU ∩ Z 6= ∅; thenU ∩ Z is a maximal proper closed subset ofU , and so
the idealp corresponding to it is minimal among the nonzero ideals ofR = Γ(U,O); so
Rp is a normal ring with exactly one nonzero prime idealpR — it is therefore a discrete
valuation ring (Atiyah and MacDonald 9.2), which is defined to beOZ . More intrinsically
we can defineOZ to be the set of rational functions onV that are defined an open subsetU
of V with U ∩ Z 6= ∅.

Let ordZ be the valuation ofk(V )× � Z with valuation ringOZ . The divisor of a
nonzero elementf of k(V ) is defined to be

div(f) =
∑

ordZ(f) · Z.

The sum is over all the prime divisors ofV , but in factordZ(f) = 0 for all but finitely
manyZ ’s. In proving this, we can assume thatV is affine (because it is a finite union of
affines), sayV = Specm(R). Thenk(V ) is the field of fractions ofR, and so we can write
f = g/h with g, h ∈ R, anddiv(f) = div(g)− div(h). Therefore, we can assumef ∈ R.
The zero set off , V (f) either is empty or is a finite union of prime divisors,V =

⋃
Zi

(see 7.2) andordZ(f) = 0 unlessZ is one of theZi.
The map

f 7→ div(f) : k(V )× → Div(V )
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is a homomorphism. A divisor of the formdiv(f) is said to beprincipal, and two divisors
are said to belinearly equivalent, denotedD ∼ D′, if they differ by a principal divisor.

WhenV is nonsingular, thePicard groupPic(V ) of V is defined to be the group of
divisors onV modulo principal divisors. (Later, we shall definePic(V ) for an arbitrary va-
riety; whenV is singular it will differ from the group of divisors modulo principal divisors,
even whenV is normal.)

EXAMPLE 10.2. LetC be a nonsingular affine curve corresponding to the affinek-algebra
R. BecauseC is nonsingular,R is a Dedekind domain. A prime divisor onC can be
identified with a nonzero prime divisor inR, a divisor onC with a fractional ideal, and
Pic(C) with the ideal class group ofR.

LetU be an open subset ofV , and letZ be a prime divisor ofV . ThenZ ∩ U is either
empty or is a prime divisor ofU . We define therestriction of a divisorD =

∑
nZZ onV

toU to be
D|U =

∑
Z∩U 6=∅

nZ · Z ∩ U.

WhenV is nonsingular, every divisorD is locally principal, i.e., every pointP has an
open neighbourhoodU such that the restriction ofD to U is principal. It suffices to prove
this for a prime divisorZ. If P is not in the support ofD, we can takef = 1. The prime
divisors passing throughP are in one-to-one correspondence with the prime idealsp of
height1 in OP , i.e., the minimal nonzero prime ideals. Our assumption implies thatOP is
a regular local ring. It is a (fairly hard) theorem in commutative algebra that a regular local
ring is a unique factorization domain. It is a (fairly easy) theorem that a Noetherian integral
domain is a unique factorization domain if every prime ideal of height1 is principal (Nagata
1962, 13.1). Thusp is principal inOp, and this implies that it is principal inΓ(U,OV ) for
some open affine setU containingP (see also 7.13).

If D|U = div(f), then we callf a local equationfor D onU .

Intersection theory.

Fix a nonsingular varietyV of dimensionn over a fieldk, assumed to be perfect. Let
W1 andW2 be irreducible closed subsets ofV , and letZ be an irreducible component of
W1 ∩W2. Then intersection theory attaches a multiplicity toZ. We shall only do this in an
easy case.

Divisors.

Let V be a nonsingular variety of dimensionn, and letD1, . . . , Dn be effective divisors on
V . We say thatD1, . . . , Dn intersect properlyatP ∈ |D1| ∩ . . . ∩ |Dn| if P is an isolated
point of the intersection. In this case, we define

(D1 · . . . ·Dn)P = dimkOP/(f1, . . . , fn)

wherefi is a local equation forDi nearP . The hypothesis onP implies that this is finite.
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EXAMPLE 10.3. In all the examples, the ambient variety is a surface.
(a) LetZ1 be the affine plane curveY 2 − X3, let Z2 be the curveY = X2, and let

P = (0, 0). Then

(Z1 · Z2)P = dim k[X,Y ](X,Y )/(Y −X3, Y 2 −X3) = dim k[X]/(X4 −X3) = 3.

(b) If Z1 andZ2 are prime divisors, then(Z1 · Z2)P = 1 if and only if f1, f2 are local
uniformizing parameters atP . Equivalently,(Z1 · Z2)P = 1 if and only if Z1 andZ2 are
transversalatP , that is,TZ1(P ) ∩ TZ2(P ) = {0}.

(c) LetD1 be thex-axis, and letD2 be the cuspidal cubicY 2 − X3. For P = (0, 0),
(D1 ·D2)P = 3.

(d) In general,(Z1 · Z2)P is the “order of contact” of the curvesZ1 andZ2.

We say thatD1, . . . , Dn intersect properlyif they do so at every point of intersection of
their supports; equivalently, if|D1|∩. . .∩|Dn| is a finite set. We then define the intersection
number

(D1 · . . . ·Dn) =
∑

P∈|D1|∩...∩|Dn|

(D1 · . . . ·Dn)P .

EXAMPLE 10.4. LetC be a curve. IfD =
∑
niPi, then the intersection number

(D) =
∑

ni[k(Pi) : k].

By definition, this is the degree ofD.

Consider a regular mapα : W → V of connected nonsingular varieties, and letD be
a divisor onV whose support does not contain the image ofW . There is then a unique
divisor α∗D on W with the following property: ifD has local equationf on the open
subsetU of V , thenα∗D has local equationf ◦ α onα−1U . (Use 7.2 to see that this does
define a divisor onW ; if the image ofα is disjoint from|D|, thenα∗D = 0.)

EXAMPLE 10.5. LetC be a curve on a surfaceV , and letα : C ′ → C be the normalization
of C. For any divisorD onV ,

(C ·D) = degα∗D.

LEMMA 10.6 (ADDITIVITY ). LetD1, . . . , Dn, D be divisors onV . If (D1 · . . . ·Dn)P and
(D1 · . . . ·D)P are both defined, then so also is(D1 · . . . ·Dn +D)P , and

(D1 · . . . ·Dn +D)P = (D1 · . . . ·Dn)P + (D1 · . . . ·D)P .

PROOF. One writes some exact sequences. See Shafarevich 1994, IV.1.2.

Note that in intersection theory, unlike every other branch of mathematics, we add first,
and then multiply.

Since every divisor is the difference of two effective divisors, Lemma 10.1 allows us to
extend the definition of(D1 · . . . ·Dn) to all divisors intersecting properly (not just effective
divisors).
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LEMMA 10.7 (INVARIANCE UNDER LINEAR EQUIVALENCE). AssumeV is complete. If
Dn ∼ D′

n, then
(D1 · . . . ·Dn) = (D1 · . . . ·D′

n).

PROOF. By additivity, it suffices to show that(D1 · . . . ·Dn) = 0 if Dn is a principal divisor.
For n = 1, this is just the statement that a function has as many poles as zeros (counted
with multiplicities). Supposen = 2. By additivity, we may assume thatD1 is a curve, and
then the assertion follows from Example 10.5 because

D principal ⇒ α∗D principal.

The general case may be reduced to this last case (with some difficulty). See Shafare-
vich 1994, IV.1.3.

LEMMA 10.8. For anyn divisorsD1, . . . , Dn on ann-dimensional variety, there existsn
divisorsD′

1, . . . , D
′
n intersect properly.

PROOF. See Shafarevich 1994, IV.1.4.

We can use the last two lemmas to define(D1 · . . . ·Dn) for any divisors on a complete
nonsingular varietyV : chooseD′

1, . . . , D
′
n as in the lemma, and set

(D1 · . . . ·Dn) = (D′
1 · . . . ·D′

n).

EXAMPLE 10.9. LetC be a smooth complete curve overC, and letα : C → C be a regular
map. Then the Lefschetz trace formula states that

(∆ · Γα) = Tr(α|H0(C,Q)−Tr(α|H1(C,Q)+Tr(α|H2(C,Q).

In particular, we see that(∆ · ∆) = 2 − 2g, which may be negative, even though∆ is an
effective divisor.

Letα : W → V be a finite map of irreducible varieties. Thenk(W ) is a finite extension
of k(V ), and the degree of this extension is called thedegreeof α. If k(W ) is separable
over k(V ) andk is algebraically closed, then there is an open subsetU of V such that
α−1(u) consists exactlyd = degα points for allu ∈ U . In fact,α−1(u) always consists
of exactlydegα points if one counts multiplicities. Number theorists will recognize this as
the formula

∑
eifi = d. Here thefi are1 (if we takek to be algebraically closed), andei

is the multiplicity of theith point lying over the given point.
A finite mapα : W → V is flat if every pointP of V has an open neighbourhoodU

such thatΓ(α−1U,OW ) is a freeΓ(U,OV )-module — it is then free of rankdegα.

THEOREM 10.10. Letα : W → V be a finite map between nonsingular varieties. For any
divisorsD1, . . . , Dn onV intersecting properly at a pointP of V ,∑

α(Q)=P

(α∗D1 · . . . · α∗Dn) = degα · (D1 · . . . ·Dn)P .
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PROOF. After replacingV by a sufficiently small open affine neighbourhood ofP , we may
assume thatα corresponds to a map of ringsA → B and thatB is free of rankd = degα
as anA-module. Moreover, we may assume thatD1, . . . , Dn are principal with equations
f1, . . . , fn onV , and thatP is the only point in|D1|∩ . . .∩|Dn|. ThenmP is the only ideal
of A containinga = (f1, . . . , fn). SetS = Ar mP ; then

S−1A/S−1a = S−1(A/a) = A/a

becauseA/a is already local. Hence

(D1 · . . . ·Dn)P = dimA/(f1, . . . , fn).

Similarly,
(α∗D1 · . . . · α∗Dn)P = dimB/(f1 ◦ α, . . . , fn ◦ α).

ButB is a freeA-module of rankd, and

A/(f1, . . . , fn)⊗A B = B/(f1 ◦ α, . . . , fn ◦ α).

Therefore, asA-modules, and hence ask-vector spaces,

B/(f1 ◦ α, . . . , fn ◦ α) ≈ (A/(f1, . . . , fn))
d

which proves the formula.

EXAMPLE 10.11. Assumek is algebraically closed of characteristicp 6= 0. Let α : A1 →
A1 be the Frobenius mapc 7→ cp. It corresponds to the mapk[X] → k[X], X 7→ Xp,
on rings. LetD be the divisorc. It has equationX − c on A1, andα∗D has the equation
Xp − c = (X − γ)p. Thusα∗D = p(γ), and so

deg(α∗D) = p = p · deg(D).

The general case.

Let V be a nonsingular connected variety. Acycle of codimensionr onV is an element of
the free abelian groupCr(V ) generated by the prime cycles of codimensionr.

LetZ1 andZ2 be prime cycles on any nonsingular varietyV , and letW be an irreducible
component ofZ1 ∩ Z2. Then

dim Z1 + dim Z2 ≤ dim V + dim W,

and we sayZ1 andZ2 intersect properlyatW if equality holds.
DefineOV,W to be the set of rational functions onV that are defined on some open

subsetU of V with U ∩ W 6= ∅ — it is a local ring. Assume thatZ1 andZ2 intersect
properly atW , and letp1 andp2 be the ideals inOV,W corresponding toZ1 andZ2 (so
pi = (f1, f2, ..., fr) if the fj defineZi in some open subset ofV meetingW ). The example
of divisors on a surface suggests that we should set

(Z1 · Z2)W = dimkOV,W/(p1, p2),
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but examples show this is not a good definition. Note that

OV,W/(p1, p2) = OV,W/p1 ⊗OV,W
OV,W/p2.

It turns out that we also need to consider the higher Tor terms. Set

χO(O/p1,O/p2) =
dimV∑
i=0

(−1)i dimk(TorOi (O/p1,O/p2)

whereO = OV,W . It is an integer≥ 0, and= 0 if Z1 andZ2 do not intersect properly at
W . When they do intersect properly, we define

(Z1 · Z2)W = mW, m = χO(O/p1,O/p2).

WhenZ1 andZ2 are divisors on a surface, the higher Tor’s vanish, and so this definition
agrees with the previous one.

Now assume thatV is projective. It is possible to define a notion of rational equivalence
for cycles of codimensionr: letW be an irreducible subvariety of codimensionr−1, and let
f ∈ k(W )×; thendiv(f) is a cycle of codimensionr onV (sinceW may not be normal, the
definition ofdiv(f) requires care), and we letCr(V )′ be the subgroup ofCr(V ) generated
by such cycles asW ranges over all irreducible subvarieties of codimensionr − 1 andf
ranges over all elements ofk(W )×. Two cycles are said to berationally equivalentif they
differ by an element ofCr(V )′, and the quotient ofCr(V ) by Cr(V )′ is called theChow
groupCHr(V ). A discussion similar to that in the case of a surface leads to well-defined
pairings

CHr(V )× CHs(V )→ CHr+s(V ).

In general, we know very little about the Chow groups of varieties — for example,
there has been little success at finding algebraic cycles on varieties other than the obvious
ones (divisors, intersections of divisors,...). However, there are many deep conjectures
concerning them, due to Beilinson, Bloch, Murre, and others.

We can restate our definition of the degree of a variety inPn as follows: a closed
subvarietyV of Pn of dimensiond has degree(V · H) for any linear subspace ofPn of
codimensiond. (All linear subspaces ofPnof codimensionr are rationally equivalent, and
so(V ·H) is independent of the choice ofH.)

REMARK 10.12. (Bezout’s theorem). A divisorD on Pn is linearly equivalent ofδH,
whereδ is the degree ofD andH is any hyperplane. Therefore

(D1 · · · · ·Dn) = δ1 · · · δn

whereδj is the degree ofDj. For example, ifC1 andC2 are curves inP2 defined by irre-
ducible polynomialsF1 andF2 of degreesδ1 andδ2 respectively, thenC1 andC2 intersect
in δ1δ2 points (counting multiplicities).
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Exercises 39–42

In the remaining problems, you may assume the characteristic is zero if you wish.

39. Let V = V (F ) ⊂ Pn, whereF is a homogeneous polynomial of degreeδ without
multiple factors. Show thatV has degreeδ according to the definition in the notes.

40. Let C be a curve inA2 defined by an irreducible polynomialF (X, Y ), and assumeC
passes through the origin. ThenF = Fm +Fm+1 + · · · ,m ≥ 1, with Fm the homogeneous
part ofF of degreem. Let σ : W → A2 be the blow-up ofA2 at (0, 0), and letC ′ be the
closure ofσ−1(C r (0, 0)). Let Z = σ−1(0, 0). Write Fm =

∏s
i=1(aiX + biY )ri, with

the(ai : bi) being distinct points ofP1, and show thatC ′ ∩ Z consists of exactlys distinct
points.

41. Find the intersection number ofD1 : Y 2 = Xr andD2 : Y 2 = Xs, r > s > 2, at the
origin.

42. FindPic(V ) whenV is the curveY 2 = X3.
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11 Coherent Sheaves; Invertible Sheaves

In this section,k is an arbitrary field.

Coherent sheaves

Let V = SpecmA be an affine variety overk, and letM be a finitely generatedA-module.
There is a unique sheaf ofOV -modulesM onV such that, for allf ∈ A,

Γ(D(f),M) = Mf (= Af ⊗AM).

Such anOV -moduleM is said to becoherent. A homomorphismM → N of A-modules
defines a homomorphismM→N ofOV -modules, andM 7→ M is a fully faithful functor
from the category of finitely generatedA-modules to the category of coherentOV -modules,
with quasi-inverseM 7→ Γ(V,M).

Now consider a varietyV . AnOV -moduleM is said to becoherentif, for every open
affine subsetU of V ,M|U is coherent. It suffices to check this condition for the sets in an
open affine covering ofV .

For example,OnV is a coherentOV -module. AnOV -moduleM is said to belocally
free of rank n if it is locally isomorphic toOnV , i.e., if every pointP ∈ V has an open
neighbourhood such thatM|U ≈ OnV . A locally freeOV -module of rankn is coherent.

Let v ∈ V , and letM be a coherentOV -module. We define aκ(v)-moduleM(v) as
follows: after replacingV with an open neighbourhood ofv, we can assume that it is affine;
hence we may suppose thatV = Specm(A), thatv corresponds to a maximal idealm in A
(so thatκ(v) = A/m), andM corresponds to theA-moduleM ; we then define

M(v) = M ⊗A κ(v) = M/mM.

It is a finitely generated vector space overκ(v). Don’t confuseM(v) with the stalkMv of
M which, with the above notations, isMm = M ⊗A Am. Thus

M(v) =Mv/mMv = κ(v)⊗Am Mm.

Nakayama’s lemma (4.18) shows that

M(v) = 0⇒Mv = 0.

Thesupportof a coherent sheafM is

Supp(M) = {v ∈ V | M(v) 6= 0} = {v ∈ V | Mv 6= 0}.

SupposeV is affine, and thatM corresponds to theA-moduleM . Let a be the annihilator
of M :

a = {f ∈ A | fM = 0}.
ThenM/mM 6= 0 ⇐⇒ m ⊃ a (for otherwiseA/mA contains a nonzero element annihi-
latingM/mM ), and so

Supp(M) = V (a).

Thus the support of a coherent module is a closed subset ofV .
Note that ifM is locally free of rankn, thenM(v) is a vector space of dimensionn

for all v. There is a converse of this.
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PROPOSITION11.1. If M is a coherentOV -module such thatM(v) has constant dimen-
sionn for all v ∈ V , thenM is a locally free of rankn.

PROOF. We may assume thatV is affine, and thatM corresponds to the finitely generated
A-moduleM . Fix a maximal idealm of A, and letx1, . . . , xn be elements ofM whose
images inM/mM form a basis for it overκ(v). Consider the map

γ : An →M, (a1, . . . , an) 7→
∑

aixi.

Its cokernel is a finitely generatedA-module whose support does not containv. Therefore
there is an elementf ∈ A, f /∈ m, such thatγ defines a surjectionAnf → Mf . After
replacingA with Af we may assume thatγ itself is surjective. For every maximal ideal
n of A, the map(A/n)n → M/nM is surjective, and hence (because of the condition on
the dimension ofM(v)) bijective. Therefore, the kernel ofγ is contained innn (meaning
n× · · · × n) for all maximal idealsn in A, and the next lemma shows that this implies that
the kernel is zero.

LEMMA 11.2. LetA be an affinek-algebra. Then⋂
m = 0 (intersection of all maximal ideals inA).

PROOF. Whenk is algebraically closed, we showed (3.12) that this follows from the strong
Nullstellensatz. In the general case, consider a maximal idealm of A⊗k kal. Then

A/(m ∩ A) ↪→ (A⊗k kal)/m = kal,

and soA/m ∩ A is an integral domain. Since it is finite-dimensional overk, it is a field,
and som ∩A is a maximal ideal inA. Thus iff ∈ A is in all maximal ideals ofA, then its
image inA⊗ kal is in all maximal ideals ofA, and so is zero.

For two coherentOV -modulesM andN , there is a unique coherentOV -moduleM⊗OV

N such that
Γ(U,M⊗OV

N ) = Γ(U,M)⊗Γ(U,OV ) Γ(U,N )

for all open affinesU ⊂ V . The reader should be careful not to assume that this formula
holds for nonaffine open subsetsU (see example 11.4 below). For a such aU , one writes
U =

⋃
Ui with theUi open affines, and definesΓ(U,M⊗OV

N ) to be the kernel of∏
i

Γ(Ui,M⊗OV
N ) ⇒

∏
i,j

Γ(Uij,M⊗OV
N ).

DefineHom(M,N ) to be the sheaf onV such that

Γ(U,Hom(M,N )) = HomOU
(M,N )

(homomorphisms ofOU -modules) for all openU in V . It is easy to see that this is a sheaf.
If the restrictions ofM andN to some open affineU correspond toA-modulesM andN ,
then

Γ(U,Hom(M,N )) = HomA(M,N),

and soHom(M,N ) is again a coherentOV -module.
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Invertible sheaves.

An invertible sheafon V is a locally freeOV -moduleL of rank1. The tensor product of
two invertible sheaves is again an invertible sheaf. In this way, we get a product structure
on the set of isomorphism classes of invertible sheaves:

[L] · [L′] df
= [L ⊗ L′].

The product structure is associative and commutative (because tensor products are associa-
tive and commutative, up to isomorphism), and[OV ] is an identity element. Define

L∨ = Hom(L,OV ).

Clearly,L∨ is free of rank1 over any open set whereL is free of rank1, and soL∨ is again
an invertible sheaf. Moreover, the canonical map

L∨ ⊗ L → OV , (f, x) 7→ f(x)

is an isomorphism (because it is an isomorphism over any open subset whereL is free).
Thus

[L∨][L] = [OV ].

For this reason, we often writeL−1 for L∨.
From these remarks, we see that the set of isomorphism classes of invertible sheaves on

V is a group — it is called thePicard group, Pic(V ), of V .
We say that an invertible sheafL is trivial if it is isomorphic toOV — thenL represents

the zero element inPic(V ).

PROPOSITION11.3. An invertible sheafL on a complete varietyV is trivial if and only if
both it and its dual have nonzero global sections, i.e.,

Γ(V,L) 6= 0 6= Γ(V,L∨).

PROOF. We may assume thatV is irreducible. Note first that, for anyOV -moduleM on
any varietyV , the map

Hom(OV ,M)→ Γ(V,M), α 7→ α(1)

is an isomorphism.
Next recall that the only regular functions on a complete variety are the constant func-

tions (see 5.28 in the case thatk is algebraically closed), i.e.,Γ(V,OV ) = k′ wherek′ is
the algebraic closure ofk in k(V ). HenceHom(OV ,OV ) = k′, and so a homomorphism
OV → OV is either0 or an isomorphism.

We now prove the proposition. The sections define nonzero homomorphisms

s1 : OV → L, s2 : OV → L∨.

We can take the dual of the second homomorphism, and so obtain nonzero homomorphisms

OV
s1→ L

s∨2→ OV .

The composite is nonzero, and hence an isomorphism, which shows thats∨2 is surjective,
and this implies that it is an isomorphism (for any ringA, a surjective homomorphism of
A-modulesA→ A is bijective because1 must map to a unit).
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Invertible sheaves and divisors.

Now assume thatV is nonsingular and irreducible. For a divisorD onV , the vector space
L(D) is defined to be

L(D) = {f ∈ k(V )× | div(f) +D ≥ 0}.

We make this definition local: defineL(D) to be the sheaf onV such that, for any open set
U ,

Γ(U,L(D)) = {f ∈ k(V )× | div(f) +D ≥ 0 onU} ∪ {0}.

The condition “div(f)+D ≥ 0 onU ” means that, ifD =
∑
nZZ, thenordZ(f)+nZ ≥ 0

for all Z with Z ∩ U 6= ∅. Thus,Γ(U,L(D)) is aΓ(U,OV )-module, and ifU ⊂ U ′, then
Γ(U ′,L(D)) ⊂ Γ(U,L(D)).We define the restriction map to be this inclusion. In this way,
L(D) becomes a sheaf ofOV -modules.

SupposeD is principal on an open subsetU , sayD|U = div(g), g ∈ k(V )×. Then

Γ(U,L(D)) = {f ∈ k(V )× | div(fg) ≥ 0 onU} ∪ {0}.

Therefore,
Γ(U,L(D))→ Γ(U,OV ), f 7→ fg,

is an isomorphism. These isomorphisms clearly commute with the restriction maps for
U ′ ⊂ U , and so we obtain an isomorphismL(D)|U → OU . Since everyD is locally
principal, this shows thatL(D) is locally isomorphic toOV , i.e., that it is an invertible
sheaf. IfD itself is principal, thenL(D) is trivial.

Next we note that the canonical map

L(D)⊗ L(D′)→ L(D +D′), f ⊗ g 7→ fg

is an isomorphism on any open set whereD andD′are principal, and hence it is an isomor-
phism globally. Therefore, we have a homomorphism

Div(V )→ Pic(V ), D 7→ [L(D)],

which is zero on the principal divisors.

EXAMPLE 11.4. LetV be an elliptic curve, and letP be the point at infinity. LetD be the
divisorD = P . ThenΓ(V,L(D)) = k, the ring of constant functions, butΓ(V,L(2D))
contains a nonconstant functionx. Therefore,

Γ(V,L(2D)) 6= Γ(V,L(D))⊗ Γ(V,L(D)),

— in other words,Γ(V,L(D)⊗ L(D)) 6= Γ(V,L(D))⊗ Γ(V,L(D)).

PROPOSITION11.5. For an irreducible nonsingular variety, the mapD 7→ [L(D)] defines
an isomorphism

Div(V )/PrinDiv(V )→ Pic(V ).
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PROOF. (Injectivity). If s is an isomorphismOV → L(D), theng = s(1) is an element of
k(V )× such that

(a) div(g) +D ≥ 0 (on the whole ofV );
(b) if div(f) + D ≥ 0 on U , that is, if f ∈ Γ(U,L(D)), thenf = h(g|U) for some

h ∈ Γ(U,OV ).
Statement (a) says thatD ≥ div(−g) (on the whole ofV ). SupposeU is such thatD|U

admits a local equationf = 0. When we apply (b) to−f , then we see thatdiv(−f) ≤
div(g) on U , so thatD|U + div(g) ≥ 0. Since theU ’s coverV , together with (a) this
implies thatD = div(−g).

(Surjectivity). Define

Γ(U,K) =

{
k(V )× if U is open an nonempty
0 if U is empty.

BecauseV is irreducible,K becomes a sheaf with the obvious restriction maps. On any
open subsetU whereL|U ≈ OU , we haveL|U ⊗ K ≈ K. Since these open sets form
a covering ofV , V is irreducible, and the restriction maps are all the identity map, this
implies thatL ⊗ K ≈ K on the whole ofV . Choose such an isomorphism, and identifyL
with a subsheaf ofK. On anyU whereL ≈ OU , L|U = gOU as a subsheaf ofK, whereg
is the image of1 ∈ Γ(U,OV ). DefineD to be the divisor such that, on aU , g−1 is a local
equation forD.

EXAMPLE 11.6. SupposeV is affine, sayV = SpecmA. We know that coherentOV -
modules correspond to finitely generatedA-modules, but what do the locally free sheaves of
rankn correspond to? They correspond to finitely generatedprojectiveA-modules (Bour-
baki, Algèbre Commutative, 1961–83, II.5.2). The invertible sheaves correspond to finitely
generated projectiveA-modules of rank1. Suppose for example thatV is a curve, so that
A is a Dedekind domain. This gives a new interpretation of the ideal class group: it is the
group of isomorphism classes of finitely generated projectiveA-modules of rank one (i.e.,
such thatM ⊗A K is a vector space of dimension one).

This can be proved directly. First show that every (fractional) ideal is a projectiveA-
module — it is obviously finitely generated of rank one; then show that two ideals are
isomorphic asA-modules if and only if they differ by a principal divisor; finally, show that
every finitely generated projectiveA-module of rank1 is isomorphic to a fractional ideal
(by assumptionM ⊗A K ≈ K; when we choose an identificationM ⊗A K = K, then
M ⊂M ⊗AK becomes identified with a fractional ideal). [Exercise: Prove the statements
in this last paragraph.]

REMARK 11.7. Quite a lot is known aboutPic(V ), the group of divisors modulo linear
equivalence, or of invertible sheaves up to isomorphism. For example, for any complete
nonsingular varietyV , there is an abelian varietyP canonically attached toV , called the
Picard varietyof V , and an exact sequence

0→ P (k)→ Pic(V )→ NS(V )→ 0

whereNS(V ) is a finitely generated group called the Néron-Severi group.
Much less is known about algebraic cycles of codimension> 1, and about locally free

sheaves of rank> 1 (and the two don’t correspond exactly, although the Chern classes of
locally free sheaves are algebraic cycles).
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Direct images and inverse images of coherent sheaves.

Consider a homomorphismA → B of rings. From anA-moduleM , we get anB-module
B ⊗A M , which is finitely generated ifM is finitely generated. Conversely, anB-module
M can also be considered anA-module, but it usually won’t be finitely generated (unless
B is finitely generated as anA-module). Both these operations extend to maps of varieties.

Consider a regular mapα : W → V , and letF be a coherent sheaf ofOV -modules.
There is a unique coherent sheaf ofOW -modulesα∗F with the following property: for any
open affine subsetsU ′ andU of W andV respectively such thatα(U ′) ⊂ U , α∗F|U ′ is the
sheaf corresponding to theΓ(U ′,OW )-moduleΓ(U ′,OW )⊗Γ(U,OV ) Γ(U,F).

LetF be a sheaf ofOV -modules. For any open subsetU of V , we defineΓ(U, α∗F) =
Γ(α−1U,F), regarded as aΓ(U,OV )-module via the mapΓ(U,OV ) → Γ(α−1U,OW ).
ThenU 7→ Γ(U, α∗F) is a sheaf ofOV -modules. In general,α∗F will not be coherent,
even whenF is.

LEMMA 11.8. (a) For any regular mapsU
α→ V

β→ W and coherentOW -moduleF on
W , there is a canonical isomorphism

(βα)∗F ≈→ α∗(β∗F).

(b) For any regular mapα : V → W , α∗ maps locally free sheaves of rankn to lo-
cally free sheaves of rankn (hence also invertible sheaves to invertible sheaves). It
preserves tensor products, and, for an invertible sheafL, α∗(L−1) ∼= (α∗L)−1.

PROOF. (a) This follows from the fact that, given homomorphisms of ringsA→ B → T ,
T ⊗B (B ⊗AM) = T ⊗AM .

(b) This again follows from well-known facts about tensor products of rings.
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12 Differentials

In this subsection, we sketch the theory of differentials. We allowk to be an arbitrary field.
LetA be ak-algebra, and letM be anA-module. Recall (from§4) that ak-derivation

is ak-linear mapD : A→M satisfying Leibniz’s rule:

D(fg) = f ◦Dg + g ◦Df, all f, g ∈ A.

A pair (Ω1
A/k, d) comprising anA-moduleΩ1

A/k and ak-derivationd : A → Ω1
A/k is called

themodule of differential one-formsfor A overkal if it has the following universal prop-
erty: for anyk-derivationD : A→ M , there is a uniquek-linear mapα : Ω1

A/k → M such
thatD = α ◦ d,

A
d - Ω1

@
@

@D R

M

∃! k-linear

?

.........

EXAMPLE 12.1. LetA = k[X1, ..., Xn]; thenΩ1
A/k is the freeA-module with basis the

symbolsdX1, ..., dXn, and

df =
∑ ∂f

∂Xi

dXi.

EXAMPLE 12.2. LetA = k[X1, ..., Xn]/a; thenΩ1
A/k is the freeA-module with basis the

symbolsdX1, ..., dXn modulo the relations:

df = 0 for all f ∈ a.

PROPOSITION12.3. Let V be a variety. For eachn ≥ 0, there is a unique sheaf ofOV -
modulesΩn

V/k on V such thatΩn
V/k(U) =

∧nΩ1
A/k wheneverU = SpecmA is an open

affine ofV .

PROOF. Omitted.

The sheafΩn
V/k is called thesheaf of differentialn-forms onV .

EXAMPLE 12.4. LetE be the affine curve

Y 2 = X3 + aX + b,

and assumeX3 + aX + b has no repeated roots (so thatE is nonsingular). Writex andy
for regular functions onE defined byX andY . On the open setD(y) wherey 6= 0, let
ω1 = dx/y, and on the open setD(3x2+a), letω2 = 2dy/(3x2+a). Sincey2 = x3+ax+b,

2ydy = (3x2 + a)dx.

and soω1 andω2 agree onD(y) ∩ D(3x2 + a). SinceE = D(y) ∪ D(3x2 + a), we see
that there is a differentialω onE whose restrictions toD(y) andD(3x2 + a) areω1 and
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ω2 respectively. It is an easy exercise in working with projective coordinates to show that
ω extends to a differential one-form on the whole projective curve

Y 2Z = X3 + aXZ2 + bZ3.

In fact, Ω1
C/k(C) is a one-dimensional vector space overk, with ω as basis. Note that

ω = dx/y = dx/(x3+ax+b)
1
2 , which can’t be integrated in terms of elementary functions.

Its integral is called an elliptic integral (integrals of this form arise when one tries to find
the arc length of an ellipse). The study of elliptic integrals was one of the starting points
for the study of algebraic curves.

In general, ifC is a complete nonsingular absolutely irreducible curve of genusg, then
Ω1
C/k(C) is a vector space of dimensiong overk.

PROPOSITION12.5. If V is nonsingular, thenΩ1
V/k is a locally free sheaf of rankdim(V )

(that is, every pointP of V has a neighbourhoodU such thatΩ1
V/k|U ≈ (OV |U)dim(V )).

PROOF. Omitted.

Let C be a complete nonsingular absolutely irreducible curve, and letω be a nonzero
element ofΩ1

k(C)/k. We define the divisor(ω) of ω as follows: letP ∈ C; if t is a uni-
formizing parameter atP , thendt is a basis forΩ1

k(C)/k as ak(C)-vector space, and so we
can writeω = fdt, f ∈ k(V )×; defineordP (ω) = ordP (f), and(ω) =

∑
ordP (ω)P .

Becausek(C) has transcendence degree1 overk, Ω1
k(C)/k is ak(C)-vector space of dimen-

sion one, and so the divisor(ω) is independent of the choice ofω up to linear equivalence.
By an abuse of language, one calls(ω) for any nonzero element ofΩ1

k(C)/k a canonical
classK onC. For a divisorD onC, let `(D) = dimk(L(D)).

THEOREM 12.6 (RIEMANN -ROCH). Let C be a complete nonsingular absolutely irre-
ducible curve overk.

(a) The degree of a canonical divisor is2g − 2.
(b) For any divisorD onC,

`(D)− `(K −D) = 1 + g − deg(D).

More generally, ifV is a smooth complete variety of dimensiond, it is possible to
associate with the sheaf of differentiald-forms onV a canonical linear equivalence class
of divisorsK. This divisor class determines a rational map to projective space, called the
canonical map.

References
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13 Algebraic Varieties over the Complex Numbers

It is not hard to show that there is a unique way to endow all algebraic varieties overC with
a topology such that:

(a) onAn = Cn it is just the usual complex topology;
(b) on closed subsets ofAn it is the induced topology;
(c) all morphisms of algebraic varieties are continuous;
(d) it is finer than the Zariski topology.

We call this new topology thecomplex topologyonV . Note that (a), (b), and (c) deter-
mine the topology uniquely for affine algebraic varieties ((c) implies that an isomorphism
of algebraic varieties will be a homeomorphism for the complex topology), and (d) then
determines it for all varieties.

Of course, the complex topology ismuchfiner than the Zariski topology — this can be
seen even onA1. In view of this, the next two propositions are a little surprising.

PROPOSITION13.1. If a nonsingular variety is connected for the Zariski topology, then it
is connected for the complex topology.

Consider, for example,A1. Then, certainly, it is connected for both the Zariski topology
(that for which the nonempty open subsets are those that omit only finitely many points)
and the complex topology (that for whichX is homeomorphic toR2). When we remove a
circle fromX, it becomes disconnected for the complex topology, but remains connected
for the Zariski topology. This doesn’t contradict the theorem, becauseA1

C with a circle
removed is not an algebraic variety.

Let X be a connected nonsingular (hence irreducible) curve. We prove that it is con-
nected for the complex topology. Removing or adding a finite number of points toX will
not change whether it is connected for the complex topology, and so we can assume that
X is projective. SupposeX is the disjoint union of two nonempty open (hence closed)
setsX1 andX2. According to the Riemann-Roch theorem (12.6), there exists a noncon-
stant rational functionf onX having poles only inX1. Therefore, its restriction toX2

is holomorphic. BecauseX2 is compact,f is constant on each connected component of
X2 (Cartan 196330, VI.4.5) say,f(z) = a on some infinite connected component. Then
f(z)− a has infinitely many zeros, which contradicts the fact that it is a rational function.

The general case can be proved by induction on the dimension (Shafarevich 1994,
VII.2).

PROPOSITION13.2. Let V be an algebraic variety overC, and letC be a constructible
subset ofV (in the Zariski topology); then the closure ofC in the Zariski topology equals
its closure in the complex topology.

PROOF. Mumford 1999, I 10, Corollary 1, p60.

For example, ifU is an open dense subset of a closed subsetZ of V (for the Zariski
topology), thenU is also dense inZ for the complex topology.

30Cartan, H., Elementary Theory of Analytic Functions of One or Several Variables, Addison-Wesley,
1963.
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The next result helps explain why completeness is the analogue of compactness for
topological spaces.

PROPOSITION 13.3. Let V be an algebraic variety overC; then V is complete (as an
algebraic variety) if and only if it is compact for the complex topology.

PROOF. Mumford 1999, I 10, Theorem 2, p60.

In general, there are many more holomorphic (complex analytic) functions than there
are polynomial functions on a variety overC. For example, by using the exponential func-
tion it is possible to construct many holomorphic functions onC that are not polynomials
in z, but all these functions have nasty singularities at the point at infinity on the Riemann
sphere. In fact, the only meromorphic functions on the Riemann sphere are the rational
functions. This generalizes.

THEOREM 13.4. LetV be a complete nonsingular variety overC. ThenV is, in a natural
way, a complex manifold, and the field of meromorphic functions onV (as a complex
manifold) is equal to the field of rational functions onV .

PROOF. Shafarevich 1994, VIII 3.1, Theorem 1.

This provides one way of constructing compact complex manifolds that are not alge-
braic varieties: find such a manifoldM of dimensionn such that the transcendence degree
of the field of meromorphic functions onM is< n. For a torusCg/Λ of dimensiong ≥ 1,
this is typically the case. However, when the transcendence degree of the field of meromor-
phic functions is equal to the dimension of manifold, thenM can be given the structure,
not necessarily of an algebraic variety, but of something more general, namely, that of an
algebraic space. Roughly speaking, an algebraic space is an object that is locally an affine
algebraic variety, where locally means for theétale “topology” rather than the Zariski topol-
ogy.31

One way to show that a complex manifold is algebraic is to embed it into projective
space.

THEOREM 13.5. Any closed analytic submanifold ofPn is algebraic.

PROOF. See Shafarevich 1994, VIII 3.1, in the nonsingular case.

COROLLARY 13.6.Any holomorphic map from one projective algebraic variety to a second
projective algebraic variety is algebraic.

PROOF. Let ϕ : V → W be the map. Then the graphΓϕ of ϕ is a closed subset ofV ×
W , and hence is algebraic according to the theorem. Sinceϕ is the composite of the
isomorphismV → Γϕ with the projectionΓϕ → W , and both are algebraic,ϕ itself is
algebraic.

31Artin, Michael. Algebraic spaces. Whittemore Lectures given at Yale University, 1969. Yale Mathemat-
ical Monographs, 3. Yale University Press, New Haven, Conn.-London, 1971. vii+39 pp.

Knutson, Donald. Algebraic spaces. Lecture Notes in Mathematics, Vol. 203. Springer-Verlag, Berlin-
New York, 1971. vi+261 pp.
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Since, in general, it is hopeless to write down a set of equations for a variety (it is a
fairly hopeless task even for an abelian variety of dimension3), the most powerful way we
have for constructing varieties is to first construct a complex manifold and then prove that
it has a natural structure as a algebraic variety. Sometimes one can then show that it has
a canonical model over some number field, and then it is possible to reduce the equations
defining it modulo a prime of the number field, and obtain a variety in characteristicp.

For example, it is known thatCg/Λ (Λ a lattice inCg) has the structure of an algebraic
variety if and only if there is a skew-symmetric formψ on Cg having certain simple prop-
erties relative toΛ. The variety is then an abelian variety, and all abelian varieties overC
are of this form.

References
Mumford 1999, I.10.
Shafarevich 1994, Book 3.
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14 Descent Theory

Consider fieldsk ⊂ Ω. A varietyV overk defines a varietyVΩ overΩ by extension of the
base field (§9). Descent theory attempts to answer the following question: what additional
structure do you need to place on a variety overΩ, or regular map of varieties overΩ, to
ensure that it comes fromk?

In this section, we shall make free use of Zorn’s lemma.

Models

Let Ω ⊃ k be fields, and letV be a variety overΩ. Recall that a model ofV overk (or a
k-structureonV ) is a varietyV0 overk together with an isomorphismϕ : V0Ω → V .

Consider an affine variety. An embeddingV ↪→ An
Ω defines a model ofV overk if I(V )

is generated by polynomials ink[X1, . . . , Xn], because thenI0 =df I(V ) ∩ k[X1, . . . , Xn]
is a radical ideal,k[X1, . . . , Xn]/I0 is an affinek-algebra, andV (I0) ⊂ An

k is a model ofV .
Moreover, every model(V0, ϕ) arises in this way, because every model of an affine variety
is affine. However, different embeddings in affine space will usually give rise to different
models.

Note that the condition thatI(V ) be generated by polynomials ink[X1, . . . , Xn] is
stronger than asking that it be the zero set of some polynomials ink[X1, . . . , Xn]. For
example, letα be an element ofΩ such thatα /∈ k butαp ∈ k, and letV = V (X +Y +α).
ThenV = V (Xp + Y p + αp) with Xp + Y p + αp ∈ k[X,Y ], butI(V ) is not generated by
polynomials ink[X, Y ].

Fixed fields

Let Ω ⊃ k be fields, and letΓ = Aut(Ω/k). Define thefixed fieldΩΓ of Γ to be

{a ∈ Ω | σa = a for all σ ∈ Γ}.

PROPOSITION14.1. The fixed field ofΓ equalsk in each of the following two cases:
(a) Ω is a Galois extension ofk (possibly infinite);
(b) Ω is a separably algebraically closed field andk is perfect.

PROOF. (a) Standard (see FT§3, §7).
(b) If c ∈ Ω is transcendental overk, then it is part of a transcendence basis{c, . . .}

for Ω over k (FT 8.12), and any permutation of the transcendence basis defines an auto-
morphism ofk(c, . . .) which extends to an automorphism ofΩ (cf. FT 6.5). If c ∈ Ω is
algebraic overk, then it is moved by an automorphism of the algebraically closure ofk in
Ω, which extends to an automorphism ofΩ.

REMARK 14.2. Supposek has characteristicp 6= 0 and thatΩ contains an elementα such
thatα /∈ k butαp = a ∈ k. Thenα is the only root ofXp − a, and so every automorphism
of Ω fixing k also fixesα. Thus, in generalΩΓ 6= k whenk is not perfect.
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Descending subspaces of vector spaces

In this subsection,Ω ⊃ k are fields such that the fixed field ofΓ =df Aut(Ω/k) is k.
For a vector spaceV overk, Γ acts onV (Ω) =df Ω⊗k V through its action onΩ:

σ(
∑
ci ⊗ vi) =

∑
σci ⊗ vi, σ ∈ Γ, ci ∈ Ω, vi ∈ V. (*)

This is the unique action ofΓ on V (Ω) fixing the elements ofV and such thatσ acts
σ-linearly:

σ(cv) = σ(c)σ(v) all σ ∈ Γ, c ∈ Ω, v ∈ V (C). (**)

LEMMA 14.3. Let V be ak-vector space. The following conditions on a subspaceW of
V (Ω) are equivalent:

(a) W ∩ V spansW ;
(b) W ∩ V contains anΩ-basis forW ;
(c) the mapΩ⊗k (W ∩ V )→ W , c⊗ v 7→ cv, is an isomorphism.

PROOF. Any k-linearly independent subset inV will be Ω-linearly independent inV (Ω).
Therefore, ifW ∩ V spansW , then anyk-basis ofW ∩ V will be anΩ-basis forW . Thus
(a) =⇒ (b), and (b)=⇒ (a) and (b)⇐⇒ (c) are obvious.

LEMMA 14.4. For anyk-vector spaceV , V = V (Ω)Γ.

PROOF. Let (ei)i∈I be ak-basis forV . Then(1 ⊗ ei)i∈I is anΩ-basis forΩ ⊗k V , and
σ ∈ Γ acts onv =

∑
ci ⊗ ei according to (*). Thus,v is fixed byΓ if and only if eachci is

fixed byΓ and so lies ink.

LEMMA 14.5. LetV be ak-vector space, and letW be a subspace ofV (Ω) stable under
the action ofΓ.

(a) If W Γ = 0, thenW = 0.
(b) The subspaceW ∩ V of V spansW .

PROOF. (a) SupposeW 6= 0, and letw be a nonzero element ofW . As an element of
Ω⊗k V = V (Ω), w can be expressed in the form

w = c1e1 + · · ·+ cnen, ci ∈ Ω r {0}, ei ∈ V .

Choosew so thatn is as small as possible. After scaling, we may suppose thatc1 = 1. For
σ ∈ Γ,

σw − w = (σc2 − c2)e2 + · · ·+ (σcn − cn)en
lies inW and has at mostn− 1 nonzero coefficients, and so is zero. Thus,w ∈ W Γ, which
is therefore nonzero.

(b) LetW ′ be a complement toW ∩ V in V , so that

V = (W ∩ V )⊕W ′.

Then
(W ∩W ′(Ω))Γ = W Γ ∩W ′(Ω)Γ = (W ∩ V ) ∩W ′ = 0,
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and so
W ∩W ′(Ω) = 0 (by (a)).

AsW ⊃ (W ∩ V )(Ω) and

V (Ω) = (W ∩ V )(Ω)⊕W ′(Ω),

this implies thatW = (W ∩ V )(Ω).

Descending subvarieties and morphisms

In this subsection,Ω ⊃ k are fields such that the fixed field ofΓ = Aut(Ω/k) is k.
For any varietyV over k, Γ acts on the underlying set ofVΩ. For example, ifV =

SpecmA, thenVΩ = Specm(Ω⊗kA), andΓ acts onΩ ⊗k A andspecm(Ω ⊗k A) through
its action onΩ.

WhenΩ is algebraically closed, the underlying set ofV can be identified with the set
V (Ω) of points ofV with coordinates inΩ, and the action becomes the natural action of
Γ onV (Ω). For example, ifV is embedded inAn or Pn overk, thenΓ simply acts on the
coordinates of a point.

PROPOSITION14.6. Let V be a variety overk, and letW be a closed subvariety ofVΩ

stable (as a set) under the action ofΓ on V . Then there is a closed subvarietyW0 of V
such thatW = W0Ω.

PROOF. Suppose first thatV is affine, and letI(W ) ⊂ Ω[VΩ] be the ideal of regular func-
tions zero onW . Recall thatΩ[VΩ] = Ω ⊗k k[V ]. BecauseW is stable underΓ, so also
is I(W ), and soI(W ) is spanned byI0 =df I(W ) ∩ k[V ] (Lemma 14.5b). Therefore, the
zero set ofI0 is a closed subvarietyW0 of V with the property thatW = W0Ω.

To deduce the general case, coverV with open affines.

PROPOSITION14.7. LetV andW be varieties overk, and letf : VΩ → WΩ be a regular
map. If f commutes with the actions ofΓ on V andW , thenf arises from a (unique)
regular mapV → W overk.

PROOF. Apply Proposition 14.6 to the graph off , Γf ⊂ (V ×W )Ω.

COROLLARY 14.8. A varietyV over k is uniquely determined (up to a unique isomor-
phism) byVΩ together with the action ofΓ onV .

PROOF. Let V andV ′ be varieties overk such thatVΩ = V ′
Ω and the actions ofΓ defined

by V andV ′ agree. Then the identity mapVΩ → V ′
Ω arises from a unique isomorphism

V → V ′.

REMARK 14.9. LetΩ be algebraically closed. For any varietyV overk, Γ acts onV (Ω),
and we have shown that the functorV 7→ (VΩ,action ofΓ on V (Ω)) is fully faithful. The
remainder of this section is devoted to obtaining information about the essential image of
this functor.
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Galois descent of vector spaces

Let Γ be a group acting on a fieldΩ. By anactionof Γ on anΩ-vector spaceV we mean a
homomorphismΓ→ Autk(V ) satisfying (**), i.e., such thatσ ∈ Γ actsσ-linearly.

LEMMA 14.10. LetS be the standardMn(k)-module (i.e.,S = kn withMn(k) acting by
left multiplication). The functorV 7→ S ⊗k V fromk-vector spaces to leftMn(k)-modules
is an equivalence of categories.

PROOF. LetV andW bek-vector spaces. The choice of bases(ei)i∈I and(fj)j∈J for V and
W identifiesHomk(V,W ) with the set of matrices(aji)(j,i)∈J×I such that, for a fixedi, all
but finitely manyaji are zero. BecauseS is a simpleMn(k)-module andEndMn(k)(S) ∼= k,
Homk(S ⊗k V, S ⊗k W ) has the same description, and so the functorV 7→ S ⊗k V is
fully faithful. To show that it is essentially surjective, it suffices to show that every left
Mn(k)-module is a direct sum of copies ofS, because ifM ≈ ⊕i∈ISi with Si ≈ S, then
M ≈ S ⊗k V with V thek-vector space with basisI.

For1 ≤ i ≤ n, letL(i) be the set of matrices inMn(k) whose columns are zero except
for theith column. ThenL(i) is a left ideal inMn(k), L(i) ∼= S as anMn(k)-module, and
Mn(k) = ⊕iL(i). Thus,Mn(k) ≈ Sn as a leftMn(k)-module.

Let M be a leftMn(k)-module, which we may suppose to be nonzero. ThenM is a
quotient of a sum of copies ofMn(k), and so is a sum of copies ofS. Let I be the set of
submodules ofM isomorphic toS, and letΞ be the set of subsetsJ of I such that the sum
N(J) =df

∑
N∈JN is direct, i.e., such that for anyN0 ∈ J and finite subsetJ0 of J not

containingN0, N0 ∩
∑

N∈J0
N = 0. Zorn’s lemma implies thatΞ has maximal elements,

and for any maximalJ it is obvious thatM = N(J).

ASIDE 14.11. LetA andB be rings (not necessarily commutative), and letS beA-B-
bimodule (this means thatA acts on the left,B acts on the right, and the actions commute).
When the functorM 7→ S ⊗B M : ModB → ModA is an equivalence of categories,A and
B are said to beMorita equivalent throughS. In this terminology, the lemma says that
Mn(k) andk are Morita equivalent throughS.32

PROPOSITION14.12. Let Ω be a finite Galois extension ofk with Galois groupΓ. The
functorV 7→ Ω ⊗k V from k-vector spaces toΩ-vector spaces endowed with an action of
Γ is an equivalence of categories.

PROOF. Let Ω[Γ] be theΩ-vector space with basis{σ ∈ Γ}, and makeΩ[Γ] into a k-
algebra by defining (∑

σ∈Γaσσ
) (∑

τ∈Γbττ
)

=
∑

σ,τaσ · σbτ · στ .

ThenΩ[Γ] actsk-linearly onΩ by the rule

(
∑

σ∈Γaσσ)c =
∑

σ∈Γaσ(σc),

32For more on Morita equivalence, see Chapter 4 of Berrick, A. J., Keating, M. E., Categories and modules
with K-theory in view. Cambridge Studies in Advanced Mathematics, 67. Cambridge University Press,
Cambridge, 2000.
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and Dedekind’s theorem on the independence of characters (FT 5.14) implies that the ho-
momorphism

Ω[Γ]→ Endk(Ω)

defined by the action is injective. By counting dimensions overk, one sees that it is an iso-
morphism. Therefore, Lemma 14.10 shows thatΩ[Γ] andk are Morita equivalent through
Ω, i.e., the functorV 7→ Ω⊗kV fromk-vector spaces to leftΩ[Γ]-modules is an equivalence
of categories. This is precisely the statement of the lemma.

WhenΩ is an infinite Galois extension ofk, we endowΓ with the Krull topology , and
we say that an action ofΓ on anΩ-vector spaceV is continuousif every element ofV is
fixed by an open subgroup ofΓ, i.e., if

V =
⋃
∆

V ∆ (union over open subgroups∆ of Γ).

For example, the action ofΓ on Ω is obviously continuous, and it follows that, for any
k-vector spaceV , the action ofΓ onΩ⊗k V is continuous.

PROPOSITION14.13.LetΩ be a Galois extension ofk (possibly infinite) with Galois group
Γ. For anyΩ-vector spaceV equipped with a continuous action ofΓ, the map∑

ci ⊗ vi 7→
∑
civi : Ω⊗k V Γ → V

is an isomorphism.

PROOF. Suppose first thatΓ is finite. Proposition 14.12 allows us to assumeV = Ω⊗kW
for somek-subspaceW of V . ThenV Γ = (Ω⊗k W )Γ = W , and so the statement is true.

WhenΓ is infinite, the finite case shows thatΩ ⊗k (V ∆)Γ/∆ ∼= V ∆ for every open
normal subgroup∆ of Γ. Now pass to the direct limit over∆, recalling that tensor products
commute with direct limits (Atiyah and MacDonald 1969, Chapter 2, Exercise 20).

Descent data

For a homomorphism of fieldsσ : F → L, we sometimes writeσV for VL (the variety over
L obtained by base change, i.e., by applyingσ to the coefficients of the equations defining
V ).

Let Ω ⊃ k be fields, and letΓ = Aut(Ω/k). A descent systemon a varietyV overΩ is
a family (ϕσ)σ∈Γ of isomorphismsϕσ : σV → V satisfying the cocycle condition:

ϕσ ◦ (σϕτ ) = ϕστ for all σ, τ ∈ Γ.

A model(V0, ϕ) of V over a subfieldK of Ω containingk splits(ϕσ)σ∈Γ if ϕσ = ϕ ◦ σϕ−1

for all σ fixing K. A descent system iscontinuous if it is split by some model over a
field finitely generated overk. A descent datumis a continuous descent system. A descent
datum iseffective if it is split by some model overk. In a given situation, we say that
descent is effectiveor thatit is possible to descend the base fieldif every descent datum is
effective.

For a descent system(ϕσ)σ∈Γ onV and a subvarietyW of V , define
σW = ϕσ(σW ).
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LEMMA 14.14. The following hold:
(a) for all σ, τ ∈ Γ andW ⊂ V , σ(τW ) = στW ;
(b) if a model(V1, ϕ) of V overk1 splits(ϕσ)σ∈Γ andW = ϕ(W1Ω) for some subvariety

W1 of V1, thenσW = W for all σ fixingk1.

PROOF. (a) By definition

σ(τW ) = ϕσ(σ(ϕτ (τW )) = (ϕσ ◦ σϕτ )(στW ) = ϕστ (στW ) = στW .

In the second equality, we used that(σϕ)(σZ) = σ(ϕZ).
(b) If σ fixesk1, then (by hypothesis)ϕσ = ϕ ◦ σϕ−1, and so

σW = (ϕ ◦ σϕ−1)(σW ) = ϕ(σ(ϕ−1W )) = ϕ(σW1Ω) = ϕ(W1Ω) = W.

For a descent system(ϕσ)σ∈Γ onV and a regular functionf on an open subsetU of V ,
defineσf to be the function(σf) ◦ ϕ−1

σ on σU , so thatσf(σP ) = σ(ϕ(P )) for all P ∈ U .
Thenσ(τf) = στf , and so this defines an action ofΓ on the regular functions.

We endowΓ with theKrull topology, that for which the subgroups ofΓ fixing a subfield
of Ω finitely generated overk form a basis of neighbourhoods of1 (see FT§7 in the case
thatΩ is algebraic overk). An action ofΓ on anΩ-vector spaceV is continuousif

V =
⋃
∆

V ∆ (union over open subgroups∆ of Γ).

PROPOSITION14.15.AssumeΩ is separably algebraically closed. A descent system(ϕσ)σ∈Γ

on an affine varietyV is continuous if and only if the action ofΓ onΩ[V ] is continuous.

PROOF. If the action ofΓ onΩ[V ] is continuous, then for some open subgroup∆ of Γ, the
ring Ω[V ]∆ will contain a set of generators forΩ[V ] as anΩ-algebra. Because∆ is open, it
is the subgroup ofΓ fixing some fieldk1 finitely generated overk. According to (14.1(b)),
Ω∆ is a purely inseparable algebraic extension ofk1, and so there is a finite extensionk′1 of
k1 contained inΩ∆ and ak′1-algebraA ⊂ Ω[V ]∆ such thatΩ∆⊗k′1 A ∼= Ω[V ]∆. The model
V1 = Specm(A) of V overk′1 splits(ϕσ)σ∈Γ, which is therefore continuous.

Conversely, if(ϕσ)σ∈Γ is continuous, it will be split by a model ofV over some subfield
k1 of Ω finitely generated overk. The subgroup∆ of Γ fixing k1 is open, andΩ[V ]∆

contains a set of generators forΩ[V ] as anΩ-algebra. It follows that the action ofΓ on
Ω[V ] is continuous.

PROPOSITION14.16. A descent system(ϕσ)σ∈Γ on a varietyV over Ω is continuous if
there is a finite setS of points inV (Ω) such that

(a) any automorphism ofV fixing all P ∈ S is the identity map, and
(b) there exists a subfieldK of Ω finitely generated overk such thatσP = P for all

σ ∈ Γ fixingK.

PROOF. Let (V0, ϕ) be a model ofV over a subfieldK of Ω finitely generated overk. After
possibly replacingK by a larger finitely generated field, we may suppose thatσP = P for
all σ ∈ Γ fixing K (because of (b)) and that for eachP ∈ S there exists aP0 ∈ V0 such
thatϕ(P0Ω) = P . Then, forσ fixing K, (σϕ)(P0Ω) = σP , and soϕσ andϕ ◦ σϕ−1 are
both isomorphismsσV → V sendingσP to P , which implies that they are equal (because
of (a)). Hence(V0, ϕ) splits(ϕσ)σ∈Γ.
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COROLLARY 14.17. Let V be a variety overΩ whose only automorphism is the identity
map. A descent datum onV is effective ifV has a model overk.

PROOF. This is the special case of the proposition in whichS is the empty set.

Galois descent of varieties

In this subsection,Ω is a Galois extension ofk with Galois groupΓ, andΩ is separably
closed.

THEOREM14.18.A descent datum(ϕσ)σ∈Γ on a varietyV is effective ifV is a finite union
of open affinesUi such thatσUi = Ui for all i.

PROOF. Assume first thatV is affine, and letA = k[V ]. A descent datum(ϕσ) defines a
continuous action ofΓ onA (see 14.15). From (14.13), we know that

c⊗ a 7→ ca : Ω⊗k AΓ → A

is an isomorphism. LetV0 = SpecmAΓ, and letϕ be the isomorphismV0Ω → V defined
by c⊗ a 7→ ca. Then(V0, ϕ) splits the descent datum.

In the general case, writeV as a finite union of open affineUi such thatσUi = Ui. Then
V is the variety overΩ obtained by patching theUi by means of the maps

Ui � ⊃ Ui ∩ Uj ⊂ - Uj. (*)

Each intersectionUi ∩ Uj is again affine (3.26), and so the system (*) descends tok. The
variety overk obtained by patching is a model ofV overk splitting the descent datum.

COROLLARY 14.19. If every finite set of points ofV is contained in an open affine ofV ,
then every descent datum onV is effective.

PROOF. Let (ϕσ)σ∈Γ be a descent datum onV , and letW be a subvariety ofV . By def-
inition, (ϕσ) is split by a model(V0, ϕ) of V over some finite extensionk1 of k. After
possibly replacingk1 with a larger finite extension, there will exist a subvarietyW1 of V1

such thatϕ(W1Ω) = W1. Now (14.14b) shows thatσW depends only on the cosetσ∆
where∆ = Gal(Ω/k1). In particular,{σW | σ ∈ Γ} is finite. The subvariety

⋂
σ∈Γ

σW is
stable underΓ, and so (see 14.6, 14.14)τ (

⋂
σ∈Γ

σW ) = (
⋂
σ∈Γ

σW ) for all τ ∈ Γ.
Let P ∈ V . Because{σP | σ ∈ Γ} is finite, it is contained in an open affineU of V .

Now U ′ =
⋂
σ∈Γ

σU is an open affine inV containingP and such thatσU ′ = U ′ for all
σ ∈ Γ.

COROLLARY 14.20. Descent is effective in each of the following two cases:
(a) V is quasi-projective, or
(b) an affine algebraic groupG acts transitively onV .

PROOF. (a) Apply (5.23) to the closure ofV in Pn.
(b) Let S be a finite set of points ofV , and letU be an open affine inV . For each

s ∈ S, there is a nonempty open subvarietyGs of G such thatGs · s ⊂ U . BecauseΩ is
separably closed, there exists ag ∈ (

⋂
s∈SGs · s)(Ω) (see p158). Nowg−1U is an open

affine containingS.
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REMARK 14.21. In the above, the condition “Ω is separably closed” is not necessary. To
see this, either rewrite the subsection making the obvious changes, or else use the following
observation: letΩ be a Galois extension ofk, and letΩ be the separable algebraic closure
of Ω; a descent datum(ϕσ) for a varietyV overΩ extends in an obvious way to a descent
datum(ϕσ) for VΩ, and if(V0, ϕ) splits(ϕσ) thenϕ is definedΩ and splits(ϕσ).

Generic fibres

In this subsection,k is an algebraically closed field.
Letϕ : V → U be a dominating map withU irreducible, and letK = k(U). Then there

is a regular mapϕK : VK → SpecmK, called thegeneric fibreof ϕ. For example, ifV
andU are affine, so thatϕ corresponds to an injective homomorphism of ringsf : A→ B,
thenϕK corresponds toA ⊗k K → B ⊗k K. In the general case, we can replaceU with
any open affine, and then coverV with open affines.

Let K be a field finitely generated overk, and letV be a variety overK. For anyk-
varietyU with k(U) = V , there will exist a dominating mapϕ : V → U with generic fibre
V . LetP be a point in the image ofϕ. Then the fibre ofV overP is a varietyV (P ) over
k, called thespecializationof V atP .

Similar statements are true for morphisms of varieties.

Rigid descent

LEMMA 14.22.LetV andW be varieties over an algebraically closed fieldk. If V andW
become isomorphic over some field containingk, then they are already isomorphic overk.

PROOF. The hypothesis implies that, for some fieldK finitely generated overk, there
exists an isomorphismϕ : VK → WK . Let U be an affinek-variety such thatk(U) =
K. After possibly replacingU with an open subset, we canϕ extend to an isomorphism
ϕU : U ×V → U ×W . The fibre ofϕU at any point ofU , is an isomorphismV → W .

Consider fieldsΩ ⊃ K1, K2 ⊃ k. ThenK1 andK2 are said to belinearly disjoint over
k if the homomorphism∑

ai ⊗ bi 7→
∑
aibi : K1 ⊗k K2 → K1 ·K2

is an isomorphism.

LEMMA 14.23. Let Ω ⊃ k be algebraically closed fields, and letV be a variety overk.
If there exist modelsV1, V2 of V over subfieldsK1, K2 of Ω finitely generated overk and
linearly disjoint overk, then there exists a model ofV overk.

PROOF. Let U1, U2 be affinek-varieties such thatk(U1) = K1, k(U2) = K2, andV1 and
V2 extend to varietiesV1U1 andV2U2 over U1 andU2. BecauseK1 andK2 are linearly
disjoint,K1 ⊗k K2 equalsk(U1 × U2). For some finite extensionL of K1 ⊗k K2, V1L will
be isomorphic toV2L. Let U be the normalization ofU1 × U1 in L, and letU be an open
dense subset ofU such that some isomorphism ofV1L with V2L extends to an isomorphism
ϕ : (V1U1 × U2)U → (U1 × V2U2)U overU . Let P lie in the image ofU → U1, and let
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U(P ) be the fibre of this map overP . Thenϕ restricts to an isomorphismV1(P )→ (U1 ×
V2U2)U |U(P ) overU(P ), whereV1 is the specialization ofV1 atP . Nowk(U(P )) = L, and
the generic fibre of the isomorphismV1(P ) → V2U2|U(P ) is an isomorphismV1(P )L →
V2L. Thus,V1(P ) is a model ofV overk.

LEMMA 14.24. LetΩ be algebraically closed of infinite transcendence degree overk, and
assume thatk is algebraically closed inΩ. For anyK ⊂ Ω finitely generated overk, there
exists aσ ∈ Aut(Ω/k) such thatK andσK are linearly disjoint overk.

PROOF. Let a1, . . . , an be a transcendence basis forK/k, and extend it to a transcendence
basisa1, . . . , an, b1, . . . , bn, . . . of Ω/k. Letσ be any permutation of the transcendence basis
such thatσ(ai) = bi for all i. Thenσ defines ak-automorphism ofk(a1, . . . an, b1, . . . , bn, . . .),
which we extend to an automorphism ofΩ.

Let K1 = k(α1, . . . , αn). ThenσK1 = k(b1, . . . , bn), and certainlyK1 andσK1 are
linearly disjoint. In particular,K1 ⊗k σK1 is a field. Becausek is algebraically closed in
K, K ⊗k σK is an integral domain (cf. 9.2), and, being finite over a field, is itself a field.
This implies thatK andσK are linearly disjoint.

LEMMA 14.25.LetΩ ⊃ k be algebraically closed fields such thatΩ is of infinite transcen-
dence degree overk, and letV be a variety overΩ such that the only automorphism ofV
is the identity map. IfV is isomorphic toσV for everyσ ∈ Aut(Ω/k), thenV has a model
overk.

PROOF. There will exist a modelV0 of V over a subfieldK of Ω finitely generated overk.
According to Lemma 14.24, there exists aσ ∈ Aut(Ω/k) such thatK andσK are linearly
disjoint. BecauseV ≈ σV , σV0 is a model ofV over σK, and we can apply Lemma
14.23.

In the next two theorems,Ω ⊃ k are fields such that the fixed field ofΓ = Aut(Ω/k) is
k andΩ is algebraically closed

THEOREM 14.26. Let V be a quasiprojective variety overΩ, and let(ϕσ)σ∈Γ a descent
system forV . If the only automorphism ofV is the identity map, thenV has a model over
k splitting (ϕσ).

PROOF. According to Lemma 14.25,V has a model(V0, ϕ) over the algebraic closurekal

of k in Ω, which (see the proof of 14.17) splits(ϕσ)σ∈Aut(Ω/kal).
Now ϕ′σ =df ϕ

−1 ◦ ϕσ ◦ σϕ is stable underAut(Ω/kal), and hence is defined overkal

(14.7). Moreover,ϕ′σ depends only on the restriction ofσ to kal, and(ϕ′σ)σ∈Gal(kal/k) is a
descent system forV0. It is continuous by (14.16), and soV0 has a model(V00, ϕ

′) overk
splitting (ϕ′σ)σ∈Gal(kal/k). Now (V00, ϕ ◦ ϕ′Ω) splits(ϕσ)σ∈Aut(Ω/k).

We now consider pairs(V, S) whereV is a variety overΩ andS is a family of points
S = (Pi)1≤i≤n of V indexed by[1, n]. A morphism(V, (Pi)1≤i≤n) → (W, (Qi)1≤i≤n) is a
regular mapϕ : V → W such thatϕ(Pi) = Qi for all i.

THEOREM 14.27. Let V be a quasiprojective variety overΩ, and let (ϕσ)σ∈Aut(Ω/k) a
descent system forV . LetS = (Pi)1≤i≤n be a finite set of points ofV such that
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(a) the only automorphism ofV fixing eachPi is the identity map, and
(b) there exists a subfieldK of Ω finitely generated overk such thatσP = P for all

σ ∈ Γ fixingK.
ThenV has a model overk splitting (ϕσ).

PROOF. Lemmas 14.22–14.25 all hold for pairs(V, S) (with the same proofs), and so the
proof of Theorem 14.26 applies.

Weil’s theorem

Let Ω ⊃ k be fields such that the fixed field ofΓ =df Aut(Ω/k) is k.

THEOREM14.28.Descent is effective for quasiprojective varieties whenΩ is algebraically
closed and has infinite transcendence degree overk.

PROOF. See Weil, Andŕe, The field of definition of a variety. Amer. J. Math. 78 (1956),
509–524.

Restatement in terms of group actions

In this subsection,Ω ⊃ k are fields such thatk = ΩΓ andΩ is algebraically closed. Recall
that for any varietyV overk, there is a natural action ofΓ onV (Ω). In this subsection, we
describe the essential image of the functor

{quasi-projective varieties overk} → {quasi-projective varieties overΩ + action ofΓ}.

In other words, we determine which pairs(V, ∗), with V a quasi-projective variety overΩ
and∗ an action ofΓ onV (Ω),

(σ, P ) 7→ σ ∗ P : Γ× V (Ω)→ V (Ω),

arise from a variety overk. There are two obvious necessary conditions for this.

Regularity condition

Obviously, the action should recognize thatV (Ω) is not just a set, but rather the set of
points of an algebraic variety. Forσ ∈ Γ, let σV be the variety obtained by applyingσ to
the coefficients of the equations definingV , and forP ∈ V (Ω) let σP be the point onσV
obtained by applyingσ to the coordinates ofP .

DEFINITION 14.29. We say that the action∗ is regular if the map

σP 7→ σ ∗ P : (σV )(Ω)→ V (Ω)

is regular isomorphism for allσ.

A priori, this is only a map of sets. The condition requires that it be induced by a regular
mapϕσ : σV → V . If V = V0Ω for some varietyV0 defined overk, thenσV = V , andϕσ
is the identity map, and so the condition is clearly necessary.
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REMARK 14.30. The mapsϕσ satisfy the cocycle conditionϕσ ◦σϕτ = ϕστ . In particular,
ϕσ ◦ σϕσ−1 = id, and so if∗ is regular, then eachϕσ is an isomorphism, and the family
(ϕσ)σ∈Γ is a descent system. Conversely, if(ϕσ)σ∈Γ is a descent system, then

σ ∗ P = ϕσ(σP )

defines a regular action ofΓ onV (Ω). Note that if∗ ↔ (ϕσ), thenσ ∗ P =σP .

Continuity condition

DEFINITION 14.31. We say that the action∗ is continuousif there exists a subfieldL of Ω
finitely generated overk and a modelV0 of V overL such that the action ofΓ(Ω/L) is that
defined byV0.

For an affine varietyV , an action ofΓ on V gives an action ofΓ on Ω[V ], and one
action is continuous if and only if the other is.

Continuity is obviously necessary. It is easy to write down regular actions that fail it,
and hence don’t arise from varieties overk.

EXAMPLE 14.32. The following are examples of actions that fail the continuity condition
((b) and (c) are regular).

(a) LetV = A1 and let∗ be the trivial action.
(b) Let Ω/k = Qal/Q, and letN be a normal subgroup of finite index inGal(Qal/Q)

that is not open,33 i.e., that fixes no extension ofQ of finite degree. LetV be the
zero-dimensional variety overQal with V (Qal) = Gal(Qal/Q)/N with its natural
action.

(c) Let k be a finite extension ofQp, and letV = A1. The homomorphismk× →
Gal(kab/k) can be used to twist the natural action ofΓ onV (Ω).

Restatement of the main theorems

Let Ω ⊃ k be fields such thatk is the fixed field ofΓ = Aut(Ω/k) andΩ is algebraically
closed.

THEOREM 14.33. LetV be a quasiprojective variety overΩ, and let∗ be a regular action
of Γ onV (Ω). LetS = (Pi)1≤i≤n be a finite set of points ofV such that

(a) the only automorphism ofV fixing eachPi is the identity map, and
(b) there exists a subfieldK of Ω finitely generated overk such thatσ ∗ P = P for all

σ ∈ Γ fixingK.
Then∗ arises from a model ofV overk.

PROOF. This a restatement of Theorem 14.27.

THEOREM 14.34. LetV be a quasiprojective variety overΩ with an action∗ of Γ. If ∗ is
regular and continuous, then∗ arises from a model ofV overk in each of the following
cases:

33For a proof that such subgroups exist, see the corrections to my class field notes on my web page.
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(a) Ω is algebraic overk, or
(b) Ω is has infinite transcendence degree overk.

PROOF. Restatements of (14.18, 14.20) and of (14.28).

The condition “quasiprojective” is necessary, because otherwise the action may not
stabilize enough open affine subsets to coverV .

Notes

The paper of Weil cited in the proof of Theorem 14.28 is the first important paper on
descent theory. Its results haven’t been superseded by the many results of Grothendieck on
descent. In Milne 199934, Theorem 14.27 was deduced from Weil’s theorem. The present
elementary proof was suggested by Wolfart’s elementary proof of the ‘obvious’ part of
Belyi’s theorem (Wolfart 199735; see also Derome 200336).

34Milne, J. S., Descent for Shimura varieties. Michigan Math. J. 46 (1999), no. 1, 203–208.
35Wolfart, J̈urgen. The “obvious” part of Belyi’s theorem and Riemann surfaces with many automor-

phisms. Geometric Galois actions, 1, 97–112, London Math. Soc. Lecture Note Ser., 242, Cambridge Univ.
Press, Cambridge, 1997.

36Derome, G., Descente algébriquement close, J. Algebra, 266 (2003), 418–426.
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15 Lefschetz Pencils

In this section, we see how to fibre a variety overP1 in such a way that the fibres have only
very simple singularities. This result sometimes allows one to prove theorems by induction
on the dimension of the variety. For example, Lefschetz initiated this approach in order to
study the cohomology of varieties overC.

Throughout this section,k is an algebraically closed field.

Definition

A linear formH =
∑m

i=0 aiTi defines a hyperplane inPm, and two linear forms define the
same hyperplane if and only if one is a nonzero multiple of the other. Thus the hyperplanes
in Pm form a projective space, called thedual projective spacěPm.

A line D in P̌m is called apencil of hyperplanes inPm. If H0 andH∞ are any two
distinct hyperplanes inD, then the pencil consists of all hyperplanes of the formαH0 +
βH∞ with (α : β) ∈ P1(k). If P ∈ H0 ∩H∞, then it lies on every hyperplane in the pencil
— theaxisA of the pencil is defined to be the set of suchP . Thus

A = H0 ∩H∞ = ∩t∈DHt.

The axis of the pencil is a linear subvariety of codimension2 in Pm, and the hyperplanes of
the pencil are exactly those containing the axis. Through any point inPm not onA, there
passes exactly one hyperplane in the pencil. Thus, one should imagine the hyperplanes in
the pencil as sweeping outPm as they rotate about the axis.

Let V be a nonsingular projective variety of dimensiond ≥ 2, and embedV in some
projective spacePm. By the square of an embedding, we mean the composite ofV ↪→ Pm
with the Veronese mapping (5.18)

(x0 : . . . : xm) 7→ (x2
0 : . . . : xixj : . . . : x

2
m) : Pm → P

(m+2)(m+1)
2 .

DEFINITION 15.1. A lineD in P̌m is said to be aLefschetz pencilfor V ⊂ Pm if
(a) the axisA of the pencil(Ht)t∈D cutsV transversally;

(b) the hyperplane sectionsVt
df
= V ∩ Ht of V are nonsingular for allt in some open

dense subsetU of D;
(c) for t /∈ U , Vt has only a single singularity, and the singularity is an ordinary double

point.

Condition (a) means that, for every pointP ∈ A ∩ V , TgtP (A) ∩ TgtP (V ) has codi-
mension2 in TgtP (V ).

Condition (b) means that, except for a finite number oft, Ht cutsV transversally, i.e.,
for every pointP ∈ Ht ∩ V , TgtP (Ht) ∩ TgtP (V ) has codimension1 in TgtP (V ).

A point P on a varietyV of dimensiond is anordinary double pointif the tangent
cone atP is isomorphic to the subvariety ofAd+1 defined by a nondegenerate quadratic
formQ(T1, . . . , Td+1), or, equivalently, if

ÔV,P ≈ k[[T1, . . . , Td+1]]/(Q(T1, . . . , Td+1)).
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THEOREM 15.2. There exists a Lefschetz pencil forV (after possibly replacing the projec-
tive embedding ofV by its square).

PROOF. (Sketch). LetW ⊂ V ×P̌m be the closed variety whose points are the pairs(x,H)
such thatH contains the tangent space toV atx. For example, ifV has codimension1 in
Pm, then(x,H) ∈ Y if and only ifH is the tangent space atx. In general,

(x,H) ∈ W ⇐⇒ x ∈ H andH does not cutV transversally atx.

The image ofW in P̌m under the projectionV × P̌m → P̌m is called thedual varietyV̌ of
V . The fibre ofW → V overx consists of the hyperplanes containing the tangent space at
x, and these hyperplanes form an irreducible subvariety ofP̌m of dimensionm− (dimV +
1); it follows thatW is irreducible, complete, and of dimensionm − 1 (see 8.8) and that
V is irreducible, complete, and of codimension≥ 1 in P̌m (unlessV = Pm, in which case
it is empty). The mapϕ : W → V̌ is unramified at(x,H) if and only if x is an ordinary
double point onV ∩ H (see SGA 7, XVII 3.737). Eitherϕ is generically unramified, or it
becomes so when the embedding is replaced by its square (so, instead of hyperplanes, we
are working with quadric hypersurfaces) (ibid. 3.7). We may assume this, and then (ibid.
3.5), one can show that forH ∈ V̌ r V̌sing, V ∩ H has only a single singularity and the
singularity is an ordinary double point. HerěVsing is the singular locus of̌V .

By Bertini’s theorem (Hartshorne 1977, II 8.18) there exists a hyperplaneH0 such that
H0∩V is irreducible and nonsingular. Since there is an(m−1)-dimensional space of lines
throughH0, and at most an(m−2)-dimensional family will meetVsing, we can chooseH∞
so that the lineD joiningH0 andH∞ does not meeťVsing. ThenD is a Lefschetz pencil for
V.

THEOREM15.3. LetD = (Ht) be a Lefschetz pencil forV with axisA = ∩Ht. Then there
exists a varietyV ∗ and maps

V ← V ∗ π−→ D.

such that:
(a) the mapV ∗ → V is the blowing up ofV alongA ∩ V ;
(b) the fibre ofV ∗ → D overt is Vt = V ∩Ht.

Moreover,π is proper, flat, and has a section.

PROOF. (Sketch) Through each pointx of V r A ∩ V , there will be exactly oneHx in D.
The map

ϕ : V r A ∩ V → D, x 7→ Hx,

is regular. Take the closure of its graphΓϕ in V ×D; this will be the graph ofπ.

REMARK 15.4. The singularVt may be reducible. For example, ifV is a quadric surface
in P3, thenVt is curve of degree2 in P2 for all t, and such a curve is singular if and only if
it is reducible (look at the formula for the genus). However, if the embeddingV ↪→ Pm is
replaced by its cube, this problem will never occur.

37Groupes de monodromie en géoḿetrie alǵebrique. Śeminaire de Ǵeoḿetrie Algébrique du Bois-Marie
1967–1969 (SGA 7). Diriǵe par A. Grothendieck. Lecture Notes in Mathematics, Vol. 288, 340. Springer-
Verlag, Berlin-New York, 1972, 1973.
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A Solutions to the exercises

1. Use induction onn. Forn = 1, the statement is obvious, because a nonzero polynomial
in one variable has only finitely many roots. Now supposen > 1 and writef =

∑
giX

i
n

with eachgi ∈ k[X1, . . . , Xn−1]. If f is not the zero polynomial, then somegi is not
the zero polynomial. Therefore, by induction, there exist(a1, . . . , an−1) ∈ kn−1 such that
f(a1, . . . , an−1, Xn) is not the zero polynomial. Now, by the degree-one case, there exists
a b such thatf(a1, . . . , an−1, b) 6= 0.

2. (X + 2Y, Z); Gaussian elimination (to reduce the matrix of coefficients to row echelon
form); (1), unless the characteristic ofk is 2, in which case the ideal is(X + 1, Z + 1).

3.W = Y -axis, and soI(W ) = (X). Clearly,

(X2, XY 2) ⊂ (X) ⊂ rad(X2, XY 2)

andrad((X)) = (X). On taking radicals, we find that(X) = rad(X2, XY 2).

4. Thed× d minors of a matrix are polynomials in the entries of the matrix, and the set of
matrices with rank≤ r is the set where all(r + 1)× (r + 1) minors are zero.

5. Let V = V (Xn −Xn
1 , . . . , X2 −X2

1 ). The map

Xi 7→ T i : k[X1, . . . , Xn]→ k[T ]

induces an isomorphismk[V ] → A1. [Hencet 7→ (t, . . . , tn) is an isomorphism of affine
varietiesA1 → V .]

6. We use that the prime ideals are in one-to-one correspondence with the closed irreducible
subsetsZ of A2. For such a set,0 ≤ dimZ ≤ 2.

CasedimZ = 2. ThenZ = A2, and the corresponding ideal is(0).
CasedimZ = 1. ThenZ 6= A2, and soI(Z) contains a nonzero polynomialf(X, Y ).

If I(Z) 6= (f), thendimZ = 0 by (1.21, 1.22). HenceI(Z) = (f).
CasedimZ = 0. ThenZ is a point(a, b) (see 1.20c), and soI(Z) = (X − a, Y − b).

7. The statementHomk−algebras(A⊗Qk,B⊗Qk) 6= ∅ can be interpreted as saying that a cer-
tain set of polynomials has a zero ink. The Nullstellensatz implies that if the polynomials
have a zero inC, then they have a zero inQal.

8. A mapα : A1 → A1 is continuous for the Zariski topology if the inverse images of finite
sets are finite, whereas it is regular only if it is given by a polynomialP ∈ k[T ], so it is
easy to give examples, e.g., any mapα such thatα−1(point) is finite but arbitrarily large.

9. Let f =
∑
ciX

i be a polynomial with coefficients inFq (i ∈ Nd), and suppose
∑
cia

i =
0. On raising this equation to theqth-power, we obtain the equation

∑
ci(a

q)i = 0, i.e.,
f(a1, . . . , an) = 0 =⇒ f(aq1, . . . , a

q
n) = 0. Thus,ϕ does mapV into itself, and it is

obviously regular.

10. The image omits the points on theY -axis except for the origin. The complement of the
image is not dense, and so it is not open, but any polynomial zero on it is also zero at(0, 0),
and so it not closed.
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11. Omitted.

12. No. The map on rings is

k[x, y]→ k[T ], x 7→ T 2 − 1, y 7→ T (T 2 − 1),

which is not surjective (T is not in the image). Also, both+1 and−1 map to(0, 0).

13. Omitted.

14. Let f be regular onP1. Thenf |U0 = P (X) ∈ k[X], whereX is the regular function
(a0 : a1) 7→ a1/a0 : U0 → k, andf |U1 = Q(Y ) ∈ k[Y ], whereY is (a0 : a1) 7→ a0/a1.
OnU0 ∩ U1, X andY are reciprocal functions. ThusP (X) andQ(1/X) define the same
function onU0 ∩ U1 = A1 r {0}. This implies that they are equal ink(X), and must both
be constant.

15. Note thatΓ(V,OV ) =
∏

Γ(Vi,OVi
) — to give a regular function on

⊔
Vi is the same as

to give a regular function on eachVi (this is the “obvious” ringed space structure). Thus, if
V is affine, it must equalSpecm(

∏
Ai), whereAi = Γ(Vi,OVi

), and soV =
⊔

Specm(Ai)
(use the description of the ideals inA×B on p9). Etc..

16. Omitted.

17. (b) The singular points are the common solutions to
4X3 − 2XY 2 = 0 =⇒ X = 0 or Y 2 = 2X2

4X3 − 2XY 2 = 0 =⇒ Y = 0 orX2 = 2Y 2

X4 + Y 4 −X2Y 2 = 0.

Thus, only(0, 0) is singular, and the variety is its own tangent cone.

18. Directly from the definition of the tangent space, we have that

Ta(V ∩H) ⊂ Ta(V ) ∩ Ta(H).

As
dimTa(V ∩H) ≥ dimV ∩H = dimV − 1 = dimTa(V ) ∩ Ta(H),

we must have equalities everywhere, which proves thata is nonsingular onV ∩ H. (In
particular, it can’t lie on more than one irreducible component.)

The surfaceY 2 = X2+Z is smooth, but its intersection with theX-Y plane is singular.
No, P needn’t be singular onV ∩ H if H ⊃ TP (V ) — for example, we could have

H ⊃ V orH could be the tangent line to a curve.

19. We can assumeV andW to affine, say

I(V ) = a ⊂ k[X1, . . . , Xm]

I(W ) = b ⊂ k[Xm+1, . . . , Xm+n].

If a = (f1, . . . , fr) andb = (g1, . . . , gs), thenI(V ×W ) = (f1, . . . , fr, g1, . . . , gs). Thus,
T(a,b)(V ×W ) is defined by the equations

(df1)a = 0, . . . , (dfr)a = 0, (dg1)b = 0, . . . , (dgs)b = 0,
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which can obviously be identified withTa(V )× Tb(W ).

20. TakeC to be the union of the coordinate axes inAn. (Of course, if you wantC to be
irreducible, then this is more difficult. . . )

21. A matrixA satisfies the equations

(I + εA)tr · J · (I + εA) = I

if and only if
Atr · J + J · A = 0.

Such anA is of the form

(
M N
P Q

)
with M,N,P,Q n× n-matrices satisfying

N tr = N, P tr = P, M tr = −Q.

The dimension of the space ofA’s is therefore

n(n+ 1)

2
(for N ) +

n(n+ 1)

2
(for P ) + n2 (for M,Q) = 2n2 + n.

22. Let C be the curveY 2 = X3, and consider the mapA1 → C, t 7→ (t2, t3). The
corresponding map on ringsk[X,Y ]/(Y 2) → k[T ] is not an isomorphism, but the map on
the geometric tangent cones is an isomorphism.

23. The singular locusVsing has codimension≥ 2 in V , and this implies thatV is normal.
[Idea of the proof: letf ∈ k(V ) be integral overk[V ], f /∈ k[V ], f = g/h, g, h ∈ k[V ]; for
anyP ∈ V (h) r V (g),OP is not integrally closed, and soP is singular.]

24. No! Let a = (X2Y ). ThenV (a) is the union of theX andY axes, andIV (a) = (XY ).
Fora = (a, b),

(dX2Y )a = 2ab(X − a) + a2(Y − b)
(dXY )a = b(X − a) + a(Y − b).

If a 6= 0 andb = 0, then the equations

(dX2Y )a = a2Y = 0

(dXY )a = aY = 0

have the same solutions.

25. Let P = (a : b : c), and assumec 6= 0. Then the tangent line atP = (a
c
: b
c
: 1) is(

∂F

∂X

)
P

X +

(
∂F

∂Y

)
P

Y −
((

∂F

∂X

)
P

(a
c

)
+

(
∂F

∂Y

)
P

(
b

c

))
Z = 0.

Now use that, becauseF is homogeneous,

F (a, b, c) = 0 =⇒
(
∂F

∂X

)
P

a+

(
∂F

∂Y

)
P

+

(
∂F

∂Z

)
P

c = 0.
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(This just says that the tangent plane at(a, b, c) to the affine coneF (X, Y, Z) = 0 passes
through the origin.) The point at∞ is (0 : 1 : 0), and the tangent line isZ = 0, the line at
∞. [The line at∞ meets the cubic curve at only one point instead of the expected3, and
so the line at∞ “touches” the curve, and the point at∞ is a point of inflexion.]

26. The equation defining the conic must be irreducible (otherwise the conic is singular).
After a linear change of variables, the equation will be of the formX2 + Y 2 = Z2 (this
is proved in calculus courses). The equation of the line inaX + bY = cZ, and the rest is
easy. [Note that this is a special case of Bezout’s theorem (5.44) because the multiplicity is
2 in case (b).]

7.3 (a) The ring

k[X, Y, Z]/(Y −X2, Z −X3) = k[x, y, z] = k[x] ∼= k[X],

which is an integral domain. Therefore,(Y −X2, Z −X3) is a radical ideal.
(b) The polynomialF = Z − XY = (Z − X3) − X(Y − X2) ∈ I(V ) andF ∗ =

ZW −XY . If
ZW −XY = (YW −X2)f + (ZW 2 −X3)g,

then, on equating terms of degree2, we would find

ZW −XY = a(YW −X2),

which is false.

28. Let P = (a0 : . . . : an) andQ = (b0 : . . . : bn) be two points ofPn, n ≥ 2. The
condition that

∑
ciXi pass throughP and not throughQ is that∑

aici = 0,
∑
bici 6= 0.

The(n+ 1)-tuples(c0, . . . , cn) satisfying these conditions form an open subset of a hyper-
plane inAn+1. On applying this remark to the pairs(P0, P1), we find that there is an open
dense set of hyperplane inAn+1 of possible coefficients for the hyperplane. For the rest of
the proof, see 5.23.

29. The subset
C = {(a : b : c) | a 6= 0, b 6= 0} ∪ {(1 : 0 : 0)}

of P2 is not locally closed. LetP = (1 : 0 : 0). If the setC were locally closed, thenP
would have an open neighbourhoodU in P2 such thatU ∩ C is closed. When we look in
U0, P becomes the origin, and

C ∩ U0 = (A2 r {X-axis}) ∪ {origin}.

The open neighbourhoodsU of P are obtained by removing fromA2 a finite number of
curves not passing throughP . It is not possible to do this in such a way thatU ∩ C is
closed inU (U ∩ C has dimension2, and so it can’t be a proper closed subset ofU ; we
can’t haveU ∩ C = U because any curve containing all nonzero points onX-axis also
contains the origin).
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30. Omitted.

31. Definef(v) = h(v,Q) andg(w) = h(P,w), and letϕ = h − (f ◦ p + g ◦ q). Then
ϕ(v,Q) = 0 = ϕ(P,w), and so the rigidity theorem (5.35) implies thatϕ is identically
zero.

32. Let
∑
cijXij = 0 be a hyperplane containing the image of the Segre map. We then

have ∑
cijaibj = 0

for all a = (a0, . . . , am) ∈ km+1 andb = (b0, . . . , bn) ∈ kn+1. In other words,

aCbt = 0

for all a ∈ km+1 andb ∈ kn+1, whereC is the matrix(cij). This equation shows that
aC = 0 for all a, and this implies thatC = 0.

33. For example, consider

(A1 r {1})→ A1 x7→xn

→ A1

for n > 1 an integer prime to the characteristic. The map is obviously quasi-finite, but it is
not finite because it corresponds to the map ofk-algebras

X 7→ Xn : k[X]→ k[X, (X − 1)−1]

which is not finite (the elements1/(X − 1)i, i ≥ 1, are linearly independent overk[X],
and so also overk[Xn]).

34. Assume thatV is separated, and consider two regular mapsf, g : Z ⇒ W . We have to
show that the set on whichf andg agree is closed inZ. The set whereϕ◦f andϕ◦g agree
is closed inZ, and it contains the set wheref andg agree. ReplaceZ with the set where
ϕ ◦ f andϕ ◦ g agree. LetU be an open affine subset ofV , and letZ ′ = (ϕ ◦ f)−1(U) =
(ϕ ◦ g)−1(U). Thenf(Z ′) andg(Z ′) are contained inϕ−1(U), which is an open affine
subset ofW , and is therefore separated. Hence, the subset ofZ ′ on whichf andg agree is
closed. This proves the result.

[Note that the problem implies the following statement: ifϕ : W → V is a finite regular
map andV is separated, thenW is separated.]

35. Let V = An, and letW be the subvariety ofAn × A1 defined by the polynomial∏n
i=1(X − Ti) = 0.

The fibre over(t1, . . . , tn) ∈ An is the set of roots of
∏

(X − ti). Thus,Vn = An; Vn−1 is
the union of the linear subspaces defined by the equations

Ti = Tj, 1 ≤ i, j ≤ n, i 6= j;

Vn−2 is the union of the linear subspaces defined by the equations

Ti = Tj = Tk, 1 ≤ i, j, k ≤ n, i, j, k distinct,
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and so on.

36. Consider an orbitO = Gv. The mapg 7→ gv : G → O is regular, and soO contains
an open subsetU of O (8.2). If u ∈ U , thengu ∈ gU , andgU is also a subset ofO which
is open inO (becauseP 7→ gP : V → V is an isomorphism). ThusO, regarded as a
topological subspace ofO, contains an open neighbourhood of each of its points, and so
must be open inO.

We have shown thatO is locally closed inV , and so has the structure of a subvariety.
From (4.23), we know that it contains at least one nonsingular pointP . But thengP is
nonsingular, and every point ofO is of this form.

From set theory, it is clear thatO r O is a union of orbits. SinceO r O is a proper
closed subset ofO, all of its subvarieties must have dimension< dimO = dimO.

LetO be an orbit of lowest dimension. The last statement implies thatO = O.

37. An orbit of type (a) is closed, because it is defined by the equations

Tr(A) = −a, det(A) = b,

(as a subvariety ofV ). It is of dimension2, because the centralizer of

(
α 0
0 β

)
, α 6= β, is{(

∗ 0
0 ∗

)}
, which has dimension2.

An orbit of type (b) is of dimension2, but is not closed: it is defined by the equations

Tr(A) = −a, det(A) = b, A 6=
(
α 0
0 α

)
, α = root ofX2 + aX + b.

An orbit of type (c) is closed of dimension0: it is defined by the equationA =

(
α 0
0 α

)
.

An orbit of type (b) contains an orbit of type (c) in its closure.

38. Let ζ be a primitivedth root of 1. Then, for eachi, j, 1 ≤ i, j ≤ d, the following
equations define lines on the surface{

X0 + ζ iX1 = 0
X2 + ζjX3 = 0

{
X0 + ζ iX2 = 0
X1 + ζjX3 = 0

{
X0 + ζ iX3 = 0
X1 + ζjX2 = 0.

There are three sets of lines, each withd2 lines, for a total of3d2 lines.

39. LetH be a hyperplane inPn intersectingV transversally. ThenH ≈ Pn−1 andV ∩H
is again defined by a polynomial of degreeδ. Continuing in this fashion, we find that

V ∩H1 ∩ . . . ∩Hd

is isomorphic to a subset ofP1 defined by a polynomial of degreeδ.

40. We may suppose thatX is not a factor ofFm, and then look only at the affine piece of
the blow-up,σ : A2 → A2, (x, y) 7→ (x, xy). Thenσ−1(C r (0, 0))is given by equations

X 6= 0, F (X,XY ) = 0.
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But
F (X,XY ) = Xm(

∏
(ai − biY )ri) +Xm+1Fm+1(X, Y ) + · · · ,

and soσ−1(C r (0, 0)) is also given by equations

X 6= 0,
∏

(ai − biY )ri +XFm+1(X, Y ) + · · · = 0.

To find its closure, drop the conditionX 6= 0. It is now clear that the closure intersects
σ−1(0, 0) (theY -axis) at thes pointsY = ai/bi.

41. We have to find the dimension ofk[X, Y ](X,Y )/(Y
2 − Xr, Y 2 − Xs). In this ring,

Xr = Xs, and soXs(Xr−s − 1) = 0. AsXr−s − 1 is a unit in the ring, this implies that
Xs = 0, and it follows thatY 2 = 0. Thus(Y 2−Xr, Y 2−Xs) ⊃ (Y 2, Xs), and in fact the
two ideals are equal ink[X, Y ](X,Y ). It is now clear that the dimension is2s.

42. Note that
k[V ] = k[T 2, T 3] =

{∑
aiT

i | ai = 0
}
.

For eacha ∈ k, define an effective divisorDa onV as follows:
Da has local equation1− a2T 2 on the set where1 + aT 6= 0;
Da has local equation1− a3T 3 on the set where1 + aT + aT 2 6= 0.

The equations

(1− aT )(1 + aT ) = 1− a2T 2, (1− aT )(1 + aT + a2T 2) = 1− a3T 3

show that the two divisors agree on the overlap where

(1 + aT )(1 + aT + aT 2) 6= 0.

Fora 6= 0,Da is not principal, essentially because

gcd(1− a2T 2, 1− a3T 3) = (1− aT ) /∈ k[T 2, T 3]

— if Da were principal, it would be a divisor of a regular function onV , and that regular
function would have to be1− aT , but this is not allowed.

In fact, one can show thatPic(V ) ≈ k. Let V ′ = V r {(0, 0)}, and writeP (∗) for the
principal divisors on∗. ThenDiv(V ′) + P (V ) = Div(V ), and so

Div(V )/P (V ) ∼= Div(V ′)/Div(V ′) ∩ P (V ) ∼= P (V ′)/P (V ′) ∩ P (V ) ∼= k.
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B Annotated Bibliography

In this course, we have associated an affine algebraic variety to any affine algebra over a
fieldk. For many reasons, for example, in order to be able to study the reduction of varieties
to characteristicp 6= 0, Grothendieck realized that it is important to attach a geometric
object toeverycommutative ring. Unfortunately,A 7→ specmA is not functorial in this
generality: ifϕ : A → B is a homomorphism of rings, thenϕ−1(m) for m maximal need
not be maximal — consider for example the inclusionZ ↪→ Q. Thus he was forced to
replacespecm(A) with spec(A), the set of all prime ideals inA. He then attaches an affine
schemeSpec(A) to each ringA, and defines a scheme to be a locally ringed space that
admits an open covering by affine schemes.

There is a natural functorV 7→ V ∗ from the category of varieties overk to the category
of geometrically reduced schemes of finite-type overk, which is an equivalence of cate-
gories. To constructV ∗ from V , one only has to add one point for each irreducible closed
subvariety ofV . ThenU 7→ U∗ is a bijection from the set of open subsets ofV to the set
of open subsets ofV ∗. Moreover,Γ(U∗,OV ∗) = Γ(U,OV ) for each open subsetU of V .
Therefore the topologies and sheaves onV andV ∗ are the same — only the underlying sets
differ.38

Every aspiring algebraic and (especially) arithmetic geometer needs to learn the basic
theory of schemes, and for this I recommend reading Chapters II and III of Hartshorne
1997.

Apart from Hartshorne 1997, among the books listed below, I especially recommend
Shafarevich 1994 — it is very easy to read, and is generally more elementary than these
notes, but covers more ground (being much longer).

Commutative Algebra
Atiyah, M.F and MacDonald, I.G., Introduction to Commutative Algebra, Addison-Wesley

1969. This is the most useful short text. It extracts the essence of a good part of Bourbaki
1961–83.

Bourbaki, N., Alg̀ebre Commutative, Chap. 1–7, Hermann, 1961–65; Chap 8–9, Masson,
1983. Very clearly written, but it is a reference book, not a text book.

Eisenbud, D., Commutative Algebra, Springer, 1995. The emphasis is on motivation.
Matsumura, H., Commutative Ring Theory, Cambridge 1986. This is the most useful medium-

length text (but read Atiyah and MacDonald or Reid first).
Nagata, M., Local Rings, Wiley, 1962. Contains much important material, but it is concise to

the point of being almost unreadable.
Reid, M., Undergraduate Commutative Algebra, Cambridge 1995. According to the author,

it covers roughly the same material as Chapters 1–8 of Atiyah and MacDonald 1969, but is
cheaper, has more pictures, and is considerably more opinionated. (However, Chapters 10

38Some authors call a geometrically reduced scheme of finite-type over a field a variety. Despite their
similarity, it is important to distinguish such schemes from varieties (in the sense of these notes). For
example, if W and W ′ are subvarieties of a variety, their intersection in the sense of schemes need
not be reduced, and so may differ from their intersection in the sense of varieties. For example, if
W = V (a) ⊂ An andW ′ = V (a′) ⊂ An′

with a and a′ radical, then the intersectionW andW ′ in
the sense of schemes isSpec k[X1, . . . , Xn+n′ ]/(a, a′) while their intersection in the sense of varieties is
Spec k[X1, . . . , Xn+n′ ]/rad(a, a′).
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and 11 of Atiyah and MacDonald 1969 contain crucial material.)
Serre: Alg̀ebre Locale, Multiplicit́es, Lecture Notes in Math. 11, Springer, 1957/58 (third

edition 1975).
Zariski, O., and Samuel, P., Commutative Algebra, Vol. I 1958, Vol II 1960, van Nostrand.

Very detailed and well organized.
Elementary Algebraic Geometry
Abhyankar, S., Algebraic Geometry for Scientists and Engineers, AMS, 1990. Mainly curves,

from a very explicit and down-to-earth point of view.
Reid, M., Undergraduate Algebraic Geometry. A brief, elementary introduction. The fi-

nal section contains an interesting, but idiosyncratic, account of algebraic geometry in the
twentieth century.

Smith, Karen E.; Kahanp̈aä, Lauri; Kek̈aläinen, Pekka; Traves, William. An invitation to
algebraic geometry. Universitext. Springer-Verlag, New York, 2000. An introductory
overview with few proofs but many pictures.

Computational Algebraic Geometry
Cox, D., Little, J., O’Shea, D., Ideals, Varieties, and Algorithms, Springer, 1992. This gives

an algorithmic approach to algebraic geometry, which makes everything very down-to-
earth and computational, but the cost is that the book doesn’t get very far in 500pp.

Subvarieties of Projective Space
Harris, Joe: Algebraic Geometry: A first course, Springer, 1992. The emphasis is on exam-

ples.
Musili, C. Algebraic geometry for beginners. Texts and Readings in Mathematics, 20. Hin-

dustan Book Agency, New Delhi, 2001.
Shafarevich, I., Basic Algebraic Geometry, Book 1, Springer, 1994. Very easy to read.
Algebraic Geometry over the Complex Numbers
Griffiths, P., and Harris, J., Principles of Algebraic Geometry, Wiley, 1978. A comprehensive

study of subvarieties of complex projective space using heavily analytic methods.
Mumford, D., Algebraic Geometry I: Complex Projective Varieties. The approach is mainly

algebraic, but the complex topology is exploited at crucial points.
Shafarevich, I., Basic Algebraic Geometry, Book 3, Springer, 1994.
Abstract Algebraic Varieties
Dieudonńe, J., Cours de Ǵeometrie Alǵebrique, 2, PUF, 1974. A brief introduction to abstract

algebraic varieties over algebraically closed fields.
Kempf, G., Algebraic Varieties, Cambridge, 1993. Similar approach to these notes, but is

more concisely written, and includes two sections on the cohomology of coherent sheaves.
Kunz, E., Introduction to Commutative Algebra and Algebraic Geometry, Birkhaüser, 1985.

Similar approach to these notes, but includes more commutative algebra and has a long
chapter discussing how many equations it takes to describe an algebraic variety.

Mumford, D. Introduction to Algebraic Geometry, Harvard notes, 1966. Notes of a course.
Apart from the original treatise (Grothendieck and Dieudonné 1960–67), this was the first
place one could learn the new approach to algebraic geometry. The first chapter is on
varieties, and last two on schemes.

Mumford, David: The Red Book of Varieties and Schemes, Lecture Notes in Math. 1358,
Springer, 1999. Reprint of Mumford 1966.

Schemes
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Eisenbud, D., and Harris, J., Schemes: the language of modern algebraic geometry, Wadsworth,
1992. A brief elementary introduction to scheme theory.

Grothendieck, A., and Dieudonné, J., Eĺements de Ǵeoḿetrie Algébrique. Publ. Math. IHES
1960–1967. This was intended to cover everything in algebraic geometry in 13 massive
books, that is, it was supposed to do for algebraic geometry what Euclid’s “Elements”
did for geometry. Unlike the earlier Elements, it was abandoned after 4 books. It is an
extremely useful reference.

Hartshorne, R., Algebraic Geometry, Springer 1977. Chapters II and III give an excellent
account of scheme theory and cohomology, so good in fact, that no one seems willing to
write a competitor. The first chapter on varieties is very sketchy.

Iitaka, S. Algebraic Geometry: an introduction to birational geometry of algebraic varieties,
Springer, 1982. Not as well-written as Hartshorne 1977, but it is more elementary, and it
covers some topics that Hartshorne doesn’t.

Shafarevich, I., Basic Algebraic Geometry, Book 2, Springer, 1994. A brief introduction to
schemes and abstract varieties.

History
Dieudonńe, J., History of Algebraic Geometry, Wadsworth, 1985.
Of Historical Interest
Hodge, W., and Pedoe, D., Methods of Algebraic Geometry, Cambridge, 1947–54.
Lang, S., Introduction to Algebraic Geometry, Interscience, 1958. An introduction to Weil

1946.
Weil, A., Foundations of Algebraic Geometry, AMS, 1946; Revised edition 1962. This is

where Weil laid the foundations for his work on abelian varieties and jacobian varieties
over arbitrary fields, and his proof of the analogue of the Riemann hypothesis for curves
and abelian varieties. Unfortunately, not only does its language differ from the current
language of algebraic geometry, but it is incompatible with it.
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Riemann-Roch Theorem, 174
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integrally closed, 13
Noetherian, 9
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of dual numbers, 88
of regular functions, 32
reduced, 29

ringed space, 38, 152
locally, 152

section of a sheaf, 38
semisimple

group, 90
Lie algebra, 90

separated, 155
set

(projective) algebraic, 95
constructible, 137

sheaf, 152
coherent, 167
invertible, 169
locally free, 167
of abelian groups, 152
of algebras, 38
of k-algebras, 152
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support of, 167

singular locus, 70, 84, 157
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splits

a descent system, 182
stalk, 152
standard basis, 20
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reduced, 21

subring, 8
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algebraic, 24
multiplicative, 14

subspace
locally closed, 56

subvariety, 56
closed, 50
open affine, 53

tangent cone, 71, 90
geometric, 71, 90, 92

tangent space, 69, 73, 79
theorem

Bezout’s , 116
Chinese Remainder, 121
going-up, 121
Hilbert basis, 20, 25
Hilbert Nullstellensatz, 27
Krull’s principal ideal, 131
Lefschetz pencils, 191
Lefschetz pencils exist, 190
Noether normalization, 123
Stein factorization, 150
strong Hilbert Nullstellensatz, 29
Zariski’s main, 124

topological space
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Noetherian, 31
quasi-compact, 31

topology
étale, 87
Krull, 183
Zariski, 26

variety, 155

abelian, 63, 113
affine, 154
affine algebraic, 43
algebraic, 55
complete, 108, 158
flag, 116
Grassmann, 114
normal, 84, 160
projective, 94
quasi-projective, 94
rational, 86
unirational, 86
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