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Lecture 1. 

1 Manifolds: definitions and examples 

Loosely manifolds are topological spaces that look locally like Euclidean space. 
A little more precisely it is a space together with a way of identifying it locally 
with a Euclidean space which is compatible on overlaps. To formalize this we 
need the following notions. Let X be a Hausdorff, second countable, topological 
space. 

Definition 1.1. A chart is a pair (U, φ) where U is an open set in X and φ : U → 
Rn is homeomorphism onto it image. The components of φ = (x 1 , x 2 , . . . , xn ) 
are called coordinates. 

Given two charts (U1, φ1) and (U2, φ2) then we get overlap or transition maps 

φ2 ◦ φ−1 : φ1(U1 ∩ U2) → φ2(U1 ∩ U2)1 

and 
φ1 ◦ φ−1 : φ2(U1 ∩ U2) → φ1(U1 ∩ U2)2 

Definition 1.2. Two charts (U1, φ1) and (U2, φ2) are called compatible if the over­
lap maps are smooth. 

In practice it is useful to consider manifolds with other kinds of regularity. One 
many consider Ck­manifolds where the overlaps are Ck ­maps with Ck inverses. If 
we only require the overlap maps to be homeomorphisms we arrive at the notion 
of a topological manifold. In some very important work of Sullivan one consider 
Lipschitz, or Quasi­conformal manifolds. 
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An atlas for X is a (non­redundant) collection A = {(Uα, φα)|α ∈ A} of pair 
wise compatible charts . Two atlases are equivalent if there their union is an atlas. 
An atlas A is called maximal if any other atlas compatible with it is contained in 
it. 

Exercise 1. Using Zorn’s lemma, show that any atlas is contained in a unique 
maximal atlas. 
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Definition 1.3. A smooth n­dimensional manifold is a Hausdorff, second count­
able, topological space X together with an atlas, A. 

1.1 examples 

Rn or any open subset of Rn is a smooth manifold with an atlas consisting of one 
chart. The unit sphere 

n

Sn 
= {(x0 , x1 , . . . , xn)| (xi )2 

= 1}

i =0 

has an atlas consisting of two charts (U±, φ±)where U± = Sn
\{(±1,0,0, . . . ,0)}

and 

1φ±(x
0 , x , . . . , xn) =

±1

1 

− x0 
(x1 , . . . , xn) 

Real projective space, RPn, is space of all lines through the origin in Rn+1 

which we can identify with nonzero vectors up to the action of non­zero scalars 
so RPn 

= (Rn+1 
\ {0�})/R∗. The equivalence class of (x0, . . . , xn) is denoted 

[x0 : x1 : . . . : xn]. RPn has an atlas consisting of n + 1 charts. The open sets are 

Ui = {[x0 : x1 : . . . : xn]|xj ∈ R, and xi �= 0} 

and the corresponding coordinates are 

φi ([x0 : x1 : . . . : xn]) = (x1/xi , . . . , xi /xi , . . . , xn/xi ). 

Similarly we have complex projective space, CPn, the space of a line through 
the origin in Cn+1. So just as above we have CPn 

= (Cn+1 
\ {0�})/C∗. A typical 

point of CPn is written [z0 : z1 : . . . : zn]. CPn has a atlas consisting of n + 1 
charts. The open sets are 

Ui = {[z0 : z1 : . . . : zn]|zi �= 0} 

and the corresponding coordinates are 

φi ([z0 : z1 : . . . : zn]) = (z1/zi , . . . , z�i /zi , zn/zi ). 

. 
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Exercise 2. Show that in fact the above construction yield charts. 

Notice that in the case of CPn the coordinates have values in Cn and so the overlap 
maps map an open subset of Cn to Cn . We can ask that they are holomorphic. We 
make the following definition. 

Definition 1.4. A complex manifold is a Hausdorff second countable topological 
space X , with an atlas A {(Uα, φα)|α ∈ A the coordinate functions φα take = 
values in Cn and so all the overlap maps are holomorphic. 

Let Grk (Rn ) be the space of k­planes through the origin in Rn . 
nExercise 3. Show that Grk (Rn ) has an atlas with k charts each homeomorphic 

with Rk(n−k). 

Similarly we have Grk (Cn ) the space of all complex k­plane through the origin 
in Cn . 

nExercise 4. Show that Grk (Cn ) has an atlas with k charts each homeomorphic 
with Ck(n−k). Show that we can give Grk (Cn ) the structure of a complex manifold. 
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Lecture 2. 

2 Smooth maps and the notion of equivalence 

Let X and Y be smooth manifolds. A continuous map f : X → Y is called smooth 
if for all charts (U, φ) for and X and (V , ψ) for Y we have that the composition 

ψ ◦ f ◦ φ−1 : φ(U ∩ f −1(V )) → ψ(V ) 

is smooth. 
Two manifolds X and Y are called diffeomorphic if there is a homeomorphism 

h : X → Y so that h and h−1 are smooth. 

3 Standard pathologies. 

The condition that X be Hausdorff and second countable does not follow from the 
existence of an atlas. 

The line with two origins. Let X be the quotient space of R × {0, 1} by the 
equivalence relation (t, 1) ≡ (t, 0) unless t = 0. Then X is not Hausdorff, how­
ever X admits an atlas with two charts. Let Ui be the image of R ×{i } in X . These 
maps invert to give coordinates. 

Remark 1. Actually non­Hausdorff spaces which satisfy all the other properties 
arise in real life for example in the theory of foliations or when taking quotients 
by non­ compact group actions. More work is required to come up with a useful 
notions to replace that of manifolds in this context. 

The long line. Let S� denote the smallest uncountable totally ordered set. 
Consider the product X = S� × (0, 1] with dictionary order topology. Then 
give X charts as follows. For (ω, t ) ∈ X if t �= 1 let U(ω,t) = {ω} × (0, 1) 
and φ(ω,t ) : U → R be given by φ(ω,t )(ω, t ) = t . If t = 1 let S(ω) denote the 
successor of ω. Set U(ω,1) = {ω} × (0, 1] sup{S(ω)} × (0, 1) and 

t if η = ω 
φ(ω,t )(η, t ) = 

t + 1 if η = S(ω). 

Exercise 5. Check that overlaps are smooth. 
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The collection {U(ω,1/2)}ω∈Sω is uncountable and consists of disjoint open sets, 
so X is not second countable. 

Different charts 
Consider R1 denote R with the following charts (R, x ) and R2 with the chart 

(R, x 3). Identity map R1 → R2 is smooth but not R2 → R1. R1 and R2 are 
diffeomorphic by the map x 3 thought of as a map from R1 → R2.�→ x 

These pathologies are simple problems to keep in mind when thinking about 
the definitions. There are far more subtle issues that arise. Given a topological 
manifold we can ask can carry an atlas, and if it carries an atlas how many non­
diffeomorphic atlases does it carry. The first observation of this phenomenon is 
due to John Milnor who showed that the seven­sphere admits an atlas (with two 
charts!) which is not diffeomorphic to the standard differentiable structure. We’ll 
examine this example later in the course. 
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Lecture 3. 

4 The derivative of a map between vector spaces 

Let f : V → W be a smooth map between real vector spaces. 

Definition 4.1. Given x ∈ V we say that f is differentiable at x if there is a linear 
map Lx : V → W so that for all v ∈ V we have: 

� f (x ) − f (x �) − Lx (x − x � �
�).)� = o(�x − x 

Here we using the Landau symbol o to mean a function o : R+ → R continu­
ous at zero and o(0) = 0. 

Really this is an improper definition. We really need V and W to be normed 
vector spaces and it is natural to require that L is a continuous linear map. One 
can try to develop differential calculus on manifolds modelled on general topolog­
ical vector spaces. A sufficiently general context to work in is that of manifolds 
modelled on Banach spaces, that is complete normed linear spaces. Essentially of 
the basic results in differential topology work in this context with the same proofs 
(as long as proof don’t use coordinates) 

Notice that map L in the above definition is unique. If L � is another such map 
then 

o(�x − x � �) − L(x − x �) − ( f (x) − f (x �) − L �(x − x �))��) ≥ � f (x ) − f (x

�)(x − x �)�
= �(L − L

So (L − L �)(x − x �) = 0. 
The map L is called the differential of f at x and is denoted 

dx f or Dx f. 

We say f is differentiable if f is differentiable at each x ∈ U and is continuously 
differentiable if 

d f : U → hom(V , W ). 

is continuous. The second derivative is the derivative of the first derivative and 
thus is a map 

d2 f : U → hom(V , hom(V , W )). 
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In the finite dimensional case hom(V,hom(V,W )) with a subspace of hom(V ⊗ 
V,W ) . In the infinite dimensional case we need to be more careful but we can 
identify hom(V,hom(V,W)) with bilinear maps from 

V → W. 

You can read all about this in gory detail in [?] 

Definition 4.2. A smooth map f : X → Y is called an immersion its differential 
is everywhere injective. It is called a submersion if it differential is everywhere 
surjective. 

There obvious examples of such maps. Suppose m < n are positive integers 

i : Rm 
→ Rn 

given by 
i (x1 , . . . , xm) = (x1 , . . . , xm,0, . . . ,0) 

is an immersion while 
s : Rn 

→ Rm 

given by 
1 1s(x , . . . , xm, xm+1, . . . , xn) = (x , . . . , xm) 

is a submersion. We will see in the next section that locally these simple examples 
are completely general. 
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Lecture 4. 

5 Inverse, and implicit function theorems. 

Among the basic tools of the trade are the inverse and implicit function theorems. 
We will first state them in a coordinate dependent fashion. When we develop some 
of the basic terminology we will have available a coordinate free version. 

Theorem 5.1. Let U be a neighborhood let f : U ⊂ V → W be a smooth 
map. Suppose dx f : Rn 

→ Rn is invertible for some x ∈ U . Then there is a 
neighborhood U � ⊂ U of x so that 

f |U � → f (U �) 

is a diffeomorphism. Furthermore 

d0( f 
−1) = (d0 f )

−1 . 

Proof. We will construct an inverse for f using the contraction mapping theorem. 
It is enough to prove the result in the case that x = 0 and f (0) = 0 and D0 f = I d. 
(For the last condition replace f by (D0 f )−1 

◦ f.. Set g(x ) = f (x ) − x (so g is 
the “nonlinear” part of f .) The equation f (x ) = y can be rewritten as 

x + g(x ) = y 

or as the fixed point equation 

y − g(x ) = x . 

We claim that if f is C1 then for y in a small enough neighborhood of 0 x �→ 
y − g(x ) = hy (x ) is a contraction mapping on a small enough ball. 

Since D0hy (x ) = 0 and hy is C 1 there is a neighborhood Br (0) so that 

2. By the mean value theorem for x , x � ∈ Br (0) we have �D0hy � ≤ 1 

1 
�hy (x ) − hy (x �)� ≤ 

2 
�x − x ��. 

9 



Furthermore if x ∈ Br (0) and y ∈ Br/2(0) we have 

�hy (x )� ≤�hy (x ) − hy (0)� + �hy (0)� 
1 

≤
2 
�x � + �y� 

r r 
≤

2 
+ 

2 
≤ r. 

Thus for y ∈ Br/2 we have hy (Br ) ⊂ Br and hy is a contraction there. The 
contraction mapping theorem implies for each y the existence of a unique fixed 
point φ (y) which is a least a set wise inverse for f . 

We check that φ (y) is continuous. 

�φ (y) − φ (y�)� = �hy (φ (y)) − hy�(φ (y�))� 

≤ �g(φ (y)) − g(φ (y�))� + �y�
− y� 

1 
≤ 

2 
�φ (y) − φ (y�)� + �y�

− y� 

so 
�φ (y) − φ (y� (1))� ≤ 2�y�

− y�


Now we check that φ is differentiable. Let x = φ (y) and x � = φ (y�)


�φ (y) − φ (y�) − (dx f )
−1(y − y�)� = �x − x � − (dx f )

−1( f (x ) − f (x �))� 

�(dx f )(x − x �) − ( f (x ) − f (x �)�≤ �dx f �
−1

≤ o(�x − x ��) 

≤ o(�y − y�
�). 

where we use the differentiability of f to go from the second to third lines and 
and inequality 1 to go from the third to the fourth. 

Notice that if f is continuously differentiable then so is φ. 

An important corollary of the inverse function theorem is the implicit function 
theorem. The implicit function theorem can be stated in various, each useful in 
some situation. We will use repeatedly the Open Mapping Theorem which say 
that a surjective bounded linear map between Banach spaces is an open mapping 
in particular an bounded linear map which is an algebraic isomorphism is an iso­
morphism. 
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Theorem 5.2. Let f : U ⊂ V → W be a smooth map with f (0) = 0. Suppose 
that for some x in U we have that Dx f is surjective and ker(Dx f ) admits a closed 
complement C. Then there are neighborhoods U1 of 0 ∈ ker(Dx f ), U2 of 0 ∈ W 
and diffeomorphisms φ : U1 × U2 → U and ψ : U2 → W so that the following 
diagram commutes: 

f 
WU −→ 

↑ φ ↑ ψ 
p2 

U2U1 × U2 −→ 

where p2 denotes the projection on the second factor. 

Proof. Write a typical element of U as a pair (k, c) with k ∈ ker (Dx f ) and 
c ∈ C . The fact that C is closed means in implies that C is a C a Banach space 
in its own right. Then the map K × C → V given by (k, c) → k + c is an 
isomorphism by the Open Mapping Theorem. The Open Mapping Theorem also 
implies that d0,0 f |C : C → W is an isomorphism. Let L : W → C denote its 
inverse. Consider the map 

F (k, c) = (k, L f (k, c)). 

We have that � � 
IdK ∗ 

=d(0,0) F 
0 IdC 

and again by the Open Mapping Theorem the differential of F at (0, 0) is an 
isomorphism. The inverse function theorem implies F has an inverse, φ, in a 
neighborhood of (0, 0). Setting ψ = d0,0 f |C we have 

f (φ (k, c)) = ψ ( p2(k, c)) 

on a sufficiently small neighborhood of (0, 0) since 

L f (φ (k, c)) = c 

on such a neighborhood. 

We call a point x where Dx f is not a surjective a critical point. A point in the 
range of f which is not the image of a critical point is called a regular value. 
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Definition 5.3. A subset Y of a manifold X is called submanifold if for all y ∈ Y 
there is a neighborhood U of Y and a chart φ : V → B so that φ(Y ∩ U ) is an 
open subset of a closed linear subspace admitting a complement. 

Having made these definition we have a corollary of the implicit function the­
orem. 

Corollary 5.4. The preimage of a regular value is a submanifold. 
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Lecture 5. 

6 More examples. 

The orthogonal group. Let 

O(n) = { A ∈ Mn×n(R)| AAT 
= I }. 

be the group of orthogonal transformations of Rn . We claim that the orthogonal 
group is a smooth manifold. To see this consider the map 

f : Mn×n(R) → Symn(R) 

given by 
f ( A) = AAT 

where Symn(R) denotes the space of symmetric n × n matrices. Then O(n) = 
f −1(I ) so it suffices to show that I is a regular value. The differential of f is 

DA f (B) = ABT 
+ B AT . 

and we must show that it is surjective. Fix A ∈ O(n) and choose C ∈ Symn(R). 
1If we take B = 2 C A then 

1 
DA f (B) = ( AATCT 

+ C AAT ) = C 
2 

as required. 
Let prove existence and uniqueness theorem for ODEs using the inverse func­

tion theorem. Let X : B → B be a smooth map of Banach spaces. We would like 
so see that the differential equation 

dx 
= X(x)x(0) = x0

dt 

has a unique solution for all x0 ∈ B. Define a map 

F : C1([0, �], B) → C0([0, �], B) × B 

by 
dx 

F(x) = ( 
dt 

− X(x), x(0)) 
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Lemma 6.1. If X is K ­Lipschitz so is F : C0 
→ C 0 . If X is C 1 with uniformly 

bounded 

Proof. |X (x) − X (x �)|C 0 ≤ K |x − x �|C 0 if X is K ­Lipschitz. We also have that 

|X (x) − X (x �) − Dx X (x − x�)| ≤ ox (x − x�) 
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Lecture 6. 

7 Vector bundles and the differential 

Consider the Grassman manifold say Gr2(R4) of two planes in R4. Let 

γ = {(�, x ) ∈ Gr2(R4) × R4
|x ∈ �}. 

Let p : γ → Gr2(R4) be the natural projection. The fibers of p, p−1(�) are 
vector spaces (in this case over the reals). 

This is an example of a vector bundle. We’ll give the definition appropriate 
for the world of smooth manifolds. There is an obvious version of the definition 
for more general topological spaces. 

Definition 7.1. Let V be a vector space (over the reals, complexes or quaternions.) 
A vector bundle with fiber V is a triple (E , B, p) where E and B are smooth 
manifolds and π : E → B is a smooth map. For each b ∈ B, p−1(b) has the 
structure of a vector space over the same field as V and for each b ∈ B there is 
an open set U and a smooth map φ : p−1(U ) → V which is linear isomorphism 
on each fiber. In addition the map τφ : p−1(U ) → U × V given by τφ(e) = 
( p(e), φ (e)) is a diffeomorphism. 

The map τφ is called a local trivialization. 

Example 7.2. Let 

γ = {(�, v) ⊂ Grk (Rn ) × Rn 
|v ∈ �}. 

We claim as the natural projection p : γ → Grk (Rn ) has the structure of a vector 
bundle with fiber Rk . Let φ : U� → hom(�, �⊥) be one of our charts. Then 
φ−1 is given by A → �A ⊂ Rn 

= � ⊕ �⊥ where �A denotes the graph of A. 
The map φ : p−1(U�) → � is simply the orthogonal projection. 

A very important notion is the transition function. Suppose we are given two 
trivializations τα : p−1(Uα) → Uα × V and τβ : p−1(Uβ) → Uβ × V . Then get 
a map 

gαβ : Uα ∩ Uβ → Gl(V ). 

defined as follows. If 

τα(v) = ( p(v), φα(v)) and τβ(v) = ( p(v), φβ(v)) 

15 



then 
gαβ(p(v))φβ(v) = φα(v). 

The transition function satisfy the cocycle condition: If we have three trivializa­
tions τα, τβ, τγ over open sets Uα, Uβ, Uγ then for all x ∈ Uα ∩ Uβ ∩ Uγ 

gαβ gβγ gγ α = 1 

A vector bundle is determined its transition functions and give an open cover 
and a collection of functions {Uα} 

gαβ : Uα ∩ Uβ → Gl(V ). 

satisfying the cocycle condition we can construct a vector bundle. 

7.1 New vector bundles from old 

We can get new vector bundles from old bundles in a number of ways. Given 
p1 : V1 → X and p2 : V2 → X we can take direct (or Whitney) sum to get a 
bundle V1 ⊕ V2 → X whose fiber above x is p−1(x )⊕ p−1(x). Another important 1 2 
operation is the pullback. Suppose we have p : V → X and f : Y → X a smooth 
map. Then we can form a vector bundle over Y as follows. The total space denoted 
f ∗(V ) is: 

f ∗(V ) = {(y, v)| f (y) = p(v)} 

and projection 
f ∗(p)(y, v) = y. 

16 



Lecture 7. 

7.2 The tangent bundle 

Let M be a smooth manifold. We will associate to M a bundle T M. We will do 
this concretely but there are many ways of doing this. You should read about them 
all!!! 

We know what a tangent vector in Rn . 

Definition 7.3. A tangent vector to M at x is the equivalence class of all pairs 
v, (U, φ) where (U, φ) is a chart about x and v is a tangent vector to Rn at φ(x). 
We say that v�, (U �, φ�) is equivalent to v, (U, φ) if 

v�
= dφ(x)(φ

�
◦ φ−1)(v). 

The tangent bundleT M to M is the set of all tangent vectors. 

In other words the tangent bundle to M is bundle determined by choosing an 
atlas {(Uα, φα)|α ∈ X} and taking as transition functions 

gαβ(x) = dφβ(x)(φα ◦ φ−1)(v). β 

Given a chart (U, φ) we get coordinates x1 , x2 , . . . , xn on U . A typical tan­
gent X vector is written as 

∂nX = a1 

∂

∂ 

x1 
+ a2 

∂

∂ 

x2 
+ . . . a . 

∂xn 

reminding us that we can differentiate function using tangent vectors. Given 
f : M → R and a tangent vector at x inM we define 

1 ∂ f ◦ φ−1
2 ∂ f ◦ φ−1 ∂ f ◦ φ−1 

X f (x) = a
∂x1 

(φ(x)) + a (φ(x)) + . . . + an (φ(x)).
∂x2 ∂xn 

(2) 
in other word the usual directional derivative of f ◦ φ−1. 

Given a smooth map f : M → N we can define the differential of f as a map 

D f : T M → T N. 

Given x in M and X = (v, (U, φ)) a tangent vector and a chart (V, ψ) about f (x) 
set Dx f (X) to be the equivalence class of the vector 

Dφ(x)(ψ ◦ f ◦ φ−1)(v) 
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and the chart, (V, ψ) or in terms of coordinates if we write 

1 2 1 1 nψ ◦ f ◦ φ−1(x , x , . . . , xn) = ( f 1(x , . . . , xn), . . . , f m(x , . . . , x )) 

then the matrix of D f is � ∂ f i � 
∂x j 

. 
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Lecture 8. 

8 Connections 

We motivate the introduction of connections in a vector bundle as a generalization 
of the usual directional derivative of functions on a manifold. Given a vector field 
X and a function f on a manifold M , its directional derivative is a new function 
as in equation (2). Thus we have a map 

C∞(M; T M) × C∞(M) → C∞(M). 

This map has the following properties. 

X( f g) = f Xg+ gX f (3) 

(α X + βY) f = α X f + βY f (4) 

where X and Y are smooth vector fields and α, β, f and g are smooth functions. 
If we try to generalize this to a directional derivative on sections of a vector 

bundle we would like a map 

C∞(M; T M) × C∞(M; E) → C∞(M; E). 

This map is using denoted 
(X, s) �→ �Xs 

We can no longer multiply sections of a vector bundle but we can multiply sections 
of a vector bundle by functions. The appropriate generalization of the two rules 
about are 

�X f s = f �Xs + (X f )s (5) 

βYs = α�Xs + β�Y f (6)�α X+
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9 Partitions of unity 

Given an open cover, {Uα |α ∈ A} of a topological space X we say that a collection 
of function βα : X → R≥0 is a partition of unity if 

1. For all α ∈ A Support(βα) ⊂ Uα 

2. The collection {Support(βα)|α ∈ A} is locally finite, that is to say for all 
x ∈ X there is a neighborhood of x meeting only finitely many of members 
of the collection. 

3. For all x ∈ X we have � 
βα (x ) = 1. 

α∈ A 

Smooth manifolds have smooth partitions of unity. 

10 The Grassmanian is universal 

We say that bundle is of finite type if there is a finite set of trivializations whose 
open sets cover. In this section we will prove the following theorem. 

Theorem 10.1. Let E → M be a vector bundle of finite type. Then for some N 
large enough there is a map 

f : M → Grk (RN ). 

Proof. Let {(Ui , τi )|i = 1, . . . m} be a collection of trivializations so that the Ui 

cover. Write the trivializations as τi (e) = ( p(e), φi (e)) as before. Choose a 
partition of unity {βi |i = 1, . . . , m} subordinate to the Ui . Then define 

� : E → Rmk 

by the formula 

�(e) = (β1( p(e))φ1(e), β2( p(e))φ2(e), . . . , βm ( p(e))φm (e)). 

� is well defined by the support condition on the partition of unity. � is linear on 
each fiber of E as the φi are. � is injective on each fiber since for each b ∈ B 
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�there is a βi with βi (b) = 0. Thus for each point b ∈ B we have that �−1( p−1(b)) 
is a k­plane in Rmk . So we can now define 

f : B → Grk (Rmk ) 

by 
f (b) = �( p−1(b)). 

Exercise 6. Check that this map is smooth. In other words write the map down in 
charts on the domain and range. 

We claim that f ∗(γk ) is isomorphic to E . Consider the map 

� : E → B × γk˜

given by 
�(e) = ( p(e), (�( p−1( p(e))), �(e))).˜

From the definition of f this maps E to f ∗(γk ). 

Exercise 7. Check that this is an isomorphism. 
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Lecture 9. 

11 The embedding manifolds in RN 

Theorem 11.1. (The Whitney Embedding Theorem, Easiest Version). Let X be a 
compact n­manifold. Then X admits a embedding in RN. 

Proof. First we construct an embedding � : X → RN for some large N . Let 
{ fi }i

k 
=1 be a partition of unity so that the support of each fi is contained in some 

coordinate chart (Ui , φi ) so that φi (Ui ) is bounded. Then we can construction 
smooth functions φ˜i : X → Rn by 

φ̃i (x ) = 
0 
fi (x )φi (x )	 if x ∈ Ui 

if x ∈ Ui 
. 

Then we can define � by the equation 

�(x ) = (φ̃1(x), φ̃2(x ), . . . , φ̃k (x ), f1(x ), f2(x ), . . . , fk (x)). 

Then �(x ) = �(x �) implies that for some i , fi (x ) = fi (x�) 0 so that 
x, x ∈ Ui . Then for the same i we have 

φi (x ) = φi (x �) 

and hence x = x � since φi is a diffeomorphism on Ui and so � is injective. 
Next we need to check that the differential of � is injective. The differential 

of � at x send v ∈ Tx X to 

(Dx f1(v)φ1(x )+ f1(x )Dx φ1(v), . . . , Dx fk (v)φk (x )+ fk (x )Dx φk (v), Dx f1(v), . . . , Dx fk (v)) 

and the result follows. 



Lectures 10 and 11 

12 Sard’s Theorem 

An extremely important notion in differential topology is that that of general posi­
tion or genercity. A particular map may have some horrible pathologies but often 
a nearby map has much nicer properties. 

For example the map 

f (θ ) = ((cos(2θ ) cos(θ ), cos(2θ ) sin(θ ), 0). 

maps the unit circle in the plain to the a figure 8 lying in a plane in R3 while the 
near by map 

f�(θ ) = (cos(2θ ) cos(θ ), cos(2θ ) sin(θ ), � cos(θ )). 

is an embedding. We will develop a general setting in which we can decide when 
a nearby map will have some nice property. These ideas have been central in 
topology since early days of Lagrange, Poincaŕe and where put into a modern 
efficient setting by Thom and Smale. 

The most basic result we will need is Sard’s Theorem. A subset of a manifold 
is said to have measure zero if its intersection with every chart has measure zero 
with respect to the Lebesque measure on Rn . We will need an easy version of 
Fubini’s theorem. 
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Theorem 12.1. Suppose a measureable C ⊂ Rn has the property that for all 
t ∈ R C ∩ {t } × Rn−1 has measure zero. Then C has measure zero. 

We will also use the following lemma. 

Lemma 12.2. If C ⊂ Rm is measureable and f : Rm 
→ Rn is continuous then 

f (C ) is measureable. 

Theorem 12.3. Let f : M → N be a smooth map of finite dimensional manifolds. 
Then the set of critical values has measure zero in N . 

Proof. (Copied from Milnor’s little blue book Topology from the differentiable 
viewpoint, this proof does not give the sharp result that a Ck map with k ≥ 
max{1,m − n + 1} also satisifies the conclusion.) The definition of measure zero 
is local so it suffices to prove the result in case M ⊂ Rm and N ⊂ Rn are open 
subsets. 

The proof is by induction on m the dimension of the domain. The case m = 0 
is trivial. Let C = Cr i t ( f ) denote the critical set of f . It suffices to prove that for 
every point y ∈ f (C ) there is neighborhood of y whose intersection with f (C) 
has measure zero. Now set 

Cs = {x ∈ M |dx
j f = 0, for all 1 ≤ j ≤ k} 

Then C ⊃ C1 ⊃ C2 . . . is a desceding sequence of closed sets and hence ⊃ 
measureable sets. Futhermore the sets f (Cs \ Cs+1) are all measureable. 

The proof has three steps. If m ≤ n then you can skip directly to step 3. 
Step 1. f (C \ C1) has measure zero. If x ∈ C ⊂ C1 then there is some first 

partial which doesn’t vanish so assume that 

∂ f 1 

(x ) �= 0. 
∂x1 

Then we consider the map g : Rm 
→ Rm . 

1 1g(x , . . . , xm ) = ( f 1(x , . . . , xm ), x 2 , . . . , xm ) 

Notice that from our assumption ⎡
 ⎤ ⎥⎥⎥⎥⎥⎦ 

∂ f 1 

∂x1 
(x ) ∂ f 1 

∂x2 
(x) . . . ∂ f 1 

∂xm 
(x ) 

0 1 0 . . . 0 
0 0 1 . . . 0 

. . . 
. . . 

. . . 
0 0 0 . . . 1 
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which is clearly invertible. The inverse function theorem then provides an inverse, 
h : V → Rm,on small neighborhood of x Then consider the map f ◦ h we have 

f ◦ h(x1 1 1 m, . . . , xm) = (x1 , f 2 
◦ h(x , . . . , xm), . . . , f n 

◦ h(x , . . . , x )). 

So f (C ∩ h(V )) = f ◦ h(h−1(C) ∩ V ). The inverse image of the set critical 
h−1(C) ∩ V are simply the critical points of f ◦ h. If we set 

kt (x
2 3 m, x , . . . , xm) = ( f 2 

◦ h(t, . . . , xm), . . . , f n 
◦ h(t, . . . , x )) 

then 
h−1(C) ∩ V = ∪t {t} × Crit (kt ). 

By the induction hypothesis we have 

kt (Crit (kt )) 

has measure zero in Rm−1 and hence by Fubini 

f (C ∩ h(V )) = ∪t {t} × kt (Crit (kt )) 

has measure zero in Rm . 
Step 2. Suppose x ∈ Cs \Cs+1. Then without loss of generality we can assume 

that there is some s­th order mixed partial derivative so that if we set 

∂ i1+...+im f 
w = 

∂(x1)i1 . . . ∂(xm)im 

so that 
∂w 

∂x1 
(x) �= 0. 

Define 
1g(x1 , . . . , xm) = (w(x , . . . , xm), x2 , . . . , xm). 

Again this map is a diffeomorphism with inverse h : V → Rm for some neighbor­
hood V of g(x). Let 

k = f ◦ h 

and let 
k̄ = k|{0}×Rm−1∩V . 
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Clearly g(Ck ∩ h(V )) ⊂ {0} × Rm−1 
∩ V and the critical set of k̄ contains g(Ck ∩ 

h(V )) since it contains g(C ∩ h(V )). Thus 

f (Ck ∩ h(V )) ⊂ k̄(Crit (k̄)) 

which has measure zero by the induction hypothesis. 
Step 3. Suppose that x ∈ Ck where k + 1 > m . Choose a little cube I of side n 

length δ. We have from Taylors theorem and the compactness of I that there is a 
constant M > 0 so that for all y ∈ I and all x ∈ Ck ∩ I 

� f (x) − f (y)� ≤ M�x − y�
k+1 

Subdivide I into l m subcubes of side length δ/ l . By the above estimate if I � is 
such a subcube containing a point of Ck then f (I �) is contained in a cube of side 
length at most 

k+12M
√

m(δ/ l )

Thus the f (Ck ∩ I ) is contained in set of total volume bounded above 

(2M
√

m(δ/ l )k+1)nl m 
= Clm−n(k+1). 

By our assumption this goes to zero as l goes to infinity. 
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Lecture 12. 

13 Stratified Spaces 

. 

Definition 13.1. A stratification of a topological space X is a filtraion is a de­�ncomposition X = i =0 Si where each of the Si are smooth manifolds (possibily 
empty) of dimension i and so that 

k−1

 
Sk \ Sk ⊂ Si . 

i =0 

The closure Sk is called the stratum of dimension k. 

Note that any stratum of a strafied space is a stratified space in its own right. 
Stratified spaces are useful because many results about smooth manifolds can 

be extended to stratified spaces. A good example is the space of matrices Mk×n l. 
The strata are the matrices of rank bounded above by a fixed number. (assume 
that k ≤ n) 

As an application of this result we will compute the low homotopy groups for 
the Stiefel manifolds, Stk (Rn ). Recall that the Stiefel manifold is the space of 
k­frames in Rn . Given a k­frame (v1, v2, . . . , vk ) we get an injective linear map 
A : Rk 

→ Rn by sending the standard basis vectors ei → vi . In other words we 
can identify the Stiefel manifold, Vk (Rn ), with the open subset of hom(Rk ,Rn ) 
consisting of injective maps. The compliment of Vk (Rn ) has a decomposition 
according to the dimension of the kernel of the map. To codify this set 

Rl = { A ∈ hom(Rk ,Rn )|Rank(A)) = l }. 

We claim that in fact these Rl are submanifolds. 

Proposition 13.2. Rl ⊂ hom(Rk ,Rn ) is a smooth submanifold of codimension 

(k − l )(n − l ). 
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Proof. Fix A ∈ Sl . Write Rk 
= ker(A) ⊕ Ran(A∗) and Rn 

= ker(A∗) + Ran(A). 
Then with respect to this decomposition we can write 

Ā 0
A = 

0 0 

and a nearby matrix as 
α β

B = A + 
γ δ 

Lemma 13.3. If Ā + α is invertible then a vector (v, w) is in the kernel of B if 
and only if v = −(Ā + α)−1βw and (δ − γ ( Ā + α)−1β)v = 0 

Proof. If (v, w) is the the kernel of B then 

(Ā + α)v + βw = 0 

so the first equation is clear. The second equation follows by substituting the first 
into 

γ v + δw = 0 

The lemma implies that the kernel of B is l ­dimensional if and only if 

δ − γ ( Ā + α)−1β = 0 

The map 
α β 
γ δ 

�→ δ − γ ( Ā + α)−1β 

is clearly a submersion so the preimage of 0, our local model of Rl is a submani­
fold of codimension 

dim(ker(A)) dim(Coker(A)) = (k − l )(n − l ). 
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We’ll use this to do a simple calculation of homotopy groups. 

πi (Stk (Rn) = 0 

for i < n − k. From its definition Stk (Rn) can be identified with the space of 
matrices of maximal rank in Mk×n and so 

Stk (Rn) = Mk×n \ (∪k−1 
l=0 Rl 

so the problem is to show that a map 

f : Si 
→ Stk (Rn) 

from a sphere of dimension i < n − k is null homotopic. We know that there is a 
null­homotopy in the larger contractible space of matrices that is to say there is a 
map 

h : Di +1 
→ Mk×n .


so that

f.h|

i
S = 

If we can find a homotopy k : I × Di +1 
→ Mk×n so that during the homotopy 

the following two conditions hold. 

1. k|I × Si 
⊂ Stk (Rn ) 

2. k({1} × Di +1) ⊂ Stk (Rn). 

To see that we can do this we will appeal to Sard’s theorem. Lets consider the 
larger family of maps 

H : Mk×n × Di +1 
→ Mk×n 

given by 
H ( A, x) = A + h(x). 

If A is small enough then 

k(t, x) = H (t A, x) = t A + f (x) 

satisfies the first condition. To see that we can arrange that the second condition 
is satisfied we note that H is a submersion. Thus the preimages of the Rl ’s are all 
submanifolds. Set 

R̃l = H −1(Rl ) 
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these are submanifolds of codimension (k − l )(n − l ). so they have dimension 

i + 1 + nk − (k − l )(n − l ) 

Consider the projection R̃l → Mk×n . Provided that for all l ≤ k − 1 

i + 1 + nk − (k − l )(n − l ) < nk 

then image of the projection has measure zero. The worst case is l = k − 1 when 
the right hand side is 

i + nk + k − n 

so that the inequality holds if i < n − k. If ( A, x ) � R̃l that for all x f (x ) � Rl 

completing the proof. 



Lecture 13. 

14 Fiber bundles 

The notion of a vector bundle has a natural and useful generalization, that of a 
fiber bundle. Here is a basic example. 

Example 14.1. A k­frame for Rn is a k­tuple (e1, . . . ,ek ) of linearly independent 
vectors. 

Let Stk (Rn ) be the space of all k­frames for Rn . This the Stiefel manifold. 
There is a natural map 

p : Stk (Rn ) → Grk (Rn ) 

given by sending the k­tuple to (v1, v2, . . . , vk ) to its span. This map is a submer­
sion and the preimage of small open sets can be given a product structure. 

Definition 14.2. A (locally trivial) fiber bundle with fiber F is triple (E , B, p) 
where p : E → B is a smooth map so that for all b ∈ B in B there is a neighbor­
hood U of b and a diffeomorphism: 

τ : p−1(U ) → U × F 

so that p1 ◦ τ = p where p1 : U × F → U is the projection. 
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In our example let U� be one of our standard charts and let F = Inj(Rk , Rn ) 
be the space of injective linear maps. This an open subset of hom(Rk , Rn ) so it is 
a manifold. We’ll define the inverse of the trivialization 

τ −1 : U� × F → p−1(U�). 

To do this we need to fix an identification of ι : � → Rk . Then 

τ −1(�A, j ) = ( A ◦ ι ◦ je1), A ◦ ι ◦ j (e2), . . . , A ◦ ι ◦ j (ek )). 

where as usual A : � → �⊥ is a linear transformation and �A is its graph. 
For another example consider a real vector bundle p : E → B. The projec­

tivization of E , denoted P(E ) is space of lines in E and has natural projection 
p� : P(E ) → B which is a fiber bundle with fiber RPn−1. 
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Lecture 14. 

15 Whitney’s embedding theorem, medium version. 

Theorem 15.1. (Whitney). Let X be a compact n­manifold. Then M admits a 
embedding in R2n+1 . 

Proof. From Theorem [?] we can assume that M is embedded in RN for some N . 
To state the next result for a hyperplane � ⊂ RN let p� : RN 

→ � denote the 
orthogonal projection. Note that the set of hyperplanes in RN is a copy of RPN −1 

by associating to each hyperplane the orthogonal line. The desired result follows 
from: 

Lemma 15.2. If N > 2n + 1 then for a full measure set of hyperplanes � ⊂ RN 

the composition p� ◦ � is a differentiable embedding of M into �. 

Proof. Let � ⊂ M × M be the diagonal, � = {(x , x )|x ∈ M}. Define the map 

a : M × M \ � → RPN −1 . 

which sends distinct points x and x � to the line through the origin parallel to the 
line passing through x and x � or equivalently the line through 0 and x − x �. Notice 
that p� ◦ � is injective if and only if a misses the line orthogonal to �. If 2n < 
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N − 1 then any point in the image of a is a critical value and hence by Sard’s 
theorem the image of has measure zero. Thus the set of then the image of a has 
measure zero and so the set of hyperplane for which the composition is injective 
is a Baire set. 

Next consider the projectivization of the tangent bundle of M , P(T M). This is 
a fiber bundle over M with fiber RPn−1. The total space of the bundle is a smooth 
manifold of dimension 2n − 1. Define the map 

b : P(T M) → RPN −1 

which sends a line � ∈ Tx M to the line Dx �(�) in RN . Notice that the differential 
of p� ◦ � is injective precisely when the line orthogonal to � is not in the image 
of b. If 2n − 1 < N − 1 then as above the image of b has full measure. 

Thus the set of good planes is the intersection of two sets of full measure and 
hence had full measure itself. 

Notice that the condition on the map b was weaker then the condition on the 
map a so the proof also proves: 

Proposition 15.3. If M is a closed smooth n­manifold then M immerses into R2n. 

Proof. 

We’ll use this theorem to prove the hard version of Whitney’s theorem. 
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Lecture 15. 

16 A brief introduction to linear analysis 

In a number of place we’ve talked about the so called infinite dimensional context. 
In this section we’ll introduce briefly the basic notions necessary to discuss this 
story rigorously. The main application we have in mind is to the 

16.1 Basic definitions 

Definition 16.1. A normed vector space is a vector space X (over the real or 
complex numbers) with a function � · � : X → R+ satisfying the usual properties 
of a norm. A Banach space is a complete normed vector space that is all sequences 
which are Cauchy with respect to the converge. 

Examples. C 0(X ), the space of continuous functions on a compact metric space 
is a Banach space with its natural norm. Completeness is the statement that a 
uniform limit of continuous functions is continuous. 

Ck (X ), the space of k­times continuously differentiable functions on a compact 
manifold when given the norm 

∂ I f 
sup �

∂xI 
�.� f �Ck = 

x ∈X, I with�(I )≤k 

where I = (i1, i2, . . . , in ) is a multi­index and �(I ) = n
j 1 i j . Completeness
=

follows form the same theorem applied to the derivatives of f . 

L p ­spaces. 

Spaces of Ḧolder continuous functions. 

Next we wish to consider functions on normed vector spaces. It turns out that 
continuity of maps on a normed vector space is equivalent to boundedness. More 
precisely we have: 

Definition 16.2. A linear map T : X → Y is called bounded if there is a constant 
C ≥ 0 so that for all x ∈ X we have 

�T x�Y ≤ C�x �X . 

Furthermore the smallest such constant C is called the operator norm of T and is 
denoted �T �. 
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Exercise: T : X → Y is continuous if and only T is bounded. 
A basic fact of life is that every normed vector space sits in canonical fashion 

in a Banach space. 

Theorem 16.3. To each normed vector space X there corresponds a unique Ba­
nach space X called the completion of X and a unique injective map continuous 
linear map X → X satisfying the following universal property. If T : X → Y is a 
continuous linear map then there is a unique continuous linear map T : X → Y 
so that the operator norm of T and T agree. 

For proof see for example Royden’s text. In practice the significance of this 
theorem is that we will consider various norms on C∞(Rn ) and take the comple­0 
tions with respect to these norms. To check if maps between these completions 
are continuous it suffices to check that the map is bounded on C ∞ with respect to 0 
the norms in question. 

Definition 16.4. Let B(X, Y ) denote the space of bounded linear operators from 
X to Y . 

B(X, Y ) is Banach space in its own right. In fact it is a Banach algebra (i.e. 
a Banach space with the structure of an algebra so that for x , y ∈ X we have 

.�x y� ≤ �x��y�

16.1.1 The three pillar’s of linear analysis 

You can look in any book on Functional analysis for this material. Its also in 
Abraham­Marsden and Ratiu. 

Theorem 16.5. The Hahn­Banach theorem Let X be a linear space over F = 
R orC and p : X → R be a map satisfying 

1. For all x, y ∈ X p(x + y) ≤ p(x) + p(y) 

2. For all λ ∈ F and all x ∈ X we have p(λx ) = |λ|p(x ). 

Let Z ⊂ X be a linear subspace and ρ : Z → F be a linear functional. If for all 
z ∈ Z we have |ρ(z)| ≤ p(z) then there is a linear functional ρ̃ : X → F which 
extends ρ and satisfies ρ(x )| ≤ p(x ) for all x ∈ X . | ˜

The proof goes by a Zorn’s lemma argument considering all possible exten­
sions with the given property. One shows that this is a partially ordered set and 
any extension which is not defined on the whole space has a nontrivial extension. 

This has one corollary that we will need later. 
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Corollary 16.6. Let X be a Banach space and F ⊂ B a finite dimensional sub­
space. Then F has closed complementary subspace. (i.e., there is a closed sub­
space C ⊂ B so that F ∩ C = {0} and F + C = B. 

Proof. Take a basis { f1, . . . , f )n} for F . Let φ1, . . . , φn be the correspond­
ing dual basis of F ∗ . Clearly the φi satisfy the hypothesis of the Hahn­Banach 
theorem with p being a multiple of the norm. So there are linear functionals 

nφ̃1, . . . , φ̃n extending these. Set C = ∩ 1 ker(φ̃i ).i =

Theorem 16.7. The Open mapping theorem Any surjective bounded linear map­
ping T : X → Y is an open mapping, that is it takes open sets to open sets. 

The proof of this theorem is an application of the Baire category theorem. 
An important corollary is the Banach isomorphism theorem. 

Theorem 16.8. The Banach isomorphism theorem A bounded linear map T : X → 
Y which is an isomorphism of vector spaces is a topological isomorphism. 

Proof. At issue is show that T −1 which exists as a map of sets is continuous. 
So we must show for all U ⊂ X open that (T −1)−1(U ) = T (U ) is open. T is 
surjective so this following from the open mapping theorem. 

Theorem 16.9. The closed graph theorem A linear operator T : X → Y is 
bounded if and only if its graph �T = {(x , T x )|x ∈ X � ⊂ X × Y is closed. 

16.2 Compact operators 

In this subsubsection X and Y will denote Banach spaces.


Definition 16.10. A linear operator T : X → Y is called a compact operator the

image under T of the unit ball in X has compact closure in Y .


Remark 2. Compact operators are sometime called completely continuous.


The prototypical compact operator is the following Let X and Y be the space 
�2 of all sequences a = (a1,a2, . . .) so that ∞

1(aI )
2 

≤ ∞ and define i =

T (a1,a2, . . .) = (a1,a2/2,a3/3, . . . ,an /n, . . .) 

To see that T is compact choose a sequence ai in B1 the ball of radius one. By 
a diagonal argument we can pass to a subsequence where components of ai con­

iverge to some a∞. Then we claim that T (a ) converges in �2. Choose � > 0. 
Then choose i0 > 0 so that the following hold. 
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1. i
1
0 
< �/2 

i 1
2. ( 

�i0−1 
n=1 |an − an 

∞
|
2) 2 ≤ �/2. 

The last follows from the component­wise convergence. Then we have for i ≥ i0 

i0−1� 1 
∞

i i 2 ) 2�T (a ) − T (a∞)�2 
≤ 

i 2 
|an − an 

∞
| + ( 

� 

i 

1
2 
|an

i 
− (an 

∞)2|
1 

n=1 n=i0 

∞

2
≤ �2/4 + 

1 � 
|an

i 
− an 

∞
|

i 2 
0 n=i0 

≤ �2/4 + �2/4 = �2/2. 

The basic result that we will need is Arzela­Ascoli theorem. Let B be a ball in 
Rn . Recall we call a subset A ∈ C0(B) equicontinuous if for all � > 0 there is a 
δ > 0 so that if |x − y| < δ then | f (x ) − f (y)| < � for all f ∈ A. 

Theorem 16.11. (Arzela­Ascoli). A subset A ∈ C0(B) has compact closure in 
C 0(B) if and only if A is bounded and equicontinuous. 

This has an immediate corollary: 

Corollary 16.12. The embedding C 1(B) → C 0(B) is compact. 

Proof. The unit ball in C 0,α(B) is certainly bounded in C 0(B). If � f �C 0,α ≤ 1 
then | f (x ) − f (y)| ≤ |x − y| we can take δ = �. 
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Lectures 16 and 17 

16.3 Fredholm Operators 

A nice way to think about compact operators is to show that set of compact op­
erators is the closure of the set of finite rank operator in operator norm. In this 
sense compact operator are similar to the finite dimensional case. One property of 
finite rank operators that does not generalize to this setting is theorem from linear 
algebra that if T : X → Y is a linear transformation of finite dimensional vector 
spaces then 

dim(ker(T )) − dim(Coker(T )) = dim(X ) − dim(Y ).35 

Of course if X or Y is infinite dimensional then the right hand side of equal­
ity does not make sense however the stability property that the equality implies 
could be generalized. This brings us to the study of Fredholm operators. It turns 
out that many of the operators arising naturally in geometry, the Laplacian, the 
Dirac operator etc give rise to Fredholm operators. The following is mainly from 
H ̈ormander 

Definition 16.13. Let X and Y be Banach spaces and let T : X → Y be a bounded 
linear operator. T is said to be Fredholm if the following hold. 

1. ker(T ) is finite dimensional. 

2. Ran(T ) is closed. 

3. Coker(T ) is finite dimensional. 

If T is Fredholm define the index of T denoted Ind(T ) to be the number dim(ker(T ))− 
dim(Coker(T )) 

First let us show that the closed range condition is redundant. 

Lemma 16.14. Let T : X → Y be a operator so that the range admits a closed 
complementary subspace. Then the range of T is closed. 

Proof: C be a closed complement for the range. We can assume that T is 
injective since ker(T ) is a closed subspace and hence X/ ker(T ) is a Banach space 
so we can replace T by the induced map from this quotient. Now consider the map 
S : X ⊕ C → Y defined by 

S(x , c) = T (x ) + c. 

S is bounded linear isomorphism and hence by the open mapping theorem S is a 
topological isomorphism. Thus Ran(T ) = S(X ⊕ {0}) is closed. . 

An important result that will be used over and over again is the openness of 
invertibility in the operator norm. 

Theorem 16.15. If T : X → Y is a bounded invertible operator then for all 
p : X → Y with sufficiently small norm T + p is also invertible. 
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Proof. Without loss of generality we can assume X = Y and T = I . Then if the 
norm of p is sufficiently small the Neumann series 

∞

(− p)i 

i =1 

converges to the inverse of I + p. 

We begin with some lemma’s 

Lemma 16.16. (F. Riesz) The unit ball B in a Banach space X is compact if and 
only if B is finite dimensional. 

Proof. See Kerszig Lemma 2.5­4. This is easy for Hilbert spaces but takes a little 
care for Banach spaces. 

Lemma 16.17. The following are equivalent: 

1. ker(T )) is finite dimensional and Ran(T ) is closed. 

2. Every bounded sequence {xi } ⊂ X with T xi convergent has a convergent 
subsequence. 

Proof: Suppose that 1 holds. Since ker(T ) is finite dimensional it admits a 
closed compliment C . Since Ran(T ) is closed it is a Banach space so the Banach 
isomorphism theorem implies T |C : C → Ran(T ) is an isomorphism and the 
result follows. Now suppose that 2 holds. Then a bounded sequence in the kernel 
has a convergent subsequence so the kernel is finite dimensional. That Ran(T ) is 
closed follows immediately from 2. 

Let Fred(X, Y ) denote the space of Fredholm operators between X and Y . 
Also let Fred(X ) be the set of Fredholm operators on X 

Lemma 16.18. Fred(X, Y ) is a open subset of B(X, Y ) and the index is a locally 
constant function on Fred(X, Y ). 

Proof. Let T : X → Y be a Fredholm operator and let p : X → Y be an operator 
with small norm. We can write X = C + ker(T ) and Y = Ran(T ) + D. With 
respect to this decomposition we can write T as a matrix 

T � 0
T = 

0 0 
. 
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and p as the matrix 
a b 

.p = 
c d 

We prove the result by reduction to the finite dimensional situation. In fact we’ll 
prove 

Lemma 16.19. For p sufficiently small there is a linear transformation A : ker(T ) → 
Coker(T ) so that 

ker(T + p) ≡ ker( A) and Coker(T + p) ≡ Coker( A). 

In fact the norm of p is small enough then T + a will be invertible and if we 
set � � � � 

I 0
G = 

0 
I −(T � +

I
a)−1b 

and H =
−c(T � + a)−1 I 

(7) 

then � � 
0 

.H (T + p)G = 
T �

0 
+ a 

−c(T � + a)−1b + d 

The lemma follows immediately from this taking A = −c(T + a)−1b + d. 

The proof of the lemma proved the following conceptually useful result 

Lemma 16.20. Let T : X → Y be a Fredholm map and p : X → Y a linear map. 
If p has sufficiently small norm then there are isomorphisms i : X � ⊕ K → X and 
j : Y → X � ⊕ C so that 

I 0
j ◦ (T + p) ◦ i 

0 q 
.= 

for some linear map q : K → C. 

We’ll also need the notion of the adjoint of an operator. If X is a Banach space 
the dual space of X is the space of all bounded linear functionals on X and is 
denoted X ∗. Given a bounded linear operator T : X → Y we have get a linear 
operator 

T ∗ : Y ∗ → X ∗ 

by declaring that for ρ ∈ Y ∗ , T ∗(ρ) is the linear functional so which send x to 

ρ(T (x)). 

First we give the dual characterization of the norm. 
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Lemma 16.21. For all x ∈ X 

�x � = sup (|ρ(x)|) 
�ρ�=1 

Proof. Fix x0 ∈ X Certainly |ρ(x0)| ≤ �ρ��x0� so 

�x0� ≥ sup (|ρ(x0)|) 
�ρ�=1 

Define a linear functional λ : span(x0) → R by λ(x0) = �x0� and extending by 
linearity to the span. Applying the Hahn­Banach theorem to λ and the subadditive 
function p(x) = �x � implies the existence of an extension of λ to the whole of X 
with 

|λ(x )| ≤ �x � 

Lemma 16.22. If T is bounded then T ∗ is bounded with the same norm 

Proof. 

sup �T x ��T � = 
x |�x�≤1 

sup | sup ρ(T x)|= 
x |�x�≤1 ρ|�ρ�≤1 

sup sup |ρ(T x )|= 
ρ|�ρ�≤1 x|�x �≤1 

= sup �T ∗(ρ)� 
ρ|�ρ�≤1 

= �T ∗�. 

We’ll need the relationship between the cokernel of T and the kernel of T ∗ . 

Lemma 16.23. If T has closed range then 

Coker(T )∗ ≡ ker(T ∗). 
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Proof. There is a natural map ker(T ∗) → Coker(T )∗ by sending ρ ∈ ker(T ∗) 
to the linear functional λ ∈ Coker(T )∗ where λ(y + T X ) = ρ(y). This well 
defined since for all x ∈ X we have ρ (T x ) = T ∗(ρ)(x ) = 0. Since Ran(T ) is 
closed, Coker(T ) = Y /Ran(T ) is a Banach space. Given a linear functional λ ∈ 
Coker(T )∗ so λ : Y /Ran(T ) → R and hence defines a bounded linear functional 

ρ : Y → Y /Ran(T ) → R. 

Now (T ∗ρ)(x ) = ρ(T (x )) = 0. It is easy to check that this inverts the previous 
construction. 

Next we observe that compactness is preserved under taking adjoints. 

Lemma 16.24. Let K : X → Y be compact then K ∗ : Y ∗ → X ∗ is compact. 

Proof. This takes a little work. See for example Kreszig Introductory functional 
analysis with applications Theorem 8.2­5. 

Lemma 16.25. Let K : X → X be a compact operator. Then I + K is Fredholm. 

Proof: First we coincide the kernel of I + K . Let B be the unit ball in 
ker(I + K ). Then B = K (B) so B is image of a bounded set under a compact 
operator hence is precompact. But B is closed so B is compact. By Riesz’s lemma 
ker(I + K ) is finite dimensional. Next we show that Ran(I + K ) is closed. By 
lemma 16.17 it suffices to show that if xi is a bounded sequence so that xi + Ki xi 

converges to y ∈ Y then there is x ∈ X so that x + K x = y. Since {xi } is bounded 
there is a subsequence xi j so that {K xi j } converges. But then {xi j } converges. 
Thus the operator I + K is a semi­Fredholm. Applying the same arguement to the 
adjoint I + K ∗ completes the proof. 

Next we give a useful characterization of Fredholm operators. 

Theorem 16.26. T : X → Y is Fredholm if and only this a bounded linear 
operator R : Y → X so that 

RT − I and T R − I 

are compact operators. 
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Proof. If T is Fredholm then as before we can write 

X = X � ⊕ ker(T ) andY = Ran(T ) ⊕ C 

for closed subspaces X � ⊂ X and C ⊂ Y . T |X � : X � → Ran(T ) is an isomorphism 
so it has and inverse R̃. Extending R̃ to a map Y → X using the direct sum 
decomposition gives the required map. 

If R exists ker(T ) is finite dimensional from the equation RT = I + K . 
Ran(T ) is finite dimensional from the equation T R = I + K � and the operator is 
Fredholm. 

Next we consider the composition of Fredholm operators. 

Lemma 16.27. Let T : X → Y and S : Y → Z be Fredholm operators. Then 
ST : X → Z is Fredholm. Furthermore Ind(ST ) = Ind(T ) + Ind(S). 

Proof: Since (ST )−1(0) = T −1(S−1(0)) we have dim(ker(ST )) ≤ dim(ker(S))+ 
dim(ker(T )). Similarly dim(Coker(ST )) ≤ dim(Coker(S)) + dim(Coker(T )) so 
the composition is Fredholm. 

Next we consider the index assertion. To this end consider the family of oper­
ators At : Y ⊕ X → Z ⊕ X defined by the equation 

cos(t )S −si n(t )ST 
=At si n(t )I cos(t )T 

for 0 ≤ t ≤ 1. We claim that At is a continuous family of Fredholm operators. 
But � � � � � � 

S 0 cos(t )I −si n(t )I I 0 
=At 0 I si n(t )I cos(t )I 0 T 

. 

So At is the composition of Fredholm operators and hence is Fredholm. Clearly 
Ind( A0) = Ind(T ) + Ind(S) and Ind( Aπ) = Ind(ST ). 



Lecture 18 and 19
 
17 Smale’s Sard theorem 
In the early sixties Smales realized that many of the ideas of differential topology 
can be applied to aid in the study of PDEs and as part of this program he showed 
how to generalize Sard’s theorem to the infinite dimensional case. First we need 
to introduce the correct kind of mappings of Banach manifolds. 

Definition 17.1. Let X and Y be Banach manifolds and f : X → Y a smooth 
map. We say that f is a Fredholm mapping if for all x ∈ X the differential 

dx f : Tx X → Tf (x )Y 

is a Fredholm map 

The first problem we run into with trying generalize Sard’s theorem is that 
the notion of measure zero isn’t easy to make sense of in an infinite dimensional 
space however the the complement of a (closed) set of measure zero is an open 
dense set. The critical set of a map is closed so the image is at worst a countable 
union of closed sets of measure zero. The complement is a countable intersection 
of open dense sets. This notion makes sense in an arbitrary topological space. In 
particular Banach manifold which satisfies the Baire category theorem so such a 
set is non­empty. 

Definition 17.2. Let X be topological space. A set A ⊂ X is called residual it is 
a countable intersection of open dense sets. 

Thus the Baire category theorem says that a residual subset of a metric space 
is dense. 

Smale’s generalization of Sard’s theorem is 

Theorem 17.3. Let f : X → Y be a smooth mapping of second countable Banach 
manifolds. Then the set of regular values of f is residual in Y . 

To prove this result we prove a result of independent interest which says that 
after a change of coordinates a nonlinear Fredholm mapping differs from an linear 
isomorphism by a nonlinear map between finite dimensional manifolds. We have 
a kind of analogue of Lemma ?? 

Lemma 17.4. Let f : X → Y be a Fredholm map. Then for any x ∈ X there are 
coordinate charts φ : U ⊂ X → B ⊕ K → and ψ : V ⊂ Y → B ⊕ C so that 

ψ ◦ f ◦ φ−1(x, k) = (x , g(x , k)). 

Proof. This is a local result so we may assume without loss of generality that x is 
the origin in Ū ⊂ X → B ⊕ K and that f (x ) is the origin in V̄ ⊂ Y → B ⊕ C 
where B is a Banach space, K = ker(dx f ), and C = Coker(dx f ). We can also 
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arrange that 0 ⊕ K is the kernel of d(0,0) f and that B ⊕ {0} is complement for the 
range of d(0,0) f and finally that 

I 0 
=d(0,0) f 0 0 

Write 
f (x , k) = (a(x , k), b(x, k)). 

As in the proof of the implicit function theorem consider the map 

h : U → B ⊕ K 

given by 
h(x , k) = (a(x, k), k). 

Then the differential of h at (0, 0) is the identity so there is a map q inverting h 
near the origin. Notice that 

f ◦ q(x , k) = (x , g(x, k)) 

as required. 

Remark 3. This lemma has a very important consequence. Point preimages of 
Fredholm mappings are locally homeomorphic to the point preimage of a smooth 
map between finite dimensional manifolds. This the beginning of Kuranishi’s 
work in deformation theory for complex manifolds. Kuranshi and Smale where 
contemporaries at Columbia in the early sixties. 

We need one more technical lemma. 

Definition 17.5. A map f : X → Y is said to be locally closed if for all x ∈ X 
there is a neighborhood U of x so that f |Ū : U t oY is a closed map. ¯

Any continuous map from a locally compact space is locally closed. Banach 
spaces a locally compact if and only if they are finite dimensional. 

Lemma 17.6. A Fredholm map f : X → Y is locally closed. 

43 



� � 

Proof. Choose charts as guaranteed by Lemma 17.4 so that we can assume our 
map has the form 

f (x , k) = (x , g(x , k)) 

If A ⊂ U ⊂ B × K is closed we must show that f ( A) is closed. Let (xi , ci ) be a 
sequence in f ( A) converging to (x , c). Then ci = g(xi , yi ) for some sequence yi . 
Since the yi are bounded in finite dimensional vector space we can assume that yi 

converge. Then clearly (x , c) will be in f ( A). 

We are now ready to prove Smale’s Sard theorem. 

Proof. Let f : X → Y be our Fredholm map. Since X is second countable it is 
enough to show that there is a covering of X by open sets U so that the regular 
values of f |U are residual. In fact we will show that we can find U so that the 
regular values of f |U are open and dense. Since f is locally closed and the since 
the critical point set of f is closed there in no problem in choosing U the regular 
values of f |U is an open set . Now choose charts about the point in question so 
that the local representative of f has the form guaranteed by Lemma 17.4. The 
differential of local representative of f has the form 

I 0 
K∗ d(x ,k)g|

so that d(x ,k) f is surjective if and only if d(x ,k)g|K is surjective in other words 
(x , c) is a regular value for f |U if and only if c is a regular value of k �→ g(x , k) 
for k in a suitable neighborhood. Thus the intersection of R( f |U ) with each slice 
{x} × C ∩ V is dense and hence R( f |U ) is dense. 



Lecture 20.


18 Parametric transversality 

An important tool in differential topology is the notion of transversality. 

Definition 18.1. f : M → N is said to be transversal to Z ⊂ N if for all m ∈ M 
we have 

dm f (TmM) + Tf (m) Z = Tf (m) N. 

This is sometimes written f ∩TZ. 
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Lemma 18.2. If f : M → N is transverse to Z then the preimage f −1(Z ) is a 
smooth submanifold of dimension 

dim(M) − dim(N ) + dim(Z ). 

Proof. Let x ∈ f −1(Z ) and choose charts (U, φ) about x and (V , φ) about 
f (x ) ∈ Z . We can choose (V , φ) so that ψ( f (x )) = 0 and ψ(V ∩ Z ) ⊂ 
Rz 

× {0} ⊂ Rn . Let p : Rn 
→ Rn−z be the projection. Define g : U → Rn−z by 

g(x ) = p ◦ ψ ◦ f |U (x ). Then the condition that f is travsversal to Z implies that 
the origin a regular value of g and hence g−1(0) = Z ∩ U is a submanifold. 

Remark 4. Often one can make cleaner statements by introducing the notion of 
codimension. If Z ⊂ N is a submanifold we define codim(Z ) = dim(N ) − 
dim(Z ). It is the number of equations required to cut out Z locally. In the above 
theorem the codimension of Z and f −1(Z ) are the same. (They are each cut out 
by the same number of equations!) 

Our aim is to show that the condition of being transversal is generic in the 
sense of Sard’s theorem. As a model for what we wish to prove consider the 
following situation. 

Let 
F : P × M → N 

be a smooth map. 

Theorem 18.3. Suppose that F is a submersion, i.e. the differential of F is surjec­
tive everywhere. Suppose further that P, M and N are finite dimensional. Then 
for each p ∈ P we get a map f p : M → N . Given a submanifold Z of N t for a 
generic p ∈ P we have f p is transversal to Z . 

Proof. Since F is a submersion F is transversal to Z so that S = F −1(Z ) ⊂ 
P × M is a submanifold. Consider the projection 

p1 : S → P. 

Fix (p, m) ∈ S and set n = F (p, m) The tangent space of S at (p, m) is (v, w) ∈ 
T(p,m) M so that d(p,m) F (v, w) ∈ TnZ or equivalently 

dm f p (w) + d(p,m) F (v, 0) ∈ TnZ . 

We claim that p is a regular value of the projection if and only if f p is transverse 
to Z . This follows from 
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Lemma 18.4. S = F −1(Z ) is transverse to { p}× M if and only if f p is transverse 
to Z . 

Proof. The first condition is 

0 ⊕ TmM + (dp,mF )−1(TnZ ) = TpP ⊕ TmM 

The second condition is 

dp,mF (0 ⊕ TmM ) + TnZ = TnN . 

Since F is surjective these condition are equivalent. 

Next we observe that the condition S is transverse to { p} × M is equivalent 
to the condition that p is regular value of the projection p1|S : S → P. The first 
condition is 

0 ⊕ TmM + (dp,mF )−1(TnZ ) = TpP ⊕ TmM 

while the second is 

dp,mp1 : (dp,mF )−1(TnZ ) = TpP. 

Since 0⊕ TmM is the kernel of dp,mp1 is 0⊕ TmM these conditions are equivalent. 
Thus we can appeal to Sard’s theorem applied to the projection p1 : S → P to 

say that a generic p ∈ P is a regular value and by the lemma for generic p ∈ P, 
f p is transverse to Z . 

Theorem 18.5. Suppose that F is a submersion, i.e. the differential of F is sur­
jective everywhere. Suppose further that P , M and N are Banach manifolds for 
each p ∈ P we get the map f p : M → N is Fredholm. Given a finite dimensional 
submanifold Z of N then for a residual set of p ∈ P we have f p is transversal to 
Z . 

Proof. We simply need to check the map p1|S : S → P is Fredholm. To this end 
we need to inspect the proofs of the two lemmas above. We can sharpen them to 
the following. 

Lemma 18.6. There an isomorphism 

TpP ⊕ TmM/(0 ⊕ TmM + (dp,mF )−1(TnZ ) → TnN /dp,mF (0 ⊕ TmM) + TnZ 
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Proof. Differential of F induces a map which is easily seen to be an isomorphism 
using the fact that F is a submersion. 

dp,mp1 : (dp,mF )−1(TnZ ) = TpP. 

Lemma 18.7. There an isomorphism 

TpP ⊕ TmM/(0 ⊕ TmM + (dp,mF )−1(TnZ ) → TpP/dp,mp1 : (dp,mF )−1(TnZ ) 

Proof. Now the differential of p1 induces the desired map which is easily seen to 
be an isomorphism using the fact that p1 is a submersion. 

These two lemmas tell us that the cokernel of p1|S is finite dimensional. 
The kernel of the projection p1|S is the intersection (0⊕TmM ∩(dp,mF )−1(TnZ ). 

This intersection Fits into a short exact sequence 

0 → ker(dm f p) → (0 ⊕ TmM ∩ (dp,mF )−1(TnZ ) → TnZ → 0. 

and hence is finite dimensional. 

The main application we will have of this result is the following result. 

Theorem 18.8. Let M , N , and Z be smooth manifolds with Z ⊂ N a submanifold. 
The set of maps f : M → N in Ck (M, N ) which are transverse to Z is residual 
in Ck (M, N ). 

A little later in the course we will deal with giving Ck (M, N ) the structure of 
a Banach manifold. 
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Lectures 21 and 22.


19 The Strong Whitney Embedding Theorem 

Whitney proved a stronger version of this theorem. 

Theorem 19.1. (Whitney 1944) Any compact n­manifold admits an embedding 
into R2n. 

Proof. (Sketch). We will work out the case n is even and n > 2 and M orientable 
first. Consider the space I mm of Ck ­immersions of M → R2n . The condition of 
being an immersion is an open condition in the Ck ­topology on the space of maps 
so that I mm is a Banach manifold. By Proposition 15.3 proposition this space 
is non­empty. First we will show that for a Baire set of immersions the there are 
only finitely many double points and that the two sheets of image are transverse 
at the double points. 

To this end consider the map 

F : I mm × (M × M \ �) → Grn (R2n ) × Grn (R2n ) × R2n . 

given by F ( f, x , y) = (Im(Dx f ), Im(Dy f ), f (x ) − f (x �). One checks that F is 
a submersion. Let Zi ⊂ Grn (R2n ) × Grn (R2n ) be the set of pairs (�1, �2) so that 
dim(�1 ∩ �2) = i . 

Lemma 19.2. Zi is a smooth submanifold of dimension 2n2 
− i 2 . 

Proof. Write R2n as 

�1 ∩ �2 ⊕ �1 ∩ �⊥
⊕ �⊥

∩ �2 ⊕ �1 ∩ �⊥

2 1 2 

The standard coordinate chart about �1 represents a plane near �1 as the graph of 
a linear map A1 : �1 → �⊥ decomposing this matrix according the to the above 1 
deomposition we can write 

A1 
α1 β1 

= 
γ1 δ1 

viewed as a map 

�1 ∩ �2 ⊕ �1 ∩ �⊥
→ �⊥

∩ �⊥
⊕ �⊥

∩ �22 1 2 1 

Doing the same of a chart about �2 we get 
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A2 = 
α2 

γ2 

β2 

δ2 

now viewed as a map 

�1 ∩ �2 ⊕ �⊥
∩ �2 → �⊥

∩ �⊥
⊕ �1 ∩ �⊥

1 1 2 2 

The condition that the planes represented by (A1, A2) also intersect in an i ­dimensional 
subspace is the condition that α1 = α2 so the total dimension is 2n2 

− i 2 

We seek a map f so that for all distinct x, y ∈ M F ( f, x, y) �∈ Zi × {0}

for any i . The parametric transversality theorem implies that for a Baire set of f 
the map (x , y) �→ F ( f, x , y) is transverse to Zi × {0}. But the codimension of 
Zi × {0} is 2n2 

+ 2n − (2n2 
− i 2) = i 2 

+ 2n which is larger than the dimension 
of the domain 2n. 

Exercise 8. Show that we can in addition assume that f has no triple points. 

Thus whenever f (x ) = f (y) we have that the differentials have transverse 
images at those points. We assume that in the remainder of the discussion that f 
has been chosen satisfy these conditions. 

Lemma 19.3. At each pair (x , x �)with f (x ) = f (x �) = y there are charts (U, φ), 
(U �, φ�) near x , x � and (V , ψ) near y so that 

ψ−1 
◦ f ◦ φ(x1, x2, . . . , xn ) = (x1, x2, . . . , xn ,0,0, . . . ,0) 

and 
ψ−1 

◦ f ◦ φ�(x1
� , x2

� , . . . , xn 
� ) = (0,0, . . . ,0,x1

� , x2
� , . . . , xn 

� ) 

Proof. Since f is an immersion there are coordinates φ = (x1, . . . , xn ) about x 
and ψ1(y1, . . . , y2n ) about y so that 

ψ−1 
◦ f ◦ φ(x1, x2, . . . , xn ) = (x1, x2, . . . , xn ,0,0, . . . ,0)1 

and coordinates φ�
= (x1

� , . . . , xn 
� ) about x � and ψ2 = (y1

� , . . . , y2
�

n ) about y so 
that 

ψ−1 
◦ f ◦ φ(x1

� , x2
� , . . . , xn 

� ) = (0,0, . . . ,0,x1
� , x2

� , . . . , xn 
� )2 

Then set ψ = (y1, . . . , yn , yn
�

+1, . . . , y2
�

n ) We claim that this gives the desired 
coordinate system. 
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Thus the double points are isolated and hence by compactness there are finitely 
many. 

Next we define the sign of a double point. Recall now that are assuming that 
n is even and that M is orientable. Choose an orientation of M and of R2n . If 
f (x ) = f (x �) = y then transversality tells us that we can write 

Ty R2n 
= Dx f (Tx M ) ⊕ Dx� f (Tx� M). 

As both sides of this equations are oriented vector spaces we can assign a sign to 
the double point according to whether or not the orientations agree. Notice that 
since n is even the order of the factors on the right hand side is immaterial. Also 
notice that the sign is independent of the choice of orientation of M . 

We will now prove the following key proposition. 

Proposition 19.4. If a pair of double points y1 and y2 of opposite sign with preim­
ages (x1, x1

� ) and (x2, x2
� ) respectively. Then we can modify f so as to eliminate 

the double point without introducing any others. 

Proof. Then choose γ and γ � embedded smooth curves in M with endpoints x1, x2 

and x1
� , x2

� respectively. Since n > 2 we can assume that the curves are disjoint 
and that their images are disjoint except at the endpoints. Let � = f (γ ) ∪ f (γ �) 
denote the union of these images. � is an embedded closed curve in R2n and 
hence bounds a disk σ : D2 

→ R2n . We can assume that σ is transverse to f 
and to itself. This implies that σ has no double points and that σ misses f except 
along �. 

Let N be the normal bundle of σ . Since σ is contractible N is trivial so that 
there is a bundle isomorphism 

N ≡ D2 
× R2n−2 . 

Let ν and ν� denote the normal bundles of γ and γ � in M . These are again 
trivial bundles. Note that along f (γ ), D f (ν) defines a distinguished subbundle 
similarly along f (γ �), D f (ν�). 

Notice that the tubular neighborhood of By the tubular neighborhood theorem 
there is a diffeomorphism 

ψ : D2 
× D2n−2 

→ R2n 

Suppose that we can write N = ξ1 ⊕ ξ2 so that 

ξ | f (γ ) = D f (ν) and ξ | f (γ �) = D f (ν�) 
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Then we can write the tubular neighborhood of σ in a standard way and we see 
since we can push the two dimensional picture till the two arcs don’t intersect we 
can also push the higher dimensional picture till they don’t intersect. 

We must return to the issue of extending the splitting. The splitting gives rise 
to a map υ : � → Grn−1(R2n−2) and we must understand when this map is null 
homotopic. Form algebraic topology we know that Grn−1(R2n−2) fundamental 
group Z/2Z and is generated by the family of subspaces 

n 2�t = span{cos(t)e1 
+ sin(t)e ,e , . . . ,en−1

}. 

as t varies between 0 and π. In other words the identification of �0 with �π is 
orientation reversing. Thus the orientation of ξ1 ⊕ ξ2 must be the same at the two 
end if the splitting is to extend. On the other hand the normal vectors in the two 
disk reverse orientation. 

To prove the theorem we need to see that we first modify f so that the signed 
number of double points is zero. To this end consider the map 

(x1, . . . , xn) → (x1 − 2x1/u, x2, . . . , xn,1/u, x1 x2/u, . . . , x1 xn/u) 

2 2where u(x1, . . . , xn) = (1 + x1
2)(1 + x2 ) . . . (1 + xn ). It is straightfoward if tedious 

to check that this map has exactly one double point and also notice that at very 
large distance from the origin this map is quite close to the linear embedding 

(x1, . . . , xn,0, . . . ,0) 

in other words we can shrink the map down a lot and use it to modify a given map 
to have another double point and we can choose the sign of this double points as 
well. 

Now we consider the case that n is odd (it doesn’t matter now if M is ori­
entable). Then the sign of a point of intersection is not well defined. In this case 
however the relative sign of a pair of intersection points given the pair of curves 
γ and γ � is still well defined. If the curves γ joining x1 and x2 and γ � joining x�

to x2
� lead to intersection with the same sign choose different curves now joining 

x1 to x2
� and joining x1

� to x2. 
If M is nonorientable and we have curves γ and γ � leading to a pair of in­

tersection point with the same sign add to γ � a curve running around a loop that 
reverses orientation. 
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Lecture 23-28 

20 Morse Theory 

Definition 20.1. A function on a manifold is called a Morse function if all of it 
critical points are non­degenerate. 

Sorry, no notes. 



�

� 

Lecture 30. 

21.2 The Frobenious Integrability Theorem 

Next we consider when can a subbundle ξ of the tangent bundle T M of M can be 
brought into a canonical form. In generality this is a very complicated problem 
and we need to isolate manageable cases. The example that comes to mind is the 
case where �0|(x,y) = Tx Rn 

× {0} ⊂ Tx Rn 
× Tx Rm−n , the tangent bundle along 

a product. A subbundle which is locally diffeomorphic to �0 is called integrable. 
Notice that �0 is has following property. If 

n n
1 1 m ∂ X1 ai (x , . . . , xm )

∂

∂ 

xi 
, and X2 

� 
bi (x , . . . , x )= = 

∂xi 
i =1 i =1 

is a pair of local sections of �0 then the bracket 

n� � i ∂bj 

− bi ∂a j � ∂ 
[X1, X2] = a

∂xi ∂xi ∂x j 
i, j =1 

is also a local section of �. A subbundle with this property is called involutive.

Clearly any integrable subbundle is involutive.

Examples:


∂ 2zx ∂ ∂ 2zy ∂ 
,�1 = span{ 

∂x 
+ 

1 + x 2 + y2 ∂z ∂y 
+ 

1 + x 2 + y2 ∂z 
} 
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� � 

is involutive indeed it field of tangent planes to the family of paraboloids 

2z = λ(1 + x 2 
+ y ) 

On the other hand 
∂ ∂ ∂ 

�2 = span{ + y , }
∂ x ∂z ∂y 

is not involutive. In fact in has the interesting property that given any two points 
and any path connected neighborhood there is a path tangent to �2 joining the two 
points contained in the neighborhood. Clearly then �2 is not integrable. 

The following provides a converse. 

Theorem 21.4. (Frobenius). If � is involutive then it is integrable. 

Proof. Choose first a coordinate patch about of the from φ : U → Rn 
× Rm−n so 

that at φ(m) = 0 and φ∗(ξm ) = T0Rn 
× {0}. Set �1 = φ∗(�). 

Then in some neighborhood V × W of φ(m) = 0 we can find a function 
f : V × W × Rn 

→ Rm−n , linear in the last factor with f (0, 0, ·) = 0 and so that 
any ξ ∈ � can uniquely be written as 

ξ = (e, f (x , y, e). 

There is a natural homotopy of �0 to �1 given by 

�t = {(e, t f (t x , y, e)|e ∈ Rn 
}. 

We will show that there is a one parameter family of diffeomorphisms Ft so that 

1. Ft (0) = 0 and 

2. (Ft )∗(Xt ) = �0. 

Thus F1 is the desired change of coordinates. For x ∈ V let 

Xx (v, w) = (x , f (v, w, x )) 

Then the fact the �1 is involutive implies that [Xx , Xy ] ∈ �1 but [Xx , Xy ] is 
certainly of the form (O, ∗) since the constant vectors fields x and y commute so 
[Xx , Xy ] = 0. More explicitly 

[Xx , Xy ] = 0, D(v,w,x) f (y, f (v, w, y), 0) − D(v,w,y) f (x , f (v, w, x ), 0) = 0 
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� � 

Let Xt(v, w) = (0, f (tv, w, v)). A typical section of �t is Xt,x(u, v) = (x, t f (tv, w, x)). 
We can work out the bracket [Xt , Xt,x] 

[Xt , Xt,x] = 0, t D(tv,w,x) f (0, f (tv, w, v), 0) 

−t D(tv,w,v) f (x, f (tv, w, x), 0) − f (tv, w, x) 

= −t D(tv,w,x) f (v, 0, 0) − f (tv, w, x) 
d 

= − 
dt 

Xt,x 

dThus the Lie derivative of [(Xt , dt ), Xt,x] = 0 or equivalently if Ft is the flow of 
the time dependent vector field then we have (Ft)∗(Xs,x) = Xs+t,x as required. 

Here is a more intuitive proof by induction on the dimension. 

Proof. Induction on the dimension of the subbundle. The case of dimension one 
follows from the standard form for an non­vanishing vector field. The question 
is also local so we assume that we are given a subbundle of the tangent bundle 
of Rn defined in a neighborhood of 0 ∈ Rn . Suppose we have proved the result 
for all subbundles of dimension d. Let E be an involutive subbundle of TRn of 
dimension d+1. Choose a nowhere vanishing local section, X, of E. Next choose 
a coordinate system z1 , . . . , zn , centered at 0, so that ∂ X. TRn−1 

× {0} is
∂zn = 

an integrable hence involutive subbundle. E�
= E ∩ TRn−1 

× {0} defines a 
subbundle in a neighborhood of 0 of dimension d. Since E� is the intersection of 
two involutive subbundles it is involutive and so the induction hypothesis applies. 
We can find a coordinate system y1 , . . . , yn centered at 0 so that E� is given in a 
neighborhood of 0 as the span of y1 , . . . , yd In this new coordinate system X may 
not be straight but we have that 

∂ ∂ 

∂y1 
, . . . , 

∂yd 
, X 

forms a basis for E. We can write 

d� 
i ∂ X = a
∂yi 

+ X0 

i =1 

where X0 is section of T W. Then 

∂ ∂ 

∂y1 
, . . . , 

∂yd 
, X0 
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is also a basis for E. Since X0 is a section of T W so is [ 
∂
∂ 
yi , X0]. By involutivity 

it is parallel to X0 so there is a smooth function f1 defined in a neighborhood of 0 
with 

∂ 
[ 
∂yi 

, X0] = f1 X0. 

Set 
1 

fi (w, s, y2g1 = −int y
, . . . , yd)ds.0 

Then set 
X1 = exp(g1)X0. 

It is now easy to check that 
∂ 

[ 
∂yi 

, X1] = 0. 

X1 is still a section of T W so [ 
∂
∂ 
yi , X0] is parallel to X1 and we can find a smooth 

function f2 so that 
∂ 

[ 
∂yi 

, X1] = f2 X1 

We claim that 
∂ f2 

= 0. 
∂y1 

To see this notice that 

∂ ∂ ∂ f2[ 
∂y1 

, [ 
∂y2 

, X1] = 
∂y1 

X1 = 0. 

Using Jacobi’s identity we also have 

∂ ∂ ∂ ∂ ∂ ∂ 
[ 
∂y1 

, [ 
∂y2 

, X1] [[ 
∂y1 

,
∂y2

]X1] + [ 
∂y2 

, [ 
∂y1 

, X1]= 

= 0. 

So if we set � 2y

g2 = − fi (w, y1 3 , s, y , . . . , yd)ds. 
0 

and 
X2 = eg2 X1 

we have 
∂ 

[ 
∂yi 

, X2] = 0 
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for i = 1,2. Continuing in this fashion we eventually find Xd commuting with 
y1 , . . . , yd and we can construct the desired coordinate system as we did in class. 

21.3	 Foliations 

The local structure of the previous subsection has as its global counterpart the 
notion of a foliation. Here is the precise definition. 

Definition 21.5. A foliation F of M is a decomposition of M as a disjoint union 
of connected immersed submanifolds M = α∈A Lα called the leaves of F so 
that each point has a chart (U, φ) so that under φ the decomposition obtained 
from the decomposition � α∈A Lα ∩ U by taking components goes over to the 
decomposition of Rn 

= x ∈Rn−k Rk 
× x . 

It is important to realize that in the above definition we do not require the 
leaves to have the subspace topology. For example Consider the 2­torus 

T 2 
= R2/Z2 

Fix a pair of real numbers (ζ1, ζ2) so that ζ1/ζ2 is irrational. The cosets of the 
subgroup � generated by {[t ζ1, t ζ2]|t ∈ R} give rise to a foliation with leaves that 
are not locally closed subsets. 

Remark 6. The space of leaves of a foliation is one setting where one runs into 
non­Hausdorff manifolds. The space of leaves has a natural covering by charts 
(These may not be injective so be careful). 

22	 Characterizing a codimension one foliation in terms 
of its normal vector. 

Let F be a two dimensional foliation of R3. 

Proposition 22.1. Let n be a local normal vector field to F . Then 

n · (� × n) = 0 
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Proof. Write 
∂ ∂ ∂ 

n = a + b + c . 
∂ x ∂ y ∂ z 

By rotating the coordinates we can assume that none of a, b or c are zero. Then 
F is locally spanned by the local sections 

∂ ∂ ∂ ∂ ∂ ∂ 
−b + a , c − a , c − b 
∂ x ∂ y ∂ x ∂ z ∂ y ∂ z 

and we have 

∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ 
[−b + a , c − a ] = [−b 

∂ x 
, −a 

∂ z 
] + [a 

∂ y 
, c 
∂ x 

] + [a , −a ]
∂ x ∂ y ∂ x ∂ z ∂ y ∂ z 

∂a ∂ ∂b ∂ ∂c ∂ ∂a ∂ ∂a ∂ ∂a ∂ 
= b − a + a − c + −a + a 

∂ x ∂ z ∂ z ∂ x ∂ y ∂ x ∂ x ∂ y ∂ y ∂ z ∂ z ∂ y � ∂c ∂b ∂ ∂a ∂ ∂a ∂ ∂a ∂ ∂a ∂ 
= a (

∂ y 
− 
∂ z 
)
∂ x 

+ 
∂ z ∂ y 

− 
∂ y ∂ z 

) + b 
∂ x ∂ z 

+ −c 
∂ x ∂ y 

. 

Since we are assuming that F is involutive we have � ∂c ∂b ∂a ∂a 
a (

∂ y 
− 
∂ z 
)a + 

∂ z
b − 

∂ y
c) = 0. 

Since a �= 0 we have: � ∂c ∂b ∂a ∂a 
(
∂ y 

− 
∂ z 
)a + 

∂ z
b − 

∂ y
c) = 0. 

This same equation hold for any cyclic permutation of a, b, c and simultaneous 
permutation of x , y, z. Adding the resulting three equations gives � ∂c ∂b ∂a ∂c ∂b ∂a � 

2 (
∂ y 

− 
∂ z 
)a + ( − )b + ( − c) = 0. 

∂ z ∂ x ∂ x ∂ y 

as required. 

23 The holonomy of closed loop in a leaf 

Definition 23.1. Let F be a foliation of a manifold M . A transversal to F is 
smooth locally closed submanifold of M which meets all leaves transversally. A 
local transversal is a transversal which is diffeomorphic to a disk. 
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To discuss the holonomy we will use the terminology of a germs. 

Definition 23.2. Let X, Y be smooth manifolds. Fix a point x ∈ X . A germ of 
smooth mappings at x is the equivalence class of functions f : U → Y where 
U ⊂ X is an open neighborhood of x under the equivalence relation of agreement 
upon restriction. That is f : U → Y is equivalent to g : V → Y if there is a 
neighborhood W of x so that f |W = g|W . 

Let τ1 and τ2 be local transversals hitting the same leaf L of F . τ1 and τ2 are 
both contained in the same foliation chart U . Then the chart defines the germ of a 
diffeomorphism from τ1 at τ1 ∩ L to τ2 at τ2 ∩ L

Let γ : S1 
→ L be a C 1 closed loop based at x in a leaf L of foliation F . Let 

τ be a transversal to F passing through x . 

24 Reeb’s stability theorem 

Definition 24.1. A codimension one foliation is called transversally orientable if 
the normal bundle ν = T M/T F is orientable. 

Theorem 24.2. Let F be a normally oriented two dimensional foliation of a com­
pact oriented three manifold. If F contains S2 as a closed leave then the pair 
M, F is diffeomorphic to S2 

× S1 with the product foliation by two­spheres.. 

Remark 7. To see that the normally oriented condition is important in the state­
ment of the result note the following. S2 

× S1 has an orientation preserving invo­
lution τ : S2 

× S1 
→ S2 

× S1 given by 

τ(x , ei θ ) = (−x , e−i θ ). 

i θThis is a fixed point free involution so the quotient X = S2 
× S1/(x , e ) ∼ 

(−x, e−i θ ) has the structure of manifold as well. The product foliation is of S2 
× 

S1 is carried to itself by τ and descends to a foliation of X . The induced foliation 
is not normally oriented (can you see this). Most of the leaves are two sphere but 
there are two leaves which are real projective planes. 

Lemma 24.3. Let φ : D2 
→ M be an smooth embedding of D2 into M 3 with 

image contained in a leaf L of F . Then there is a foliating coordinate patch 
φ̃ : D2 

× (−�, �) → M 3 extending φ. 
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Proof. First of all it is straightforward to construct a coordinate patch ψ : D2 
× 

(−a,a) → M extending φ so that F is transverse to all the ψ({x }× (−a,a)) and 
so T F agrees with D(0,t )ψ(T0 D2 

×{0}). Transfer F to a foliation of D2 
×(−a,a) 

still called F . Let (r, θ) be polar coordinates in the disk. 
Define G on (D2 

\ {0})× (−a,a) to be the span of ∂ and 
∂
∂ 
t . By construction 

∂r 
G is transverse to F and so the intersection T F ∩ G defines a line field on (D2 

\ 
{0})× (−a,a). This line field is spanned by a vector field of the form v(r, θ, t ) = 
∂ 
∂r + a(r, θ, t ) ∂ . We have a(r, θ,0) = 0 and a(0, θ, t ) = 0. and let Fs denote the 

∂t 
time s flow of v. Fs (r, θ, t ) = (r + s, θ, Ts (r, θ, t )) when it is defined. Choose 
b small enough so that the time 1­flow of v with initial conditions (0, θ, t ) for 
|t | < b is defined. Define a map φ̃ : D2 

× (−b,b) → D2 
\ {0}) × (−a,a) 

by sending (r, θ, t ) to the point (r, θ, Tr (0, θ, t )) or in words the time r flow of 
(0, θ, t ) under v. This map takes the line segment {(r, θ, t)|0 ≤ r < 1} to a leaf. 

∂Since for any θ v(0, θ, t ) = 
∂r is tangent to F , φ̃ carries D2 

× {t } onto a leaf. 
Thus φ̃ is the required map. 

Next we prove that in a neighborhood of a two­sphere leaf the foliation has a 
product structure. 

Lemma 24.4. Suppose that L is a leaf of F which diffeomorphic to S2 The is 
a saturated neighborhood N of L which diffeomorphic to S2 

× (−a,a) with the 
product foliation. 

Proof. Decompose S2 
= D2 

−. By the previous lemma we can find standard + ∪ D2 

neighborhoods and glue them together to get the result. 

Next we will show that the set of points on a leaf diffeomorphic to S2 is both 
open and closed. 

Theorem 24.5. Let F be a transversally oriented foliation. Then there is a em­
bedding γ : S1 

→ M transverse to the leaves. In fact γ can be chosen to pass 
through any point of M 

Remark 8. This is not to say that the image of γ hits all the leaves. This is a much 
stronger condition. A foliation with this addition property is called taut. The Reeb 
foliation of S3 is an example of a non­taut foliation. Any flow line can only touch 
the torus leaf once but a closed circle transverse to a torus in S3 must meet the 
torus in an even number of points. 
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Proof. Fix a point x0 ∈ M . Since F is transversally oriented there is a nowhere 
vanishing vector field, v, which is transverse to the leaves. Let Ft denote the time­
t flow for this vector field and consider a particular flow line, γ , of this vector 
field. If this flow line is a periodic orbit we are done so suppose it is not. Then 
we claim that there is leaf that is hit infinitely often by the flowline. We can find 
x ∈ X and sequence ti → ∞ so that lim i →∞ Fti (x0) = x . Let U be a foliation 
chart in M about x . We can construct a smaller chart, V , about x by using the 
vector field v to flow away from the leaf L containing x . In V if a point is on a 
connected component of the part of the flow line in V it hits L. Since infinitely 
many points of γ in different components of γ ∩ V are contained in V the claim 
follows. 

Thus we can find a piece of orbit which contains x0 and hits some leaf twice 
and the points of intersection are contained in the patch V . It is straightforward to 
modify the piece of flow line in this patch to close it up. 

Now consider our transversally oriented foliation of M 3 containing a leaf L
diffeomorphic to S2. Let γ be a closed transverse curve passing through L. Let � 
denote the union of all the leaves which pass through �. We claim that � is all of 
M and that γ hits each leaf the same number of times. 

By Lemma 24.4 � is open. Also by this lemma there for each point y of γ 
there is a compact foliated neighborhood diffeomorphic to S2 

× [0, 1]. By the 
compactness of γ finitely many such neighborhoods cover γ but then � is the 
union of finitely many closed sets and hence closed. Finally consider the function 
which associates to each point y of γ the of points of γ contained in the same leaf 
as y. By Lemma 24.4 this is a continuous function and hence is constant. 

Finally choose a new γ which hits L once and hence all leaves once. Then 

h : L × γ → M 

given by taking y ∈ L and t ∈ γ to the unique point in the leaf through t hit by 
the flow line of v through y is the required diffeomorphism. 
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25.125.125.125.125.125.125.125.125.125.125.125.125.125.125.1TheTheTheTheTheTheTheTheTheTheTheTheTheTheThe exteriorexteriorexteriorexteriorexteriorexteriorexteriorexteriorexteriorexteriorexteriorexteriorexteriorexteriorexterior algebraalgebraalgebraalgebraalgebraalgebraalgebraalgebraalgebraalgebraalgebraalgebraalgebraalgebraalgebra

Let V be a finite dimensional vector space over the reals. The tensor algebra of V 
is direct sum 

Ten(V ) = R ⊕ V ⊕ V ⊗2 . . .⊕ V ⊗k . . . 

It is made into an algebra by declaring that the product of a ∈ V ⊗k and b ∈ 
V ⊗l is a ⊗ b ∈ V ⊗(k+l ). It is characterized by the universal mapping property that 
any linear map V → A where A is an algebra over R extends to a unique map of 
algebras Ten(V ) → A. 

The exterior algebra algebra is the quotient of exterior algebra by the relation 

v ⊗ v = 0. 

The exterior algebra is denoted �∗(V ) or �(V ). It is customary to denote the 
multiplication in the exterior algebra by (a, ) → a ∧ b If v1 . . . vk is a basis for V 
then this relation is equivalent to the relations 

j,vi ∧ v j = −v j ∧ vi for i �= 

vi ∧ vi = 0 

Thus �∗(V ) has basis the products 

vi1 ∧ vi2 . . . vi k 

where the indices run over all strictly increasing sequences of numbers between 1 
and n. 

1 ≤ i i < i2 < . . . < i k ≤ n. 

n
Since for each k there are such sequences of length k we have

k 

dim(�∗(V )) = 2n . 

�∗(V ) since the relation is homogenous the grading of the tensor algebra descends 
to a grading on the exterior algebra (hence the *). 

We can apply this construction fiberwise to a vector bundle. The most impor­
tant example is the cotangent bundle of a manifold T ∗ X in which case we get the 
bundle of differential forms 

�∗(T ∗ X) or �∗(X). 
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We will denote the space of smooth sections of �∗(X) by �∗(X). In local coor­
dinates a typical element of �∗(X) looks like 

ω = ωi i i2...<i kdxi1 ∧ dxi2 ∧ . . . dxik . 
1≤i i<i2<...<i k≤n 

Since the construction of �∗(X) was functorial in the cotangent bundle these 
bundles naturally pull back under diffeomorphism and if f : X → Y is any 
smooth map there is natural map 

f ∗ : �∗(Y) → �∗(X). 

The most important thing about differential forms is the existence of a natural 
differential operator the exterior differential defined locally by the following rules 

n

d f 

dω 

= 

= 

� 

i =1 

∂ f 

∂ xi 
dxi 

� 
dωi i i2...<i k ∧ dxi1 ∧ dxi2 ∧ . . . dxik . 

1≤i i<i2<...<i k≤n 

Notice that we can’t invariantly define a similar operator on the tensor algebra. 
If we have a one form � 

θ = fi dxi 

i =1 

and try to define 

Dθ = 
� ∂ fi 

dxj 
⊗ dxi 

∂ x j 
i =1 

then when if we have new coordinates y1 . . . yn we have 

n i� ∂ x
dxi 

= 
∂ y j 

dyj 

j =1 

and 
n

θ = gmdym 

m=1 

where 
i∂ x

gm = fi 
∂ ym 
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Dθ = 
� 

i =1 

∂ fi 
∂ x j 

dx j ⊗ dxi 

= 
∂ fi 
∂ x j 

∂ xi 

∂ yl 

∂ x j 

∂ ym 
dym 

⊗ dyl 

= 
∂ fi 
∂ yk 

∂ yk 

∂ x j 
∂ xi 

∂ yl 

∂ x j 

∂ ym 
dym 

⊗ dyl 

= 
∂ fi 
∂ ym 

∂ xi 

∂ yl 
dym 

⊗ dyl 

= 
∂ fi 
∂ ym 

∂ xi 

∂ yl 
dym 

⊗ dyl 

= 
� ∂ 

∂ ym 
( fi 
∂ xi 

∂ yl 
) − fi 

∂2xi 

∂ ym∂ yl 

� 
dym 

⊗ dyl 

= 
n� 

m=1 

∂gl 

∂ ym 
dym 

⊗ dyl 
− fi 

∂2 xi 

∂ ym∂ yl 
dym 

⊗ dyl . 

Thus our definition depends on the choice of coordinates. Notice that when we 
pass to the exterior algebra this last expression vanishes that exterior derivative is 
well defined. 

Theorem 25.1. d2 
= 0. 

Proof. From the definition in local coordinates it suffices to check that d2 
= 0 on 

functions. 
n

d2( f ) = 
∂ x

∂

i 

2 

∂ 

f

x j
dxi 

∧ dx j = 0 
i, j =1 

since the f smooth so the matrix of second derivatives is symmetric. 

Proposition 25.2. 

d(a ∧ b) = da ∧ b + (−1)deg(a) 
∧ db. 
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Proof. The bilinearity of the wedge product implies that it suffices to check the 
result when 

a = f dxi1 ∧ dxi2 ∧ . . . ∧ dxik . 

∞

gether with a map d : C → C so that dCi ⊂ Ci +1 and d2 
= 0. The cohomology 

groups of a cochain complex are defined to be 

Definition 25.3. A cochain complex is a graded vector space C = i =0 Ci to­

Hi (C,d) = ker(d : Ci 
→ Ci +1)/Ran(d : Ci −1 

→ Ci ) 



Lecture 32. 

25.2 The Poincaré lemma and homotopy invariance of the DeR­
ham cohomology 

There are a bunch of basic forumlas in dealing with forms, the exterior derivative 
and contraction and the Lie derivative. 

Recall that the Lie derivative is defined as follow. Given a vector field v let Ft 

be its time t flow. By pull back this acts on forms on the manifold. Fixing a point 
x ∈ X we can watch what happens to the a form at the point x under the flow, i.e 
consider the path 

kFt 
∗(ωFt (x)) ∈ �x(X) 

The derivative at t = 0 is called the Lie derivative 

Lvω = 
d 

Ft 
∗(ωFt (x))|t=0 ∈ �k

x(X)dt 

More generally there is a Lie derivative on tensors. Note that if f is a function 
then this definition amounts to nothing more that 

d 
Lv f = f ◦ Ft(x)t=0 = v f (x) = ιv d f 

dt 

Since the exterior derivative is natural under diffeomorphisms it follows that Lie 
derivative commutes with d. Hence 

Lv d f = dLv f = dιv d f. 
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More generally we have Cartan’s formula or the homotopy formula. 

ω = dιvω + ιv dω. Lv 

We prove this by induction on the degree of the form. We have checked the 
case of functions. Furthermore it is enough to check that that both sides satisfy 
the Leibniz rule. 

Lv(ω ∧ η) = Lv(ω ∧ η) = dιvω + ιv dω. 

Let i : M → R × M be the inclusion i (x ) = (0, x ) and let π : R × M → M 
be the projection. We claim that the induced maps on cohomology are inverses of 
each other. Thus we have 

Proposition 25.4. The groups H ∗(M ) and H ∗(R × M ) are isomorphic. 

To prove this we will construct a map K 

26 Cech cohomology ˇ

Let U = {Uα |α ∈ A}be a open cover of a topological space. Using the combina­
torics of the cover when can define a complex as follows. Let Cp(U) be the space 
of all locally constant functions on p + 1 fold intersections 

Uα0 ∩ . . . ∩ Uα p 

with the symmetry property that if σ is a permutation of 0, . . . , p then 

f |Uα0 ∩ . . . ∩ Uα p = sign(σ ) f |Uασ (0) ∩ . . . ∩ Uασ ( p) . 

We write fα0...α p for f |Uα0 ∩ . . . ∩ Uα p 

There is a natural codifferential on such functions 

δ : Cp (U) → Cp+1(U) 

defined by the formula 

p+1

(δ f )α0...α p+1 = (−1)i fα0...α̂i αp+1 |Uα0 ∩...∩Uα p+1 
i =0 
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If we order A then we can consider only ordered intersections and define a 
similary complex which has isomorphic cohomology. In practice this is how one 
work but the first definition is choice free so a bit prefereable. 

Example. Think of S2 as the boundary of tetrahedron. Cover S2 by the four 
open which are the complements of the four closed two dimensional faces. If we 
label these sets U1, U2, U3, U4 then the non empty two fold intersections are 

U1 ∩ U2, U1 ∩ U3, U1, ∩U4, U2 ∩ U3, U2 ∩ U4, U3 ∩ U4. 

and the non­empty three fold intersections are 

U1 ∩ U2 ∩ U3, U1 ∩ U2 ∩ U4, U1 ∩ U3 ∩ U4, U2 ∩ U3 ∩ U4 

the four­fold intersection is empty. 
Then all interections are connected and the complex is 

R4 
�→ R6 

�→ R4 

with the maps 

δ0( f1, f2, f3, f4) = ( f1 − f2, f1 − f3, f1 − f4, f2 − f3, f2 − f4, f3 − f4) (8) 

and 

δ1( f12, f13, f14, f23, f24, f34) = ( f23− f13+ f12, f24− f14+ f12, f34− f14+ f13, f34− f24+ f23) 
(9) 

The kernel of δ0 is clearly the constant functions. Cokernel of δ1 is one dimen­
sional and hence we have Ȟ∗(U) = R, 0, R. 



� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �� �

given by the formula 

r̃ ({ fβ0β1...βp }) = { fβr (0)βr (1)...βr ( p) |Vβr (0)βr (1)...βr ( p) 
} 

Thus there is a map 
r ∗ : Ȟ∗(U) → Ȟ∗(V).˜

Thus we have an directed system (well really need to check that if we have 
two refinements V, r and V, r � then the induced maps r̃ and r̃ � are the same.) The 
direct limit of this system is called the Čech cohomology of X . 

27 The acyclicity of the sheaf of p­forms. 

Then we can consider another version of the of the Čech complex. That is we 
define ̌C p (U, �q ) to be all colletions of q­forms ωα0...α p defined on Uα0...α p with 
the symmetry properties above. The same formula above defines a differential 
mapping 

Cp+1Cp(U, �q ) → ˇ (U, �q )


Given an open cover U consider the ˇ


ˇ

Cech complex 

δ 
. . . ˇ

δ δ 
→Ck (U;� p) → ˇCk−1(U;� p ) → ˇ Ck+1(U;�p) 

Lemma 27.1. This sequence is exact so long as k > 0. 

Proof. Fix a partition of unity {φβ |β ∈ B} subordinate to U = {Uα }α∈A. The 
supports of the φβ are a refinement of the Uα and we choose a refinement function 
r : B → A so that supp(φβ) ⊂ r (β). Define 

Ck+1(U;S�p ) → ˇK : ˇ Ck (U;S� p ) 

by � 
K (ω)|Uα0α1...αk−1 

= φβω|Ur (β)α0α1...αk−1 
β∈B 
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Lecture 33.

26.1 refinement

By a refinementV of an open coverU we mean aV = {Vβ |β ∈ B} and a map
r : B → A so that for allβ ∈ B we haveVβ ⊂ Ur (β). If we have a refinement
then there is a chain map of theČeck complexes.

r̃ : Čp(U) → Čp(V)



� � 

� � 

� � � � 

Since the supports of the φβ s are locally finite by definition of partition of unity 
this is well defined. Now consider where k ≥ 1 

k

(δ K + K δ)ω|Uα0α1...αk 
= (−1)i K (ω)|Uα0...α̂i ...αk 

+ φβ(δω)|Ur (β)α0α1...αk 
i =0 β∈B 

k

= (−1)i φβω|Ur (β)α0...α̂i ...αk 
i =0 β∈B 

k

+ φβω|Uα0α1...αk 
− (−1) j φβω|Ur (β)α0...α̂ ...αkj 

β∈B β∈B j =0 

.= ω|Uα0α1...αk 

We have used that the sum if locally finite to rearrange the order summation. 
Thus we have proved the identity is cochain homotopic to zero and so the co­
homology groups are zero. Note that if k = 0 then we simple get zero and the 
arguement proves nothing. 

Definition 27.2. A sheaf that admits partitions of unity is called fine. 



Lecture 35. 

29 The immersion theorem of Smale 

Let Imm(X,Y ) denote the space of immersion of X into Y . Fixing base points 
x ∈ X and y ∈ Y and an injection ξ : Tx X → TyY . let Imm∗(X, Y ) be the space 
of base point preserving immersions in the sense that 

f (x) = y, dx f = ξ. 

Let Imm1(X, Y ) denote the space of pair ( f, f �) where f : X → Y is an 
immersion and f � is a section of f ∗(T Y ) → X with the property that f 

� 
(x) � 

Ran(dx f ) and let Imm1 
∗(X, Y ) denote the based version. Here is the proof of the 

covering homotopy property of the natural map 

π : Imm(Dk ,Rn) → Imm1(Sk−1 , Rn) 

where π( f ) = ( f |Sk−1 , ∂∂n
f 
|Sk−1 ). 

The idea of the proof is the following. The condition of being an immersion 
is open and there is certainly a section of π (indeed linear) if we disregard the 
immersion condition so we can alway lift a given a homotopy for a short time 
where the time depends on how close to failing to be an immersion the time zero 
lift is and on how big the derviatives of the section are. Smale’s trick is morally 
to essentially homotope the time zero lift to be very much inside the space of im­
mersion. Then he can lift the homotopy a fixed amount along the time parameter 
in the homotopy See “The classification of immersions of spheres in Euclidean 
Spaces” by Stephen Smale in the Annals of Mathematics Vol. 69, No. 2, March 
1959, pg 327. 
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18.965 Fall 04 
Homework 1 

Exercise 1. Prove that the grassmanians Grk(Fn) for F = R, C, or H are 
smooth manifolds. 

Exercise 2. Prove that the O(n) and U(n) are smooth manifolds. Here is 
one hint. Show that if A is a skew symmetric (skew hermitian) matrix then 

O = (I + A)(1 − A)−1 

is orthogonal (unitary). Thus we have map from a Euclidean space to the 
coresponding group. Show that this map is a homemorphism onto an open 
neighbhor of the identity and its inverse gives us a chart. By translating the 
map by elements of the group show that you get an atlas. 

Exercise 3. In class we noted the coincidences of the basic smooth manifolds 

S1 = RP1, S2 = CP1, S3 = SU(2) = Sp(1), RP3 = S0(3), 

It is also the case that Gr2(R3) = Gr1(R3) = RP3 . Show that in general 
Grk(Fn) is diffeomorphic to Grn−k(Fn) where F = R, C,or H. 

Given these coincidences the obviously distinct four dimensional (compact 
without boundary) manifolds we know from class are 

1. S4 

2. S3 × S1 

3. S2 × S2 

4. S2 × RP2 

5. S2 × S1 × S1 

6. S1 × S1 × S1 × S1 

7. RP4 

8. RP3 × S1 

9. RP2 × RP2 

1 



10. RP2 × S1 × S1 

11. CP2 

12. HP1 

13. G2(R4) 

14. U(2) 

Which of the manifolds in the list are diffeomorphic? 
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18.965 Fall 2004 
Homework 2 

Due Monday 9/27/04 

Exercise 1. Let F : R R is a C2 map with uniformly bouned first and →
second derivatives. F induces a map 

F̃ : C0[0, 1] → C0[0, 1] 

˜by composition; F (u) is the function t �→ F (u(t)) Show that F̃ is a C1 map. 
More generally let given a Banach space B let B0 = C0([0, 1], B) be the be 
space of contiuous maps from [0, 1] to B. Show that B0 is a Banach space. If 
F : B B is a C2 map with uniformly bounded first and second derivatives, → 

˜then the map induced by composition F is C1 

Exercise 2. Let A : B → B be a bounded linear operator. Consider the 
linear ODE in a Banach space 

du 
+ Au = 0 

dt 

with the intial condition u(0) = v. First show that the solution is given by 

e−tA v 

where the time dependent operator e−tA is defined by showing the usual 
power series for the expotential is convergent in the Banach space of bounded 
linear operator from B to itself. Let B0 = C0([0, �], B) and B1 = C1([0, �], B). 
Then we can view the differntial equation as giving rise to a map 

L : B1 → B0 × B 

where 
du 

L(u) = ( Au, u(0)). 
dt 

Show that L is invertible and indeed its inverse is given by the familiar 
formula � t 

e−tAL−1(u, v) = v + e A(s−t)u(s)ds 
0 

1




Exercise 3. The exercise uses the previous one to prove the existence and 
uniqueness theorem for first order ordinary differential equations. Let B be 
a Banach space and let X : B B be a C2 map with bounded derivaitves. →
We seek a solution to the differntial question 

du 
+ X(u) = 0 

dt 

subject to the initial condition u(0) = v. Let B0 = C0([0, �], B) and B1 = 
C1([0, �], B). Then we can view the differntial equation as given rise to a 
map 

F : B1 → B0 × B 

where 
du 

F (u) = ( + X(u), u(0)). 
dt 

Assuming the first exercise show that this a C1 map. Show that The differ­
ential at 0 is the map 

du 
D0F (u) = ( + D0X(u), u(0)) 

dt 

which by the second exercise is invertible. Conclude from the this and the 
inverse function theorem the existence and unique ness theorem. 

Exercise 4. Suppose that V → X is given as a subbundle of the trivial bundle 
X × Rn → X via a family of projections Π. Then the induced connection 
is Π ◦ d where d denotes the ordinary derviative. Given a local basis for V 
find the connection matrix for the connection. Use this formula to find a 
connection matrix for γ CPn be the tautogical bundle. (The tautological →
bundle sits inside the trivial Cn+1 bundle.) 

2 
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18.965 Fall 2004 
Homework 3 

Due Friday 10/9/04 

Exercise 1. Prove Riesz’s lemma. The unit ball in a Banach space is compact 
if and only if the Banach space is finite dimensional. 

Exercise 2. Prove that the adjoint of a compact operator is compact. Prove 
that if K : X → Y is compact and T : Y Z is bounded then TK is→ 
compact. 

Exercise 3. Let L2(S1) be the set of square integrable functions on the unit 
circle and let L2 

1(S
1) be the set of functions so that f and f � are square 

integrable. Show that the inclusion L2 
1(S

1) � L2(S1) is compact. →
Hint: Let f ∈ L2(S1) then we can expand f in a Fourier series; 

f = ane 
inθ . 

n 

and � 
2 < ∞.|an|

n 

If the first derivative f � ∈ L2(S1) is square integrable then 

2 2 n < ∞.|an|
n 

Exercise 4. Suppose that a is a C1 function on the unit circle. Using the 
previous exerise show the operator 

u �→ iu� + au 

is Fredholm. 

1 



18.965 Fall 2004 
Homework 4 

Due Monday 10/19/04 

Exercise 1. Proof that the evaluation map 

Rn ev : Ck(M, Rn) → 

is C1 and that it is a submersion. 

Exercise 2. Prove that there is an immersion of T 2 \ {pt} into R2 . Prove 
that there is an immersion of T n \ {pt} into Rn . (This is Exercise 2 pg 27 of 
Hirsch’s “Differential Topology.”) 

Exercise 3. An s­fold point of a map f : M → Rn is a point x ∈ M so that 
there are s distinct points x = x1, . . . xs so that 

f(x1) = . . . = f(xs). 

Let M and N be manifolds whose dimensions satisfy 

s + 1/s < n/ dim M < s/s − 1 

Show that there is a residual set in Ck(M, Rn) so the set of s + 1­fold points 
is empty and the set of s­fold points is a smooth submanifold of dimension 
ms−(s−1)n. (This is derived from Exercise 7 pg 27 of Hirsch’s “Differential 
Topology.”) 

1




18.965 Fall 2004 
Homework 5 

Due Monday 11/8/04 

Exercise 1. Let M be smooth manifold embedded in RN . Show that for a 
residual subset of the dual space of RN the restriction on a linear functional 
to M is a Morse function. 

Exercise 2. Show that every Morse function on a closed orientable 2 dimen­
sional manifold of genus g has at least 2g + 2 critial points. 

Exercise 3. Show that the space of n × n symmetric matrices with at least 
one eigenvalue of multiplicity greater than one is a stratified space with the 
stratum stratum of larget dimension being of codimension three. 

Exercise 4. Show that every real vector bundle ξ of rank k over a manifold 
X of dimension d can be pulled back from the grassmanian 

Grk(Rk+d). 

Hint: If ξ is pulled back then there is a fiberwise injective map 

ξ �k+d → 

Use parameteric transeversality to find the codimension of the set where a 
fiberwise linear map 

ξ �k+d → 

is not of full rank. 

1 
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18.965 Fall 2004 
Homework 5 

Due Friday 12/10/04 

Exercise 1. Let 

n 
i=0(i + 1)|zi

2 

f(z0, z1, z2, . . . , zn) = � 
|

n zi|2 i=0 |

This defines a function on the projective space CPn . Find the critical points of 
this function and compute their indices. Use the Morse complex to compute 
the homology of CPn . 

Exercise 2. Find a good cover of a surface of genus g and compute the Čech 
cohomology of this cover. 

Exercise 3. Prove the following formulae where α and β are forms and v and 
w are vector fields. 

α1. ιv(α ∧ β) = (ιvα) ∧ β + (−1)| |α ∧ (ιvβ) 

2. [Lv,Lw] = L[v,w] 

Exercise 4. Find a formula for Lvα in local coordinates. 

Exercise 5. Show that if G is a good cover (all intersections are contractible 
or empty) and U is a refinement of G then 

ˇ H(G)H(U) ≡ ˇ

1
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