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Abstract

An unstructured aerodynamic boundary element method employing panel clustering and iterative solution techniques for efficiency has
been implemented. The solver is used in unsteady coupled simulations including applications in subsonic aeroelasticity. In comparison to
existing linear methods, it allows more consistent modeling of complex three-dimensional geometries without requiring excessive mesh
generation and computational effort. Due to a time-domain approach, simulations involving nonlinear structures or flight dynamics can be
performed. A dynamic aeroelastic validation experiment is presented which shows that the solver predicts highly transient, damped aeroelastic
motion with good accuracy.

0 2003 Editions scientifiques et médicales Elsevier SAS. All rights reserved.

Zusammenfassung

Fir Anwendungen in instationdren gekoppelten Simulationen wurde eine aerodynamische Randelementmethode implementiert. Im
Vergleich zu vorhandenen Programmen weist der Léser dank der Verwendung unstrukturierter Oberflachennetze, Panel-clustering unc
iterativer Losungsalgorithmen mehr Flexibilitéat bei der Geometriemodellierung sowie ein signifikant besseres Skalierungsverhalten auf. Zu
Validierungszwecken wurden Berechnungsergebnisse mit dynamischen aeroelastischen Deformationsmessungen an einem Windkanalmod
verglichen, wobei festgestellt werden konnte, dass die entwickelte Randelementmethode die transiente, gedampfte Bewegung mit hohe
Genauigkeit vorhersagt.
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1. Introduction Fluid displacement effects, which can be relevant for e.qg. air-

ship applications, are also neglected. Moreover, as the DLM

For numerical investigations of coupled problems involv- IS @ frequency-domain method, it cannot easily be coupled
ing unsteady aerodynamics, several different approachedVith nonlinear structural or flight dynamics analysis.

with vastly varying complexity and computational cost have On the other end of the spectrum, research n the field

been followed in the past. Frequency domain methods suchOf unsteady Euler and Reynolds-averaged Navier-Stokes

as the Doublet Lattice Method (Albano and Rodden [1]) are solvers for aeroelastic computations is very active. Some
very efficient in predicting aeroelastic stability boundaries current approaches are based on unstructured meshes (Farhat

in subsonic flow, using linear structural models. The dou- et al. [9], Slone et al. [21], Degand and Farhat [6], For-

) o ) nasier et al. [10]). Other, especially those including viscous
blet lattice method represents lifting surfaces as thin pan- . .

. o . effects, employ block structured grids (Meijer and Prananta
els, which makes it difficult to use in cases where the actual

t i blv b imated flat olat [17], Henke [12], Zwaan and Prananta [22]). While these
geometry cannot reasonably be approximated as a flat plate o iho4s incorporate the best available physical flow mod-

els, their cost in terms of simulation setup, mesh handling

* Corresponding author. .and.computan_or! times for complex three-dimensional cases
E-mail addresses: dir@kth.se (D. Eller), martinc@kth.se is still high. This is certainly acceptable for large and expen-
(M. Carlsson). sive projects such as the certification of fighter aircraft [7],
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but for design, when fast turnaround times become para-2.1. Boundary element method

mount, unsteady high fidelity field methods are too expen-

sive. As a boundary integral method, the current implementa-
Linear panel methods, which require a surface mesh tion uses a distribution of singular kernel functions fulfilling

only, tend to be less demanding in terms of computational the Laplace equation for the velocity potent@laccording

resources and thus seem a good choice for the application into

mind. Existing codes, however, need structured grids and doy,24 _ g (1)

not scale well for complex geometries [2,14]. In addition, not

all programs were designed for unsteady coupling, making The function coefficients are obtained by solving a set of

substantial modifications necessary. equations resulting from the boundary conditions in inner
A new aerodynamic boundary element method has there-Dirichlet form. Expressing the potential at some paint

fore been implemented in order to achieve sufficient geo- 25 the sum of a known freestream potental, and a

metric modeling realism with moderate mesh generation and disturbance potentiab* induced by the body, Lamb [16]

computational effort. It is intended to be used in time domain States that the disturbance potential must be constant at any

simulations of problems where unsteady subsonic aerody-POINtx; on the inside surfacg of an impermeable body,

namics couple stron_gl_y With (possibly _geometric_ally nonlin- - @ (x) = @, (x) + d*(x), )

ear) structural elasticity, flight dynamics and flight control

systems. Some of these coupled problems cannot be treate

in the frequency domain. Examples of possible future appli-  This formulation is commonly used in traditional panel

cations are the computation of deformations and loads for methods because surface velocities can be obtained rela-

elastic aircraft such as high altitude, long endurance UAV or tively efficiently. Assuming a distribution of source and dou-

glider aircraft, or the prediction of maneuver characteristics blet singularities on the surface, the disturbance potential can

of such configurations. Since complex three-dimensional be expressed as

gb*(x,») =const forx; onsS. )

geometries need to be handled, unstructured surface meshes nT(x: — X)
are used to reduce the modeling effort. Ar d* (X)) = A K; pus.i —l—/ 173% ds;
In the following, the aerodynamic solver is described in S IXi — x|
some detail, including implementation aspects. Then, com- nT(x — X)
putations for a simple case of a wing in pitching motion are / IX'1—7XI3Mw ds,
1

compared to results from the well-known Doublet Lattice W
Method. Finally, an aeroelastic validation experiment, per- / o
S

formed in order to investigate the accuracy of the aerody- dss, (4)

namics code, is documented and followed by a comparison

with computational results. wherey are doublet distributions on the body surface (index
s) or wake (indexw) ando represents a source distribution.
Moreoverx; designates an interior collocation point on the

2. Numerical modeling surface, and; the doublet self-influence coefficient, while
x andn are position and local outward normal vector of the

The numerical method employed solves the linearized Surfaces. _
potential flow equations in boundary integral form. There- [N contrast to most conventional codes, the body surface
fore, only the surface of the body needs to be discretized, IS discretized using flat triangular elements carrying a piece-
which is an important advantage for unsteady simulations Wise linear distribution of source and doublet strengths. Tri-
where both flow field and surface shape change in time. Un- 2ngular boundary elements can be obtained from a fully
steady methods using domain discretizations must emp|Oyautomat|c surface triangulation procedure, whereas a struc

some form of field mesh deformation process which can be- tured surface mesh can require significant additional effort,
come rather involved [6]. especially in the case of large and intricate geometrical con-

Because the method is based on linear potential flow, it figurations [8]. Further, linear instead of the usually element-
is naturally limited with respect to the physical phenom- wise constant singularity distributions allow better pressure
ena which can be accurately represented. Large regions of €Solution in regions of strong doublet gradients.

separated flow, very high alpha maneuvers and shock flows, At the trailing edge of lifting surfaces, the vortex wake
can clearly not be modeled with any reasonable fidelity. 'S modeled by a thin doublet sheet, which is discretized in

However, flow separation is a viscous effect which needs tne sarl?e manrl;er_asdtr;e body:j_surfacef. Doul::cler': strengt_hs Im
some time to fully develop, so that potential flow meth- the wake are obtained from a discrete form of the empirica

ods are often more accurate in predicting unsteady pres—KUtta condition in velocity f(_)_rm, stating that th_e velocity
sures than what would be expected from steady calcula-Comloorlentnormal to the trailing edge must vanish:
tions [14]. NL(V®oo + VO*) =Nl(Voo — Vig) =0. (5)

IX; — X|
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Here, nie is a vector normal to the trailing edge,, the are obtained from Eq. (4). The rows of mattixcontain the

freestream velocity at the trailing edge apd the local local surface gradient operator left-multiplied by the trailing

doublet strength. A drawback of this form is that blunt edge normal vectame.

trailing edges cannot easily be treated. For small problems, i.e. up to around 1000 mesh vertices,
The current implementation allows the treatment of the resulting linear system is most efficiently solved directly.

flexible wakes, meaning that the wake surface is deformed soHowever, the computational cost and memory requirement

that it is parallel to the flow everywhere. This procedure can of a direct solution grow with at least the squarengf re-

be quite expensive since field velocities need to be computedstricting analysis to simple geometries or rather coarse dis-

at every wake vertex, but ensures that the wake surface iscretizations. To overcome this limitation, the current imple-

completely free of force.

Discretizing the integral equation (4) obtained from the
Dirichlet boundary conditions by the collocation method
leads ton, equations for the unknown surface doublet
strengths, where, is the number of mesh vertices. The
n, source strengthg are computed by an approximate
form [14], avoiding the solution of an additional system
of equations. The Kutta condition provides one equation
per trailing edge point for the doublet strength of the
wake emanating from that point. Since the number of
points n,, lying on wake separation lines is generally
relatively small, the additional cost of solving these wake

mentation uses a variant of panel clustering (Hackbusch and
Nowak [11]) and iterative solution algorithms.

The coefficient matrix of the linear system to be solved
consists of influence coefficients obtained by integrating the
potential influence of singularity elements on collocation
points. The influence, or kernel function, quickly decreases
with distance between boundary element and collocation
point. Exploiting this, the influence of a group of elements
on a whole set of remote collocation points can be com-
puted efficiently using an approximate expansion of the ex-
act kernel function. In this manner, influence coefficients for
a model withn,, vertices can be obtained from(&), |ngnv)

equations is moderate. In unsteady simulations, a new set ofpperations instead of @2). Influence coefficients for collo-

trailing edge wake strengths], is computed at each time

cation points which are not sufficiently separated from the

step, while the doublet strengths of the previous steps arejngucing boundary elements are still computed directly and

convected downstream in the wake surface. The effect of
the downstream wake doublegt§, i.e. all doublet strengths
except those corresponding to points on the trailing edges,
appears on the right hand side of the linear system.

Combining the equations obtained from the Dirichlet
condition and the wake equations results in a blocked linear
system

By BZ; Ms s

& )= ®
which is solved by

u= B;lrs, 7
v=ry — Cu, (8)
F=B 1B", (9)
uh =—(CF)~tv, (10)
s =u— Fiiy,. (11)

The right hand side componentsandr,, are obtained
from the Dirichlet and wake equations, respectively:
rs = Ao — B?

w

(12)
(13)

The length ofr is n, since there is one surface doublet
and one source strength per vertex. With one unknown wake
doublet strength per trailing edge point, the lengthrpfis

ny, Which is much less tham, .

In Eg. (6), the blocksB, and B] are the surface
and wake doublet influence matrices for the trailing edge
wake strengths, respectively, whikerepresents the source
singularity influence coefficients. All influence coefficients

o
s

T
Fw,i = nte)[a Voo,i-

stored in a sparse nearfield matrix. Application of a graph re-
ordering procedure from the Metis library (Karypis and Ku-
matr, [13]) improves both the condition number and sparsity
of the nearfield matrix considerably.

Using sparse nearfield and cluster-based farfield influ-
ence coefficients, standard iterative algorithms can be ap-
plied. For general geometries, the preconditioned General-
ized Minimal Residuals methodM&RES[3] was found to be
efficient. Following the ideas of the mesh-neighbor precon-
ditioner proposed by Chen [5] for dense linear systems, the
approximate inverse of the sparse nearfield matrix is used
as a preconditioner. This approach succeeds in making the
number of GRES iterations independent of mesh resolu-
tion, so that, in most cases, less than ten iterations are re-
quired per timestep.

For reasonable discretizations, the iterative procedure
using panel clustering is superior to direct solution for
geometries of more than about 1000 vertices. Arguably
more important than the reduction in computation time is
the lower memory requirement which allows fairly large
problems to be treated on inexpensive hardware.

2.2. Aeroelastic coupling

While the aerodynamic solver can be used in simulations
of different coupled problems, an aeroelastic validation case
is presented in Section 5. Therefore, the approach taken to
couple the computational aerodynamics with a structural
model is described in the following. Neither the structural
dynamics model nor the time integration involved is meant
to be used for more general, large-scale problems.
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A beame-like structural finite element model of an existing
Blended Wing Body (BWB) wind unnel model [4] is

available and provides a set of structural eigenmodes. Using . {
a subspace spanned by a few (four to ten) eigenvectors f‘:l;; -
contained in the matri¥, the equations of motions i

Mi+Cxi+Kx= f,(t) (14)

Cameras

are transformed into modal coordinatedeading to

Z'MZ3+2'CZy+Z"KZy=2Z" f,(t), or (15) —
. X . Turntable -
¥+ Dy+ 2y = f:(¢r), with (16) N
2 =diagw?) =2"KZ and (17) _ , _ ,
) ) Fig. 1. Experimental setup and locations of the optical markers.
D =diags;)) =Z'CZ since (18)
Z'MZ=1. (19) 3. Experimental setup

Here, M, C andK are mass, modal damping and stifiness \.jigation experiments were performed in the low speed

. . s .th .
matrices, respect|yely, ang is thei elge_nfrequency. I Wind tunnel L2000 at Kungliga Tekniska Hogskolan (KTH).
addition, f,(r) designates the aerodynamic load vector and s 1,5j¢ span aeroelastic model representing a BWB aircraft

f2(1) its projection in the modal subspace. The load vector gereq as the test object. The BWB aeroelastic model is
is built up by integrating surface pressures on the spanwiseyither described in [4].
segments from which the model is constructed [4]. The  The environmental test conditions were throughout the
structural eigenvectors (constituting the columns df) are et room temperature and atmospheric pressure. Hence,
mass-normalized so that standard sea level atmospheric conditions were used in all
Mz =1. (20) conversions between dynamic pressugeand airspeeds.

' o - S The model was rotated to an initial angle of attack 2°

Replacingy andy in (16) by second order finite differ-  ysing a wind tunnel turntable. Then, the wing was initially

ence approximations, deflected using a wire arrangement as shown in Fig. 1.
el k1 The wing was then released from the forced deflection
Y=Y : : ot :
y A , (21) by an electrical release mechanism at the wing tip. This
2At i i
il A experimental procedure was performed at the three different
§~ Yt —2yK 4y (22) airspeeds 0, = 20, 30 and 40 ms.
At? ’ The motion of the wing was measured using an optical

the following explicit time integration scheme is obtained ~ POsitioning system mounted in the wind tunnel [15,20]. For
this purpose, passive reflecting markers were used as targets

k+1 At? k 2 2\ & on the model surface according to Fig. 1. For all three
Y T Tvear (fz * <A—t2 - >y experiments, the wing motion was sampled at 240 Hz. The
s 1Y 41 sampling was initiated before the wing was released from

(E - A—t2> ) (23) the initial deflected state and interrupted when the wing

had stabilized at some static aeroelastic equilibrium. Hence,

for a discrete timestepv. To resolve an eigenmode with  poth the initial deformation and the final deformation were
good accuracy, at least 20 timesteps per oscillation should bemeasured during one sampling sequence. The measured
used with this scheme. However, since aeroelastic motion of-elastic deformation refers to the deviation from the reference
ten is dominated by a few low-frequency modes, good over- condition ate = 2° and atve, =0 ms™1L.
all accuracy can be obtained even if only these eigenmodes Using the marker setup shown in Fig. 1, the three-
are resolved with small timesteps. dimensional spatial resolution of the optical system is on

Naturally, other time integration schemes should be the order of 30 um in the out-of-plane coordinate direction.
used for problems where the deformation cannot easily be The torsional deformation is obtained from the difference
expressed in terms of structural eigenvectors. However, inin out-of-plane displacement between the two chordwise
the context of the current validation experiment, it proved markers at each spanwise coordinate, resulting in a torsional
sufficient because accuracy required a smaller timestep tharresolution of the order of 0.0at the wing tip.
the stability limit. A Nastran finite element model of the wing structure was

From the initial state, the system is allowed to develop used to obtain a modal model of the structure. In Table 1,
a steady wake doublet distribution, which requires about 15 eigenfrequencies computed from the Nastran model are
time steps. Then, constraints on the modal deformations arecompared with experimentally obtained frequencies, show-
released, allowing the motion to begin. ing that the structural model in itself is reasonably accurate.
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Table 1
Frequencies and shape classification of the first seven structural eigenmodes 7| — Btmc%y
—+— Current,CL
Mode fiem [HZ] Sexp[HZ] Shape s — Current,Cmy |
1 6.13 620 1st bending
2 231 222 2nd bending T?°
3 362 379 1st torsion g,
4 546 552 2nd torsion 3
5 630 657 3rd b.+ 2nd t. g,
6 738 812 3rd b.4+2nd t.
7 102 983 4th b.+ 3rd t. 2
1
4. Comparison with DLM

In order to investigate the characteristics of the bound-
ary element code for unsteady simulations, calculations for 12
a simple test case have been performed. In order to enable a
direct comparison with the frequency-space Doublet Lattice 100
Method, a harmonic rigid body motion in pitch was simu-
lated for the wind tunnel wing configuration as described
above. g

The boundary element method was used to perform a’g
time domain analysis of a sinusoidal pitching motion with £
amplitudea = 2°, for a duration of three oscillations and 40
starting with steady flow. The center of rotation was lo-
cated at 1.0 m behind the wing apex, i.e. about 12% refer-
ence chord behind the aerodynamic center. After less than
one period of oscillation, no transient effects were visible
in the force history, and the remaining part of the recorded Reduced frequency [-]
]:r:gi):;se rcr)]fotrf?:gf)rr;lesstggyn(\;\:ﬁ;eln%:;?altgozzﬁz:gn?smlgltljtlygseslg 2. Amplitude and phase of lift and pitching moment coefficient
with the DLM, the geometry was modeled as a flat plate dis-
cretized with 8 panels chordwise and 24 per semispan. As a, . . )
frequency-domain method, the DLM provides complex in- IMPosed in velocity form (5) in the current method and
tegral coefficients from which amplitude and phase with re- differs from the vortex form used in the DLM. Comparing
spect to the prescribed angular motion can be obtained di-Phase differences for current and DLM method, it is noted
rectly. th.at while the phase of the momgnt coefficient differ only

Fig. 2 shows a comparison of normal force and pitching Slightly, the DLM appears to predict abolit &rger phase

moment coefficients for a range of reduced frequencies'@d between force and angle than the current method
k = wé/2us up to 1.5, computed with a reference chord throughout the frequ.en.cy. range. Again, this is I|kely.a
¢ =0.75 m. Amplitudes forC; 4 andC,, 4 are shown in ~ consequence of the dissimilar variants of the Kutta condition
the upper diagram and phase difference between angle andiSed to determine wake doublet strengths. While it is certain
force in the lower. that the established DLM does produce the correct phase, the
At low reduced frequencies, the moment coefficients differences observed with the current code do not appear to

match well, although the normal force coefficients from the hinder correct prediction of aeroelastic motion as described
boundary element method are slightly higher. This could be in the next section. However, further investigations regarding
due to a different chordwise pressure distribution caused bythe effect of the velocity trailing edge condition (5) are
the body thickness which the DLM does not account for. Necessary.

Comparison of steady calculatios = 0) with force and

moment measurements from [4] for the flexible outboard

part of the wind tunnel model shows good agreement with 5. Experimental validation

the results obtained here.

While differences in coefficient amplitudes are moderate ~ The experiment described in Section 3 was numerically
for reduced frequencies below 0.8, this is no longer the simulated with a number of different mesh resolutions, time
case for faster motion. At = 1.5, the amplitude of both  integration steps and modal subspaces. The results presented
force and moment are predicted considerably higher thanin the following were obtained with the coarsest mesh used,
with the doublet lattice method. This is probably due to consisting of 1400 surface triangles per half-model, and the
the different formulation of the Kutta condition, which is smallest modal subspace of just four eigenmodes. Since

ompared to DLM results, both fad s, =0.2.
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Fig. 3. Computational mesh for the wind tunnel model. T T T . .

the method presented is meant to be used with limited
computational resources and reduced information about
structural properties, it is reasonable to emphasize results
obtained with such restrictions in place. More computational

effort, invested in finer mesh resolution and larger modal

subspaces, leads to slightly improved accuracy.

In Fig. 3, the computational mesh is shown. Since the
wind tunnel model is constructed from a number of indepen-
dent trapezoidal segments for each of which pressures need
to be integrated separately, the mesh is in this case obtained ‘20’

Tip torsion [deg]

by triangulating a structured mesh. 01 02 03 Time ?514 05 06 07

Modal damping constant for this particular structure
were not available at the time the simulations were per- F9- 4. Wing tip bending deflection and torsion over time fog =

formed. However, for a similar wind tunnel model, mea- 20ms.

sured damping parameters had been found to lie in the neigh-
borhood of only 0.5%. Simulations with structural damping mations, some kind of weighting must be employed for the
of 1% revealed no significant differences, so that the resultsfitting procedure. Here, the fitting error was minimized in
shown in the following are those obtained without any struc- terms of point deflection errors. While this approach appears
tural damping. This is considered reasonable since accuratestraightforward, it results in fairly low weights for the an-
data on structural damping is often difficult to obtain, espe- gular degrees of freedom: Due to the small wing chord, a
cially when hardware is not yet available for vibration test- considerable difference of the torsion angle (e.g. at the tip)
ing. results in a small deflection error only. Different weighting
Due to the specific experimental setup used, the wing tip schemes can certainly improve this situation, but must rely
shows the largest motion amplitudes, and its measured ancbn rather arbitrary weighting parameters, which should be
computationally predicted oscillation is therefore discussed avoided. Although the fitting of the initial state in modal co-
here. Figs. 4 and 5 show the deformation time history of the ordinates thus leads to an error in the initial twist angle at
optical marker located closest to the wing tip and at 30% the tip, the deflection history is nevertheless predicted rather
chord. While the top graph in each figure represents the accurately and even the development of aeroelastic wing tip
development of bending deflection, the lower shows local twist is captured reasonably well.
twist angle. The highest eigenfrequency involved is that of  On the other hand, the final equilibrium torsion defor-
the fourth mode at 54.6 Hz, which is resolved with twenty mation of the wing tip is computed with relatively low ac-
timesteps per oscillation. curacy. Given the fact that the angular deformation even at
In order to represent the experiment correctly, the nu- the tip is smaller than 0°%5the measurement accuracy may
merical simulation must be started with a fixed initial de- play a role because only relative deformations can be ob-
formation state in steady flow. This initial deformation state tained from the optical measurement system. Furthermore,
is known from measurements in terms of physical deforma- previous steady flow validation experiments with the same
tion coordinates, but needs to be represented in modal co-configuration have shown that it is difficult to obtain highly
ordinates which are obtained from a weighted least-squaresaccurate twist moments with the current solver implementa-
fit minimizing the approximation error. Since the finite el- tion, since they are computed as small differences of large
ement model contains both deflections and angular defor-pressure values.
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50 Table 2
Damping time constants in milliseconds and differences between least-
401 square fits to experimental and numerical deflection histories
E s0- 20ms1 30ms? 40ms?t
5 o0l Texp 200.4 1209 9551
B 710 194.6 1241 87.73
§ 10k 77 1934 1233 8808
o 74 190.2 1220 86.06
= -
oF 4 o Experiment .
1ok f | €7 —3.5% 24% —7.8%
U €4 —5.1% Q9% —9.9%
_ooE i i i i i i i
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Time [s]

ues are those for the first and dominating term in the expan-
sion (24).

While damping for the case witl,, = 30 ms! is
slightly weaker than in the experiment, it is stronger in the
two other cases. At first, the data in Table 2 may appear
to suggest that the inclusion of additional eigenmodes in
the modal subspace does not consistently improve accuracy.
However, for the first case, where the error is largest, an
improvement is achieved. The reason could be that the
additionally included modes only in this case participate to
a significant degree in the aeroelastic motion. Considering
the differences in fitted damping values in comparison to the
curve fitting error, it is concluded that the current method

T T T T T T T

Tip torsion [deg]

0 0.1 0.2 03 04 05 06 07 predicts the damping properties of the aeroelastic system

Time [s] fairly well.
Fig. 5. Wing tip bending deflection and torsion over time fog, — _ Further investigations mvolved. finer meshes as well as
30msL, different timesteps. When comparing the accuracy of deflec-

tion history alone, higher mesh resolution does not seem rea-
sonable since its influence is marginal for the current config-

| Itn ord(?rt;‘o cotmp::lre sllmulgnlons(;/wt? g_|:fferent'[ ;nOdil TS Uration. However, when the chordwise pressure distribution
olution ot the structural model and at dilterent freestream 1,0, ., nag more important, e.g. for wings with control sur-

veI_ocities, asingle scalar measure Is presen_ted which CharaCfaces or if angular deformations must be predicted with high
_terlzes to some exter_1t the dam_plng properyes of both e>f'oer_precision, finer spatial discretization will be necessary.
imentally and numerically obtained oscillations. A damping

i tant i ted least fit of The relative size of the timestep has a significant influ-
Ime constant 15 computed as a least-squares it ot a SUm o060 o the accuracy of the time integration scheme (23).

of expt_)nentially damped sines to_the history of the bending When as few as eight steps per period of the highest struc-
deflectionw of the marker on the tip of the wing spar tural eigenfrequency are used, the motion of the corre-
ny sponding eigenmode is predicted with reduced precision.
W () = Z wje—z/rj sin(w; + ;) + wo,,- (24) Since (23) in |tsel_f is second—order_accurate, it appears there-
fore sensible to include as few eigenmodes as reasonably
possible, but resolve these modes with twenty steps per os-
Here,w represents the amplitude of oscillatiemand¢ the cillation.
angular frequency and phase shift, anglthe static offset For small timesteps, the wake surface consists of a
reached after the oscillation has been damped out. With morelarge number of elements, making the computation of local
thann; = 3 terms in the sum, no further reduction of the velocities at all vertices for the wake deformation procedure
fitting error could be observed. For the cases presented heresather expensive. Since, for the case documented here, the
the fitting errorw, (;) — w;|/|w;| is approximately 1%. difference between flexible and rigid wake formulation was
In Table 2, damping constants for experimental data and marginal, most simulations were performed with a rigid
simulations with varying number of structural eigenmodes wake, meaning that the wake surface followed the motion
(4, 7 and 10) are listed, along with the relative differences of the trailing edge only, neglecting the effect of induced
en = (Tn — Texp)/Texp DetWeen simulation and experiment velocities on the wake shape.
values for three different freestream velocities. Correspond-  The simulations described above required about 11 s
ing reduced frequencies with respect to the first structural processor time per timestep on a 1.4 GHz Athlon computer.
eigenmode are in the range 0.36 to 0.72. All damping val- Until now, no serious efforts have been invested in perfor-

j=1
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mance optimizations other than the reduction of algorith- [2] D.L. Ashby, Potential theory and operation guide for the panel code

mic complexity by means of the panel clustering method. PMARC 14, Technical Report TM1999-209582, NASA, December
With finer mesh resolution, the computation time per step 1999

. ith o o 2 ), as ex ected from implementa- [3] R. Barrett, M. Berry, T.F. Chan, J. Demmel, J. Donate, J. Dongarra,
Increases wi v 1097 11y), p P V. Eijkhout, R. Pozo, C. Romine, H. Van der Vorst, Templates for the
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