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Standard Practice for
Verification and Use of Control Charts in Spectrochemical
e 1
Analysis
This standard is issued under the fixed designation E 1329; the number immediately following the designation indicates the year of
original adoption or, in the case of revision, the year of last revision. A number in parentheses indicates the year of last reapproval. A
superscript epsilonef indicates an editorial change since the last revision or reapproval.
1. Scope

1.1 This practice covers procedures for determining if a spectrochemical analysis is under statistical control.

1.2 Criteria are presented for determining when corrective action is required.

1.3 Control will be effected by using verifiers to test instrument response. It is recommended, although not required, that this
be accompanied by the plotting of control charts.

1.4 The preparation of control charts is described.

1.5 Limitations—The procedures-which that are described do not apply to analyses-which+equires that require a calibration eacl
time a set of analyses is run. Reference is made specifically to optical emission spectroscopy, but the practice has a more gene

application.
1.6 This practice does not apply to validation procedures that monitor the correctness of calibration.

2. Referenced Documents
2.1 ASTM Standards:

1 This practice is under the jurisdiction of ASTM Committee" E-1 EO1 on Analytical Chemistry for Metals, Ores, and Related Materials and is thepdimsitiligs of
Subcommittee E01.22 on Statistics and Quality Control.
Current edition approved-April May 1:6-+996. 2000. Published3tre-1996. July 2000. Originally published as E 1329 — 90. Last previous edition-6.1329 — 90

Copyright © ASTM International, 100 Barr Harbor Drive, PO Box C700, West Conshohocken, PA 19428-2959, United States.
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E 135 Terminology Relating to Analytical Chemistry for Metals, Ores, and Related Maferials
E 158 Practice for Fundamental Calculations to Convert Intensities into Concentrations in Optical Emission Spectrochemical
Analysig
E 305 Practice for Establishing and Controlling Spectrochemical Analytical Curves
E 456 Terminology Relating to Quality and Statisfics
E 876 Practice for Use of Statistics in the Evaluation of Spectrometric’Data
I 2.2 Other ASTM Documents:

MNL 7 Manual on Presentation of Data and Control Chart Anafysis

3. Terminology
3.1 Definitions—For definitions of terms used in this practice, refer to Terminologies E 135 and E 456 and Practice E 876. Refer
J also to the glossary of terms and symbols appearingSiv-STP-158 MNL 7.4

2 Annual Book of ASTM Standardgol 03.05.
2 Annual Book of ASTM Standardgol 14.02.

[ ] 4 ASTM Manuat-enr-Presentation-ef- Data-and-Contrel-Chart-Analysis; ASTM-STP 15D J6BEM Fourth-Revision 1976, Part-3,p—7 1. 6th edition, 1990.
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3.2 Definitions of Terms Specific to This Standard:

3.2.1 control limits—in control charts the upper and lower limits of a statistic that are not expected to be exceeded, designated
as UCL and LCL respectively in this practice. For the statistic that is the average of more than one reading or determination, the
upper and lower limits will be equidistant from a central line (CL) representing the expected average. For the statistic of either
standard deviation or range, the upper limit will be farther from the central line if the lower limit is zero.

3.2.2 normalizatior—a procedure for correcting readings to a common basis. A special case of normalization is standardization
in which readings are made to conform to an existing calibration. Normalization permits gathering data in different periods of time
and correcting for drift in a way that may be independent of standardization routines.

3.2.3 variation—difference in an observed value from a norm.

3.2.3.1 assignable causevariation which can be identified and corrected. It may be the result of a condition of an instrument
or a method of operation. For example, signal intensities may be affected because a spectrometer is not profiled properly.

3.2.3.2 chance or common causeandom variation which consistently affects a system, contributing to the imprecision in a
predictable way. In the application of control charts, the assumption is made that chance causes of variation are normall
distributed.

4. Significance and Use

4.1 Consistency in analysis depends on being aware of a significant change in instrumental response, such as that caused by ¢
or changes in analytical precision, or both, and taking corrective action. The usual corrective action for drift is standardization.
Standardization, however, when there is no real need, can only broaden the spread of subsequent analyses. One purpose of
practice is to set guidelines that will avoid “overstandardization.”

4.2 To control manufacturing processes, there must be confidence that a consistent material is being produced and that tl
analysis of the material is reliable. For assurance that the material meets specification, a purchaser may require the supporti
record of control charts to assess that proper analytical control has been maintained.

4.3 Ideally, variations in analytical results may be held to chance causes. The concept of a confidence interval or limits on &
control chart is based on what can be expected when all normal precautions are exercised. When results appear to go out of contr
the analyst should consider and correct what might be an assignable cause. As experience is accumulated, however, it may not se
unusual for readings to drift with time as optics degrade, detector response changes, or excitations modify as, for example, whe
deposits build up on a counter electrode (a correctable assignable cause), or the longer range effects as an X-ray tube deteriora

5. Problems in Applying Control

5.1 A complication in effecting verification control or in using control charts with spectrochemical analyses is that the
measurements being taken are not absolute. Determinations depend upon comparisons of one measurement to another: the rele
intensity of an analytical line to the relative intensity of an internal standard line in optical emission spectroscopy; the
interrelationship of counts in X-ray spectroscopy under some specified condition of maintaining a fixed intensity from an
irradiating source and holding to a consistent response from a detector with or without pulse height analyzers and with or withou
an external monitor; the nonlinear relationship of emulsion blackening to radiation in photographic measurements; and the relativ
response in integrating for fixed times with ostensibly constant radiation sources. Added to these is the complication of backgroun
signal in all techniques.

5.2 It is important to recognize that there are several sources of random variation, including variations from the measuring
method as well as inhomogeneity in the specimens. The device being used to test analytical response is the analytical system itse
This differs from normal statistical process control where an independent and usually more accurate measuring device is used
verify the process variability.

6. Verifiers

6.1 It is recommended that readings for all potential verifiers as well as standardants be established by measuring them alor

with the callbrants
- i tons. The

6 1 1 Ideally, the full set of potentlal standardants and verifiers can s should—be rusn before and after a series of calibrants t
normalize-these permit normalizing all calibration data to a commen-basis.

612 Nermalization—may basis. To achieve the best normalization of data, readings sheuld-be-accomplished-by observin
recorded for all elements of interest on every standardant and verifier, even if there is no knowledge of expected concentration
Unless there is a marked change in the befiore and after measurements, the averages of a set of before and after readings will
used for normalization.

Note 1—If there appears to be a drift between readings of standardants obtained befere-and-either-adjustingreadout controls after a set of calibran
has been run, an instrument problem may have to be investigated and corrected or the operational envirorment impproved. Reliable calibration data ¢
be obtained only if ang instrument shows-a-mathematical-correction stable operation. Practice E 876 describes-ways-te-make-subsequent gets test for d

6.1.1.1 Unless a curve fitting routine is being used that requires “standardizing” before running a set of reference materials i
is recommended that no normalization be done until all calibration data has been recorded. Strictly s hpeaking standardization, :
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defined in Terminology E 135, only can be done after a calibration has been established. If a normalizatien-te-these original
readings.

6121 Mathematical-correction some prescribed set of readirgs—is—aceemplished dene—as—feHows—Determine if it were a
standardization before each time a set of reference materials is run, the resulting record of readings can be treated as if no
standardization had been done.

6.1.2 Choose one set of averages of before and after readings of 6.1.1 as the norm. A grand overall average of the sets may be
used if that seems like a reasonable median of all sets. Exclude any readings for a element in a reference material that does no
show comparable repeatability to what was observed for that element in other materials. For higher level readings, the comparison
should be made to observed relative repeatabilities.

6.1.2.1 For anideal normalization of readings, determine the regression fit of a set of observed neadiegpected readings,

y. This linear regression, which is also supported by Practice E 305, commonly is done on electronic calculators or computers by
the following equations to determine a slope,

~
H
~

m=(Hr—tptHs—t5)
and and a constank, which can be used to correct observed readings to an established norm:
_ Xy —3X(Xy)
"~ n=0d) — (Ex)?

and

k=Hg—tHz) )
= (Zy—m2x)/n 2
yn

where the summations of functions fandy are as follows:

Hgx = reference-ornormatreading-of-the-high-standardant, the observed average readings of an element in a calibration set,
lﬁy = reference-ornormalreading-of-the-low-standardant, the expected normal readings for that element, and
Hsn = observed-reading-of-the-high-standardant; and

{T)the = eobservedreading-of-theloew-standardant. readings.
number

of

pairs

of x

andy
Use

6.1.2.2 Apply the appropriata andk te-eerrect-at+easdings corrections to the averages of the verifiers and standardants, as well
as to the calibrants in each calibration set, as follows:

RN—mRO—+k 3)
Ry = mR, +k 3
where:
R = normalized reading, and
Ny

Reo— observed average reading.

i H mits using
The qrand averages of the normallzed readlngs—ef aII the standardants and verlflers will become the values used for
standardizing.

6.1.3 If the analytical system only can support the early-eon bvention of “two-point” standaredization, and a if the only
permissible normalizatieny is a quasi-standardization, before collecting calibratien-sequence data it is still advisable to record all
readings for all elements in all reference materials to estabhsh—a—mere—preaseﬁemaa}&a&eﬂ—A—fmal—seguence full record of what
can be expected for all the reference materials (see 8.6). The initial-set of ¢ “normal” readings are reasonable starting points.
Neither the preferred method of using a regression fit nor the recommendation of waiting until all data have been logged before
assigning normal values are infallible. Modification of these values always should be an option as more experience is gained. It
is expected, however, that the preferred methods will arrive at the ideal nowrmal values earlier.

6.1.3.1 If the operating system is based on two-point standardization, Eq 3 still weuld bye used to normalize or standardizep
readings. The generation of slope and constant corrections, however, would be as follows:

m= (Hg —Lg)/(Hq —Lo) (4)

and
k= Hg—m(Hp) (©)]




A E 1329 — 9600
“ull

s
=
[}
@
®

Reference or normal reading of the high standardant,
Reference or normal reading of the low standardant,
Observed reading of the high standardant, and
Observed reading of the low standardant.

If data are later transformed by a slope and |ntercept—te—perm|t—leraeketmg—aH—eahbrants

owB_EE%_LjI

_;;I|||||||||||

ebfarned—betere and verifiers.

6.2 If a verifier (or a new standardant) is established aftera-set-ef-ealibrants calibration has-been-run—an-instrument probler
may-have-to-be-investigated-and-corrected or defined;-the-operational-environmentimproved—Reliable-calibration data expecte
reading can be-obtained-enty-if-an-instrument-shows established as follows:

6.2.1 Shortly after a-—stable-operation—Practice-E-876-deseribes ways standardization, run the verifier in replicate and keep

record of its average reading. Average about ten such observations made after new standardizations to obtain a good repres

fatiorn of the expected readiftng.

6-42:31.1 Normalization coefficients are determined by making a linear regression fit of normal readings as a function of
observed readings, such as is done in Practice E 305 in establishing a straight line relationship by the method of least squares. T
“normal” set of readings can be either overall averages or a set that appears to be a median of all sets. The “slope” of this regressi
becomes the proportlonal facton, and the ‘intercept” the constark,

ve-the-expectatic

psformatiol

establist

6.2. 2 If a verrfrer has to be establrshed in a shorter time than the requrrements of 6.2.1, a set of standardants and selectt
calibrants can be run along with the verifier. The data may then be analyzed as described-in 6.12.31.1, with the expected readin
of standardants and calibrants used as the normal readings. This should be repeated at least two more times. Average the correc
verifier readlngs to obtaln a good estrmate of the expected readlng

: ade of the

6 2.2.1 The estimate of standard deV|at|on for the veHﬁeHead-rng—'Fhrs—estlmate can be improved if a by-peeting is done with
readings that are similar-to-the-verifier, or if it can be defined by an overall pattern of deviation with intensity c.

6.3 Final statements of performance of a verifishould be-tdefined—The-standare-deviation in terms of concentration. Standard
deviations in terms of reading can be converted to an equivalent standard deviation in terms of concentration by multiplying by
the slope of the of the calibration equation at the point of the verifier reading. Details are given-in-the annex. Annex Al.

6.3.1 If a deliberate change is made in the slope of a calibration curve after the collection of data, such as might be done in th
transformation in 6.1.4, the effective standard deviation of the reading will be the previous observed standard deviation dividec
by the factor used to change the slope of the curve. Thus, if a standard deviation has been calculated as being 0.6 when a cul
slope (change of concentration divided by change in reading) at some point was 0.4, it would become 0.3 if the curve was mad
twice as steep, that is, when the slope at the same point was changed to 0.8.

7. Use of Confidence Interval to Control Spectrochemical Analysis

7.1 Practice E 876 uses Studertttable to establish the range of reading or concentration around an average that will include
the true reading or concentration at some confidence level. The calculation includes the standard deviation of the measuremel
To be effective, the standard deviation should be estimated with at least 16 df. The interval straddling the averagestii| fre
, Wheret is a factor from the-table for some probability levek is the estimate of standard deviation, ants the number of
readings taken for one observation. If control of a method depends upon observing an intensity reading, the confidence interv
may be in terms of an mtensrty readrng If a method uses a computer to drsplay concentration, the confidence interval should b

v in_X1.5. concentration.

7.1.1 Ifthe confldence |nterval is used to judge When drift has occurred, |t will be appropriate to use a confidence level of 95 %
to anticipate when control may be in jeopardy.

7.1.2 1t will be satisfactory to use 2.0 as an approximation tfactor for the 95 % confidence. When it is observed that a
verifier has exceeded this range, often referred to as a
“2-sigma” limit, a standardization should be done. This can be a half correction if the verifierreadings reads less than three time
the standard deviation, the “3-sigma” limit. Practice E 305 describes procedures for half corrections. See also 8.5.3.

7.1.3 Any verifier which exceeds the “3-sigma” limit will require a full standardization correction unless there is an assignable
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cause for the divergence. For an assignable cause, a second verification can be made after correcting the problem to see i
standardization is necessary.

8. Use of Control Charts to Control Spectrochemical Analysis

8.1 Like confidence interval, control charts include upper and lower limits based on repeatability. Since observations are made
on more than isolated tests of a verifier, correction is not required when a “2-sigma” limit has been reached, as called for in 7.1.2.
Other indicators, however, may call for correction before a verifier has reached the “3-sigma” limit. Other observations include
monitoring precision and the pattern of the measurements.

8.2 To control a spectrochemical analysis, use one chart to plot the data of the average readings or determinations made on &
verifier and another chart to monitor the precision of the measurement. The latter can either be an estimate of standard deviation
or a calculation of range of any one set of observations.

Note 2—Process control is often able to operate satisfactorily with single samples and measurements, and to monitor range by comparing a current
observation with a previous one. For spectrochemical analysis, however, it is generally preferable to make at least duplicate determinatiens. What
replication is selected, it should be used consistently for all observations in order to avoid warping the monitoring of pra&&8FerSTP-5D(MNL
7, however, does explain how to handle cases in which uneven sampling is used.)

8.2.1 The appropriate control is one in which the results expected for a verifier are known. This fits the cat€gotyadiVith
Respect to a Given Standatisat is covered in Sections 18 through 21A8FM-STP1585 MNL 7.

8.3 Two types of control can be maintained:

8.3.1 Record of Verifier Response During Routine Operation that Establishes that a Method Is Being Maintained in Statistical
Contro—This permits maintaining the instrument in an efficient manner and holding analyses to as small a variation as possible.

8.3.2 Record of Verifier Response that Establishes that Drift Is Being Properly Controlled by Standardizttibere is a need
for frequent, routine standardization, control charts may be used to monitor the effectiveness of the standardization by recording
verifier response after a standardization. When verifier readings go out of limits under these conditions, correction may require
redetermining the relative signals of standardants, verifiers, and calibrants.

8.4 Preparation of Control Charts-See Fig. 1 for a typical display of a control chart in which rangeis used to monitor
repeatability. Prepare a similar graph with appropriate scaleX f@mlues and foR or s values.

8.4.1 Average Measurements

8.4.1.1 Draw a horizontal line for the expected average measurement of the vEgfieand mark as being CL, central line.

8.4.1.2 Calculate the upper and lower contreHimits;—-3-sigma” limits, -

“3-sigma” limits, using the following two equations:

Yebr=X0—+s5A (6)
UCLy =X, + A (6)
ECEy—=X0—S5A
LCLy =X, — Ag @)
sO

where:

S5 = established-standard-deviation-ef-a-measurement, and

A = 3/ \/ﬁ , the factor appearing in Table 1 farobservations, and

S = established standard deviation of a measurement. See 9.1.1

Draw horizontal lines for these and mark as being UCL and LCL.

8.4.2 Precision—Precision (or imprecision) can be monitored by determining either the standard deviation of a measurement
or the range, the difference between the largest and smallest observed value. For the normal replication of spectrometric
measurements, the use of range is generally preferred.

8.4.2.1 Using Range (R)>-Calculate the central line using the following equation:

Ctr=5%; ®)
Clg = d% ®)
Also calculate the upper and lower control limits using the following two equations:
UCtr =553 9)
UCLg = D55 9
Fob—s—b (10)
LCLg = D5 (10)

whered,, D,, andD, are factors from Table 1 for the appropriate number of observations. (For less than seven measurements,
the lower control limit is zero). Draw horizontal lines for these and mark appropriately.
8.4.2.2 Using Standard Deviation (s}Calculate the central line using the following equation:

Sts—25¢7 (11)
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i. Averages

0.150
vet | | | |

0.345

cL /
C.340 ] \ / /

0.335

]
0.330 | |

R.Ranges
ucL | |

0.020

0.010! / \

0.000 I |

Date/Time

Readings %Sb|.235 (.380(.380(.337 |.382 | .31 .34/ | 382
3411341 (337|948 |. 346 | 380 |.344 | 385
23361346 | 335 | 346 | 343 13457 333 |.34%

Average 1337] 343 (,337 | 342 (348 [.342 [.340 | 346
Range [00%| 006 | .008| 004 |.003 | .005| 013 |.000
Notes

FIG.1  Control Chart for Antimony in Solder

A

TABLE 1 Factors for Computing Control Chart Lines, Standard Given

Averages Standard Deviations Ranges
Number of
Observations, n Control Limits Central Line Control Limits Central Line Control Limits
AB C, Bs Bg d, D, D,
2 2121 0.7979 0 2.606 1.128 0 3.686
3 1.732 0.8862 0 2.276 1.693 0 4.358
4 1.500 0.9213 0 2.088 2.059 0 4.698
5 1.342 0.9400 0 1.964 2.326 0 4.918
6 1.225 0.9515 0.029 1.874 2.534 0 5.078
7 1.134 0.9594 0.113 1.806 2.704 0.204 5.204
8 1.061 0.9650 0.179 1.751 2.847 0.388 5.306
9 1.000 0.9693 0.232 1.707 2.970 0.547 5.393
10 0.949 0.9727 0.276 1.669 3.078 0.687 5.469
A Abbreviated table from ASTM STP 15D, p. 93, Table 3.
5 The factor A=3//n.
CLs = ¢ (11)
Also calculate the upper and lower control limits using the following two equations:
YEts="55B5 (12)
UCLg = Bgsy (12)
EFCEs=55B5 (13)
LCLg = Bsy (13)

wherec,, Bs, andBg are factors from Table 1 for the appropriate number of observations. (For less than six measurements, the
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lower control limit is zero.) Draw horizontal lines for these and mark appropriately.
| 8.4.3Plotting—As data is obtained for a verifier, show a record-ef-ebserved standardized readings with calculations of average

and range or standard deviation. Follow the form shown in
Fig. 1. Include date and time as well as notations on what corrective action was taken or what extraordinary conditions prevailed
at specified times.

8.4.3.1 Join successive data points by straight lines. Normal, proper control will appear with points randomly scattering above
and below central lines with no points exceeding limits.

8.5 Corrective Action

8.5.1 Use the Westgard Rules FlowcRdgee Fig. 2) to determine when measurements for a given channel are out of control
and require standardization.

Note 3—No action is required if measurements are within “2-sigma” of the CL line.

8.5.2 Options before undertaking a standardization:

8.5.2.1 Check that the spectrometer is correctly profiled and repeat the verification.

8.5.2.2 Even if the profile did not require correction, reburn the verifier and average readings with the earlier test. Multiply the
overall average by 1.4 and plot this as a data point. Standardize only if the new data point still plots beyond the UCL or LCL line.

8.5.3 Make a halfway standardization, if possible, when four out of five successive data points fall more than “1-sigma” from
the CL line.

I Note 4—Half corrections are discussed in Practice E 365-An-exampte-of-ahalf-correction-appears-in X1.3.2. This refinement is practical only for

relatively stable analytical systems.

8.5.4 Overall Observations-For a normal distribution approximately two thirds of tKevalues should appear in the middle
third of the plotting area between the upper and lower control limits.

8.5.4.1 If many more than one third of the points on the precision chart are above the middle third of the plotting area, there
likely will be a similar disproportion in analysis and this indicates a problem in the development or detection of a signal. The cause
of the malfunction should be investigated.

8.5.4.2 If precision remains normal, but the analysis shows less than two thirds of its points in the middle of the plotting area,
this may be an indication that a spectrometer or excitation source has become less stable or that control has been lost in the
preparation of a specimen.

8.5.4.3 When analysis shows many more than two thirds of its points within the middle third of the plotting area and the
precision chart shows either this or its points crowded toward the lower limit (which is usually zero), an investigation should be
made to find what improved the analysis with the intention of redefining what should be controlled. If the latter improvement can
be maintained, the estimate of precision should be redefined and the limits recalculated. See Section 10.

8.6 Advantage of Having Multi-Point Refereneelf a situation develops in which a verifier no longer has most of its readings
in the central portion of a control chart and nothing seems to be wrong with the instrument, it is likely that there has been a change
in the chemistry of at least one of the reference materials. The problem may not be with the verifier since a particular standardant
might be warping the standardization. This could be particularly true with two-point standardization. Armed with expected
readings for all the standardants and verifiers, the multi-point standardization of 6.1.2.1 can be done, off line, independently of the
operating program. Correct all readings with Eg 3 and note the differences between corrected readings and expected readings. Ar
abnormally large difference would indicate a change in chemistry that might be addressed by reassigning the expected reading of
the aberrant material.

[ ] 5 ASTMSTP 15DHarmonized Guidelines for Internal Quality Control in Analytical Chemistry Laborgtpieg9=116. ISO/REMCO N271, Revision, November 1994.
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FIG. 2  Westgard Rules
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8.6.1 If multi-point standardization is being done routinely, it would be advisable to keep a record of all corrected readings.
These could be inspected periodically to detect if a reference material is changing.

8.7 Optional Controt—Intermediate limit lines may be shown at 0.7 (or\l/2 ) of the distance from the central line to the*
3-sigma” limits. They represent the limits that would apply if the replication of measurements was doubled. This is close to the
“2-sigma” limit often shown on control charts. The “2-sigma” lines would be at &6y df the distance from the central line. If
the average of two successive ver|f|er checks falls beyond one of these |ntermed|ate limits, standard|ze unless there is an assigna
cause for the dlvergenc. p

9. Determination of Standard Deviation

9.1 All of the formulae for calculating central lines and control lines, as well as for confidence intervals, require an estimate
of the standard deviation of a measurement.

9.1.1 Standard Deviations for Control Chartsln general, the standard deviatiaq, needed for control charts should be the
standard deviation that could be expected for a set of values that is typical for the multiplets in a single standardization. Nc
standardization is perfect. Each time it is run it can be expected that a verifier would truly read somewhat higher or lower than
expected. Even small drifts can occur at different times of running a verifier. Looking at the total number of corrected readings
that a verifier shows over a period of time would tend to give an inflated estimate of standard deviation. Pooling standard deviation
of multiplets observed at any one time (see Practice E 876) gives thesgfal use in the various equations for determining
control lines. That is true for plotting range or standard deviation plots. It is also true if standardization is done by a multi-point
standardization in which the verifier showed only its own deviations.

9.1.1.1 Aproblem occurs when a unit is under two-point standardization control. By its nature, two-point standardization makes
the high and low standardants read exactly what they are expected to read. Actual deviations in these standardant reading
therefore, are added to the deviations incurred by the verifier. A study of this has demonstrated that a plotting of verifier reading:
shows poor control chart plotting if the ideslof 9.1.1 is used. In cases in which two-point standardization is used, wider settings
of limits are needed. The largervalues obtained in a large sampling of individual verifier readings generated by different
standardizations provides realistic control chart plotting for verifiers. See Appendix X1.

9.1.1.2 If a multi-point standardization only has a high standardant, a low standardant, and a verifier, the regression favors
closer fit to the high standardant. This regression can be modified by weighting measurements by the reciprocal of the reading. |
this case, the equation for the slope becomes:

_ 2(Ux)Zy —nZ(y/x)
C S(AKSX—nP

The equation for determining the constant remains as Eq 2.

9.2 Standard Deviation of Reading{s—As mentioned in 6.3, a usable estimate of the standard deviation of a reading (or of
intensity ratio),ss, may be made from data collected in a calibration, particularly if some pooling can be done with individual
estimates of standard deviation or from being able to establish an overall pattern of how standard deviation varies with the leve
of reading. See Note-6. 5. When a confidence interval or a control chart is stated in teggn¢hef precision determined during
calibration can be used directly to determine limits, provided that the degree of freedom in calcsyésiag least 16. Additional
measurements of a verifier may be needed to definegltleat can be used.

(14)

Note 65—The materials used for calibrants, standardants, or verifiers may not all be consistent in precision measurements, particularly if some hav
inhomogeneities. Any materials that consistently show greater deviations should not be included in a pooling of standard deviations omudative sta
deviations. Materials that show poorer precision generally should not be used as verifiers or standardants.

9.3 Standard Deviation of Concentrationdjs—If a confidence interval or a control chart is stated in terms of concentration, the
sk of a verifier may be converted into the equivalent standard deviation in terms of concensatialternatively, normalized
readings obtained during calibration may be applied individually to calibration equations to observe deviations in calculated
concentration. A verifier may also be burned repeatedly as an unknown sample after a calibration has been established to determ
Sc- To do so, enough significant digits must appear in the concentration calculations to show statistical variation. Generally, the
number of decimal points displayed in final concentrations in a computer readout is insufficient to obtain valid estimates of
standard deviation. The computer program, however, may be able to be commanded to show a valid standard deviation based
the many decimal points it carries in concentration calculations.

9.3.1 The conversion factor for convertisg to s is the slope of the calibration curve at the point of the reading. The slope
is the first deviation of the calibration equation. Details on these conversions appear in the annex.

10. Medifications
%9—1—As—menﬁened—m—8—5—4—1—aﬁd—8—5ﬂ4—3—the—pa&em in aKemNords

10.1 confldence mterval cont 0 ot o . i A-h -poi i 56 e to either
et at-there i A dard-deviati verifier—Fhe-measurements
eviati ise i v—everall estim
wotte-a pooling
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he—charts for charts;

than the

ANNEX

(Mandatory Information)

Al. CONVERSION OF READING STANDARD DEVIATION TO CONCENTRATION STANDARD DEVIATION

Al.1 As stated in 9.3.1, the conversion factor for converndo s- depends upon the slope of the calibration curve and can
be calculated from the first derivative of the calibration equation.

Al1.1.1 The simplest conversion is with a linear relationship with no interelement corrections. In this, concer@ason,

C=aytax (AL.1)
wherex is the reading.
The slope or the first derivative of Eq Al.1 is:
dC/dx = & (A1.2)
Then:
= AR (AL3)

Al.1.2 For a high-order polynomial with no matrix correction, the slope is dependent upon the reading.
From:

C=ap+ax+axX+ax, (A1.4)
dC/dx = a + 28, x + 3a X2 (A1.5)

Then:
Sc = (& + 23 x + 38 X)), (A1.6)

Al.2 When a calibration involves an interelement correction, the primary effect from the curve slope and the secondary effect
from an interelement correction can be determined separately by using partial derivatives. An overall effect may then be determined
by finding the root mean square of the individual effects.

Al.2.1 For an additive correction such as

C=ao+ a(x + kZ) + ayx + k2)? + a(x + k2)? (A1.7)
where:
k = reading correction factor of an interfering element, and
Z = concentration of the interfering element,
the main calibration slope is:
aClox = a, + 2a(x + KZ) + 3ay(x + k2)% (A1.8)
The contribution to deviation from the imprecision of the interfering element is:
aCloZ = K[a, + 2a(x + kZ) + 3a(x + k2)?] (A1.9)
In terms of effects on concentration, these translate to:
Se1 = [, + 2a(x + k2) + 3ay(x + k2)?|s, (A1.10)
and
Sco = Klay, + 2a(x + kZ) + 3a(x + k2)’]s, (A1.11)

wheres, is the standard deviation of the interfering element in terms of concentration. (If the method of internal standard dilution
is used, “concentration” will actually be relative concentration. See Al1.4.)
The overall effect ors; then becomes:

=Vl + s (A1.12)

Al1.2.2 For a multiplicative effect expressed as

10
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C = (ap + aX/(1 + k2Z), (A1.13)
aClox = a/(1 + kZ) (A1.14)

and
aCloZ = —k(ag + a X)I(1 + k2)? = —kCI/(1 + k2) (A1.15)

Then, as was done for Eq A1.10 and Eq A1.11:

S = [a/(1 + kD)% (A1.16)

and
Sco = [-KCI(1 + k2)]s, (A1.17)

The overall effect is calculated using Eq A1.12.

Al1.3 Corrections can take other mathematical forms. They may be treated similarly by using partial derivatives. If more than
one interelement correction is needed, each has its own effect that can be handled with an additional partial derivative. The numb
of squared items appearing under the square root sign in a final equation, such as Eq A1.12, will then be more than two.

Al.4 Internal Standard Dilutior—Practice E 158 explains how to use concentration ratio plots to extend analyses to systems
where the concentration of the internal standard varies. This permits calculating the concentration of the matrix element in a wa
that is more precise than simply getting that concentration by difference. After determining standard deviations in terms of relative
concentrations for all elements being measured, a two-fold accounting of deviations is needed to determine standard deviation
terms of actual concentrations. Lettiogepresent final percent concentrations:

c=100C/(1+ 9 (A1.18)
where:
C = relative concentration for some element, and
S = sum of all relative concentrations except the matrix element.
Eq A1.18 can be restated as:
¢=100C/(1+ D + C) (A1.19)
whereD =S - C.
Now:
ac/aC = [10041 + D + C) — 100CJ/(1L + D + C)? (A1.20)

=1001 + D)/(1 + D + C)?
=1001+S—-C)/(1+ 97
Letting de\: represent the deviation contributed &y the deviation in the relative concentration becomes:

deve = [100(1 + S— C)/(1 + §7ls) (AL.21)
But there is also a contribution to imprecision from the deviation inRhigrm:
aclaD = —100C/(1 + D + C)? = —100C/(1 + S)? (A1.22)
Letting dey, represent the deviation contributed by
dew, = [—100C/(1 + 9?](sp) (A1.23)
where:
Sp; = > — g2, and
s = total variance of all relative concentrations except the matrix element.

The standard deviation of an element in terms of final concentration is the root mean squarg ahdeey:
sc = \Vdey? + dew,? (A1.24)

Al.4.1 The standard deviation of the matrix element is determined from the root mean square of all the component element
measured. In a practical system, in which only one other element is high in concentration, the standard deviation of the matri:
element will be very close to the standard deviation of that other high concentration element. §gttapyesent the standard
deviation of the matrix element:

Si=\VS2+ 2+ .. +8§° (A1.25)
where the subscripts refer to the individual elements, totaling number.

11
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(Nonmandatory Information)

I X1. EFFECT OF STANDARDIZATION

X1.1 Randomists-efreadingsfor numbers were compiled to represent the standardants and-a-verifierwere-studied to see how
they-would-appear used in-a—control-chart-that-shewed-averagereadings-and-range—A-master list spectrometric determination of
carbon in steel. Two hundred seventy randem—+eadings-was-edivided into numbers were generated to representthree subgroups se
that would permit making thirty determinations-ef-356-readings triplicates foreach-as-foltews:-atew-standardant set. Specifically,
the high set was devised to approach an average readirng-6f%.0 with 1.91642-and-a-standard defidtidpa-high-standardant
reading-0f-9:0 0.016; the low set, 0.1859 with-a-standard-deviatio0-6, 0.002; and-a-verifierreading-of-5.0 for the verifier,

0 5923 Wlth a—s%aﬂdard—dewaﬂomf-e—A—Wheﬁ—the—sabgfeﬂps O 0037 (Readmgs we%e—eheeked—fe%avemge—aﬁd-sﬁ?cﬁdard—dewatlon

expected assumet-to-be appliet-eguat-te-more precise

X1-2—Six-sets-of-duplicates concentration).
X1 1. 1 Tnals werewﬁhmamm—#em—thhe—wbgfeug made-te-represent see hew-the-readings-which-might-be-ebtained during a

commonly accepted two-point standardization (see 6.1.3.1) would

affect the—veHﬂeFFhe—pa&ern control chart pIottmgﬁsﬁan&&r&dwmﬂonﬁﬁ&sﬁargh%&%&Q%—G%&ee—Hﬁﬁg&lo
forthe verifierreading-in-this-eguation, if the “idea)) is-caletlated-as-0-1907+0-03709(5-16)=0-38which is of 9.1.1 was used
as-follows:

XE2-1-Acecording te—Eq—4—aHd—Eq—5—the—Hm&s—feFd&pheatee are:

(010 O\ A na
m—1\J.1L9 U.II)I(IJ. 5L U. O

X1-8)
\ v)

X1-3-1-Suceessive-duplicates-were-drawn-from their averages;-the-verifiersubgroup slope and constant corrections evolved from
two-point standardization, and the resulting standardizatien-cefrrection-was-apphied-for-Runs1-through-25-inTable X1.1. of these

12
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Carbon Readings: Two - Point Standardization
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FIG. X1.1 Comparison of Two-Point and Three-Point Standardization

13




Ay E1

329 — 9600

1 TABLE X1.1 MomitoCharting Verifierom Two-Point Sta Theondaretdiczal Mtiodeln —_
Verifier for Carbon, Run in Triplicate
thitiat Observed Readings Standardized Readings HStak-
Standardization €endarrd
Deeviation
. EErTowr HiRangh owe After-Run
£ = &
Run A B c Average Slope Constant +:215
A B C Average Observed Hs  9.19 LR
'] A B c Average Observed s Observed s
Ho
1 0.5837 0.5908 0.5885  0.5877998275
m= 0.9596 k= 0.150 Average 891Lg 1-2 _ 0.05071
Ho
0.0007 0.5834 0.5905  0.588&B5874 0.0036 _—2 _ 0.0071
H n ’I n l ﬁ Q0
2 0.5945 0.5849 0.5950  0.591599593 O 0002.599
23 m = 1.0423 8:699
23 0.5828 0.5928 0.5893  0.0056 -1 0.0100 6699
Hal-Correction-After Run-6
Beeatse-of- tow Bias
Half-Correction After Run 6
Run Reading CorrectionAverage Range Because of Low Bias
Range
0.5998  Range
5.03 _ _ 0.5933 0.59890037 0.0016 0.0074
534 527 515 025
i | 0.592®.5952 0.5958 0.99126 0.00%B5979 0.5904.5933 0.59890037 0.0016 0.0074
- 397 - ————6594999782 — —6:5889 05928 60039  6:6005 8-6679
4 0.5949 0.5989 0.5910  0.594199782 0.5928 0.59685889 0.5928 0.0039  0.0005 0.0079
444 - - —0:5894 —4 —5:304-86 524 - -
5 0 5898 O 5972 O 5867 0 59199899 0.000D.5894 0.59685863 0.5908 0.0054 1 0.0105
-664-935: - - —6:5897 —6 —5494:12 542 - -
6 0.5917 0.5938 05913 0 592899639 0.000D.5897 0.591075893 0.5902  0.0013 -1 0.0024
467 - ————6:58%699468 - 48% —6:58625896 0586t 60036 - - 8556671
7 0 5860 0 5897 0.5931  0.58%699468 0.5825 0.58625896 0.5861  0.0036 0.0071
46 457 - - —4FH4Fe - - —06:55886066 659+ 66037 6:6048 2 8:6643
460 456 457 0:6% —470 65975
8 0.5932 0.5891 0.5963  0.592901083 0.5975 0.59886006 0.5971  0.0037 0.0048 2 0.0073
- 5:65 - ———0-58®899247 — 523 —0-58495873 05852 60048 - - 0-61633
9 0 5888 0.5886 0.5919  0.589899247 0.5842 0.58405873 0.5852  0.0018 0.0033
- 543457 - - —56%47r- ——6:5980 —6:59605959 05969 ©6-6610  ©0:0046 2 0-662%
10 0.5925 0.5914 O 5904 0 5911501484 0.5980 0.59605959 0.5969 0.0010  0.0046 2 0.0021
4-955-514-065-44 - - 566 ——0:0618:5946 —0:5880584+ 658749 68053 - - 8580693
0.5951 0.5860 0.5858  0.589099614 0.001D.5940 0.58%05847 0.5879  0.0053 0.0093
4-494-974-46 - - 458 - - —0-59686629 0-6665 60032 66082 3 0-666%
492 469 6:46—5:08 —483 66618
0.5965 0.5915 0.5976  0.599201048 0.6018 _ 0.59@86029 0.6005 0.0032  0.0082 3 0.0061
573 565466 - - 587 ———6:6668:5913 —0-58885886 05894 66617 - -+  —67632
0.5928 0.5903 0.5895 0 59(11999691 0.000%.5913 0.58885880 0.5894  0.0017 0.0032
54 - - 529 - —0:5988591+ 6:5060 660348 6:6037 E 8:66+%
0 5951 O 5964 0.5893  0.593600361 0.000D. 5975 0.59885917 0.5960 0.0038 0.0037 1 0.0071
463 - - 447 - ——6:5907 —0-59425964 05918 6:002% - 0-426038
0.5912 0.5948 0.5910 0 592300323 0.5907 0.59425904 0.5918  0.0021 0.0038
- 537 - - 535 —6:5938 —6:59825872 6594 60034 - 0-816666
0 5938 0 5923 0.5873  0.591199908 0.0009.5938 0.59225872 0.5911  0.0034 0.0066
A 563 - - 585 - ——6:5862 —06:5980596+ 65943 68053 - —* 670165
0 5879 O 5928 0.5985  0.593199725 0.5862 0.59105967 0.5913  0.0053 _ 1 0.0105
4 427 - - —437544 - - —0-598R5962 0-5932 60043 0660069 0-6679
0.5867 0.5937 0.5947  0.5910799723 0.003D. 5883 0.59825962 0.5932  0.0043  0.0009 0.0079
-4 542 - - —5:625222 ——6:003H-5888 —0-50@859+4 65963 60044 - - 0-6626
19 0 5919 0 5939 0.5946  0.593699279 0.00110.5888 0.59085914 0.5903  0.0014 0.0026
- 524 - - 546 - - 6:59437 06076 66024 +2 66%4%
20 0.5941 0.5822 0.5962 0 590800669 0.5979 0.58606001 0.5947  0.0076 0.0024 12 0.0141
454503 - - 466 — 05913 —— 059825862 05909 06.0045 - 0-540090
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readings and their averages. Also shown-are-cerrected-averages-and-range-differences. The plot the standard dewviations of ra
data-appearsinFig—Xtt—The-plotof-averagereadings-appear-as-thetewer-plotin-ig. X1.2.
X132-Hwas-observed-that-the-early-corrected-readings-in-X1.3.1 triplicates, which-were-biased-towwith-enly-Run 5 being
a-fitle-higherthan-the-centraHine pooled to calculate the |dlealf 0. 00392 The “error” column shows the—Runs—z—threugh 6.
Fellowingthe-eption deviation ef8:5- L wi--Table X1.1
under the—headmg—Hal#-eerreetleﬁ—aﬁeFRuﬁ—G—ln—thrs—ease average standardlzed readrng frem—the—new—stanelarelant reading
expected 0.5923. These were-averaged-with-previousreadings-te-establish divided by one-third of the total spreatt&gm the
ant-tgreadings—for-application to the UC] the latter determined in Eg-t-and-Eg2—~A-plot of 8, to designate when an error

exceeded a1 sigma, a2 sigma, or thex3 sigma, the upper or lower control chart limit. Similarly, the “range” column showed
the observed range between the trifplicate standardized readings append a similar assessment how they woulg-ptetin Fig. X1.

fustabeve a control chart. The “>1s” columns were summed to show the balance between higher positive and negative deviation:
and counted to determine how many deviations exceeded The verifier checked well on its precision-efthe-pointsfrom-x1.3.1.

Fig—X1-1-combines-the-early-deadings measurement with more than two-thirds of-the-medifiecreadings.

X244 range deviations falling withir 1s. The+esuits errors efcerrections in the standardi¢edlues showed only half falling
within =1s and with two-eases-eensideredirXt3-are-summarized points falling outside the control chart limits.

Xl 1. 2 The same data was treated toa three pomt standardlzatron (see 6. 1 2 1). Results appear in Table-Xt2-where avers
v y elative to. In thrs—case the m verifier charte

+t W|th only one p0|nt exceequsZThe range pattern was equally as qood
X1 1.3 A S|m|Iar assessment ca

Nay i icH ion-of average
d-hewey iS-ty A veme tcan—be—made—enly—mth systen

oon be

Fhis comparisons. In both cases, ther&s—pmeﬁeallﬁhesam&as%%—&agma—m%qﬂadme%mesascalculated no chang

iN-%X32-2-Only the equires chart

I|m|ts Only one plot is shown for range srnce these were basreall*yewhatﬂﬁas—dene—fhmbrns—laterwﬁh+he—eentre+ehaH—Th|s does
v #ing a gooc

X1-6—Altheugh-the-distribution-ef-measurements—and-range same-for-the-example-which-was-studied-in-both cases in eithe

standardization.

X1.2 Table X1. 1—rnelreateel—they—wefe+n—staﬁs&eal-eeﬁt+e+ the shows addltlonal mformatlon A seeond set determination of data
5 is-shown-at-the-bottom-ef-the secor

M e i . hese dataor ui te—be—9—49—e*aetly+he—repeatabﬂﬂ-y—asslgned—te—the—ver|f|er

a C O ata v Cl
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TABLE X1.2 DBistChaributiorr ogf Avrom Three-Point Standardizagestiorn

Verifier for Carbon, Run in Triplicate

CL for X = 0.5923

UCL for X = 0.5923 + 1.732(0.00392) = 0.5991

|
Fir Obst-Setrved Readings Key Standardized Readings Error Range
Peoints
Seeetand
Rungek=591A B C Average 556 Sard
546 Deviation
542 -
540
Slope point at B 531 535
5.37
Slope  Constant A B c Average 535
Observed  5.27 5.34
'] Observed >1s Observed > 1s
1 0.5837  0.5908 0.5885 0.5877 0.99735 _0.0032 0.5853 0.5924 0.5902 0.5893 0.0036 -0.0030 -1 0.0070
2 0.5945  0.5849 0.5950 0.5915 0.99536 _0.0017 0.5934 0.5840 0.5939 0.5904 0.0056 -0.0019 0.0100
3 0.5998  0.5923 0.5952 0.5958 0.99155 0.0025 0.5972 0.5898 0.5927 0.5932 0.0037 0.0009 0.0074
4 0.5949  0.5989 0.5910 0.5949 0.99792 -0.0011 0.5926 0.5965 0.5887 0.5926 0.0039 0.0003 0.0079
5 0.5898  0.5972 0.5867 0.5912 0.99872 _0.0009 0.5900 0.5973 0.5868 0.5914 0.0054 -0.0009 0.0105 1
6 0.5917  0.5938 0.5913 0.5923 0.99601 _0.0011 0.5905 0.5925 0.5901 0.5910 0.0013 -0.0013 0.0024 -1
7 0.5860  0.5897 0.5931 0.5896 0.99352 0.0027 0.5849 0.5886 0.5920 0.5885 0.0036 -0.0038 -1 0.0071
8 0.5932  0.5891 0.5963 0.5929 1.01174 -0.0046 05956 0.5914 0.5987 0.5952 0.0037 0.0029 1 0.0074
9 0.5888  0.5886 0.5919 0.5898 0.99114 0.0034 0.5870 0.5868 0.5901 0.5879 0.0018 -0.0044 -1 0.0033
—503 —4 —904 —0:5915 16157 -0-0056 ©:5962 O:595% 6:594% 6:595% 6:0016 —0-6028 %+ 0-602% -+
10 0.5925  0.5914 0.5904 0.5915 1.01571 -0.0056 0.5962 0.5951 0.5941 0.5951 0.0010 0.0028 1 0.0021 -1
1 0.5951  0.5860 0.5858 0.5890 0.99532 0.0034 05957 0.5867 0.5864 0.5896 0.0053 -0.0027 -1 0.0093
12 0.5965  0.5915 0.5976 0.5952 1.01201 -0.0050 0.5986 0.5936 0.5997 0.5973 0.0032 0.0050 2 0.0061
13 0.5928  0.5903 0.5895 0.5909 0.99637 _0.0018 0.5924 0.5899 0.5892 0.5905 0.0017 -0.0018 0.0032
14 05951 0.5964 0.5893 0.5936 1.00430 -0.0016 0.5960 0.5974 0.5902 0.5945 0.0038 0.0022 0.0072
483
15 0.5912  0.5948 0.5910 0.5923 1.00314 -0.0022 0.5909 0.5944 0.5906 0.5920 0.0021 -0.0003 0.0038
16 0.5938  0.5923 0.5873 0.5911 0.99886 _0.0011 0.5943 0.5927 0.5877 0.5915 0.0034 -0.0008 0.0066
17 0.5879  0.5928 0.5985 0.5931 0.99707 _0.0003 0.5865 0.5914 0.5971 0.5917 0.0053 -0.0006 0.0105 1
18 0.5867  0.5937 0.5947 0.5917 0.99741 _0.0027 0.5879 0.5949 0.5958 0.5928 0.0043 0.0005 0.0079
19 0.5919  0.5939 0.5946 0.5935 0.99243 0.0021 0.5895 0.5915 0.5921 0.5911 0.0014 -0.0012 0.0026 -1
20 0.5941  0.5822 0.5962 0.5908 1.00714 -0.0013 0.5970 0.5850 0.5991 0.5937 0.0076 0.0014 0.0141 2
21 0.5935  0.5974 0.5883 0.5930 0.99526 _0.0012 0.5918 0.5957 0.5867 0.5914 0.0045 -0.0009 0.0090
I 22 0.5928  0.5922 0.5871 0.5907 1.00502 _0.0001 0.5958 0.5952 0.5901 0.5937 0.0031 0.0014 0.0057
I 23 0.5942  0.5895 0.5916 0.5918 1.00668 -0.0019 0.5963 0.5915 0.5936 0.5938 0.0024 0.0015 0.0047
I 24 0.5925  0.5958 0.5948 0.5944 1.00814 -0.0053 0.5921 0.5954 0.5944 0.5939 0.0017 0.0016 0.0033
I 25 0.5904  0.5888 0.5942 0.5911 1.00727 -0.0031 0.5916 0.5900 0.5955 0.5924 0.0028 0.0001 0.0055
I 26 0.5932  0.5970 0.5899 0.5934 1.00503 -0.0030 0.5932 0.5971 0.5899 0.5934 0.0036 0.0011 0.0072
I 27_ 05985  0.5949 0.5899 0.5944 1.00385 -0.0029 0.5979 0.5942 0.5893 0.5938 0.0043 0.0015 0.0086
28 _0.5938 0 5919 0.5918 0.5925 0.99803 _0.0006 0.5933 0.5913 0.5913 0.5920 0.0011  -0.0003 0.0020 -1
29 0.5945 0 5874 0.5988 0.5936 0.98979 _0.0044 0.5928 0.5858 0.5971 0.5919 0.0057 -0.0004 0.0113 1
30 0.5864  0.5973 0.5876 0.5904 0.99581 _0.0022 0.5861 0.5969 0.5873 0.5901 0.0059 -0.0022 0.0108 1
66 pereent -0 0-60747 -2
iRfrie-
thirel
sum 0 000747 2
Using pooled std dev of triplicates: Std dey gom all standardized readings: 0.00392 count 7 0.00682 9
]

LCL for X = 0.5923 — 1.732(0.00392) = 0.5855

o v~ S e P
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expecte

amed in were made—usmg—eertam verifier

G—?:A%%—&nﬂmeny—wrtha hlg er standard deV|at| i

he-verifier is
as follows

*2—5+4—|:ess—thaﬂ—&ve—t-hu=ds nlnety of qu—data—peﬂﬁs—appeaﬂnq in standardlzed readlnqs When viewed under these limits th
middle-third-ef-theplotting—area.

X2-5:2Ferranges:

X25-2-2Moere-than verifier looked acceptable even though-ene-third of point, run 12, exceeded-therange-datapoints appearir
abeve—the—mﬁ&e—thrrd upper limit, but barely, W|th an average—ef—the—p+e&mg area.

he standarc
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ASTM International takes no position respecting the validity of any patent rights asserted in connection with any item mentioned
in this standard. Users of this standard are expressly advised that determination of the validity of any such patent rights, and the risk
of infringement of such rights, are entirely their own responsibility.

This standard is subject to revision at any time by the responsible technical committee and must be reviewed every five years and
if not revised, either reapproved or withdrawn. Your comments are invited either for revision of this standard or for additional standards
and should be addressed to ASTM International Headquarters. Your comments will receive careful consideration at a meeting of the
responsible technical committee, which you may attend. If you feel that your comments have not received a fair hearing you should
make your views known to the ASTM Committee on Standards, at the address shown below.

This standard is copyrighted by ASTM International, 100 Barr Harbor Drive, PO Box C700, West Conshohocken, PA 19428-2959,
United States. Individual reprints (single or multiple copies) of this standard may be obtained by contacting ASTM at the above
address or at 610-832-9585 (phone), 610-832-9555 (fax), or service@astm.org (e-mail); or through the ASTM website
(www.astm.org).
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