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Standard Practice for
Establishing an Uncertainty Budget for the Chemical
Analysis of Metals, Ores, and Related Materials *

This standard is issued under the fixed designation E 2165; the number immediately following the designation indicates the year of
original adoption or, in the case of revision, the year of last revision. A number in parentheses indicates the year of last reapproval. A
superscript epsilone] indicates an editorial change since the last revision or reapproval.

1. Scope the expected uncertainties at any process step can be predicted

1.1 This practice describes a model for establishing 1S3'Sing this model. _ _
17025-compliant uncertainty budgets for the chemical analysis 1.4 When using this model, the aim values generated using
of metals, ores, and related materials. It is based on applyin@'s model must then be valld_ated, verified, and _documented as
the HorwitZ function to widely accepted, diverse interlabora- Part of the development and interlaboratory testing of any new
tory test programs, such as interlaboratory testing of standarf§st method, sampling practice, and product specification, as
test methods and proficiency testing programs. This functio@Ppropriate. It is also expected thgt each laboratory that elects
expresses the interlaboratory standard deviations that can B USe that standard test method will generate data to show that
expected for any concentration level as competent laboratoridg€ Standard test method complies with the published uncer-
use optimized test procedures to analyze any matrix for angmtles developed during interlaboratory testing of the standard
analyte. It may be used to set aim uncertainties against whicl¢St method. The principles in this practice can also be applied
to plan new standard test methods and to assess the perfép- the development of test methods used to determine the
mance of existing test methods. composition of other materials.

1.2 An optimized test procedure is one in which the final 1.5 This standard does not purport to address all of the
test results are at least equivalent to alternative, state-of-the-at@fety concerns, if any, associated with its use. It is the
procedures. In the analytical chemistry community, this mean&Sponsibility of the user of this standard to establish appro-
that calibrations are carried out, verified, and controlled suclPriate safety and health practices and determine the applica-
that the final test results have no systematic, detectable bialility of regulatory limitations prior to use.

The elimination pf sources pf bias is a key responsibility of any. _ Referenced Documents

person who designs analytical test methods. Hence, an analyti-

cal test method that contains systematic, measurable sources of-1 ASTM Standards: _ .

bias would probably not be accepted as an ASTM test method E 135 Terminology Relating to Analytical Chemistry for
and its performance data would probably not be in compliance _Meétals, Ores and Related Materfals -
with the procedures described in this practice. E 1282 Guide for Specifying the Chemical Compositions

1.3 The uncertainty budget model described in this practice and Selecting Sampling Practices and Quantitative Analy-

is based on the assumption that, in a normally distributed, _SiS Methods for Metals, Ores, and Related Matetials
bias-free environment, measurement uncertainty will improve E 1329 Practice for Verification and Use of Control Charts

by the square root of two with each removal of a significant M Spectrochemical Analyﬁ_s

source of variation. Conversely, it is assumed that measure- E 1601 Practice for Conducting an Interlaboratory Study to
ment uncertainty will worsen by the same amount with each _EVvaluate the Performance of an Analytical Method
addition of a significant source of variation. Furthermore, this E 2027 Practice for Conducting Proficiency Tests in the
model assumes that the hierarchy of increasing variation in any _Chemical Analysis of Metals, Ores, and Related Matetials
composition-based measurement system begins with calibra- E 2053 Guide for Planning, Carrying Out, and Reporting
tion and progresses through control to intralaboratory standard Traceable Chemical Analyses of Metals, Ores, and Related
deviation to interlaboratory standard deviation to product _Materials

sampling for conformity assessment. Therefore, aim values for E 2093 Guide for Optimizing, Controlling and Reporting
Test Method Uncertainties from Multiple Workstations in
the Same Laboratory Organizatfon
1 This practice is under the jurisdiction of ASTM Committee E01 on Analytical 2.2 1SO Standards:
Chemistry for Metals, Ores, and Related Materials and is the direct responsibility of
Subcommittee E01.22 on Statistics and Quality Control. -
Current edition approved November 10, 2001. Published January 2002. 2 Annual Book of ASTM Standardgol 03.05.
2 Horwitz, W., Analytical ChemistryVol 54, pp. 67A-76A, 1982. 4 Annual Book of ASTM Standardgol 03.06.
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ISO 17025 (1999) General Requirements for the Compematerial and the samples are distributed among several com-

tence of Calibration and Testing Laboratofies petent laboratories for testing.
ISO 9000: 2000 Quality Management and Quality System 3.2.6 uncertainty budgetthe allocation of total measure-
Elements ment uncertainty among specific components of a measure-

ISO/TS 16949 (2002) Quality Systems—Automotive ment process that contribute significantly to the overall devia-
Suppliers—Particular Requirements for the Application oftion.
ISO 9001:1992

ISO TC/17 SC 1 Steel—Methods and Determination of4' S|gn|f|car_10e and Use ) _
Chemical Compositich 4.1 Knowing and controlling the uncertainty of measure-

2.3 Other Document: ments are important to laboratories as they comply with

QS9000, 3rd Edition Quality System Requirements,ntérnal and external needs. For example: _
Chrysler Corporation, Ford Motor Company, and General 4.1.1 There is a need to know when calibration curves drift

Motors Corporatioh so that corrections can be made before time is wasted gener-
ating faulty data and, more importantly, to prevent reporting of
3. Terminology faulty data. The control of laboratory performance against

internally established criteria is usually met with good statis-
tical control programs, such as described in Practice E 1329.
4.1.2 There is a need to demonstrate state-of-the-art perfor-
mance to customers and accreditation bodies, especially those
u%ccrediting laboratories to ISO 17025. One widely accepted
ay to demonstrate compliance is to participate in proficiency
st programs, such as described in Practice E 2027, as avail-

3.1 Definitions—For definitions of terms used in this guide,
refer to Terminology E 135.

3.2 Definitions of Terms Specific to This Standard:

3.2.1 aim calibration uncertainty-the maximum deviation
(95 % confidence) to be allowed between an assumed tr
value and the measured value during the design of th
calibration segment of an analytical test method, based on &
aim uncertainty budget. In order to ensure that the calibratioff le.

function does not contribute distinguishable bias to the reportt 4|1(.1.3 'I_'hergz IS a nehed f(t)_r ﬁ?o:atorytm?naget_ment personnel
value, all individual calibration deviations shall be randomly O know, In advance, how tightly to control xisting processes,

distributed above and below the assumed true value. It is tha®" to set data quality expectations for new work, and how to

method-developer’'s responsibility to develop and test approi%g;n_(l:_ﬁrtamty .?tatements and budgetshtof complyt.W|thtrI]SO
priate protocols for detecting and controlling calibration bias - [NIS practice gives one approach for meeting those

: . : ds.
consistent with the intended purpose of the test method and tHe .
measuring technology being utilized. 4.1.4 There is a need for users of test results to understand

3.2.2 aim control uncertainty-the maximum deviation the origin of measurement uncertainties and how to apply them

(95 % confidence) to be allowed in the design of the controff! Using data for process control or product conformity

part of an analytical test method, based on an aim uncertaingeg's'osngo'goor_:_jﬁr to cotrnply'wnh ISOI ?OOIO’ I.SO(I—S 129|4fg '
budget and including variation due to calibration. Since mos n Q devel - IS E[)ratc ice g![ves a rftﬁ |veyS|n(1jp € TI'O 1€ ?hr
control charts are created with three sigma control limits, userdSe 1N developing strategies to meet those neeas, utilizing the

must design and control measurement processes to be effectiwzr??ggn S’&'?ble frortn tlh(; antalytlcal teslpng Iabqtrgtory.
at the 95 % confidence level. To help meet this requirement, it .™ accepts laboratory compliance with uncer-

is recommended that control charts used in this model béainty budgets in standard test methods, provided that all of the

interpreted using the Westgard rules in accordance with Pra ignificant sources of variation are identified and quantified in
tice E 1329 he standard test method. This practice offers a consensus-

based approach to meeting that need, based on the most widely
vailable sources of comparative data available, namely inter-
j&lboratory standard deviations.

3.2.3 aim total intralaboratory uncertainty-the maximum
deviation (95 % confidence) to be allowed in the design of th
total intralaboratory uncertainty of a test method, beginnin ) L . .
with the preparation of a homogeneous sample and ending with 4.3 Building the model usgd n th|§ pract|ce.0n the available
a final report value to the client. interlaboratory standard deviations is convenient because they

3.2.4 aim total interlaboratory uncertainty-the maximum are in the “middle” of the steps between calibration and final

deviation (95 % confidence) to be allowed in interlaboratorydata usage and are at the interface between the laboratories and

studies of a test method, based on multipurpose interlaborato eir clients. H(_ence, any inaccuracies in the model, either in the
boratory or in the user environment, will be correctable

studies of the type carried out in proficiency tests and national”..~. = . . . . . .
and internationgrl) standard test dgvelopmeﬁt studies within either community without disturbing the foundation of
: - : o the model.
3.2.5 aim lot uncertainty—the maximum deviation (95 % : . .
confidence) to be allowed when optimized, standardized sam- 4.4 Having allowed for the fact that this model is based on

pling practices are used to take samples from a specified lot (pfrobabilities at the 95 % confidence level, any task group that
considers promulgating a standard test method, practice, or

specification that exceeds the boundaries set by this practice
- should seek opportunities to improve the procedure or be
Available from American National Standards Institute, 25 W. 43rd St., 4th soge
Floor, New York, NY 10036, prepared to accept uncertainties that exceed normally accepted

® Available from Automotive Industry Action Group (AIAG), 26200 Lahser Rd., levels. ) . . )
Southfield, MI 48034, 4.5 This model is based on 95 % confidence intervals (two
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standard deviations). Users must be aware that, at 95 %yhere:

confidence, one in twenty values will fall outside of the aim. In y = 2 times interlaboratory standard deviation, i.e., 2 sigma,
order to maintain fewer “outliers,” users should try to operate 95 % confidence, and

just below the “maximum” values listed in this practice. X = analyte concentration, m/m, %.

4.6 Users must be aware that, in order to compare the results Since both of these plots predict very similar standard
from two laboratories that perform the same experiment on theleviations, either can be used to establish anticipated interlabo-
same material, the maximum variation to be expected betweeamtory standard deviations for metals and related materials. For
those laboratories is calculated by multiplying the aim variapurposes of this practice, the option in 5.1.1 is used in this
tion by the square root of two. practice.

4.7 It is anticipated that those who write and test standard 5.2 Construct a data table along the lines illustrated in Table
test methods will use this practice to establish aim uncertainty (Notes 1 and 2).
bUdg.ets for use durmg.teSt method development, validation, Note 1—If the ISO data described in 5.1.1 is suitable for the intended
and mte_rlaboratory testing. Test metht_)ds Fhat are capable %Lrpose’ then Table 1 can be used.
performing at or better than the calibration, control, total" nore 2—Table 1 includes more digits past the decimal point than
intralaboratory, and interlaboratory uncertainties described iRould be used in a typical uncertainty budget. They are included here to
this practice should be considered state of the art when carridelp the reader understand the level of variation to be expected at different
out by competent (ISO 17025 compliant) laboratories and cagoncentration ranges. The data in the table is calculated from the
be expected to meet all reasonable commercial and proficienéfgierlaboratory standard deviations (95 % confidence) as described as
test requirements. follows. The data illustrates the m_agnltude of the uncertainty budget

4.8 It is anticipated that those who write and test in-housé omponents at SEIeCteOF concentrations. i .
methods will use this practice to establish local aim uncertainty -2.1 Select a series of analyte concentrations of interest and
budgets for use during test method development, validatiorfiSt them in increasing order in the column labeled “Concen-
and intralaboratory testing. Test methods that are capable #@tion, %(m/m).” These selections might represent evenly
performing at or better than the calibration, control, and totadistributed values across the concentration ranges of interest,
intralaboratory uncertainties described in this practice shoul@' high, middle, and low values from specification or method
be considered state of the art when carried out by competeREOPES. _ _

(ISO 17025 compliant) laboratories. They can be expected to 5_.2.2 _Enter a series of headings as follows: “Intralaboratory
meet all reasonable commercial and proficiency test requird=alibration,” “Intralaboratory Control," “Intralaboratory To-
ments, and should be viable candidates for subsequent eval@,” “Interlaboratory Total,” and, “Interlaboratory Lot.”

ation and promulgation as standard test methods. 5.2.3 Under “Total Interlaboratory,” enter the interlabora-
tory (95 % confidence) precision calculated from the log-log
5. Procedure relationship for each concentration selected for evaluation.

5.1 Locate a large database of interlaboratory standar?j-h's. is the actual test data from which all other estimates
within the model are calculated.

viations that wer vel in te-of-the-art tech- .
deviations that were developed using state-of-the-art tec 5.2.4 Under “Total Intralaboratory,” enter the interlabora-

nigues and that best represent the type of test methods to which o
the model will be applied. Construct a log-log plot of inter- (t:ory value (5.2.3) divided by the square root of two for each

T 0 ? i
laboratory standard deviations (95 % confidence) versus consag, g 1 Example Aim Uncertainty Budget Calculations (Based

centration without regard to matrix, analyte, or test method. on ISO TC 17/SC 1, 5.1.a)
Perform a power-_flt to create a linear equation that best Intralaboratory Interlaboratory
describes the relationship. Two examples are as follows: Concentration, ~ Calibration®  Control®  Total®  Total® Lot®
5.1.1 Interlaboratory test data from ISO TC/17 SC 1 fit to %, mm
the HorwitZ function, is shown in the annex of Guide E 2093. 0.001 0.00011 0.00015 0.00022  0.00030  0.00043
; o 0, : 0.005 0.00032 0.00045 0.00063 0.00089 0.00126
The interlaboratory standard dewatpn (95 % confidence) (R2/ 77 000050 000071 000100 000141 000280
sqrt(2)) is shown in Eq 1 as follows: 0.015 0.00065 0.00093 0.00131 0.00185 0.00260
0.6661 0.050 0.00147 0.00207 0.00292 0.00412 1.00581
y = 0.030X (1) 0.100 0.00233 0.00329  0.00464 0.00654  0.00922
0.50 0.00681 0.00960 0.01354 0.01910  0.02692
Where: 1.00 0.01081 0.01524 0.02149 0.03030 0.04272
y = 2times interlaboratory standard deviation, i.e., 2 sigma, 5.00 003158 004452 0.06278 0.08852  0.12481
o . 10.0 0.05011 0.07065 0.09961 0.14046  0.19804
_ 95 Yo Conﬂdence' and 0 20.0 0.07951 0.11210 0.15807 0.22287 0.31425
X = analyte concentration, m/m, %. 30.0 0.10416 0.14686 0.20708 0.29198  0.41169
5.1.2 Interlaboratory test data from 2 years (1999-2000) of  40.0 0.12616 ~ 0.17788 0.25082 0.35365  0.49865
) s : 50.0 0.14638 0.20639 029101 0.41032 0.57856
ASTM’s Prof|C|enc3_/ Test Progr'ams for Plam7 Carbon Low €00 0.16528 023304 032859 046331 065326
Alloy Steel and Stainless Steel is shown as Eq 2: 70.0 0.18315 0.25824 0.36412 0.51341 0.72390
058 80.0 0.20019 0.28226  0.39799 0.56117  0.79124
y = 0.038& 2 90.0 0.21652 0.30530  0.43047 0.60696 0.85582
ASee 3.2.1.
BSee 3.2.2.
CSee 3.2.3.
” Flinchbaugh, D.A., Crawford, L.F., and Bradley, D. Accred. Qual Assur (2001), © See 3.2.4.
pp 493-500. ESee 3.2.5.
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concentration. This represents the maximum uncertainty @ this practice is too great to allow practical assessments, then
single laboratory can have and still comply with the “Inter- consideration should be given to redefining the specification in
laboratory Total” Uncertainty requirement. a way that allows meaningful testing.

5.2.5 Under “Control,” enter the Intralaboratory value 6.3 Those who write standard test methods can use this
(5.2.4) divided by the square root of two for each concentrapractice to predict the expected measurement uncertainty when
tion. This represents the maximum uncertainty (95% confithe test method is evaluated in an interlaboratory test, such as
dence) a single laboratory can have on a control standard aty following Practice E 1601. In order to claim that the test
still comply with the “Intralaboratory Total” Uncertainty re- method is bias-free, it is recommended that the task group
quirement (Note 3). apply the principles of Guide E 2053, as appropriate. By

Note 3—Since most control charts are based on 3-sigma control Iimits,deSIgnlng test methods and demonstrating that they are capable

care must be taken in establishing within-laboratory control practices t(9f complylng_ with the_uncertamty budget. model in Guide
ensure compliance with the model. For example, since this model is basdd 2053, confidence is increased that the final interlaboratory
on 95 % confidence, a laboratory that uses 3-sigma control limits mustest data will be satisfactory.
ensure that its 3-sigma control limits are no more than 1.5 times the value 6.4 Those who write in-house test methods based on stan-
predicted in the control column. dard test methods can use this practice and the standard test
5.2.6 Under “Calibration,” enter the “control” value divided method to create their own local standard operating procedure
by the square root of two for each concentration. Thisand uncertainty budget. If full compliance with the standard
represents the maximum uncertainty a single laboratory catest method is intended, then the laboratory’s uncertainty
have in its calibration function and still comply with the budget statements need only show data demonstrating compli-
“interlaboratory total” uncertainty requirement (Note 4). ance with the uncertainty budget in the standard test method.
Note 4—If a laboratory’s control statistics are considerably better thanl'aboratoneS that use multiple workstations to. perform the
the maximum allowed in 5.2.5, then it is mathematically possible for thatsarne standard test metho_d should refer tq Guide 52093 for
laboratory to exceed the calibration limit by a small amount and stillguidance on how to coordinate all workstations efficiently.
comply with the 5.2.4 expectation. However, this is not recommended, 6.5 Those who write in-house test methods that are not
particularly since this model is based on 95% confidence. based on standard test methods, but are envisioned to become

5.2.7 Under “|0t,” enter the “inter|aboratory total” value standard test methods or are to be Compliant with 1SO 17025

multiplied by the square root of 2 for each concentration. Thisshould follow all of the procedures in this practice, including
represents the maximum uncertainty a user should expect whé#lilding an uncertainty budget for calibration, control, and

a lot of material is sampled for analysis for conformity total intralaboratory variation as shown in Table 1.
assessment (Note 5). 6.6 Those who write standard sampling practices can use
) ) ] this practice to predict the measurement variation to be
_ Note 5—It must be recognlzed_ that, unlike the intralaboratory a”dexpected when test methods developed in compliance with 6.2
interlaboratory components, there is not much data to support the amount | h | l .
of variation due to sampling. are used_to eva uate those samplers and.samplng pra_ctlces.
When using this model to evaluate sampling practices in an

6. Implementation interlaboratory test mode, the maximum errors should comply

6.1 This model predicts the expected uncertainty in stateWith the “Interlaboratory Lot” column in Table 1.
of-the-art facilities where all sampling and analysis procedures 6.7 Those who study the optimization of industrial pro-
are known to be bias-free and carried out by competent (1IS@€SS€s or wish to make conformity assessment decisions can
17025 compliant) organizations, and test materials are knowHse the “Lot” column in Table 1 as an indicator of the
to be homogeneous. Predictability of attainability of a specifieccOmbined sampling and measurement errors they can expectin
performance level does not guarantee compliance. Complian@ optimized environment. Comparing that information with
must be validated, verified, and documented. available process control and final shipment test data can

6.2 Those who write product specifications, in accordancéndicate the potential for improving the present sampling and
with Guide E 1282, can use this practice to predict the expecte@nalysis systems and the relative benefits to be achieved by
measurement uncertainty when the material compositions bébaking those improvements.
ing specified are subject to conformity assessment by samplin?
and analysis by multiple facilities using optimized state-of-the-/- Keywords
art protocols. If the test data variability predicted by the model 7.1 practice; uncertainty budget; uncertainty statement

ASTM International takes no position respecting the validity of any patent rights asserted in connection with any item mentioned
in this standard. Users of this standard are expressly advised that determination of the validity of any such patent rights, and the risk
of infringement of such rights, are entirely their own responsibility.

This standard is subject to revision at any time by the responsible technical committee and must be reviewed every five years and
if not revised, either reapproved or withdrawn. Your comments are invited either for revision of this standard or for additional standards
and should be addressed to ASTM International Headquarters. Your comments will receive careful consideration at a meeting of the
responsible technical committee, which you may attend. If you feel that your comments have not received a fair hearing you should
make your views known to the ASTM Committee on Standards, at the address shown below.
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