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Infrared Multivariate Quantitative Analysis
This standard is issued under the fixed designation E 1655; the number immediately following the designation indicates the year of
original adoption or, in the case of revision, the year of last revision. A number in parentheses indicates the year of last reapproval. A
superscript epsilonef indicates an editorial change since the last revision or reapproval.
1. Scope

1.1 These practices cover a guide for the multivariate calibration of infrared spectrometers used in determining the physical o
chemical characteristics of materials. These practices are applicable to analyses conducted in the near infrared (NIR) spectt
region (roughly 780 to 2500 nm) through the mid infrared (MIR) spectral region (roughly 4000 to 400 cm

Note 1—While the practices described herein deal specifically with mid- and near-infrared analysis, much of the mathematical and procedural detai
contained herein is also applicable for multivariate quantitative analysis done using other forms of spectroscopy. The user is cautioned &meat typic
best practices for multivariate quantitative analysis using other forms of spectroscopy may differ from practices described herein for mid- and
near-infrared spectroscopies.

1.2 Procedures for collecting and treating data for developing IR calibrations are outlined. Definitions, terms, and calibration
techniques are described. Criteria for validating the performance of the calibration model are described.

1.3 The implementation of these practices require that the IR spectrometer has been installed in compliance with the
manufacturer’s specifications. In addition, it assumes that, at the times of calibration and of validation, the analyzer is operating
at the conditions specified by the manufacturer.

1.4 These practices cover techniques that are routinely applied in the near and mid infrared spectral regions for quantitativ
analysis. The practices outlined cover the general cases for coarse solids, fine ground solids, and liquids. All techniques covere
require the use of a computer for data collection and analysis.

1.5 These practices provide a questionnaire against which multivariate calibrations can be examined to determine if the:
conform to the requirements defined herein.

1.6 For some multivariate spectroscopic analyses, interferences and matrix effects are sufficiently small that it is possible t
calibrate using mixtures that contain substantially fewer chemical components than the samples that will ultimately be analyzed
While these surrogate methods generally make use of the multivariate mathematics described herein, they do not conform f
procedures described herein, specifically with respect to the handling of outliers. Surrogate methods may indicate that they mal
use of the mathematics described herein, but they should not claim to follow the procedures described herein.

1.7 This standard does not purport to address all of the safety concerns, if any, associated with its use. It is the responsibility
of the user of this standard to establish appropriate safety and health practices and determine the applicability of regulatory
limitations prior to use.

2. Referenced Documents

2.1 ASTM Standards:
D 1265 Practice for Sampling Liquified Petroleum (LP) Gases (Manual Method)

1 These practices are under the jurisdiction of ASTM Committee E-13 on Molecular Spectroscopy and are the direct responsibility of Subcomnfittee E13.1
Chemometrics.
Current edition approvedg-Oct. Sept. 46:-3999. 2000. Publisheg-Beeember 1999. November 2000. Originally published as E 1655 — 97. Last pre\EoL85Editi69.

Copyright © ASTM International, 100 Barr Harbor Drive, PO Box C700, West Conshohocken, PA 19428-2959, United States.



A0y E 1655 — 9900
“ull

D 4057 Practice for Manual Sampling of Petroleum and Petroleum Prdducts

D 4177 Practice for Automatic Sampling of Petroleum and Petroleum Prdducts

D 4855 Practices for Comparing Test Methbds

D 6300122 Practice fer-Betermination Validation-ef-Precision-and-Bias-Datafor-Use-in-Test-MethodsforPetroleum Products
and-tubricants Multivariate Process Infrared Spectrophotonteters

D 6299 Practice for Applying Statistical Quality Assurance Technigues to Evaluate Analytical Measurement System
Performance

D 6300 Practice for Determination of Precision and Bias Data for Use in Test Methods for Petroleum Products and &ubricants

E 131 Terminology Relating to Molecular Spectroscopy

E 168 Practices for General Techniques of Infrared Quantitative Analysis

E 275 Practice for Describing and Measuring Performance of Ultraviolet, Visible, and Near Infrared Spectrophotometers

E 334 Practice for General Techniques of Infrared Microandlysis

E 456 Terminology Relating to Quality and Statisfics

E 691 Practice for Conducting an Interlaboratory Study to Determine the Precision of a Test #ethod

E 932 Practice for Describing and Measuring Performance of Dispersive Infrared Spectrémeters

E 1421 Practice for Describing and Measuring Performance of Fourier Transform Infrared (FT-IR) Spectrometers: Level Zero
and Level One Tests

E 1866 Guide for Establishing Spectrophotometer Performance’Tests

E 1944 Practice for Describing and Measuring Performance of Fourier Transform Near-Infrared (FT-NIR) Spectrometers: Level
Zero and Level One Tests

3. Terminology

3.1 Definitions—For terminology related to molecular spectroscopic methods, refer to Terminology E 131. For terminology
relating to quality and statistics, refer to Terminology E 456.

3.2 Definitions of Terms Specific to This Standard:

3.2.1 analysis—in the context of this practicehe process of applying the calibration model to an absorption spectrum so as
to estimate a component concentration value or property.

3.2.2 calibration—a process used to create a model relating two types of measured data. In the context of this practice, a process
for creating a model that relates component concentrations or properties to absorbance spectra for a set of known reference
samples.

3.2.3 calibration model-the mathematical expression that relates component concentrations or properties to absorbances for
a set of reference samples.

3.2.4 calibration samples-the set of reference samples used for creating a calibration model. Reference component
concentration or property values are known (measured by reference method) for the calibration samples and correlated to the
absorbance spectra during the calibration.

3.2.5 estimate—the value for a component concentration or property obtained by applying the calibration model for the analysis
of an absorption spectrum.

3.2.6 model validatior—the process of testing a calibration model to determine bias between the estimates from the model and
the reference method, and to test the expected agreement between estimates made with the model and the reference method.
3.2.7 multivariate calibration—a process for creating a model that relates component concentrations or properties to the

absorbances of a set of known reference samples at more than one wavelength or frequency.

3.2.8 reference methedthe analytical method that is used to estimate the reference component concentration or property value
which is used in the calibration and validation procedures.

3.2.9 reference valuesthe component concentrations or property values for the calibration or validation samples which are
measured by the reference analytical method.

3.2.10 spectrometer/spectrophotometer qualificatior-the procedures by which a user demonstrates that the performance of
a specific spectrometer/spectrophotometer is adequate to conduct a multivariate analysis so as to obtain precision consistent witt
that specified in the method.

3.2.11 surrogate calibrationn—a multivariate calibration that is developed using a calibration set which consists of mixtures
which contain substantially fewer chemical components than the samples which will ultimately be analyzed.

3.2.12 surrogate methodn—a standard test method that is based on a surrogate calibration.

2 Annual Book of ASTM Standardgol 05.01.

2 Annual Book of ASTM Standardgol 05.02.

4 Annual Book of ASTM Standardgol 07.02.

5 Annual Book of ASTM Standardgol 05.04.

® Annual Book of ASTM Standaydéol-83-66. 05.03.

7 Annual Book of ASTM Standardgol-3+4-62. 03.06.
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8 Annual Book ofreferences-at-the-end-of-the-text. ASTM Standéotig4.02.
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3.2.13 validation samples-a set of samples used in validating the model. Validation samples are not part of the set of
calibration samples. Reference component concentration or property values are known (measured by reference method), and -
compared to those estimated using the model.

4. Summary of Practices

4.1 Multivariate mathematics is applied to correlate the absorbances measured for a set of calibration samples to referenc
component concentrations or property values for the set of samples. The resultant multivariate calibration model is applied to th
analysis of spectra of unknown samples to provide an estimate of the component concentration or property values for the unknow
sample.

4.2 Multilinear regression (MLR), principal components regression (PCR), and partial least squares (PLS) are examples o
multivariate mathematical techniques that are commonly used for the development of the calibration model. Other mathematicz
techniques are also used, but may not detect outliers, and may not be validated by the procedure described in these practice:

4.3 Statistical tests are applied to detect outliers during the development of the calibration model. Outliers include high leverage
samples (samples whose spectra contribute a statistically significant fraction of one or more of the spectral variables used in tf
model), and samples whose reference values are inconsistent with the model.

4.4 Validation of the calibration model is performed by using the model to analyze a set of validation samples and statistically
comparing the estimates for the validation samples to reference values measured for these samples, so as to test for bias in
model and for agreement of the model with the reference method.

4.5 Statistical tests are applied to detect when values estimated using the model represent extrapolation of the calibration.

4.6 Statistical expressions for calculating the repeatability of the infrared analysis and the expected agreement between tt
infrared analysis and the reference method are given.

5. Significance and Use

5.1 These practices can be used to establish the validity of the results obtained by an infrared (IR) spectrometer-atthe time whe
a the calibration is developed. The ongoing validation of estimates produced by analysis of unknown samples using the calibratio
model should be covered separately (see for example, Practice D 6122).

5.2 These practices are intended for all users of infrared spectroscopy. Near-infrared spectroscopy is widely used for quantitativ
analysis. Many of the general principles described in these practices relate to the common modern practices of near-infrare
spectroscopic analysis. While sampling methods and instrumentation may differ, the general calibration methodologies are equal
applicable to mid-infrared spectroscopy. New techniques are under study that may enhance those discussed within these practic
Users will find these practices to be applicable to basic aspects of the technique, to include sample selection and preparatio
instrument operation, and data interpretation.

5.3 The calibration procedures define the range over which measurements are valid and demonstrate whether or not tt
sensitivity and linearity of the analysis outputs are adequate for providing meaningful estimates of the specific physical or chemica
characteristics of the types of materials for which the calibration is developed.

6. Overview of Multivariate Calibration

6.1 The practice of infrared multivariate quantitative analysis involves the following steps:

6.1.1 Selecting the Calibration SetThis set is also termed the training set or spectral library set. This set is to represent all
of the chemical and physical variation normally encountered for routine analysis for the desired application. Selection of the
calibration set is discussed in Section 17, after the statistical terms necessary to define the selection criteria have been define

6.1.2 Determination of Concentrations or Properties, or Both, for Calibration SamplBse chemical or physical properties,
or both, of samples in the calibration set must be accurately and precisely measured by the reference method in order to accurate
calibrate the infrared model for prediction of the unknown samples. Reference measurements are discussed in Section 9.

6.1.3 The Collection of Infrared SpectraThe collection of optical data must be performed with care so as to present calibration
samples, validation samples, and prediction (unknown) samples for analysis in an alike manner. Variation in sample presentatic
technique among calibration, validation, and prediction samples will introduce variation and error which has not been modelec
within the calibration. Infrared instrumentation is discussed in Section 7 and infrared spectral measurements in Section 8.

6.1.4 Calculating the Mathematical ModetThe calculation of mathematical (calibration) models may involve a variety of data
treatments and calibration algorithms. The more common linear techniques are discussed in Section 12. A variety of statistice
techniques are used to evaluate and optimize the model. These techniques are described in Section 15. Statistics used to de
outliers in the calibration set are covered in Section 16.

6.1.5 Validation of the Calibration ModetValidation of the efficacy of a specific calibration model (equation) requires that the
model be applied for the analysis of a separate set of test (validation) samples, and that the values predicted for these test samg
be statistically compared to values obtained by the reference method. The statistical tests to be applied for validation of the modt
are discussed in Section 18.

6.1.6 Application of the Model for the Analysis of Unknowrshe mathematical model is applied to the spectra of unknown
samples to estimate component concentrations or property values, or both, (see Section 13). Outlier statistics are used to det
when the analysis involves extrapolation of the model (see Section 16).
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6.1.7 Routine Analysis and MonitorirgOnce the efficacy of calibration equations is established, the equations must be
monitored for continued accuracy and precision. Simultaneously, the instrument performance must be monitored so as to trace any
deterioration in performance to either the calibration model itself or to a failure in the instrumentation performance. Procedures

J| for verifying the performance of the analysis are only outlined in Section 22 but are covered in detail in Practice D 6122. The use
of this method requires that a model quality control material be established at the time the model is developed. The model QC
material is discussed in Section 22. For practices to compare reference methods and analyzer methods, refer to Practices D 485E

6.1.8 Transfer of Calibrations—Transferable calibrations are equations that can be transferred from the original instrument,
where calibration data were collected, to other instruments where the calibrations are to be used to predict samples for routine
analysis. In order for a calibration to be transferable it must perform prediction after transfer without a significant decrease in
performance, as indicated by established statistical tests. In addition, statistical tests that are used to detect extrapolation of the
model must be preserved during the transfer. Bias or slope adjustments, or both, are to be made after transfer only when statistically
warranted. Calibration transfer, that is sometimes referred to as instrument standardization, is discussed in Section 21.

7. Infrared Instrumentation

7.1 A complete description of all applicable types of infrared instrumentation is beyond the scope of these practices. Only a
general outline is given here.

7.2 The IR instrumentation is comprised of two categories, including instruments that acquire continuous spectral data over
wavelength or frequency ranges (spectrophotometers), and those that only examine one or several discrete wavelengths ol
frequencies (photometers).

7.2.1 Photometers may have one or a series of wavelength filters and a single detector. These filters are mounted on a turret
wheel so that the individual wavelengths are presented to a single detector sequentially. Continuously variable filters may also be
used in this fashion. These filters, either linear or circular, are moved past a slit to scan the wavelength being measured.
Alternatively, photometers may have several monochromatic light sources, such as light-emitting diodes, that sequentially turn on
and off.

7.3 Spectrophotometers can be classified, based upon the procedure by which light is separated into component wavelengths
Dispersive instruments generally use a diffraction grating to spatially disperse light into a continuum of wavelengths. In
scanning-grating systems, the grating is rotated so that only a narrow band of wavelengths is transmitted to a single detector at
any given time. Dispersion can occur before the sample (pre-dispersed) or after the sample (post-dispersed).

7.3.1 Spectrophotometers are also available where the wavelength selection is accomplished without moving parts, using a
photodiode array detector. Post-dispersion is utilized. A grating can again provide this function, although other methods, such as
a linear variable filter (LVF) accomplish the same purpose (a LVF is a multilayer filter that has variable thickness along its length,
such that different wavelengths are transmitted at different positions). The photodiode array detector is used to acquire a continuous
spectrum over wavelength without mechanical motion. The array detector is a compact aggregate of up to several thousand
individual photodiode detectors. Each photodiode is located in a different spectral region of the dispersed light beam and detects
a unique range of wavelengths.

7.3.2 The acousto-optical tunable filter is a continuous variant of the fixed filter photometer with no moving optical parts for
wavelength selection. A birefrigent crystal (for example, tellurium oxide) is used, in which acoustic waves at a selected frequency
are applied to select the wavelength band of light transmitted through the crystal. Variations in the acoustic frequency cause the
crystal lattice spacing to change, that in turn, causes the crystal to act as a variable transmission diffraction grating for one
wavelength (that is, a Bragg diffractor). A single detector is used to analyze the signal.

7.3.3 An additional category of spectrophotometers uses mathematical transformations to convert modulated light signals into
spectral data. The most well-known example is the Fourier transform, that when applied to infrared (IR) is known as FT-IR. Light
is divided into two beams whose relative paths are varied by use of a moving optical element (for example, either a moving mirror,
or a moving wedge of a high refractive index material). The beams are recombined to produce an interference pattern that contains
all of the wavelengths of interest. The interference pattern is mathematically converted into spectral data using the Fourier
transform. The FT method can operate in the mid-IR and near-IR spectral regions. The FT instruments use a single detector.

7.3.4 A second type of transformation spectrophotometer uses the Hadamard transformation. Light is initially dispersed with a
grating. Light then passes through a mask mounted on or adjacent to a single detector. The mask generates a series of pattern:
For example, these patterns may be formed by electronically opening and shutting various locations, such as in a liquid crystal
display, or by moving an aperture or slit through the beam. These modulations alter the energy distribution incident upon the
detector. A mathematical transformation is then used to convert the signal into spectral information.

7.4 Infrared instruments used in multivariate calibrations should be installed and operated in accordance with the instructions
of the instrument manufacturer. Where applicable, the performance of the instrument should be tested at the time the calibration
is conducted using procedures defined in the appropriate ASTM practice (see 2.1). The performance of the instrument should be
monitored on a periodic basis using the same procedures. The monitoring procedure should detect changes in the performance o
the instrument (relative to that seen during collection of the calibration spectra) that would affect the estimation made with the
calibration model.

7.5 For most infrared quantitative applications involving complex matrices, it is a general consensus that scanning-type
instruments (either dispersive or interferometer based) provide the greatest performance, due to the stability and reproducibility
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of modern instrumentation and to the greater amount of spectral data provided for computer interpretation. These data allow fo
greater calibration flexibility and additional options for selections of spectral areas less sensitive to band shifts and extraneous nois
within the spectral signal. Scanning/interferometer-based systems also allow greater wavelength/frequency precision betwee
instruments due to internal wavelength/frequency standardization techniques, and the possibilities of computer-generated spect
corrections. For example, scanning instruments have received approval for complex matrices, such as animal feed gid forages
2).°

7.6 Descriptions of instrumentation designs related to REfsnd (2) are found in Refg3) and (4). Other instrumentation
similar in performance to that described in these references is acceptable for all near-infrared techniques described in the:
practices.

7.7 For information describing the measurement of performance of ultraviolet, visible, and near infrared spectrophotometers
refer to Practice E 275. For information describing the measurement of performance of dispersive infrared spectrophotometer
refer to Practice E 932. For information describing the measurement performance of Fourier Transform mid-infrared spectropho
tometers, refer to Practice E 1421. For information describing the measurement performance of Fourier Transform near-infrare
spectrophotometers, refer to Practice E 1944. For spectrophotometers to which these practice do not apply, refer to Guide E 18€

8. Infrared Spectral Measurements

8.1 Multivariate calibrations are based on Beer's Law, namely, the absorbance of a homogeneous sample containing a
absorbing substance is linearly proportional to the concentration of the absorbing species. The absorbance of a sample is defin
as the logarithm to the base ten of the reciprocal of the transmittafce, (

A = log,(1/T)
The transmittancel, is defined as the ratio of radiant power transmitted by the sample to the radiant power incident on the sample.

8.1.1 For measurements conducted by reflectance, the reflecRnisesometimes substituted for the transmittaficélhe
reflectance is defined as the ratio of the radiant power reflected by the sample to the radiant power incident on the sample.

Note 2—The relationshifA = log,«(1/R) is not a definition, but rather an approximation designed to linearize the relationship between the measured
reflectanceR, and the concentration of the absorbing species. For some applications, other linearization functions (for example, Kubelka-Munk) may be
more appropriatés).

8.1.2 For most types of instrumentation, the radiant power incident on the sample cannot be measured directly. Instead,
reference (background) measurement of the radiant power is made without the sample being present in the light beam.

Note 3—To avoid confusion, the reference measurement of the radiant power will be referred to as a background measurement, and the word referen
will only be used to refer to measurements made by the reference method against which the infrared is to be calibrated. (See Section 9.)

8.1.3 A measurement is then conducted with the sample present, and th& raioalculated. The background measurement
may be conducted in a variety of ways depending on the application and the instrumentation. The sample and its holder may &
physically removed from the light beam and a background measurement made on the “empty beam”. The sample holder (cell) ma
be emptied, and a background measurement may be taken through the “empty cell”.

Note 4—For optically thin cells, care may be necessary to avoid optical interferences resulting from multiple internal reflections within the cell. For
very thick cells, differences in the refractive index between the sample and the empty cell may change properties of the optical system, fohiéixample, s
focal points.

8.1.4 The sample holder (cell) may be filled with a liquid that has minimal absorption in the spectral range of interest, and the
background measurement may be taken through the “background liquid.” Alternatively, the light beam may be split or alternately
passed through the sample and through an “empty beam,” an “empty cell,” or a “background liquid.” For reflectance
measurements, the reflectance of a material having minimal absorbance in the region of interest is generally used as the backgrot
measurement.

8.1.5 The particular background referencing scheme that is used may vary among instruments, and among applications. Tt
same background referencing scheme must be employed for the measurement of all spectra of calibration samples, validatic
samples, and unknown samples to be analyzed.

8.2 Traditionally, a sample is manually brought to the instrument and placed in a suitable optical container (a cell or cuvette
with windows that transmit in the region of interest). Alternatively, transfer pipes can continuously flow liquid through an optical
cell in the instrument for continuous analysis. With optical fibers, the sample can be analyzed remotely from the instrument. Light
is sent to the sample through an optical fiber or fibers and returned to the instrument by means of another fiber or group of fiber:
Instruments have been developed that use single fibers to transmit and receive the light, as well as those using bundles of fibe
for this purpose. Detectors and light sources external to the instrument can also be used, in which case only one fiber or bund

dbricants
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is needed. For spectral regions where transmitting fibers do not exist, the same function can be performed over limited distances
using appropriate optical transfer optics.

Note 5—If the instrument uses predispersion of the light, some caution must be exercised to avoid introducing ambient light into the system at the
sample position, since such light may be detected, giving rise to erroneous absorbance measurements.

8.3 Although most multivariate calibrations for liquids involve the direct measurement of transmitted light, alternative sampling
technologies (for example, attenuated total reflectance) can also be employed. Transmittance measurements can be employed fc
some types of solids (for example, polymer films), whereas other solids (for example, powdered solids) are more commonly
measured by diffuse reflectance techniques.

8.4 For most infrared instrumentation, a variety of adjustable parameters are available to control the collection and computation
of the spectral data. These parameters control, for instance, the optical and digital resolution, and the rate of data acquisition (scan
speed). A detailed description of the spectral acquisition parameters and their effect on multivariate calibrations is beyond the scope
of these practices. However, it is essential that all adjustable parameters that control the collection and computation of spectral data
be maintained constant for the collection of spectra of calibration samples, validation samples, and unknown samples for which
estimates are to be made.

8.5 For definitions and further description of general infrared quantitative measurement techniques, refer to Practice E 168. For
a description of general techniques of infrared microanalysis, refer to Practice E 334.

9. Reference Method and Reference Values

9.1 Infrared spectroscopy requires calibration to determine the proportionality relationship between the signals measured and
the component concentrations or properties that are to be estimated. During the calibration, spectra are measured for samples fo
which these reference values are known, and the relationship between the sample absorbances and the reference values |
determined. The proportionality relationship is then applied to the spectra of unknown samples to estimate the concentration or
property values for the sample.

9.2 For simple mixtures containing only a few chemical components, it is generally possible to prepare mixtures that can serve
as standards for the multivariate calibration of an infrared analysis. Because of potential interferences among the absorbances of
the components, it is not sufficient to vary the concentration of only some of the mixture components, even when analyses for only
one component are being developed. Instead, all components should be varied over a range representative of that expected fo
future unknown samples that are to be analyzed. Since infrared measurements are conducted on a fixed volume of sample (for
example, a fixed cell pathlength), it is preferable that concentration reference values be expressed in volumetric terms, for example,
in volume percentage, grams per millilitre, moles per cubic centimetre, and so forth. Developing multivariate calibrations for
reference concentrations expressed in other terms (for example, weight percentage) can lead to models that are linear
approximations to what is really a nonlinear relationship and can lead to less accurate estimates of the concentrations.

9.3 For complex mixtures, such as those obtained from petrochemical processes, preparation of reference standards is generall
impractical, and the multivariate calibration of an infrared analysis must typically be performed on actual process samples. In this
case, the reference values used to calibrate the infrared analysis are obtained by a reference analytical method. The accuracy c
a component concentration or property value estimated by a multivariate infrared analysis is highly dependent on the accuracy and
precision of the reference values used in the calibration. The expected agreement between the infrared estimated values and thos
obtained from a single reference measurement can never exceed the repeatability of the reference method, since, even if the
infrared estimated the true value, the measurement of agreement is limited by the precision of the reference values. Knowledge
of the precision (repeatability) of the reference method is critical in the development of an infrared multivariate calibration. The
precision of the reference data used in developing a model, and the accuracy of the model can be improved by averaging repeatec
reference measurements.

Note 6—If the reference values used to calibrate a multivariate infrared analysis are generated in a single laboratory, it is essential that the
measurement process used to generate these values be monitored for bias and precision using suitable quality assurance procedures (see for examp
Practice D 6299. If primary standards are not available to allow the bias of the reference measurement process to be established, it is recommended tha
the laboratory participate in an interlaboratory crosscheck program as a means of demonstrating accuracy.

Note 7—Samples like hydrocarbons from petrochemical process streams can degrade with time unless careful sampling and sample storage procedure:
are followed. It is critical that the composition of samples taken for laboratory or at-line infrared analysis, or for laboratory measuremesfecdrtbe r
data be representative of the process at the time the samples are taken, and that composition is maintained during storage and transport of the sample
either to the analyzer or to the laboratory. Sampling should be done in accordance with methods like Practices D 1265 and D 4057, or Practice D 4177,
whichever are applicable. Whenever possible, sample storage for extended time periods is not recommended because of the likelihood of samples
degrading with time in spite of sampling precautions taken. Degradation of samples can cause changes in the spectra measured by the analyzer and thu
in the values estimated, and in the property or quality measured by the reference method.

9.4 If the reference method used to obtain reference values for the multivariate calibration is an established ASTM method, then
repeatability and reproducibility data are included in the method. In this case, it is only necessary to demonstrate that the reference
measurement is being practiced in accordance with the procedure described in the method, and that the repeatability obtained is
statistically comparable to that published in the method. Data from established quality control procedures can be used to
demonstrate that the repeatability of the reference method is within ASTM specifications. If such data is not available, then
repeatability data should be collected on at least three of the samples that are to be used in the calibration. These samples shoul
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be chosen to span the range of values over which the calibration is to be developed, one sample having a reference value in t
bottom third of the range, one sample having a value in the middle third of the range, and one sample having a value in the uppe
third of the range. At least six reference measurements should be made on each sample. The standard deviation among 't
measurements should be calculated and compared to that expected based on the published reffeatability.

9.5 If the reference method to be used for the multivariate calibration is an established ASTM method, and the samples to b
used in the calibration have been analyzed by a cooperative testing program (for example, octane values obtained from recogniz
exchange groups), then the reference values obtained by the cooperative testing program can be used directly, and the stand
deviations established by the cooperative testing program can be used as the estimate of the precision of the reference data.

9.6 Reference methods that are not ASTM methods can be used for the multivariate calibration of infrared analyses, but in thi
case, it is the responsibility of the method developer to establish the precision of the reference method using procedures simil:
to those detailed in Practice E 691, in th&anual for Determining Precision for ASTM Methods on Petroleum Products and
Lubricantg® and in Practice D 6300.

9.7 When multiple reference measurements are made on an individual calibration or validation sample, a Dixon’s Test (set
Al1.1) should be applied to the values to determine if all of the reference values came from the same population, or if one or mor
of the values is suspect and should be rejected.

10. Simple Procedure to Develop a Feasibility Calibration

10.1 For new applications, it is generally not known whether an adequate IR multivariate model can be developed. In this case
feasibility studies can be performed to determine if there is a relationship between the IR spectra and the component/property
interest, and whether a model of adequate precision could possibly be built. If the feasibility calibration is successful, then it car
be expanded and validated. A feasibility calibration involves the following steps:

10.1.1 Approximately 30 to 50 samples are collected covering the entire range for the constituent/property of interest. Care
should be exercised to avoid intercorrelations among major constituents unless such intercorrelations always exist in the materie
being analyzed. The range in the concentration/property should be preferably five times, but not less than three times, the stande
deviation of the reproducibility (reproducibility/2.77) of the reference analysis.

10.1.2 When collecting spectral data on these samples, variations in particle size, sample presentation, and process conditic
which are expected during analysis must be reproduced. Multiple spectra of the same sample under different conditions can t
employed if such variations in conditions are anticipated during analysis.

10.1.3 Reference analyses on these samples are conducted using the accepted reference method. If the range for
component/property is not at least five times the standard deviation of the reproducibility for the reference analysisplicate
analyses should be conducted on each sample such thgt/thémes the range is preferably-greater-than five times, but at least
three times, the standard deviation of the reference analysis.

10.1.4 Acalibration model is developed using one or more of the mathematical techniques described in Sections 11 and 12. Tt
calibration model is preferably tested using cross-validation methods such as SECV or PRESS (see 15.3.6). Other statistics c:
also be used to judge the overall quality of the calibration.

10.1.5 If the SECV value obtained from the cross validation suggests that a model of adequate precision can be built, the
additional samples are collected to round out the calibration set, and to serve as a validation set, spectra of these samples :
collected, a final model is developed, and validated as described in Sections 13, 14, and 15.

11. Data Preprocessing

11.1 Various types of data preprocessing algorithms can be applied to the spectral data prior to the development of a multivaria
calibration model. For example, numerical derivatives of the spectra may be calculated using digital filtering algorithms to remove
varying baselines. Such filtering generally causes a significant decrease in the spectral signal-to-noise. Digital filters may also
employed to smooth data, improving signal to noise at the expense of resolution. A complete description of all possible
preprocessing methods is beyond the scope of these practices. For the purpose of these practices, preprocessing of the spectral
can be used if it produces a model which has acceptable precision and which passes the validation test described in Section 2
In addition, any spectral preprocessing method must be automated so as to provide an exactly reproducible result, and must |
applied consistently to all calibration spectra, validation spectra, and to spectra of unknowns which are to be analyzed.

11.2 One type of preprocessing requires special mention. Mean-centering refers to a procedure in which the average of tf
calibration spectra (average absorption over the calibration spectra as a function of wavelength or frequency) is calculated an
subtracted from the spectra of the individual calibration samples prior to the development of the model. The average referenc
value among the calibration samples is also calculated, and subtracted from the individual reference values for the calibratio
samples. The model is then built on the mean-centered data. If the spectral and reference value data are mean-centered priol
the development of the model, then:

11.2.1 When an unknown sample is analyzed, the average spectrum for the calibration site must be subtracted from the spectrt
of the unknown prior to applying the mean-centered model, and the average reference value for the calibration set must be add:

19 Manual on Determining Precision Data for ASTM Methods on Petroleum Products and Lubridaaiigible from ASTM Headquarters. Request Research Report RR:
D02-1007.
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to the estimate from the mean-centered model to obtain the final estimate; and
11.2.2 The degrees of freedom used in calculating the standard error of calibration must be diminished by one to account for
the degree of freedom used in calculating the average (see 15.2).

12. Multivariate Calibration Mathematics

12.1 Multivariate mathematical techniques are used to relate the absorbances measured focalibeitain samplego the
reference values (property or component concentration values) obtained for this set of samples from a reference test. The object
is to establish a multivariatealibration modelthat can be applied to the spectra of future, unknown, samples to estimate values
(property or component concentration values). Only linear multivariate techniques are described in these practices; that is, it is
assumed that the property or component concentration values can be modeled as a linear function of the sample absorptions
Various nonlinear multivariate techniques have been developed, but have generally not been as widely used as the following linear
techniques. These practices are not intended to compare or contrast among these techniques. For the purpose of these practice
the suitability of any specific mathematical technique should be judged only on the following two criteria:

12.1.1 The technique should be capable of producing a calibration model that can be validated as described in Section 18; and

12.1.2 The technique should be capable of providing statistics suitable for identifying if samples being analyzed are outside the
range for which the model was developed; that is, when the estimated values represent extrapolation of the model (see 16.3).

I Note 78—In the following derivations, matrices are indicated using boldface capital letters, vectors are indicated using boldface lowercagd letters, a
scalars are indicated using lowercase letters. Vectors are column vectors, and their transposes are row vectors. Italicized lowercasatetteas ixdi
or vector dimensions.

12.1.3 All linear, multivariate techniques are designed to solve the same generic probiamaliliration spectra are measured
atf discrete wavelengths (or frequencies), thérthe spectral data matrix, is defined asfdoy n matrix containing the spectra
(or some function of the spectra produced by preprocessing, as described in Section 9) as columns. Wiimitargctor of
dimensionn by 1 containing the reference values for the calibration samples. The object of the linear, multivariate modeling is to
calculate a prediction vectqr of dimensionf by 1 that solves Eq 1:

y=Xp+e 1)

whereX' is the transpose of the matri obtained by interchanging the rows and column¥ofThe error vectorg, is a vector
of dimensionn by 1, that is the difference between the reference vajuasd their estimateg,

where:
y=Xp (2
12.1.4 The estimation of the prediction veciois generally calculated so as to minimize the sum of squares of the errors,
de=1e1=(y-Xp'y-Xp) @)

SinceX is generally not a square matrix, it cannot be directly inverted to solve Eq 3. Instead, the pseudo or generalized inverse
of X, X*, is calculated as:

Xty = (XX") "Xy = p (4)
wherep is the least square estimate of the prediction veptdt should be noted that, in applying Eq 1-4, it is assumed that the
errors in the spectral data X are negligible compared to the errors in the reference data, and that there is a linear relationship

between the component concentration or property and the spectral data. If either of these assumptions is incorrect, then the lineat
models derived here will not yield an optimal estimatepof

12.1.5 In calculating the least square solution in Eq 4, it is assumed that the individual error va(esariq 1) are normally
distributed with common variance. This will be true if each of the individual reference valyepresents the result of a single
reference measurement, and if the repeatability of the reference method is constant over the range ofwdfutee imalues in
y represent averages of more than one reference method determination, then the least square expression in Eq 4 is not applicable
If r; reference valueg,, Y, Vis, - - - Yy are measured for calibration sampleéhen a weighted regression can be employe® If
is a diagonal matrix of dimensiamby n containing the;values for each of the calibration samples, then the weighted regression
is given by:

VRY=+RXp+e (5)
(XRXY) IXRy = p (6)

where4 /R indicates the diagonal matrix containing the square roots of #fadues, andy is the vector containing the averages

of ther; reference values for each sample. If averages of multiple reference values are yised i weighted regression is used,

special care must be taken to add back the variance removed by calculating the average reference values (see Section 11) so th
the statistics for the model can be compared to those for a single reference value determination. The specific method in which the
weighting is applied depends on the specific multivariate mathematics that are employed.

12.1.6 For most cases, if the calibration spectra are collected over an extended wavelength (or frequency) range, the number
of individual absorption values per spectruinwill exceed the number of calibration spectna)n this case, the matricgXX")
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and(XRX") are rank deficient and cannot be directly inverted. Even in cases Whketecolinearity among the calibration spectra
can causéxX") and(XRX") to be nearly singular (to have a determinant that is near zero), and the direct use of Eq 4 and Eq 6
can produce an unstable model, that is, a model for which changes on the order of the spectral noise level produce significa
changes in the estimated values. In order to solve Eq 4 and Eq 6, it is therefore necessary to reduce the dimensiosality of
that a stable inverse can be calculated. The various linear, mathematical techniques used for multivariate calibration are differe
means of reducing the dimensionality %fso as to be able to calculate stable inversegef') and (XRX") and the estimatp.

12.2 Multilinear Regression Analysis

12.2.1 In multilinear regression (MLR), a specific number of wavelengths (or frequeriGi@sg chosen such that<< n. A
new matrixM of dimensionk by n is obtained fromX by extracting the columns fronX that correspond to the selected
wavelengths (or frequencies). The calibration equation then becomes:

y=M'b+e ™

whereb is a vector of dimensiok by 1 containing the set of regression coefficients defined at each of the chosen wavelengths
(or frequencies). The solution for the regression coefficients is obtained as:

(IVIIVI )71?v1y = b (8)
(MMY)™'My = b (8

The estimate of the full prediction vectqy, is obtained frormb by substituting the values frotinto the corresponding positions
in p(corresponding to the selected wavelengths or frequencies), and setting all other elempnfsoogsponding to the
wavelengths or frequencies that were eliminated in going ffoto M) to zero.

12.2.2 If a weighted regression is used, the corresponding form for Eq 8 becomes:
(MRMY MRy = b 9)

12.2.3 Not all commercial software packages that implement MLR include options for weighted regressions. If MLR models
are developed with such packages, averages of multiple reference values should still be includey wedtwe if they are
available. The use of the average values will lead to better estimates of the regression coefficients, but the model produced wi
not be the least squares minimum. Standard errors of calibration calculated by the software will generally not be meaningful ir
these cases since they are not expressed relative to a single reference measurement. Standard errors of calibration shoulc
recalculated using the procedure described in Section 11.

12.2.4 The choice of the number of wavelengths (or frequendig8),use in multilinear regression is a critical factor in the
model development. If too few wavelengths are used, a less precise model will be developed. If too many wavelengths are use
colinearity among the absorption values at these wavelengths may lead to an unstable model. The optimum number of wavelengt
(or frequencies) for a model is related to the number of spectrally distinguishable components in the calibration spectra (see Sectic
15) and can generally only be determined by trial and error. As a rule, the number of wavelengths (or frequencies) used must b
large enough to produce a model with the desired precision, but small enough to produce a stable model that passes validatic

12.2.5 The choice of specific wavelengths (or frequencies) to include in a multilinear regression model is also a critical factor
in the model development. Several mathematical algorithms have been suggested for making this {éle@tio®, 9)
Alternatively, selection may be based on prior knowledge of a relationship between the absorptions measured and the property
component being modeled. It is beyond the scope of these practices to compare alternative selection methods. An adequate se
wavelengths (or frequencies) will, for the purpose of these practices, be defined as a set that produces a model with the desir
precision that passes the validation test procedure described in Section 18.

12.3 Principal Components Regression (PCR)

12.3.1 Principal components regression (PCR) is based on the singular value decomposition of the spectral data matrix. TF
singular value decomposition takes the form:

X =L3S (10)

12.3.1.1 The scores matri®, is an by n matrix that satisfies the relationship:
Ss=1 (11)
S(X'X)S= A (12)

wherel is an by nidentity matrix, and\ is the matrix of eigenvalues &'X. Then by n matrix = is the matrix of singular values,
that are the square roots of the eigenvalues, that is:

52 = A (13)

12.3.1.2 The loadings matrix,, is af by n matrix that satisfies the relationships:
L'L =1 (14)
L'(XXYHL = A (15)
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12.3.1.3 The row vectors that make up the matri8esxdL are orthonormal, that is, the dot product of the vector with itself
is 1, and the dot product with any other vector in the matrix is 0.

Note 89—In some implementations of PCR, the data matrimay be decomposed as the product of only two matriSemdL. EitherSor L is
then orthogonal but not orthonormal, and eitl§88 = A or L'L = A.

12.3.1.4 Using the singular value decomposition, the pseudo inverse of the Xatax be calculated as:
Xt =ss71! (16)

12.3.1.5 Using the pseudo inverse relationship in Eq 16, it is then possible to solve for the predictiorpvéttpractice,
however, the full inverse oK as given in Eq 16 is not used, since it contains information relating to the spectral noise in the
calibration spectra.

12.3.2 When a principal components analysis is conducted on a fat@xtaining the calibration spectra, the signals arising
from the absorbances of the calibration sample components generally account for the majority of the varkgnaadrare
concentrated into the firétloading vectors, that correspond to the larger eigenvalues. While the separation of signal and noise is

seldom perfect, it is preferable to use only the fiestectors in building a model. The singular value decompositioR @ then
written as:

X=L2S +L.2.S (17)
whereS, is an by k matrix containing the firsk columns ofS, L, is af by k matrix containing the firsk columns ofL, S, is a

k by k diagonal matrix containing the firktsingular values, an8,, S,, andL,, are the corresponding matrices containing the last
n-k elements ofS, L, andS. The pseudo inverse of is then approximated as:

X" =83, (18)
12.3.2.1 The estimate for the prediction vecfris then given as:
p=L.=, 'Sy (19
N 12.3.2.2 Alternatively, the scoreS, may be regressed against the reference vajués,obtain a set of regression coefficients,
y=Sb+e (20)
b = (S,S) Sy = Sy (21)

12.3.2.3 Various stepwise regression algorithit3, 11, 12)may be used to test which of the principal components (which
columns in the scores matri®) show a statistically significant correlation to the reference valugs @oefficients (elements of
b) for principal components that do not show a statistically significant correlation may be set to zero. The estimate for the
prediction vector then becomes:

p=LaS"b (22)
12.3.3 If the average of multiple reference measurements is used yrvibetor, then a weighted regression should be used in
calculating the prediction vector. The weighting is preferably applied to the scores in Eq 20 and Eq 21, and the SYemtea in
not weighted prior to the singular value decomposition.
12.3.3.1 Ifr; individual reference values are measured for thedlibration sample, then enterimgcopies of the spectrum
into the X matrix, or weighting the spectrum by \/r_I will alter the loadings that are calculated. If the spectrynis only
measured once, the uncertainty in the spectral variables contributgdidyo different from that for the other — 1 spectra.
Weighting the spectrurg prior to the singular value decomposition will tend to force noise characteristi¢srid the loadings,
adversely affecting the model. Weighting the scores during the calculation of the regression coefficients will properly account for
the differences in the variance among the components of trextor. The weighted regression equations become:
VRYy=+/RSb +e (23)
b= (SRS) RS,y (24)
12.3.4 Not all commercial software packages that implement PCR include options for weighted regressions. If PCR models are
developed with such packages, averages of multiple reference values should still be includgdviedtue if they are available.
The use of the average values will lead to better estimates of the regression coefficients, but the model produced will not be the
least squares minimum. Standard errors of calibration calculated by the software will generally not be meaningful in these cases
since they are not expressed relative to a single reference measurement. Standard errors of calibration should be recalculated usin
the procedure described in 15.1.
12.3.5 As with wavelengths in multilinear regression, the choice of the number of principal compdqdntsise in the
regression is a critical factor in the model development. If too few principal components are used, a less precise model will be
developed. If too many principal components are used, noise characteristics of the calibration samples will be incorporated into

the model leading to unstable estimations. The optimum number of principal components for a model is related to the number of
spectrally distinguishable components in the calibration spectra (see Section 15), and can generally only be determined by trial and

10
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error. As a rule, the number of principal components used must be large enough to produce a model with the desired precisiol
but small enough to produce a stable model that passes validation.
12.4 Partial Least Squares (PLS)

Note 910—The term PLS has been used to describe various mathematical algorithms. The version described here is a specific representation of t
PLS-1 algorithm, and deals with only one set of reference values at a time. PLS-2 or multiblock PLS algorithms exist that can be used for the simultaneou
calibration of multiple components or concentrations, or both, but these algorithms are less well established than PLS-1 and are not incladed in thes
practices. Various descriptions of the PLS-1 algorithm have been publ{Bed4, 15, 16, 17, 18, 19, 2@any of which differ slightly in the actual
computational steps. In implementing the PLS-1 algorithm, a choice must be made as to which, if either, of the scores or loadings vectors are to b
normalized. In the following derivation, the scores vectors were normalized. If neither vector is normalized, or if the loadings vector is dansiabze
of the scores vector, a different expression will be obtained for the prediction vector. Differences in the derivations should not resultéeslifieten
numerical values obtained for the prediction vector, nor in estimates based on it.

12.4.1 Like PCR, PLS involves the decomposition of the spectral data matrixto the product of matrices. Unlike PCR
where X is first decomposed, and then regressed versus the reference values, in PiSjethier is used in obtaining the
decomposition oK. The PLS proceeds by means of a series of steps, which are repeated in a loop. Each time the steps are repeate
a weighting vectomw; (of dimensionf by 1), a scores vect® (of dimensionn by 1), a regression coefficieln; (a scalar), and a
loadings vectol; (of dimensionf by 1) are calculated. The subscrijphdicates the number of times the entire loop has been
executed, and is initially 1.

12.4.1.1 Step +—Calculation of a weighting vector of dimensiéry 1, w;:

Xt=yw! +Z (25)
i = Xy (26)
12.4.1.2 Step 2-Scaling the weight vectof; and calculation of a normalized scores vecgrpf dimensionn by 1:
X'=gW +Z (27)
5= X'W, (28)
W, = W/(89 (29)
5= (89 (30)
12.4.1.3 Step 3—Regressing the scores vector against the reference values to obtain a regression cogfficient,
y= §b +e (31)
b = 3y (32)
12.4.1.4 Step 4—Calculation of a loading vectol, of dimensionf by 1:
X=1§+2z (33)
l; = X§ (34)
12.4.1.5 Step 5—Calculation of the residuals:
Z=X—-1§ (35)
e=y~— b§ (36)

12.4.1.6 For subsequent times through the loop, the métisxreplaced with the residuals matitx_, from the previous loop,
and they vector is replaced with the residuals veatpr. The loop is repeatekitimes to obtairk weighting, scores, and loading
vectors, and regression coefficients. The overall expression for the results is then:
X=LS'+2Z (37)
y=Sb+e (38)
whereS is then by k matrix containing thé as rowsL is thef by k matrix containing thé; as individual rowsZ is the residual
from the spectral data matrix, aeds the residual from the estimation of the reference values. The estimate of the prediction vector
is then given by:
p=L(LL) (39)
12.4.2 If the values in the vectgrcontain the average of multiple reference measurements, then a weighted regression should
be employed in developing the model. Unfortunately, for PLS, development of an appropriate weighting scheme is complicatec
by the use o/ in the decomposition aX. If the spectrum xcorresponds to a sample for whichrgference values are measured,

then weighting bottX andy by 4 /R in Step 1 of the PLS algorithm will over emphasize the spectral variables contributed by
x;. Preferably, weighting is done only in the calculation of the regression coefficients in Step 3. Eq 31and Eq 32 then become:

VRY =\/R&b +e (40)

b = (§'R8) '§'Ry (41)

11
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12.4.2.1 The other steps in the algorithm proceed unchanged.

12.4.3 Not all commercial software packages that implement PLS include options for weighted regressions. If PLS models are
developed with such packages, averages of multiple reference values should still be includgdviedtue if they are available.
The use of the average values will lead to better estimates of the regression coefficients, but the model produced will not be the
least squares minimum. Standard errors of calibration calculated by the software will generally not be meaningful in these cases
since they are not expressed relative to a single reference measurement. Standard errors of calibration should be recalculated usin
the procedure described in 15.2.

13. Estimation of Values from Spectra
13.1 Ifx (anf by 1 vector) is the spectrum of a sample, theayscalar), the estimated component concentration or property
value, is given by:
gy=xp (42)
wherep is the prediction vector obtained from the multivariate calibration. The expression in Eq 42 involves only the dot product
of two vectors to obtain the estimated value; it has the advantage of being computationally simple. However, alternative

computations are often employed in obtainihgiynce they provide additional parameters required to calculate the uncertainty in
the estimation as well as whether or not the estimation is being made by interpolation or extrapolation of the calibration model.

13.2 Estimations by MLR-For MLR, the absorbance valuesrthat correspond to the wavelengths (or frequencies) chosen
in the calibration are extracted to form a vecior(of dimensionk by 1). The estimaté ys then obtained as the dot product of

the vectorm with the vector of regression coefficients,

g=m'b (43)
13.3 Estimations by PCR
13.3.1 For PCR, the vectoris first decomposed:
xt= g3t (44)
§=xLz! (45)

13.3.2 The estimated scor&ak by 1 vector), are then multiplied by the regression coefficients obtained from the calibration
to obtain’y

y=38b (46)
13.4 Estimations by PLS
13.4.1 For PLS, the vector is first decomposed in steps. Eq 47 and Eq 48 are repeated for each latent vanahlke PLS
model. After the first cycle through Eq 47and Eq 48andx are replaced witlz, ;' andz_, from the previous cycle.

§' = x'w, 47)
z=x-1§ (48)

13.4.2 The estimated scoréqak by 1 vector), are then multiplied by the regression coefficients obtained from the calibration
to obtain’y

g=28b (49)
14. Post Processing

14.1 Several multivariate methods involve some post processing of the estimates from the multivariate model. The most
common example is for mean-centered models (see Section 11), where the average reference value for the calibration set must b
added to the initial estimate from the model to obtain the final estimate. A model can be developed to estimate changes in the
pathlength of the cell used to contain the sample for analysis, and the estimated concentrations or property values can be scalec
based on the results of the pathlength estimate.

14.2 A complete description of possible post-processing algorithms is beyond the scope of these practices. Post-processing car
be employed if it provides a model with adequate precision, passes the validation test described in Section 18, and provided that
the post-processing algorithm is automated, so as to provide exactly reproducible results, and is applied uniformly to the results
from calibration, validation, and analyses.

15. Statistics Used in Evaluating and Optimizing Calibration Models

15.1 Various statistics are used to evaluate and optimize the performance of multivariate calibration models. These statistics are
generally applied only to data in the calibration set; they should not be confused with the statistics that are used to validate the
model (Section 18), that are calculated based on a separately analyzed validation set.

15.2 Standard Error of Calibration

15.2.1 Ify are the values estimated for the calibration samples,yaat the corresponding reference values, thés the
calibration error vector defined by:

12
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e=y-y (50)
The prediction errors include contributions from errors in the reference values for the calibration set, spectral errors in the spectr
of the calibration set, and model errors (using wrong number of variables, nonlinear relationships, and so forth).
15.2.2 The standard error of calibration (SEC), is defined as:
ee
SEC= /7 (51)
d is the number of degrees of freedom in the calibration madiel.typically equal ton — k, wheren is the number of calibration samples, anis the
number of variables (wavelengths in MLR, principal components, or PLS latent variables) used in the model. If the spectral data and reference value

are mean centered prior to the development of the calibration model (see Section 18 ~thenk — |, since one degree of freedom is removed in
calculating the averages. The standard error of calibration is sometimes referred to as the standard error of estimate (SEE).

Note 181—If a constant term is included in a MLR regression, or in the regression of PCR scores against concentrations or properties, ther
d=n-k-1, since one degree of freedom is associated with the constant. Care must be exercised in using a constant. In the case where neat samp
are analyzed and the samples are run in fixed pathlength cells, the volume fractions of all components are constrained to sum to unity. Inclusion of
constant under these conditions can result in near singular matrices, and unstable models.

Note 112—For surrogate calibrations, there is no a priori relationship between the SEC calculated based on the simple gravimetric mixtures and th
error level expected for application of the model for analysis of actual samples. It is recommended that such standard errors be subscrigteg.as SEC

15.2.3 The standard error of calibration is used in estimating the expected agreement between values estimated using t
calibration models and values that would be measured by the reference method (see Section 9). Some care must be applied
interpreting SEC if the values used ynare not single determinations by the reference method. If the valugs$oinindividual
samples represent the average of multiple reference measurements, then the SEC calculated from Eq 51 is not on a per refere
measurement basis. For example, if all valueg ame the average of three reference measurements, then the SEC calculated using
Eq 51 can only be used to estimate the expected agreement between the infrared estimate and the average of three refere
measurements.

15.2.3.1 If multiple reference values are used for some or all of the calibration samples, it is possible to calculate an SEC valu
that is on a per reference measurement basisidfthe spectrum of the" calibration sample, ang,, y,». . . y;, arer; independently
measured reference values for that sample, then the weighted regression Eq 9 for MLR, 23 and 24 for PCR, and 40 and 41 f
PLS are preferably used in calculating the prediction vectors. Whether or not a weighted regression is employed, the varianc
removed by calculating the averages must be calculated as:

O'Zavg = izljgl (yu - )7|)2 (52)

where the first summation runs over all the 1 ton calibration samples, the second summation runs ovgr thé tor; reference
values for the™ sample, and;, is the average of the reference values for th&' sample. In this case, the standard error of

calibration is calculated as:
leéRe + o2
SEC= %! (53)

15.2.3.2 The degrees of freedom for the weighted regresdjpmare the total number of individual reference values measured
for all the samples, minus the number of variables in the model:

d, =[X rl—k (54)
15.2.3.3 If the spectral and reference data are mean centered prior to the development of the calibration, then:
dy = [21 rl—k-1 (59)

The SEC calculated in this fashion will be on a per reference measurement basis.
15.2.3.4 An alternative expression for SEC in the case where multiple reference values per sample are used is given by:

Z 2 5 — 9)?
iT1j=h
dy

SEC= (56)

Note 123—In Eq 53, thee vector represents the difference between the estimated value and the reference value, where the reference value may b
the average of more than one reference measurement. The matrix notation implies the sum of the weighted squares of the differences, where the squ
of the difference is weighted by the number of reference values that were included in the average. Alternatively, the square of the differentebetween
estimated value and each individual reference value can be computed and summed as in Eq 56, in which case the variance term is zero since the aver
reference values are not used in the calculation.

15.2.4 The standard error of calibration (SEC) is the standard deviation for the differences between reference and IR estimate
values for samples within the calibration set. It is an indication of the total residual error due to the particular regression equatior
to which it applies. The SEC will generally decrease when the number of independent variables used in the model increase:
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indicating that increasing the number of terms will allow more variation in the data to be explained, or “fitted”. The SEC statistic
is a useful estimate of the theoretical “best” accuracy obtainable for a specified set of variables used to develop a calibration model.

15.3 Optimizing the Number of Variables in a Model

15.3.1 Determining how many variables (wavelengths in MLR, principal components, or PLS latent variables) to use in a model
is a critical step in the model development. Unfortunately, there are no hard and fast rules upon which to make this determination.
In general, if too few variables are used, a less precise model will result. If too many variables are used, the estimates from the
model may be unstable, that is, small changes in the spectrum on the order of the spectral noise may produce statistically significant
changes in the estimates.

15.3.2 The maximum number of variables that should be used in developing a multivariate calibrationkimedelated to
the number of detectable, spectrally distinguishable components (or functionalities) that are present in the calibration set.
Components (or functionalities) are spectrally distinguishable if they give rise to absorptions which are not linearly correlated
among the calibration samples, and if the change in the absorptions among the calibration spectra is larger than the spectral noise
If, within a calibration set, the concentrations of components are linearly correlated, then the absorptions due to these components
will also be linearly correlated. Even if these components have isolated absorption features, they will not be spectrally
distinguishable to the multivariate mathematics, and will contribute at most one variable to the multivariate model. If the
concentrations of the components are nearly correlated, such that the absorptions due to the components are colinear to within the
spectral noise, then the components are not spectrally distinguishable. If components are present at sufficiently low levels so that
the component absorption is below the spectral noise, then the component is not spectrally detectable and cannot contribute a
variable to the multivariate model. Clearly, for complex mixtures, the number of detectable, spectrally distinguishable components
(or functionalities) is often less than the number of real chemical components.

15.3.3 Estimating the maximum number of detectable, spectrally distinguishable components among a set of calibration spectra
requires knowledge of the spectral noise level. The spectral noise level can be estimated from replicate measurements conducte
on a single sample. For instance, if replicate spectra are conducted on one sample, a PCR analysis of the spectra can be conducte
Since the spectra all represent the same material, only one principal component should be present in the spectral data. The
percentage of the variance due to the first principal component (the first eigenvalue divided by the sum of all the eigenvalues) can
be calculated. This percentage of the variance can be used to estimate a cutoff point for determining how many principal
components to include in a model, namely, the sum of theliestjenvalues divided by the sum of all the eigenvalues should be
of the same order as the cutoff. Similar calculations can be performed using PLS. For MLR, tests for colinearity among the
absorbances at candidate wavelengths are generally conducted as part of the wavelength selection procedure. For instance, if
model is built usingk wavelengths for which the absorbances are linearly independent, the linear dependence of all candidate
wavelengths for inclusion in a model basedlor 1 wavelengths can be checked. If the absorbances at all candidate wavelengths
can be fit as a linear combination of tkevavelengths already selected to within the spectral noise level ktfeethe maximum
number of linearly independent wavelengths upon which a model can be based.

15.3.4 Models can be built using fewer th&rvariables, provided that such models exhibit adequate precision and pass
validation.

15.3.5 Knowledge of the precision of the reference method is also useful in determining how many variables to include in a
multivariate model. As discussed, the agreement between infrared estimated values and reference values can never exceed th
repeatability of the reference method, since, even if the infrared estimated the true value, the measure of the agreement would be
limited by the repeatability of the reference method. Comparison of the standard error of calibration (calculated on the basis of
a single reference measurement) against the standard deviation calculated from the reference method repeatability provides ar
indication of the maximum number of variables to include in a model. Standard errors of calibration that are lower than the
standard deviation for the reference method indicate overfitting of the data.

15.3.6 Cross validation procedures are also used to estimate the optimum number of variables that should be included in a
model. In cross validation, one or more sample spectra are removed from the data matrix, their corresponding reference values are
removed from the reference value vector, and a model is built on the remaining samples. The model is then used to estimate the
value for the samples that were left out. This process is repeated until each sample has been left out once. The error from the cross
validation, e, is then calculated as

=YY (57)
wherey,, is the vector containing the cross validation estimates. A PRESS value can then be calculated as:
n
PRESS= €&, = 21 (Yo = W) ? (58)

15.3.6.1 A standard error of cross validation (SECV) is calculated as:

PRESS
SECV= 4/ . (59)

15.3.6.2 PRESS or SECV values can be calculated as a function of the number of variables used in the model. The procedure
would normally start by using one variable as a model while leaving a single sample out of the calibration set. After a calibration
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is developed using the remaining samples, the algorithm predicts the excluded sample and records the difference between t
reference and estimated values. This procedure is iterated (repeated) for the entire sample set, and the PRESS (or SECV) va
for the one variable model is reported. The procedure then adds another variable and repeats the process. The PRESS procec
will stop when the predesignated number of factors is reached (say 10 to 20 maximum). The calibration model with the smalles
PRESS (SECV) can be selected as the optimum model for the calibration set used. If more than one model have similar PRES
values, the one with fewer variables will generally be chosen.

15.3.6.3 A plot of PRESS (SECV) valueg-gxis) versus the number of variablesaxis) is often used to determine the
minimum PRESS corresponding with the optimum number of variables in the calibration model. A minimum in the function can
be taken as an indication of the maximum number of variables to be used. If no minimum occurs, the first point at which the PRESS
or SECV reaches a more or less constant level can provide an indication of the maximum number of variables to include
Comparisons of SECV against the standard deviation for the reference method repeatability are again useful, SECVs significantl
lower than the standard deviation suggesting overfitting of the data.

15.3.6.4 An excellent description of the cross validation procedure (algorithm) is found in page 325(af R€falculation
of PRESS and SECV can be computationally intensive and can result in the use of substantial computer time.

Note 134—The exact values of PRESS and SECV calculated will depend on how many samples are left out during each cycle of the cross validation
If more than one sample is left out during a cycle, then the PRESS and SECV will depend on the combination of samples left out. Cross validation routine:
that leave out multiple spectra during each cycle require less computation time than routines that leave out one spectrum at a time. Howeteer, the resu
of such routines are less comparable and reproducible than those which leave out one spectrum at a time.

15.3.7 The above-mentioned methods for estimating the number of variables to use in a model are intended only as guideline
None of the methods can be relied upon to always produce a stable model. The ultimate test for the number of variables is wheth
or not the model can be validated as described below. The number of variables used in a model must ultimately be chosen f
produce a model with the desired precision that can be validated.

15.4 Confidence Limits for an Estimated Value

15.4.1 The confidence limits for a value estimated by a multivariate model is given by:

¢ SECx++B? (60)

t-SECA/IT+h (60)
where t is the student’s t value for the number of degrees of freedom in the model24rid the-Mahalanebis-distance leverage
statistic defined in 16.2. If t values are chosen from Table A1.3 for the 95 % probability level, then for a validated model, a single

value measured by the reference method is expected to fall within a rangé-franysEC><-of y —t - SEC W \/1+h
toy+t- SEC - f—te—y—r—em \/1+ h for 95 % of samples analyzed, provided that the analysis is an
interpolation of the model. The confidence limits for an estimated value in Eq 60 are sometimes referred to as the confidence banc
or confidence intervals for the estimate.

15.4.2 The use of Eq 60 to estimate the confidence limits is only an approximation since it ignores any uncertaithitg in
spectral data. The confidence limits in Eq 60 derive from the assumption that the exa=eimegligible compared to the errors
in y, and that the spectrumcan be completely described by the variables used in the model. If the errors in the spectral data are
not negligible, or if the spectrum contains absorptions due to components that were not present in the calibration set, the
confidence limits in Eq 60 underestimate the potential error in the estimate. Eq 60 is expected to give a reasonable approximatic
for the confidence limits on an estimated value for samples that are interpolations of the model (see 16.4).

15.5 Additional Statistics for Evaluating the Mathematical Models

15.5.1 A variety of statistical tests are in use for evaluating calibration models. Some tests that are in common use include:

15.5.1.1 Coefficient of multiple determination,

15.5.1.2 Correlation coefficient,

15.5.1.3 F-test statistic (F for regression),

15.5.1.4 Partial F orttest for a regression coefficient,

15.5.1.5 Standard error of calibration (standard error of estimate), and

15.5.1.6 Bias corrected standard error.

15.5.2 Although many of these tests have been more commonly applied to MLR models, some are equally applicable to PCI
and PLS models. Details on these tests and related statistical terms are included in Annex A2. Further explanations for thes
statistical tests can be found in Annex A2 and several referg2@e23)

16. Outlier Statistics

16.1 During calibration, outlier statistics are applied to identify samples that have unusually high leverage on the multivariate
regression. During analysis, outlier statistics are employed to detect samples which represent an extrapolation of the model.
16.2 Mahalanebrs—Brs%aﬁee

N padde Statistic—
The Ieveraqe statrstrch, isa scalar measure of where the spectral vectms within the multivariate parameter space used in the
model. The-Mahatanobis-distance leverage statistic is used in detecting outliers during the calibration, in detecting extrapolatio
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of the model during analyses, and in estimating the uncertainty on an estimated value.

Norte—t4—Variotscommereial 15—Commercial software packages may Astesehen h e v
high numerous variations on the leverage ou statistic. The leverage statistic is sometlmes referred to as the (Eat)mMey-eafl as the Mahalanobis
d Dlstance—layD2 (anlthough itis actually the sguare of the dlstance) Varrous comme. rcral software packages rtbaysleed oﬂDZ—rs—pfeferred—here
8 ulated Bot

eeﬂfeﬂﬁg—ef—dat-a—rs—perfeﬂﬁed—fhe—s%aﬂeﬂedeﬁgﬁafeéby D. Some software packages mb)((scﬁfe byn(rn-1 |f mean- centered) to obtaln

a statistic that is independent of the number of calibration samples. If this scaled statistic is further multiphed#-bi)fk, a statistic that has aR
distribution is obtaine@25). The leverage statistib, is preferred here since it is easily related to the number of samples and variables. Model developers
should attempt to verify exactly what is being calculated. Both mean-centered and not mean centered defintiexssfowith the mean-centered
approach preferred. Regardless of whether mean centering of data is performed, the statistic désigamtedid utility for outlier detection.

16.2.11 Ifx is a spectral vector (dimensidrby 1) andX is the matrix of calibration spectra (of dimensiorby f), then the
Mahatanobis-distance leverage statistic is defined as:

n2 A AVAVA SN
DX XX )+X

h=x"(XX"H*"x (61)

16.2:2.2 For a mean-centered calibratiergnd X in Eq 61 are replaced by — X andX — X respectively.
16.2:23 If a weighted regression is used, the expression fer-the-Mahalanebis-distance leverage statistic becomes:

n2 t Ryt
DT=X{AR"X )X

h = x' (XRX")x (62)

16.2:34 In MLR, ifm is the vector (dimensiok by 1) of the selected absorbance values obtained from a spectral xeatat
M is the matrix of selected absorbance values for the calibration samples, ther-the-Mahalanebis distance leverage statistic is
defined as:

tnangath—1
I U1 VIV LA
h=m'(MMY Im (63)
I 16.2:45 Similarly, if a weighted regression is used, the expression ferthe-Mahalanebis-distance leverage statistic becomes:
N2 tnapag =1
1T Ty LA
h=m'(MRM" 'm (64)

| 16.256 In PCR and PLS, the-Mahalanebis-distance leverage statistic for a sample with spestabtained by substituting
the decompositions for PCR, or for PLS, into Eq 61. The statistic is expressed as:

| D?=-+'s
h=+ss (65)
Note 156—If the scores from a the PCR or PLS model are not normalized, then the form of Eq 65 b&@on#8§(S'S)s:
16.2:67 If a weighted PCR or PLS regression is used, the expression ferthe-Mahalanebis distance leverage statistic becomes

N2 ,.1/r~tnn\ 1
D—=—S5S{ony

h=¢(SR9 s (66)

16.3 Outlier Detection During Calibration
16.3.1 Two types of outliers can be identified during the calibration procedures. The first type of outlier is a sample that
represents an extreme composition relative to the remainder of the calibration set. These samples have very high leverage on the
regression results; that is, they are largely responsible for the determination of at least one of the regression coefficient values.
Generally, there is insufficient data in the calibration set to statistically determine the accuracy of reference values associated with
these high leverage samples. Their inclusion in the calibration may lead to erroneous estimations of similar samples if the reference
value for the high leverage sample is in error. The second type of outlier is one for which the estimated value differs from the
reference value by a statistically significant amount. Such outliers indicate either an error in the reference measurement or a failure
of the model.
16.3.2 High-leverage samples are identified based on-the-Mahatanebis-distance-statistic. leveragenstatistd, types of
I linear calibrations described-in-Seetien-12, above, the average-Mahatanebis-distance leverage statistic for all of the calibration
sample spectra has a valueksh wherek is the number of variables in the regression (the number of wavelengths in MLR, the
number of principal components, or the number of PLS latent variables)) enthe number of calibration samples. On average,
| each sample contributdén of the spectral variables. For samples that have-a-Mahatanebis-distar@dn, the sample spectrum
is contributing a significant fraction to the definition of one of the spectral variables and to the regression coefficient associated
| with this variable. Samples with-Mahatanebis-distantes3k/n should be eliminated from the calibration set in the development
of the model.
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Note 17—If the leverage statistic is scaled as describef?#), anf test can be employed for outlier detection.

16.3.3 If calibration spectra with-Mahalanebis-distantteSk/n are eliminated from the calibration set, and the model is rebuilt,
it is not uncommon for additional spectra with-Mahatanobis-¢distahcek/n to be identified for the new model. This occurrence
is most likely if removal of samples reducksbut can also be caused merely by scaling changes to the multivariate space induced
by changes im. When repetitive application of thek rule continues to identify outliers, the outlier test is said to “snowball.”
If “snowballing” occurs, it may indicate some problem with the structure of the spectral data set. The variable space of the mode
should be examined for unusual distributions or clusterings.

16.3.3.1 If the following sequence occurs during the development of a modelkthelier test can be relaxedi)(a first
model is built on an initial calibration set2) calibration spectra with-Mahalanobis-distantes3k/n are eliminated from the
calibration set, ) a second model using the same numlbetyariables is built on the subset of calibration spectra, ahd (
calibration spectra with-Mahalanebis-distantes3k/n are identified for the second model. The second model should be used
providing that no calibration samples have-Mahalanobis-distamcgeater than 0.5.

16.3.3.2 If @) a first model is built on an initial calibration seg)(calibration spectra with-Mahalanebis-distanbes3k/n are
eliminated from the calibration set, an8) @ second model using fewer variables is built on the subset of calibration spectra, the
3k/n outlier test should not automatically be relaxed. Instead, the first model should be rebuilt using the lower number of variables
and the sequence in 16.3.3.1 should be applied to the new model.

16.3.4 A second type of outlier is one for which the estimated valOaliffgrs by a statistically significant amount from the
value from the reference method, y. Such outliers can be detected based on studentized resilisatbeldifference between
the estimated valug, yand the reference value for the i™ sample in the calibration set, and ¥ is the-Mahalanobis-distance
leverage statistic for that sample, the studentized residuals fal"teample are given by:

t= cEeA /1 N2 (67)
IS B (67)
' SECA/1-h

16.3.4.1 The studentized residuals should-beuriformly normally distributed with common variance. The studentized residual
value can be compared & t distribution value fon — k (or n — k — 1 if mean centered) degrees of freedom, to determine the
probability that the error in the estimate fits the expected distribution. If not, the sample should be considered an outlier. A more
detailed d|scu35|on of studentlzed reS|duaIs can be found mﬂ%dad%SZG 2 Nete—iG—Seme—eemmerera%—seﬁware—p&ekages
0 by-another nan
enti i i i ‘ develope

16.3. 5 If a sample is |dent|f|ed as an outller based on studentlzed residuals or other similar tests, then the reference value m:
be in error. When possible, the reference test should be repeated to determine a correct value for the sample (multiple tests &
recommended). If the reference value is not in error, then the large studentized residuals may indicate a basic failure in the mode
For estimation of component concentrations, there may be sufficient spectral interferences to preclude accurate estimation of tt
component for this class of samples. For property estimation, some component that has a significant effect on the property me
not be detected. Removing outliers of this type without evidence of error in the reference value should be avoided wheneve
possible, since these samples may provide the only indication that the model is not applicable to a certain class of materials.

16.4 Interpolation and Extrapolation of the Model During Analysis

16.4.1 The spectra of the calibration samples define a set of variables that are used in the calibration of the multivariate mode
If, when unknown samples are analyzed, the variables calculated from the spectrum of the unknown sample lie within the rang
of the variables for the calibration, the estimated value for the unknown sample is obtained by interpolation of the model. If the
variables for the unknown sample are outside the range of the variables in the calibration model, the estimate represents ¢
extrapolation of the model.

16.4.2 Two types of extrapolation are possible. First, the sample may contain the same components as the calibration sample
but at concentration ranges that are outside the ranges in the calibration set. Second, the sample may contain components that w
not present in the calibration samples.

16.4.3 The-Mahalanobis-distanee-statistic leverage statisticpvides a useful indication of the first type of extrapolation. For
the calibration set, one sample will have a maximum-Mahalanobis-distaddey@age statistidy,,.,. This is the most extreme
sample in the calibration set, in that, it is the farthest from the center of the space defined by the spectral variables. If the
Mahatanebis-distance leverage statistic for an unknown sample is greaterdtmp Dthen the estimate for the sample clearly
represents an extrapolation of the model. Prevideding that outliers have been eliminated during the calibration, the distribution o
Mahatanebis—distaneeb should be representative of the calibration model,—afdhp),, can be used as an indication of
extrapolation.

Note 178—Comparison of the spectral variables for an unknown against the range of each spectral variable in the calibration model could be done
and extrapolation of any single variable could be taken as extrapolation of the model. The-use-efHMahatanobis distance the leverage statistitas an ind
of extrapolation may not detect certain spectra which are slight extrapolations on one or more spectral-variables. H; however, significatibextrapola

17



A8y E 1655 — 9900
| of any one variable will result in a high-Mahatanebis-distance, leverage statistic, and thus detection of extrapolation. Use of individualvagitisles
for extrapolation is not recommended since it can unduly restrict the range of samples to which the model is applicable.

16.4.4 The second type of extrapolation of the model, namely, the presence of a new component, can be detected by comparing
an estimate of the unknown spectrum derived from the model to the measured spectrum of the unknown.
16.4.4.1 For PCR, an estimate of the spectrum of the unknown can be calculated as:

x'= g3t (68)
where thes is the vector of scores. Similarly for PLS:

xt= gLt (69)
where thes is the vector of scores. The difference between the estimated spectrum and the actual spectrum can be calculated as:
r=x-—x (70)

16.4.4.2 The root mean square spectral residuals (RMSSR) for the spectrum can then be calculated as:

rlr

RMSSR= [+ (71)

I Note 189—Some commercial software packages may calculate other statistics related to RMSSR, or may call RMSSR by some other name. The model
developer should verify what statistics are used in the software to indicate how well the model fits a spectrum being analyzed. The RMSSR is intended
as an example of how such a calculation can be done. Other similar statistics can be used.

16.4.5 The RMSSR values can be calculated for each of the calibration samples. One of the calibration samples will exhibit a
maximum RMSSR, RMSSR,,. Assuming that outliers have been removed prior to the development of the calibration model,
RMSSR, ., can be used to calculate a cutoff above which RMSSR values for unknown spectra are to be taken as evidence of
extrapolation of the model.

16.4.6 In general, the RMS$R, cannot be used directly to set the cutoff for indicating extrapolation. For PCR and PLS models,
some of the spectral noise characteristics of the calibration spectra are always incorporated into the spectral variables. The RMSSK
values calculated for spectra used in the calibration will thus generally be lower than corresponding values calculated for spectra
of the same samples which are not used in the model development. For estimating a suitable cutoff RMSSR value to serve as an
indication of extrapolation, the following procedure is recommended.

16.4.6.1 Replicate spectral measurements (at least seven) of several (at least three) of the calibration samples should be made
The replicate measurements should include all steps in the measurement procedure (for example, background spectrum collection
loading of the sample, and measurement of the spectrum).

16.4.6.2 One spectrum from the set is to be used in the development of the calibration model. The RMSSR values for the spectra
used in the calibration are calculated. The RMSSR) is the value for the spectrum of Sample

16.4.6.3 The remaining replicate spectra are analyzed using the calibration model, and RMSSR values are calculated and
averaged for each sample. The RMSSR() is the average RMSSR for the replicate spectrum of Sample

16.4.6.4 The ratios of the RMSSR values from the analyses to those from the calibration are calculated and averaged, and
RMSSR,,.« is multiplied by the average ratio to obtain the cutoff:

RMSSRyafi)
RMSSR,(1)

16.4.6.5 If the RMSSR value for an unknown sample being analyzed exceeds RMS®Rn the analysis of the sample
represents an extrapolation of the model.

16.4.7 Statistics comparable to RMSSR cannot be calculated for multiple linear regression. The MLR is thus incapable of
detecting the second type of extrapolation, namely, the presence of a new component that was not in the calibration samples. Care
should be exercised when applying MLR in systems where the calibration set used in the development of the MLR model may
not represent the total range of sample compositions that will be encountered during analyses. In such cases, MLR should be
supplemented with other techniques to determine if the sample being analyzed falls within the scope of the calibration. For
example, outlier statistics from PCR models developed on the same calibration set could be used for this purpose.

RMSSR,; = [2 ] RMSSR, (72)

I Nore9—Fer 20—For PLS models, residuals calculations such as RMSSR are not always a useful indicator of outliers. If, during calibration, a

significant percentage of the spectkalflock) variance due to signal is not used in the model, then the model residuals used to calculate. RMEBR
contain significant contributions due to calibration sample component absorptions. In such cases,;RM&8Rs calculated on the basis of such
RMSSR,, values may be too large to detect model extrapolation due to new chemical components in samples being analyzed.

The procedure described in 15.3.3 can be used to estimate the percentage of tblmtalvariance that is due to signal. If the variance included
in the model is significantly less than the signal variance, then the modeler may wish to supplement the PLS model with a PCR model built on the same
data. RMSSR statistics from the PCR model are then used for outlier detection. The number of variables used in the PCR model should be sufficient to
account for the signal variance.

16.4.8 Nearest Neighbor Distaneelf the calibration sample spectra form multiple clusters within the variable space, the
spectrum of the unknown being analyzed can haw@’dess thanD?,,, yet fall into a relatively unpopulated portion of the
calibration space. In this case, the sample being analyzed contains the same components as the calibration samples (since th
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sample is not a RMSSR outlier), but at combinations that are not represented in the calibration set. The spectrum of the unknow
does not belong to any of the calibration sample spectra clusters, and the results produced by application of the model may &
invalid. Under these circumstances, it is desirable to employ a Nearest Neighbor Distance test to detect unknown samples that fe
within voids in the calibration space.

16.4.8.1 Nearest Neighbor Distance, NND, measures the distance between the spectrum being anagdeihdividual
spectra in the calibration set;.

NND = min[(x — x)' (XX (x — x))] (73)
16.4.8.2 For MLR, NND is calculated as
NND = min[(m — m)" (MM ) ~%m — m,)] (74)
16.4.8.3 For PCR and PLS (with orthogonal scores), NND is calculated as
NND = min[(s — §) (s — §)] (75)

16.4.8.4 NND values are calculated for all the calibration sample spectra. A maximum NND value is determined. This value
represents the largest distance between calibration sample spectra.

16.4.8.5 During analysis, the NND value is calculated for the unknown sample spectrum relative to the calibration spectra. If
the calculated value is greater than the maximum NND from 16.5.3, then the minimum distance between the process sampl
spectrum and the calibration spectra is greater than the largest distance between calibration sample spectra, the unknown sam
spectrum falls within a sparsely populated region of the calibration space. Such samples are referred to as Nearest Neighb
Ouitliers.

17. Selection of Calibration Samples

17.1 For the development of a multivariate model, an ideal calibration sample set will:

17.1.1 Contain samples which provide examples of all chemical components which are expected to be present in the sampls
which are to be analyzed using the model, thereby ensuring that analyses involve interpolation of the model,

17.1.2 Contain samples for which the range of variation in the concentrations of the chemical components exceeds the ranc
of variation expected for samples which are to be analyzed using the model, thereby ensuring that analyses involve interpolatio
of the model;

17.1.3 Contain samples for which the concentrations of chemical components are uniformly distributed over their total range
of variation;

17.1.4 Contain a sufficient number of samples to statistically define the relationships between the spectral variables and th
component concentrations or properties to be modeled.

17.2 For simple mixtures, calibration samples can generally be prepared to meet the-eriteria—in—171-1+t0 17.1.4. above. Fc
complex mixtures, obtaining an ideal calibration set is difficult, if not impossible. The statistical tests that are used to detect outliers
guard against non-ideal calibration sets. The RMSSR values detect when samples being analyzed contain components that are
represented in the calibration set (violation-ef-1#+3-1)—Mahalanobis-distance criterion 1 above). Leverage statistics detect whe
samples being analyzed are outside the concentration ranges represented in the calibration set (vielation of 17.1.2). criterion Z
Outlier detection during model development identifies components for which the range of concentrations in the calibration set is
not uniform (violation of-+#3:3). criterion 3).

17.3 The number of samples that are required to calibrate an infrared multivariate model (see 17.1.4) depends on the complexi
of the samples being analyzed. If the samples to be analyzed contain only a few components that vary in concentration, then the
will be a small number of spectral variables, and a relatively small calibration set is adequate to define the relationship betwee
the variables and the concentrations or properties. If a larger number of components vary in the samples to be analyzed, then
larger number of calibration samples is required for the model development. Determining whether or not a set of calibration
samples is adequate can only be done after a model is developed and an estimate of the number of spectral variables required
the model is made.

17.4 1If a multivariate model is developed using three or fewer variables, then the calibration set should contain a minimum of
24 samples after elimination of outliers.

17.5 If a multivariate model is developed usi(pr3) variables, then the calibration set should contain a minimunk spéctra
after elimination of outliers. If the model is mean centered, a minimum lkof6{) spectra should remain.

NoTe 201—6&k is chosen to ensure at least 20 df in the model for statistical testing, and to ensure that there is an adequate number of samples to defir
the relationship between the spectral variables and the concentration or property values.

17.6 For some spectroscopic analyses, it is possible to calibrate using gravimetrically or volumetrically prepared mixtures whict
contain significantly fewer components than the samples which will ultimately be analyzed. For these surrogate methods, th
outlier statistics described herein are not strictly appropriate since all actual samples are by definition outliers relative to the
simplified calibrations. Thus, surrogate methods cannot strictly fulfill the requirements of this practice. Surrogate methods should
however, follow the requirements described herein for the number and range of calibration samples.
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18. Validation of a Multivariate Model

18.1 Validation of an infrared multivariate model is accomplished by applying the model for the analysis of & sa&lidztion
samples, and statistically comparing the estimates for these samples to known reference values. Validation requires thorough
testing of the model to ensure that it performs up to the expectations derived from the calibration set statistics.

18.2 Validation Sample Set

18.2.1 For the validation of a multivariate model, an ideal validation sample set will:

18.2.1.1 Contain samples that provide examples of all chemical components which are expected to be present in the samples
which are to be analyzed using the model;

18.2.1.2 Contain samples for which the range of variation in the concentrations of the chemical components is comparable to
the range of variation expected for samples that are to be analyzed using the model:

18.2.1.3 Contain samples for which the concentrations of chemical components are uniformly distributed over their total range
of variation; and

18.2.1.4 Contain a sufficient number of samples to statistically test the relationships between the spectral variables and the
component concentrations or properties that were modeled.

18.2.2 For simple mixtures, validation samples can generally be prepared to meet the criteria in 18.2.1.1-18.2.1.4. For complex
mixtures, obtaining an ideal validation set is difficult if not impossible.

18.2.3 The number of samples needed to validate an infrared multivariate model depends on the complexity of the model. Only
samples whose analyses are found to be interpolations of the model should be used in the validation procedure. If five or fewer
spectral variables are used in the model, then a minimum of 20 interpolation samples is recomméndédsplectral variables
are used in the model, then a minimum &f idterpolation samples should be used in the validation. In addition, the validation
samples should:

18.2.3.1 Span the range of concentrations or property values for which the model was developed; that is, the span and the
standard deviation of the range of concentrations or property values for the validation samples should be at least 95 % of the span
and the standard deviation of the range of concentrations or property values in the model, and the concentration or property values
for the validation samples should be distributed as uniformly as possible across the range; and

18.2.3.2 Span the range of spectral variables for which the model was developed; that is, if the range of a spectral variable in
the calibration model is from to b, and the standard deviation of the spectral variabke teen the spectral variables estimated
for the validation samples should cover at least 95 % of the rangedrtmnio, and should be distributed as uniformly as possible
across the range such that the standard deviation in the spectral variables estimated for the validation samples will be at least 95 %
of c.

18.2.4 Determination of whether a validation set is adequate will generally require that the set be analyzed so that the spectral
variables for the set can be determined. Samples whose analyses are extrapolations of the model should not be included in the
validation set. If the validation set does not meet the criteria in 18.2.3.1 and 18.2.3.2, additional validation samples should be taken.

18.3 Validation Spectra Measurement and AnalysiSpectra of validation samples should be collected using exactly the same
procedures as were used to collect spectra of the calibration samples. Reference values for the validation samples should be
obtained using the same reference method as was used for the calibration samples. Spectra should be analyzed using th
multivariate model to produce estimates of the component concentrations or properties, and the statistics described in Sections 18
and 19 should be calculated.

18.4 Validation Error.

18.4.1 Ifv (a vector of dimensiong by one) are the estimates obtained by analysis of the spectra eivdlelation samples,
andv are the corresponding values measured by the reference method, then the validatiani®igiven by:

e=v—v (76)

18.4.2 If multiple reference values are available for some of the validation samples, then the average of the individual reference
measurements can be usedvirand the variance removed by calculating the averages should be calculated using Eq 52.
18.5 Variance of the Validation ErreThe variance of the error of the validation measurements is calculated as:

Voo

VAR, = €Re+ 02,4 = i;j; (v — vp)? (77)

Wherecrza\,g is zero andR is an identity matrix if individual reference measurements are used in

18.6 Standard Error of Validation
18.6.1 The standard error of validation (SEV) is given by:

SEV= VAR,
= -

d, is the total number of reference values available fov athlidation samples. SEV is the standard deviation in the differences
between reference and IR estimated values for samples in the validation set. The standard error of validation is sometimes referred

(78)
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to as a standard error of prediction. A bias corrected version of this statistic has also been defined as the standard error
performance. To avoid confusion between two terms that are both abbreviated SEP, the use of SEV is preferred in these practice

18.6.2 Studentized residuals testing can be applied to the estimates of the validation set to detect possible errors in the referer
values.

18.7 Validation Bias—The average bias for the estimation of the validation sgtisecalculated as:

v \" N ( )
re Vi~ Vi
d,

= v (79)

g =

wherer, is 1 if individual reference values were used, or is the number of reference values that were averagel! falithation
sample if averages are uset}.is the total number of reference values used in the calculation.

18.8 Standard Deviation of Validation ErrorsThe standard deviation of the validation errors, SDV, is calculated as

A\ T 5
Z[W.ﬁ\l.)* e]
==

(AZ -1
i=1

S e - &) + ol

d,—1 (80)
wherer; is 1 andoza\,g is 0 if individual reference measurements are used in calculgting

18.9 Significance of Validation Bias
18.9.1 Attest is used to determine if the validation estimates show a statistically significant bdiaslue is calculated as:

&\/d
L= evs\D(v'—v (81)
_lalvd,
t="5pv (81)

Thet value is compared to criticalvalues from Table Al1.3 fod, degrees of freedom.

18.9.2 If thet value is less than the criticaValue, then analyses based on the multivariate model are expected to give essentially
the same average result as measurements conducted by the reference method, provided that the analysis represents an interpol:
of the model.

18.9.3 If thet value calculated is greater than the tabulate@lue, there is a 95 % probability that the estimate from the
multivariate model will not give the same average results as the reference method. Validity of the multivariate model is then
suspect. Further investigation of the model is required to resolve the probable bias that is indicated.

18.10 Validation of Agreement Between Model and Reference Method

18.10.1 The confidence limits on the estimates for the validation samples should be calculated, and a determination should t
made as to whether the individual reference values for the validation samples lie within the range-ftsnSCx \/1 + D?

toy+t X SECX \/1+ D?. If more than 5 % of the reference values fall outside this range, then the confidence limit estimates
based on SEC are questionable, and further testing is required to demonstrate the agreement between the model and the refere
method.

18.10.2 An alternative method can be used to demonstrate agreement between the model and the reference method. T
alternative method is preferred when the precision of the reference method is not constant across the range of reference values u
in the calibration, but can be applied even when the precision is constant.;}fiRk{lge reproducibility of the reference method
at level y, then the percentage of reference values for which:

Vi~ RO <y; < % + R(%) (82)
is calculated. If 95 % or more of the reference values fall within this interval, then estimates produced with the multivariate IR

model agree with those produced by the reference method as well as a second laboratory repeating the reference measurernr
would agree.

18.11 For multivariate analyses employing surrogate calibrations, a procedure similar to that described here for validation i
often performed for the purpose of verifying that the instrument is properly calibrated. This instrument qualification procedure
typically involves the analysis of gravimetrically or volumetrically prepared mixtures that contain significantly fewer components
than the samples which will ultimately be analyzed. There is no a priori relationship between the standard error that is calculate
from this procedure and the error expected during application of the model to actual samples. To avoid confusion, it is
recommended that the procedure be referred to as a spectrometer/spectrophotometer qualification, not validation. Additionally,
is recommended that the standard error calculated from this procedure be referred to as a Standard Error of Qualificatio
(SEQrogatd» NOt as a Standard Error of Validation.
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19. Precision of Infrared Estimated Values

19.1 The precision of values estimated from an infrared multivariate model is calculated from repeated spectral measurements.
The number of samples for which repeat measurements is made should be at least equal to the number of variables used in the
model, and never less than three. The samples used for repeat spectral measurements should span at least 95 % of the range
concentration or property values used in the model. When possible, samples should be selected to ensure that some variation ol
each spectral variable is exhibited among the samples. At least six spectra should be collected for each sample. The spectra shoul
be analyzed and values estimated. The average estimate for each sample should be calculated, and the standard deviation amoi
the estimates should be obtainedyjfis the estimate for thg" spectrum ofr, total spectra for thé™ sample, then the average
estimate for this sample is:

E Yi
i=1

9i = T (83)

19.1.1 The standard deviation of the replicate estimates is calculated as:

3 5= 0
j=1
o = o (84)

19.2 Ax? value is calculated using the standard deviation values calculated in Eq 81:

2.3026 Ui
Xi=—c—r |og<;2—i;lri log o?) (85)
where:
t
r:_eri (86)
1 2
o= F.E fioj (87)
=1
1 1 1
I C:1+Q(t71\(i2:¢7i_?) (88)
1 21 1
C:1+m<izlr—i—F> (88)

| andtz is the number of samples for which replicate measurements were made.

19.3 They? value calculated in Eq 85 is compared with a critical value from a chi-squared table (see Table At.4)ifor
degrees of freedom. If the calculatad value is less than the critical value, then all of the variances for the replicated
measurements belong to the same population, and the average variance calculated in Eq 87 can be used as a measure of tt
repeatability of the infrared measurement. The infrared analysis is expected to have a repeatability on the otdey/@f .

19.4 If the calculateg(® value is greater than the critical chi-squared value, then the repeatability of the infrared estimate may
vary with sample composition. In this case, the infrared analysis is expected to have a repeatability that is no worse/fan t
X Omaxe Whereo ., is the maximunu; value for the replicate measurements.

20. Major Sources of Calibration and Analysis Error

20.1 General Sources of Error in Spectral Measurement&ble 1 list some possible sources of error that can occur during the
spectral measurement and potential solutions for these problems.

20.2 Sampling Related ErrotsTable 2 lists errors arising from sampling problems and possible solutions to these problems
(268)

! 20.3 Sources of Calibration ErrerTable 3 lists sources of error in the development of the calibration model and possible ways

to minimize these errors.

20.4 Analysis Errors—Table 4 lists factors that can contribute to errors in the estimated values for unknown samples and
possible ways to minimize such errors.

21. Wavelength (Frequency) Sensitivity of a Multivariate Model

21.1 Wavelength stability of spectrometers is often a critical factor in the performance of a multivariate calibration. The
estimation of the sensitivity of a multivariate model to changes in the wavelength scale provides a useful parameter against which
instrument performance can be judged. The wavelength sensitivity of a model can be roughly estimated by the following
procedure:

21.1.1 Identify the samples in the calibration set that represent the extreme values of each of the spectral variables;

21.1.2 If the spectra are collected with a digital resolutio\pthen shift each spectrum byArand by -A.
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TABLE 1 General Sources of Error in Spectral Measurements

Source of Spectral Error Possible Solution
Poor instrument performance Conduct instrument performance tests
regularly to monitor changes in instrument
performance

Analyze QC (Quality Check) sample to
determine if instrument performance
changes affect analysis

Absorbance exceeds linear Determine linear response range for

response range instrument
Choose pathlengths to keep bands of
interest in range

Optical polarization effects Use depolarizing elements

Variable sample presentation Improve sample presentation methods
Investigate commercially available sample
presentation equipment

Optical component Inspect windows, etc., for contamination

contamination and clean as necessary

TABLE 2 Sampling Related Errors

Sampling Error Possible Solution
Nonhomogeneity of Improve mixing guidelines or grinding procedures,
sample or both

For solids, average replicate repacks
For solids, rotate sample cups
Measure multiple aliquots from large sample

volume
Physical variation in solid Improved sample mixing during sample
samples preparation

Diffuse light before it strikes the sample using a
light diffusing plate

Pulverize sample to particle size of less than 40
pm (NIR) or 2 um (MIR)

Average multiple repacks of each sample
Rotate sample or average five sample

measurements
Chemical variation in Freeze-dry sample for storage and measurement
sample with time Immediate data collection and analysis following

sample preparation
Identification of kinetics of chemical change and
avoidance of rapidly changing spectral regions

Bubbles in liquid Check pressure requirements for single-phase
samples sample
Check flow properties of cell for sample
introduction

21.1.3 Analyze the shifted spectra, using the calibration model, and calculate the change in the estimates betwesmrdthe +
-A spectra, and

21.1.4 |dentify the spectrum showing the largest change upon shifting. If the estimafgs aredy_, respectively, then the
wavelength (frequency) sensitivity of the model can be estimated as:

0.1X A X SEC[§,, — 9., (89)

21.2 The value calculated in Eq 89 is the wavelength shift that, in the worst case (the most sensitive spectrum) will produce
a change in the estimate that is on the order of 5 % of the standard error of calibration.

Note 222—The wavelength sensitivity of a model calculated in Section 12 will depend on a variety of factors, including the optical and digital
resolution of the instrument relative to the bandwidths of the sample being measured. Calculation of a wavelength sensitivity is done to pfalide a use
diagnostic for analyses conducted on the same type of analyzer. The wavelength stability of the analyzer can be compared to the value in Eq 83 as a me:
of monitoring the performance of the analyzer. Because the value in Eq 83 is dependent on specific instrumental parameters, it should generally not t
used to compare the suitability of analyzers for a particular application.

22. Calibration Transfer and Instrument Standardization

22.1 Calibration transfer refers to a process by which a calibration model is developed using data from one spectrometer, i
possibly modified, and is applied for the analysis of spectra collected on a second spectrometer. The calibration transfer ma
require that spectral data for a common sample or samples be collected on both instruments, and that some transfer function
developed and applied to the spectra or the model. A complete description of calibration transfer methodologies is beyond the scoj
of these practices.

22.2 Instrument standardization is a process where the spectra collected on a second instrument are mathematically adjustec
an attempt to match the spectra that would have been collected on the instrument on which the calibration was develope
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TABLE 3 Sources of Calibration Error

Source of Calibration Error

Possible Solution

Spectroscopy insensitive to
component/property being
modeled
Inadegquate-sampling-of

Inadequate sampling of

Try alternative spectral region

Redefine requirement in terms of

measurable components/properties
. . :

Review criteria for calibration set selection

population in calibration set

Use sample selection techniques for

Outlier samples within
calibration set

selecting calibration set (29)
Employ outlier detection algorithms
Eliminate spectral outliers or find additional

examples

Eliminate reference data outliers or
remeasure

Analyze blind replicates to test precision
Correct procedural errors, improve analytical
procedures

Reference data errors

Check and recalibrate reagents, equipment,
etc. (30)

Develop multiple calibrations over smaller
concentration ranges

Non-Beer’s Law relationship
(Nonlinearity due to
component interactions)
(Nonlinearity due to instrument
response)

Sensitivity to baseline shifts,
etc.

Transcription errors

Check dynamic range of instrument, Try
shorter pathlengths

Preprocessing of data to minimize effects of
baseline

Two people cross-check or one person
triple- check all handscribed data

TABLE 4 Analysis Errors

Sources of Analysis Error

Possible Solution

Poor calibration model Validate calibration model on representative
validation set

Check performance of instrument/model with
QC samples

Diagnose instrument problems with instrument
performance tests

Validate calibration transfer and instrument
standardization procedures

Select calibrations with lowest noise, wave
length shift sensitivity, and offset sensitivity
Employ outlier statistics to test that sample is
interpolation of model

Poor instrument performance

Poor calibration transfer

Sample outside model range

Instrument standardization can also involve actual adjustment of the instrument hardware to achieve such agreement. Instrument
standardization is one means of achieving calibration transfer.

22.3 Calibration transfer or instrument standardization may be required when maintenance is done to an instrument if such
maintenance produces a change in the spectral response large enough to change the values estimated by the calibration model. Tl
calibration can be thought of as being transferred from one instrument (before maintenance) to a second instrument (after
maintenance).

22.4 When a calibration transfer or instrument standardization procedure is developed, it is necessary to demonstrate that the
performance of the model is not degraded during the transfer. To demonstrate that a calibration transfer or instrument
standardization procedure preserves the performance of a model, it is necessary to validate the model as described in Section 18
Each calibration transfer or instrument standardization procedure must be tested at least once by performing a full validation of
the transferred model. Once the success of a particular calibration transfer or instrument standardization procedure has beer
demonstrated for a particular type of instrument, then quality control samples can be used to evaluate additional transfers and
standardizations.

23. Calibration Quality Control

23.1 When an IR, multivariate, analysis is used to estimate component concentrations or properties, or both, it is desirable to
periodically test the analysis (instrument and model) to ensure that the performance of the analysis is unchanged. To perform such
tests, it is sometimes necessary to choose one or more quality control samples that will be used for this purpose. A complete
discussion of methods used to validate the performance of an IR analyzer is beyond the scope of these practices. The user is
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referred to Practice D 6122 which discusses validation of IR analyzers for hydrocarbon analysis, anc288Befisd-293%that
which discuss methods that have gained acceptance within the agricultural community.

23.2 Control samples (materials for which reference values have been measured using the reference method) can be employ
to monitor the performance of the analysis, provided that the analyses of the control samples involve interpolation of the model
The IR estimated values for the control samples are compared to the reference values using established ASTM procedures
alternative statistical tes{28,-30)(30, 32) These tests will generally require that the IR estimated values and the reference values
agree to within the confidence intervals defined in 15.3. Since the confidence limits are based on SEC, and since SEC is ofte
dominated by the error in the reference measurement, these procedures may not provide the most sensitive indication of chang
in the performance of the analysis. Alternatively, quality control (QC) samples can be employed.

23.3 Quality control (QC) samples are used to monitor changes in the performance of an analysis (instrument and model), afte
the analysis has been validated. Quality control materials should be identified at the time the model is developed based on tt
following criteria:

23.3.1 QC materials must be chemically and physically compatible with materials being analyzed, so as to not introduce
contaminants into the samples being analyzed, and not to cause safety problems.

23.3.2 QC materials must be chemically stable when stored and sampled. If mixtures are used, the composition of the mixtur
must be known and methods for reproducing the mixture must be established.

23.3.3 The spectra of the QC material must be compatible with the model. Absorption bands for the QC material should not
exceed the linear response range of the instrument in regions used in the calibration model. The spectra of the QC material shot
be as similar as possible to spectra of the calibration samples. However, analysis of the QC sample can be an extrapolation of tl
model.

23.4 Spectral data on the QC material is collected during the same time period that spectra of the calibration and validatiol
samples are collected. The QC material should be treated in exactly the same fashion as other samples so that variations in t
spectra are representative of the variations which will occur during the collection of spectra for unknowns. Separate samples shou
be used for each measurement. A minimum of 20 spectra should be collected.

Note 223—If the QC spectra are collected over too short a time interval, the variation seen in the spectra will be smaller than that typically encounterec
in application of the model to unknowns, and QC limits set based on these spectra will be excessively tight.

23.4.1 The spectra for the QC material are analyzed using the calibration model, and the averaggMalgajoplated:

q

E}'ﬁ
— i=1
qu: q

(90)

whereq is the number of spectra collected for the QC material. The standard deviation in the estimatecoygliesalculated
as

(91)

23.4.1.1 Dixon'’s test can be applied to the individual estimated values to identify outliers in the calculations in Eq 90 and Eq
91.

23.5 The QC material is analyzed periodically when the analysis (instrument and model) is in use for analyzing unknowns. The
QC material is treated exactly the same as an unknown sample being estimated. The estimated value for the QC material
compared to y.. The estimated value is expected to be within the range figm ¥ X 54,10 Y, + t X 04 95 % of the time, where
t is the studentized value for g — 1 df and the 95 % confidence level.

23.5.1 If the analysis of the QC material is an interpolation of the model, djeshould be consistent with the repeatability
of the IR analysis as defined in Section 19. If the analysis of the QC material is an extrapolation of the modg), thay be
somewhat higher than the calculated in Section 19. However, since the control limits are still based on the repeatability of the
spectral measurement and do not depend on the reference method, they are expected generally to be tighter than those derived f
control samples.

23.6 The use of bias and slope adjustments to improve calibration or prediction statistics for IR multivariate models is generally
not recommended. Prediction errors requiring continued bias and slope corrections indicate drift in reference method or change
in the instrument photometric or wavelength stability. If a calibration model fails during the QC monitoring step, the performance
of the instrument should be evaluated using the appropriate ASTM instrument performance test, and any instrument problem th:
is identified should be corrected. If control samples are used, checks should be performed on the reference method to ensure tl
reference values are correct. If instrument maintenance is performed, calibration transfer or instrument standardization procedure
or both, should be followed to reestablish the calibration.

24. Model Updating

24.1 It may sometimes be desirable to add additional calibration samples to an existing model to increase the range o
applicability of the model. The new calibration samples may contain the same components as the original calibration samples bt
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at more extreme concentrations, or new components not present in the original calibration samples. The new calibration samples
may fill voids in the original calibration space.

24.1.1 When a model is updated, the maixcontaining the original calibration spectra is augmented with the spectra of the
additional calibration samples, and the vecyocontaining the property or composition values for the calibration samples is
augmented with the values for the additional calibration samples.

24.1.2 Outlier procedures described in 16.3 must be applied to updated models in the same way they are applied to new models.
Thus, if additional samples are being added to increase the span of the calibration, it may be necessary to add several samples 0
each new type to avoid the added samples being rejected as outliers.

24.2 When a calibration model is updated, it must be revalidated. The requirements for validation samples for an updated model
are the same as for the original model (see Section 18). The spectra used to validate the original model can be used to validate
the updated model, but they must be supplemented to cover an adequate range as described in 18.2. The percentage of new sampl
added to the validation set for the updated model must be at least as large as the percentage of new samples added to the calibratic
set.

25. Multivariate Calibration Questionnaire

25.1 The following questionnaire is designed to assist the user in determining if a multivariate calibration conforms to the
requirements set forth in these practices.

25.1.1 If all of the following questions in 25.1.3-25.1.7 are answered in the affirmative, then the calibration can be said to have
been developed and validated according to E 1655.

25.1.2 If any of the following questions in 25.1.3-25.1.7 are answered in the negative, then the calibration can not be said to
have been developed and validated according to E 1655. If the calibration method is MLR, PCR or PLS-1, the calibration may
be said to have been developed using mathematical techniques described in E 1655. ASTM methods that reference E 1655 shoulc
not claim calibration or validation via E 1655 unless all of the following questions would have been answered in the affirmative
for the procedures followed during the collection of round robin data on which the method is based.

25.1.3 The following questions apply to the mathematical methodology used in the calibration:

25.1.3.1 Was the mathematical technique used in the calibration MLR, PCR or PLS-1? (Sections 12 and 13)

25.1.3.2 Did the calibration methodology include the capability of detecting high leverage outliers using a statistic such as

is—Di “the leverage statistidy? (16.2)

25.1.3.3 Did the analysis methodology include the capability to detect outliers via a statistic such as those based on spectral
residuals? (16.4.4-16.4.7)

25.1.4 The following questions apply to the calibration model wheigethe number of samples in the calibration set, knd
is the number of variables (MLR wavelengths, Principal Components, or PLS latent variables) in the model.

25.1.4.1 Was>6k if the model is not mean centered, o> 6(k + 1) if the model is mean centered? (17.5)

25.1.4.2 Was the number of samples in the calibration set at least 24? (17.4)

25.1.5 The following questions apply to the validation of the model:

25.1.5.1 Was a separate set of validation samples used to test the calibration? (18.2)

25.1.5.2 Were validation spectra which were outliers based on either leverage (Mahalanobis Distance) or spectral residuals
excluded from the validation set? (18.2.3)

25.1.5.3 Was the number of validation samples greater tkaintldle model was not mean centered, or greater th&rn+4() if
the model was mean centered? (18.2.3)

25.1.5.4 Was the number of validation samples at least 20? (18.2.3)

25.1.5.5 Did the validation samples span 95 % of the range of the calibration samples? (18.2.3.1)

25.1.5.6 If SEC is the Standard Error of Calibration, do 95 % of the results for the validation samples fall within

+ t-SEC- 2\ /1 + h of the reference values whetss t is the Studentizet value forn-k degrees of freedom
(n—k-1 for mean centered models), and-B h is the-Mahatanebis-Bistance? leverage statistic? (18.10.1)

25.1.5.7 Do the validation results show a statistically insignificant bias? (18.9.1)

25.1.6 Was the precision of the model determined using = 3 test samples and= 6 replicate measurements per sample?
(Section 19)

25.1.7 If the calibration and analysis methodology includes preprocessing or postprocessing, are these calculations performed
automatically? (Sections 11 and 14)

26. Keywords
26.1 infrared analysis; molecular spectroscopy; multivariate analysis; quantitative analysis
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ANNEXES
(Mandatory Information)

Al. STATISTICAL TREATMENT

Al.1 Dixon’s Test Functions for Rejection of Outliers

Al1.1.1 This test provides a simple and highly efficient method for determining whether all data obtained came from the same
population (with unknown mean and standard deviation) and if one or more of the data points are suspect and should be rejecte
Al1.1.2 In applying this test the number of determinatidisdre tabulated in increasing order of magnitude and designated as

X1y Xoy X3y + oo X
A1.1.3 The values at the extremes of the tabula@andX,, are tested in turn in accordance with the number of values in the
tabulation.

Al.2 Select the proper expression shown as follows in accordance with the nu)leértiie values in the tabulation and the
upper or lower limit to be tested:

Outliers Under

Test X1 Xn
For N=
3to7 ;= (X, — X1) ;= (Xy = Xin-1)
(Xp — X0 S XX
810 10 . Xy = Xip-1)
po e X) TG X
(X (n-1 — Xl)
11 to 13 . Xy = Xin-2)
P KX)o X=X
(X(n— 1) X1)
14 to 30 ;= (X5 — X0
Xn-2 = X1) - Xy = Xin-2)
(Xn - X3)

Al1.3 Substitute the appropriate values in the equation selected, calculatedcompare the value obtained to thealue
in Table A1.1 for the appropriate sample sid.(

Al.4 Reject the value if the calculated’ts greater than the tabulated value.

TABLE Al1.1 Critical Values for Rejection of a Discordant
Measurement (31)

Statistic N a =0.05 a=0.01

o 3 0.941 0.988
4 0.765 0.889

5 0.642 0.780

6 0.560 0.698

7 0.507 0.637

s 8 0.554 0.683
9 0.512 0.635

10 0.477 0.597

I 11 0.576 0.679
12 0.546 0.642

13 0.521 0.615

I 14 0.546 0.641
15 0.525 0.616

16 0.507 0.595

17 0.490 0.577

18 0.475 0.561

19 0.462 0.547

20 0.450 0.535

21 0.440 0.524

22 0.430 0.514

23 0.421 0.505

24 0.413 0.497

25 0.406 0.489
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TABLE Al.2 F-Distribution: Degrees of Freedom for Numerator

1 2 3 4 5 6 7 8 9 10 12 15 20
1 161 200 216 225 230 234 237 239 241 242 244 246 248
2 18.5 19.0 19.2 19.2 19.3 19.3 19.4 19.4 19.4 19.4 19.4 19.4 19.4
3 10.1 9.55 9.28 9.12 9.01 8.94 8.87 8.85 8.81 8.79 8.74 8.70 8.66
4 7.71 6.94 6.59 6.39 6.26 6.16 6.09 6.04 6.00 5.96 5.91 5.86 5.80
5 6.61 5.79 5.41 5.19 5.06 4.95 4.88 4.81 4.77 474 4.68 4.62 4.56
6 5.99 5.14 4.76 453 4.39 4.28 4.21 4.15 4.10 4.06 4.00 3.94 3.87
7 5.59 4.74 4.35 412 3.97 3.87 3.79 3.73 3.68 3.64 3.57 3.51 3.44
8 5.32 4.46 4.07 3.54 3.69 3.58 3.50 3.44 3.39 3.35 3.28 3.22 3.15
9 5.12 4.26 3.86 3.63 3.48 3.37 3.29 3.23 3.18 3.14 3.07 3.01 2.94
10 4.96 4.10 3.70 3.48 3.33 3.22 3.14 3.07 3.02 2.98 2.91 2.85 2.77
11 4.84 3.98 3.59 3.36 3.20 3.09 3.01 2.95 2.90 2.85 2.79 2.72 2.55
12 4.75 3.89 3.49 3.26 311 3.00 2.91 2.85 2.80 2.75 2.69 2.62 2.54
13 4.67 3.81 341 3.18 3.03 2.92 2.83 2.77 2.71 2.67 2.60 2.53 2.46
14 4.60 3.74 3.34 3.11 2.96 2.85 2.76 2.70 2.65 2.60 2.53 2.46 2.39
15 4.54 3.68 3.29 3.06 2.90 2.79 2.71 2.64 2.59 2.54 2.48 2.40 2.33
16 4.49 3.63 3.24 3.01 2.85 2.74 2.66 2.59 2.54 2.49 2.42 2.35 2.28
17 4.45 3.59 3.20 2.96 2.81 2.70 2.61 2.55 2.49 245 2.38 231 2.23
18 4.41 3.55 3.16 2.93 2.77 2.66 2.58 251 2.46 2.41 2.34 2.27 2.19
19 4.38 3.52 3.13 2.90 2.74 2.63 2.54 2.48 2.42 2.38 231 2.23 2.16
20 4.35 3.49 3.10 2.87 271 2.60 251 2.45 2.39 2.35 2.28 2.20 2.12
® 3.84 3.00 2.50 2.37 221 2.10 2.01 1.94 1.88 1.83 1.75 1.67 1.57
TABLE A1.3 Table of tat5 % Probability Level
Degrees of Freedom t
1 12.706
2 4.303
3 3.182
4 2.776
5 2571
6 2.447
7 2.365
8 2.306
9 2.262
10 2.228
11 2.201
12 2.179
13 2.160
14 2.145
15 2.131
16 2.120
17 2.110
18 2.101
19 2.093
20 2.086
TABLE Al.4 Critical x? Values
Note 1— x?values for { — 1) degrees of freedom and 95 % confidence
level.
(t-1) X2 (t-1) X2 (t-1) X2 (t-1) X2
1 3.84 6 12.59 11 19.68 16 26.30
2 5.99 7 14.07 12 21.03 17 27.59
3 7.81 8 15.51 13 22.36 18 28.87
4 9.49 9 16.92 14 23.68 19 30.14
5 11.07 10 18.31 15 25.00 20 31.41

Al.5 Historical standard deviation as used in Fig. A1.1 means the standard deviation of a test method. It is established by
averaging the standard deviations of many samples tested by many laboratories. The samples should cover the range of usefulnes
of the test method and should include materials of diverse composition if the latter has any effect on the reproducibility of results.

Al.6 Sample Standard Deviatida merely the standard deviation computed from the data obtained by a group of laboratories
testing the same sample using the same test method. Obviously it may be much lower or much higher than the historical standard
deviation of the test method. Therefore g@mmplestandard deviation may be less reliable (because of these random fluctuations)
than thehistorical standard deviation in determining the confidence limits of an average of results of several determinations.

Al1.6.1 If the historical standard deviation is unknown, the sample standard deviation may be substituted for it in using the
nomograph and then multiplying the value found on the 95 % CL scale by the factor given as follows for the number of results
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FIG. A1.1 Nomograph for Number of Determinations to Obtain Desired Confidence Limits

in the average to obtain reliable 95 % confidence limits.

No. of Results 3 4 5 6 7
Factor 2.20 1.62 1.42 1.31 1.25
No. of Results 8 10 15 25 35
Factor 121 1.15 1.09 1.05 1.04

Al.7 To Find the Number of Determinations Needed in an Average to Give Specific Confidence-Liayita straightedge
across the nomograph so that its edge passes through the point on the right scale corresponding to the standard deviation for |
test and through the desired point on the confidence limit scale. Read the number of determinations required from the left scale

Al1.8 To Find the Confidence Limits of an Averag®sing the number of determinations in the average, lay a straightedge from
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this point on the left scale through the point on the right scale corresponding to the standard deviation. Read the confidence limits
from the intermediate scale.

A2, STATISTICAL TESTS COMMON TO NIRS METHODS (18, 19) (SUPPLEMENTAL INFORMATION)

A2.1 Common Symbols

A2.1.1 Throughout these practices, lowercase letters are used to represent scalar quantities. Ldvodat ttters are used
to represent vectors, and upper cBS¥ D letters are used to represent matrices. Italicized letters are used to represent dimensions
of vectors and matrices. Italicized subscripts are sample, wavelength indices. For example:

Scalar reference value for i sample.

The estimated y-value fal" sample based on a regression model.

The mean y value for all samples.

Vector of reference values for samples.

Spectral vector of lengthfor thei™ sample.

Matrix of spectra, then rows of X contain the spectra of lengftfor n samples.

Number of samples used in a calibration model.

Number of frequencies or wavelengths used in a calibration model.

Number of variables used in a calibration model.

Number of replicate measurements on a sample.

Capital sigma represents summation of all values within parentheses.

Coefficient of multiple determination (R-squared).

The simple correlation coefficient for a linear regression for any set of data points; this is equal to the square root of the
R-squared value.

The bias or y-intercept value for any calibration function fit to X, y data. For bias-corrected standard error calculations
the bias is equal to the difference between the average reference analytical values and the IR predicted values.

A2.2 Statistical Terms
A2.2.1 Sum of squares for regression:

<

>

=<
1 1 1 A A A O 1

TDAOMT XS XX

oy
o
1]

SSeg= 2 (51 = V)° (A2.1)
A2.2.2 Sum of squares for residual:
SSes= izl(yi - y? (A2.2)
A2.2.3 Mean square for regression:
Z (5= 9
MS.eq= — =1 — (A2.3)
A2.2.4 Mean square for residual:
IZI ( yi - y|)2
MSreg = "n—k=1 (A2-4)
A2.2.5 Total sum of squares:
SSot = i;m -2 (A2.5)

A2.3 Test Statistics

A2.3.1 The statistics discussed as follows have most commonly been applied to MLR models. The statistics assume that the data
has been mean centered in developing the model. Similar statistics can be derived for PCR and PLS models, and for models that
are not mean centered.

A2.3.2 Coefficient of Multiple Determination

The coefficient of multiple determination is also termed the R-squared statistic, or total explained variation. This statistic allows
determination of the amount of variation in the data that is adequately modeled by the calibration equation as a total fraction of
1.0. Thus R = 1.00 indicates the calibration equation models 100 % of the variation within the date? AB.BO indicates that
50 % of the variation in the differences between the actual values for the data points and the predicted or estimated values for these
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points are explained by the calibration equation (mathematical model), and 50 % is not explained. Squared values approaching 1
are attempted when developing calibrations. R-squared can be estimated using a simple method as outlined as follows.

A2.3.2.1 The Ris determined using the equation:

i;l (yl - 9I)/(n —k— 1) B SSeg

R2=1-— =
St

0 (A2.6)
igl i — Yin-1)

A2.3.2.2 Ifogis the standard deviation of the errors in the reference method measurememnt, snithe standard deviation
in the reference values used in the calibration (a measure of the range spanned by the reference datajaltresitRat exceed
1 -og?loy? are probable indications of overfitting of the data.

A2.3.3 F-Test Statistic for the Regression

A2.3.3.1 This statistic is also termed F for regression, or t-squared. F increases as the equation begins to model, or fit, more
the variation within the data. With R-squared held constant, the F value increases as the number of samples increases. As t
number wavelengths used within the regression equation decreases, F tends to increase. Deleting an unimportant wavelength fr
an equation will cause the F for regression to increase.

A2.3.3.2 The F-statistic can also be useful in recognizing suspected outliers within a calibration sample set; if the F-value
decreases when a sample is deleted, the sample was not an outlier. This situation is the result of the sample not affecting the ovet
fit of the calibration line to the data while at the same time decreasing the number of sajn@er{versely, if deleting a single
sample increases the overall F for regression, the sample is considered a suspected outlier. F is defined as the mean square
regression divided by the mean square for residual (see statistical terms in A1.2).

A2.3.3.3 The F for the regression is determined by the equation:

e R2n—k— 1) _ MSgq
(1 - Rk MSies

(A2.7)

A2.3.4 Student’s t-Value (For a Regression):

A2.3.4.1 This statistic is equivalent to the F statistic in the determination of the correlation betveeety data. It can be used
to determine whether there is a true correlation between an IR estimated value and the primary chemical analysis for that sampl
It is used to test the hypothesis that the correlation really exists and has not happened only by chance. A large t value (general
greater than ten) indicates a real (statistically significant) correlation betWesrdy.

A2.3.4.2 The t for regression is calculated as:

Ry/n—-k-1

\/1-R?

A2.3.5 Partial F or t-Squared Test for a Regression Coefficient:

A2.3.5.1 This test indicates whether the addition of a particular wavelength (independent variable) and its corresponding
regression coefficient (multiplier) adds any significant improvement to an equation’s ability to model the data (including the
remaining unexplained variation). Small F or t values indicate no real improvement is given by adding the wavelength into the
equation.

A2.3.5.2 If several wavelengths (variables) have low t or F values (less than 10 or 100, respectively), it may be necessary f
delete each of the suspect wavelengths, singly or in combination, to determine which wavelengths are the most critical fol
predicting constituent values. In the case where an important wavelength is masked by intercorrelation with another wavelengtt
a sharp increase in the partial F will occur when an unimportant wavelength is deleted and where there is no longer higk
intercorrelation between the variables still within the regression equation.

A2.3.5.3 The t-statistic is sometimes referred to as the ratio of the actual regression coefficient for a particular wavelength tc
the standard deviation of that coefficient. The partial F value described is equal to this t value squared; note that the t value
calculated this way retains the sign of the coefficient, whereas all F values are positive.

A2.3.5.4 The partial F for a regression coefficient is calculated as:

SS.s (all variables except one- SS,(all variables
MS,s (all variables

t= (A2.8)

(A2.9)

A2.3.6 The Bias Corrected Standard Error
A2.3.6.1 Bias corrected standard error measurements allow the characterization of the variance attributable to randor
unexplained error within. The bias value,, Iis calculated as the mean difference between reference and IR estimated values:

1 n
bo=5.2 i~ ) (A2.10)

A2.3.6.2 The bias corrected standard error is calculated as:
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SE, = (A2.11)

Similar bias corrected values can be calculated for SECV.

A2.3.7 Standard Deviation of Repeatability (SDR)

A2.3.7.1 SDR is also referred to as the standard deviation of difference (SDD) or standard error of difference for replicate
measurements (SD replicates). The SDR is calculated to allow accurate estimation of the variation in an analytical method due to
both sampling, sample presentation, and analysis errors. The SDR can be used as a measure of precision for the reference analytic
method.

A2.3.7.2 The SDR is calculated using:

(A2.12)

A2.3.8 Offset Sensitivity:

A2.3.8.1 Also termed systematic variation or index of systematic variation (ISV), offset sensitivity is equal to the sum of all
regression coefficients. The larger the value, the greater is the sensitivity to particle size differences between samples or to the
isotropic (mirror-like) scattering properties of samples. The offset sensitivity is used to compare two or more equations for their
“blindness” to offset variation between samples. Equations with large offset sensitivities indicate that particle size variations within
a data set may cause wide variations in the analytical result.

A2.3.8.2 The ISV is calculated as:

k
ISV =73 b (A2.13)
2

A2.3.9 Random Variation Sensitivity:

A2.3.9.1 This statistic is also termed the index of random variation (IRV). Random variation sensitivity is calculated as the sum
of the squares of the values of all regression coefficients. The larger the value, the greater the sensitivity to factors such as: poor
wavelength precision, temperature variations within samples and instrument, and electronic noise. The higher the value, the less
likely the equation can be transferred successfully to other instruments.

A2.3.9.2 The IRV is calculated using the expression:

k
IRV =3 /b (A2.14)

A2.3.10 Standard Error of the Laboratory (SEL) for Reference Chemical Methods:
A2.3.10.1 The SEL can be determined by using one or more samples properly aliquoted and analyzed in replicate by one or
more laboratories. The average analytical value for the replicates on a single sample is determined as:

)
yi= ,-Zl Vi (A2.15)

A2.3.10.2 SEL is given by:

SEL= (A2.16)

where thel index represents different samples and jtiredex different measurements on the same sample.

A2.3.10.3 This can apply whether the replicates were performed in a single laboratory or whether a collaborative study was
undertaken at multiple laboratories. Additional techniques for planning collaborative tests can be founddn3Refie care must
be taken in applying Eqg. 2.3.16. If all of the analytical results are from a single analyst in a single laboratory, then the repeatability
of the analysis is defined as
\/? t(n (r — 1), 95 %) SEL, where t((r — 1), 95 %) is the Studentsvalue for the 95 % confidence level andr — 1) degrees
of freedom. If the analytical results are from multiple analysts and laboratories, the same calculation yields the reproducibility of
the analysis. For many analytical tests, SEL may vary with the magnitude of y. SEL values calculated for samples having different
y; can be compared by an F-test to determine if the SEL values show a statistically significant variation as a fungtion of y
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