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Standard Practice for

Bias Testing a Mechanical Coal Sampling System !

This standard is issued under the fixed designation D 6518; the number immediately following the designation indicates the year of
original adoption or, in the case of revision, the year of last revision. A number in parentheses indicates the year of last reapproval. A
superscript epsilonej indicates an editorial change since the last revision or reapproval.

1. Scope 3.2.2 confidence intervaln—a numeric interval with a

1.1 This practice presents sample collection and statisticaPwer limit and a higher limit within which the true parameter
evaluation procedures for testing mechanical sampling Syézalge is estimated to fall. Th_e confidence mterva] percentage
tems, subsystems, and individual system components for biakldicates the percentage of time the true value will fall within
It is the responsibility of the user of this practice to select thehe interval if the procedure is continuously repeated.
appropriate procedure for a specific sampling situation. 3.2.3 corpelahon, n—a measure of the linear dependence

1.2 This practice does not purport to define an absolute bia§etween paired system and reference measurements. Correla-
Bias defined by this practice is the difference between thdion frequently is expressed by the correlation coefficient,
population mean of the mechanical sampler test results and tighich can take a value from minus one (perfect negative linear
accepted reference value. relationship) to plus one (perfect positive linear relationship).

1.3 This standard does not purport to address all of the 3.2.4 delimitation error n—a material error that occurs
safety concerns, if any, associated with its use. It is thévhen all the elements in a cross section of a coal stream do not

responsibility of the user of this standard to establish appro-ave an equal probability of being intercepted (captured) by the
priate safety and health practices and determine the applicaSampler cutter during increment collection.

bility of regulatory limitations prior to use. 3.2.5 ellipsoidal region n—an area that is formed by plane
sections of ellipses that are defined by the values selected for
2. Referenced Documents the largest tolerable bias of each coal characteristic used in the
2.1 ASTM Standards: bias test. The region will be used to determine if the system is
D 121 Terminology of Coal and Coke biased.

D 2013 Method of Preparing Coal Samples for Anasis 3.2.6 Hotelling’s T? test n—a statistical test that is used to
D 2234 Practice for Collection of a Gross Sample of €oal evaluate multivariate data. It is the multivariate equivalent of
D 4621 Guide for Accountability and Quality Control in the the Student'd-test. _ _
Coal Analysis Laboratody 3.2.7 largest tolerable bias TB), n—an interval whose
D 4702 Guide for Inspecting Crosscut, Sweep-Arm, andUpper and lower bounds represent the limits of an acceptable
Auger Mechanical Coal Sampling Systems for Conform-bias.

ance with Current ASTM Standarls 3.2.8 mechanical sampling system—a single machine or
E 105 Practice for Probability Sampling of Materfals series of interconnected machines whose purpose is to extract
E 122 Practice for Choice of Sample Size to Estimate danechanically, or process (divide and reduce), or a combination
Measure of Quality for a Lot or Procéss thereof, a sample of coal.
E 456 Terminology Relating to Quality and Statistics 3.2.9 paired data setn—system and reference values ob-
E 691 Practice for Conducting an Interlaboratory Study toServed on samples collected and compared from the same batch
Determine the Precision of a Test MetRod of material.
3.2.10 reference samplen—a sample used in testing of a
3. Terminology mechanical sampling system which is comprised of one or
3.1 Definitions—For additional definitions of terms used in more increments collected from the test batch or lot of coal by
this practice refer to Terminologies D 121 and E 456. the stopped belt method as described in Practice D 2234.
3.2 Definitions of Terms Specific to This Standard: 3.211 reject streamn—the coal flow within a mechanical

3.2.1 bias n—the difference between the population meansampling system, which occurs at each stage of division, before

of the mechanical sampler test results and the accepte?nd after reduction, and is not included in the system sample.
reference value. 3.2.12 save streamn—the coal flow within a mechanical

sampling system which occurs at each stage of division, before
1 This practice is under the jurisdiction of ASTM Committee DO5 on Coal and and after reduction, and after the final stage of division
Coke and is the direct responsibility of Subcommittee D05.23 on Sampling. becomes the SyStem sample.
Current edition approved Jan. 10, 2000. Published April 2000. 3.2.13 statistical independencer—two sample values are

? Annual Book of ASTM Standaydebl 05.06. statistically independent if the occurrence of either one in no
2 Annual Book of ASTM Standardgol 14.02.
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way affects the probability assigned to the occurrence of theonditions, which prevailed during the test period. Variables
other. including, but not limited to, changes in the operation of the

3.2.14 surrogate samplen—a sample, used in the evalua- sampling system, the coal transfer operation, or the coal-
tion of a mechanical sampling system, which is comprised obampling characteristics can cause changes in test results;
one or more increments collected from a coal stream within théherefore, if system bias is unacceptable, correct the cause
mechanical sampling system in accordance with Practiceather than compensate for it.

D 2234, Conditions” A” or “B.” Such a sample may be 5.3 A single bias test may not provide a meaningful gener-

considered acceptable for evaluation of a mechanical samplinglized expectation of past or future system performance but an
system’s components, excluding the primary cutter, wherongoing testing program can. Such a program may be estab-
demonstrated to be equivalent to the reference sample. lished by mutual agreement of the interested parties.

3.2.15 system samplen—a sample collected from a test 5.4 Pairs of observed values used to draw conclusions
batch or lot of coal by the mechanical sampling system beingegarding bias are subject to sources of error other than
tested for bias. sampling. Valid conclusions are dependent upon the extent of

3.2.16 Walsh averagesn—given a series of observations bias, which may occur during sample handling, preparation,
(differences)xl, x2, ...xn, then (n + 1)/2 pair-wise averages and analysis; thus, the importance of carefully following
given by: ASTM standards for sample preparation, laboratory analysis,

i+ )2, 1=i=<j=n @) and the importance of exercising careful quality control, must
be emphasized.

5.5 In all cases, the test plan should approximate normal
s%tem operation and not be a source of bias itself. This is
especially critical when the sampling system batch processes
averages. They are as followel, x2, x3, (x1 +x2)/2, K1 + seSeraI c{)nsecutive increments Fz)it zgnyystage. In thisl,D case, the
x3)/2, and k2 + x3)/2. system samples should consist of all the coal from an entire
4. Summary of Practice batch.

4.1 This practice consists of procedures for Comparing 5.6 Since thIS practice inC|udes SeVeraI diffel’ent methOdS Of

material collected by mechanical sampling systems to refels@mple collection and statistical procedures, the procedures

ence or surrogate samples collected by alternate procedurt§ed for both sample collection and statistical processing must
from individual batches or lots of coal, numbered 1 throngh be chosen before the test is conducted. This does not preclude

in chronological order, providingy sets of samples. After Subjecting historical test data to alternate statistical procedures

collection, the test samples are prepared and analyzed usiffgf alternative purposes.
applicable ASTM test methods. For each measured characteé-
istic, a numerical difference in the measurements between the ) )
observed system value and the observed reference value is®-1 Sample Collection Devices .
calculated for each set of samples. Using the statistical proce- 6-1.1 Stopped-Belt Divider-A device similar to that illus-
dures described in this practice, the set of differences from thiFated in Fig. 1. The width between the divider plates must be
n sets is then examined for evidence of bias between thie same throughout the divider, and no less than three times
mechanical system and reference measurements. the nominal top size of the coal. Assure the width is sufficient,
4.2 This practice is based on matched-pair experimentéfnd the design of the mec_hanism adequate, to enable quick and
designs. The practice describes two procedures of sampfASY removal Qf all C(_)al lying on the conveyor belt between the
collection, paired increment and paired test batch, and twdivider plates, including very fine material. _
statistical procedures for assessing bias: nonparametric and6-1-2 Surrogate Reference Sample Collection Teels
parametric. The Wilcoxon signed rank test procedure is Epewcgs used to subsample mternal coal flows ofamechamc_:al
nonparametric test, assuming only symmetry of each of th&ampling system. These devices must be capable of extracting
univariate differences, the Hotelling® test is a parametric & full stream Type I-A-1 or I-B-1 increments (see Practice
test assuming multivariate normality of the differences, and th& 2234) from a mechanical sampling system stream of coal.

Student'st-test is a parametric univariate test assuming nor- 6-2 Sample Preparation Equipmentll bias test samples
mality of the differences. should be prepared using equipment as specified in Method

D 2013.

3.2.16.1 Discussior—As an example of Walsh averages,
assume one has three observations (differences) designated
x1, X2, andx3. There are then a total of 3(4)2 6 Walsh

Apparatus

5. Significance and Use

5.1 Itis intended that these procedures be used to provide anh Description of Test Procedures
estimate of the bias of a mechanical sampling system used to 7.1 Sample Collection
collect samples of coal. Mechanical coal-sampling systems are 7.1.1 This practice offers three basic test designs for bias
used extensively in industry for collecting samples while coaltesting of mechanical sampling systems. They are referred to as
is being conveyed or transported in various stages of produdhe paired increment, the paired test batch, and the intraphase
tion, shipment, receipt, and use. The bias of the samplingest designs. The basic distinguishing features of the designs
system, in the measurement of coal quality, can have signifiare given in 7.1.2.1-7.1.4.3.Warning—Collecting test
cant commercial and environmental consequences. samples on multistage sampling systems, or testing individual
5.2 Bias as determined by these procedures need not besgstem components or combinations of components on multi-
constant or fixed value and can reflect the bias only under thstage systems, by either paired increment or paired batch
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Note 1—The“x” dimension shall be no less than three times the nominal top size of the coal but of sufficient width to enable quick and easy removal

of all coal lying on the conveyor belt between the divider plates, including very fine coal.
FIG. 1 Bias Test Stopped-Belt Divider

experimental designs can result in atypical moisture losses 7.1.3 Paired Test Batch Design
because of a disturbance or disruption of routine operating 7.1.3.1 Test batch procedures involve collection of paired
conditions. Disturbance or disruption of routine operatingreference and system samples during a specific time or tonnage
conditions is generally related to one or more of the following:the sampling system is operated at predesignated routine
the time interval involved in extraction of increments, inter- operating settings. The reference sample may be composed of
ruption of internal flow within the sampling system, and one or more reference increments while the number of system
induced ventilation within the sampling system. Every effortprimary increments depends on the preselected sampling
must be made to minimize adverse effects of such factors.) system operating settings relative to the time or tonnage
7.1.2 Paired Increment Design interval.
7.1.2.1 Paired increment procedures involve the collection 7.1.3.2 The reference sample and mechanical system
of system increments and reference samples, which are pairedmple originate from the same test batch of coal.
for comparison purposes. Collect reference samples from the 7.1.3.3 Operate the sampling system at the operating set-
same area of the conveyor or as near as possible to the locatitings preselected for the test, the same for every batch.
where the corresponding sampling system’s primary incre- 7.1.3.4 Use a random sampling scheme developed accord-
ment(s) is extracted so a close physical association is createidg to the requirements of Practice E 105. A random start
Some variations of the test design can be collecting onéollowed by systematic selection of increments thereafter is
reference sample for each sampling system primary incremeiicceptable practice.
and bracketing the location from where the system’s primary 7.1.3.5 The paired test batch design often is used to test the
increment is withdrawn with two reference samples or if theoverall mechanical system.
system’s primary increments are normally batched through the 7.1.4 Intraphase Test Design
remainder of the sampling system. Another option may be 7.1.4.1 This testing pertains to obtaining the overall sam-
collecting multiple system primary increments within the pling system bias estimate by combining data from two or
bracket of reference samples. more separate test phases, one phase of which includes a
7.1.2.2 The paired increment experimental design requireseference sample. Each test phase obtains data on one or more
intermittent operation of the coal handling and samplingcomponents or subsystems. The data from the separate test
systems because of the need to stop the conveyor to remophases are statistically combined for an estimate of the overall
reference samples. system bias. This approach is useful when interruptions to the
7.1.2.3 Operating the sampling system under the control aampling system would impose an experimentally induced
system logic is the preferred practice. This procedure involvemoisture loss. The sampling system uses batch processing
operating under system logic until it initiates collection of ainstead of linear processing. This approach is also useful when
primary increment, then manually tripping the conveyor sys-tis necessary to diagnose the cause of a bias discovered by one
tem by pushing the stop button to shut it down. This techniquef the other test procedures.
requires that only the main Conveyor.ShUt dOW.n’ Whll.e the Note 1—Atypical two-phase test would include a paired increment test
sampling SYStem purges under the routine operating settlngs_ gfthe primary sample cutter, under static conditions, followed by a paired
system logic, and may or may not, shut down. System logiGest batch design (under normal operating conditions), using surrogate
timers should continue to operate without interruption. samples. Surrogate samples may be obtained during the per-increment
7.1.2.4 Collect reference increments using a systematipghase by extracting surrogate samples in the same manner, as they will be
collection scheme. collected during the batch phase.
7.1.2.5 The paired increment design can be used to test7.1.4.2 Phased testing takes advantage of the fact that
individual system components. mechanical coal sampling and on-line preparation is a linear



b D 6518

process and the overall results of this linear process can be 8.1.2 Obtain the layout of the associated coal handling
determined by separately investigating the individual partssystem including description of coal conveyor widths, belt
The data obtained from individual process parts is combinedpeeds, troughing idler angles, coal flow rates, availability, and
statistically to obtain an estimate of the overall systemgermissible conveyor stops and restarts.
performance. 8.1.3 Obtain complete sampling system operating informa-
7.1.4.3 The test data, from the separate phases, are cotivn, including sample cutter widths, sample cutter operating
bined by algebraically adding the mean differences and byntervals and velocities, sample extraction rates for each stage
obtaining an estimate of the overall standard deviation byfsampling, sample crusher product top sizes, accessibility for
summing the variances associated with each phase and takisgmple collection, and typical lot sizes. Identify adjustments
the square root. typically made to accommodate different lot sizes or other
7.2 Statistical Procedures-The matched pairs experimen- operating conditions. Sources of information can include
tal design of the test for bias reflects the underlying requiredesign parameters, or physical measurements, or both.
ments for meaningful as;essment of bias te.St data. This praptice ote 2—The condition of and operation of the sampling system can be
SUppO.rts both parametric and. no.nparamemc. prO.CEdureS.’ e"ltf;f termined before doing a bias test. It is recommended that the inspection
of which can encompass univariate or multivariate statisticale gone in accordance with Guide D 4702, by personnel familiar with the
analysis for assessment and interpretation of results, both @peration of the mechanical sampling system and knowledgeable in
which assume independence of individual differences. Th@STM standards.
d|st|nct.|on_ bgtween parametric and nonparametric _stapstlcal 8.1.4 Obtain a description of coals typically sampled. In-
analysis lies in the assumptions regarding the distribution o&

; . : o . ude the nominal coal top size, typical quality profiles of the
the populatlon of dlﬁerenqes: quametnc statistical analysis %est coal, and a description of the type of coal preparation, such
predicated on a normal distribution. ’ '

. . . as washed, crushed run-of-mine, or blended coal.
7:2.1 Wilcoxon Signed Rank Nonparametric Test, Nonpara- 8.2 Select Test ConditiorsMake the following decisions

metric Analysis—This test is based on creating a superset ofand selections before the test:

the population of differences by differencing every possible . . .
comgingtion of the observed di¥ferences an?j sortiﬁgpthem in 8'.2'1 Selection (.)f Test C_oa+ If coals ofdlffe_rentquahty are
ascending order. The median of this distribution is taken as thgvanable for use in the bias test, a selection of the specific
point estimate of bias. Two-sided confidence limits for univari-coal(s) ioThe uSed muSthe Imade Sheiore collsction Of test
ate and multivariate analysis for up to five variables aresamples. Effort_s shoulq be me_lde to keep the coal quality as
established based on the Bonferroni inequality, using Tablgons[sten't as Is practical during the tgst. The user of this
A2.12. Interpretation of the results depends on whether or ncﬁractlce is cautioned that a change in coal quality could

the confidence interval encompasses zero for the univariaf@va"date the statistical results and that bias can change with
oal quality.

case, and on whether or not the confidence interval of an on% . .
y 8.2.2 Selection of Analytical Test Parameters for the Test

of the variables encompasses zero in the multivariate case. ) e
7.2.2 Student's t and Hotelling’s 2lParametric Analysis- 8.2.2.1 Make the same analytical determinations on both the

The parametric method requires computation of the mean arf@ference and system samples. Use the observed values for
the standard deviation of the differences of the variable in_each of these_ coal characterlst_lcs to make mfe_rences concern-
question for the univariate case or of each of the variables fof’d System bias of the sampling system against the chosen
the multivariate case. The mean(s) are taken as the poiﬁrf‘:ference.Ablas test using this practice can be based on one or
estimate(s) of bias. The confidence interval for the univariat@'0re characteristics measured for the test comparison. As
case and the confidence regions for the multivariate case afa@ny as five coal characteristics can be used when testing for
established using the corresponding standard deviation arfi@S Using the statistical practices in 7.2.1.

Hotelling’s T? values. Interpretation of the results depends on 8-2.2.2 The greater the number of coal characteristics used
whether or not the confidence interval falls within the prede-n the statistical inference for a fixed number of paired data sets

termined tolerable bias region (see 8.2.3). the larger the confidence interval widths will be; thus, the user
7.2.3 Variance Addition for Intraphase Testntraphase should give consideration to limiting the number of coal

statistical analysis is conducted using Studettast for the characterlstlcs to _those which would yield a reasonable evalu-
paired difference between two means. Mean differences foRtion of the sampling system. Arguments can be made that only
each test phase are added to arrive at an overall medfftérminations of moisture and dry ash are necessary for
difference for the system. The estimated standard deviation §valuating bias of a sampling system, and that it is unlikely
the combined phases is obtained by addition of the correspon&ias of other coal characteristics would exist independent of
ing variances of the phase tests and taking the square rodtias of either moisture or dry ash.

Interpretation of the results depends on whether or not the 8.2.2.3 The specific coal quality characteristics to be used in

confidence interval encompasses zero. the bias test should be selected before the test.
o i 8.2.3 Selection of the Largest Tolerable Biaselect the
8. Organization and Planning largest tolerable bias limits (LTB) for the coal characteristics
8.1 Data Required to Plan Test that will be used in the statistical analysis, or review the width

8.1.1 Obtain information pertinent to operation of the me-of the confidence interval, or size of the confidence ellipsoid,
chanical sampling system so that detailed test procedures camd conclude if the test is sufficiently precise. Refer to the
be prepared. Annexes on statistical procedures for guidance.
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8.2.4 Selection of Sampler Operating Med&ampler op- samples are not adversely affected by the sample collection
eration and coal transfer rate should not change during thprocess (change in moisture, etc.). See Annex Al-Annex A3
course of the test. If the sampler has the ability to operate ifior additional information regarding the selection of test-batch
different modes (different lot sizes, tonnage rates, time or massize.
basis, and so forth), the user must select the mode or modes 0f8.2.10 Selection of Number of Reference Increments/
operation in which the sampler is to be tested. Samples per Test Batch of CeaBelect the number of refer-

8.2.5 Selection of Collection MethedUnder Section 7, the ence increments/samples per test batch. For a paired increment
user will need to select an increment collection method. Théest design this can be one or more increments such that the
methods listed and described in 7.1.2 and 7.1.3 are collectioi¢ference sample is collected nearby or brackets the region of

of paired data on an increment basis and collection of paire@oal from which the system’s increment(s) are to be obtained.
data on a test-batch basis. For a paired test-batch design, one or more reference incre-

8.2.6 Selection of Reference Method of Sample Collection MeNts can be collected during the chosen batch interval. In
Practice D 2234 lists several different methods for incremeng€neral, the fewer the number of increments per test batch, the
collection. Condition “A” (Stopped-Belt Cut), in which a full higher the variance of paired sample differences and the lower
cross-section of coal is removed from the stopped mairin€ power of the test for a given number of paired sets. For coal
conveyor belt, is considered the reference method and is trfglatively uniform within individual test batches, only one or
highest order of sampling methods available. For the purposVO reference increments might be adequate. For a coal with
of this practice, surrogate samples can be obtained frorRharacteristics highly variable within individual test batches, it

increments collected by methods other than stopping the maifi@y e necessary to take more reference increments from each

coal flow belt. Such surrogate samples, collected in accordandgSt batch. o
with Practice D 2234, Conditions “A” or “B” and when proven _ 8-2.11 Selection of Reference Sample Collection Times and
free of significant bias relative to reference samples may b&eparing a Collection Schedule

considered acceptable for evaluation of a mechanical sampling 8-2.11.1 Prepare a schedule for collection of reference
system’s components, excluding the primary cutter. increments from test batches before beginning the collection of

8.2.7 Selection of Statistical ProceduresSelect a statistical bias test samples.

procedure by which to evaluate the data from the bias test. Th 8.2.11.2 Thg reference increments shou_ld _be collected from
statistical procedures listed and described in Annex A2 are & e test batch interval such that all coal within that test batch

follows: Wilcoxon Signed Rank Nonparametric test (nonpara-'merval has an opportunity to be collected over the course of

metric), and Hotelling'sT? (parametric), and combined vari- the test. Selection of timing for collection of the reference
ance for intraphase tests. When there is only one coal charag@MPles must be by a random method.

teristic used for the test, then the Hotelling%is equivalentto ~ 8:2:11.3 Operate the mechanical sampling system continu-
the Student's-test. ously during the processing of each test batch. If the test batch

8.2 8 Selection of Number of Paired Data Setk the S2€. 1S smaller than a lot, consider operating the system

absence of information on the variance of differences of thecontinuously while processing several consecutive test batches.
8.2.11.4 The test batch interval should include only the

paired data sets, it is not possible to estimate, before the test, mulative time durina which coal is flowin

how many data sets are needed to detect a bias at the Iarg&I fing 9: :
tolerable bias (LTB) chosen for the test. Recognizing this lack -2.11.5 Precagtlon_s should be taken, in the g:hmce_ .Of
of information, it has been a common practice in the industr))ncrement collection times, that test sample.collectlon mini-
to initially collect between 20 and 40 sets of data, with themaIIy affects the coal flow through the_sampllng system.
actual number being determined by perception of the variabil- 8'2'1_1'6 Samples co_llected f_or a bias test Sh.O.UId “be" col-
ity of the coal and the use to be made of the test results. At ank(?c,,ted in accordance with Practice D 2234 (Conditions” A” or
time during the test, analysis of current data collected can® ): . . .

enable the user to determine if additional data sets are needed®-3 General Sample HandlirgAs rapidly as possible, all

to reach specified test precision. Alternatively, if information istest ??mp'es .ShOUId be sealed In moisture proof containers,
available on the sampling variance, or on the variance oEe”,t'f'?d’ weighed, and store_d in a protected area before
differences of similarly collected paired samples from the tes eginning the next test batph interval. Spme qqals are more
coal or similar coals, the information can be used to optimize's.usceptlble to oxidation, Wh'ch may require additional precau-
test design. Using such information, Practice E 122 can blONS Such as vapor and gas impervious storage containers.

helpful in planning the number of paired data sets. NoTe 3—Any unaccounted for moisture change in the test samples, that
8.2.9 Selection of Test Batch Siz&Select the batch size of results from collection and handling, will show up as either an under or

coal that will be used for the data sets. For the paired incremerfiver-estimates of any moisture difference attributed to the sampling

test design, this can be the region of coal on the conveyor fromy Stem-

which the reference and system sample increments are to be8.3.1 Preparation of Test Samples

collected. For a paired test-batch design, this can be based on8.3.1.1 Minimum final masses (after preparation), which

time or tonnage. In either test design, the batch size should beonform to the limits specified in Method D 2013 are recom-

approximately the same throughout the entire test period. Teshended. It is recognized that this will not be possible in all

batch size should take into consideration the mass of retainezhses with the system sample. Samples with masses less than

system sample and the necessity to ensure that small retaindtbse specified in Method D 2013 shall only be used by mutual
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agreement of the interested parties. It must be recognized that8.3.2.4 Laboratory record keeping and quality control prac-

the use of system sample masses, which substantially are lefises shall be in accordance with Guide D 4621. Record and

than those recommended can decrease the ability of the testeport the results of all analytical determinations on each test

detect a bhias or cause false detection of bias. Small sampsample.

masses could be detrimental especially to the determination of 8.4 Information to Be Obtained and Reported

moisture bias if the samples are not handled with special care 8.4.1 A log of test sample collection activities during

to preserve moisture. sample collection should be kept. Include the following infor-
8.3.1.2 Reweigh all reference increments, all referencenation:

sieve increments, and all system samples before combining, 8.4.1.1 Weather conditions, including temperature and state

crushing, or dividing. List each weight in the bias test report.of precipitation.

/8.3.1.3 Multiple reference samples, collected during a g4.1.2 Date, starting and ending time of the collection of
single test batch, can be physically composited, prepared, anghch test sample.
analyzed or individually prepared and analyzed, and the g4 1.3 The weight and number of increments comprising
weighted average analysis result of the individual samples useghchy test sample shall be recorded. It is recommended that all

as the reference value. _test samples be weighed before and after preparation to
8.3.1.4 Sample preparation can be performed wholly or in,qnitor preparation losses.

part either at the test site or at the testing laboratory. In either g 4 1 4 |gentification of responsible personnel involved in
case, the sample preparation procedures shall be consistgpt tegt sample collection process.
with all test samples subject to conditions imposed by Practice 8.4.1.5 Ageneral description of the origin and identification

D 2234 and Method D 2.013' . . of the coal used during the test for bias.

8.3.1.5 Measure and include in the total moisture result the 8.4.1.6 Date, time, and description of failures of mechanical
moisture condensation adhering to the interior of the Samplgarﬁpllir;g equip,ment’or coal-handling equipment, and duration
containers used for transporting and storing samples. of downtime '

8.3.2 Laboratory Analysis of the Test Samples - . . .
8.3.2.1 Use consistent procedures for laboratory analysiau?i's'él{;e[t)sg’f”pt'on of the sampling system and its operation

throughout the test for bias. 8418 D . ¢ desi | llecti |
8.3.2.2 Every effort should be made to analyze the test =~ ™ escription oftest design, sample collection, sample
andling, and statistical methods used for the test.

samples quickly to avoid deterioration of the test samples as X
result of lengthy storage time. 8.4.1.9 Analytical test results on each sample.

8.3.2.3 All test samples from a test batch shall be concur- 8-4.1.10 Results of all statistical analysis.
rently processed and analyzed. The purpose is to minimize
introducing systematic error resulting from differences in9- Keywords
treatment during preparation and analysis. 9.1 coal sampling; mechanical sampling; statistical analysis

ANNEXES
(Mandatory Information)
Al. COLLECTION OF REFERENCE SAMPLES

Al.1 Reference Samples TABLE Al.1 Schedule for Collection of Stopped-Belt Increments

Al.1.1 A stopped-belt sample provides the best possible Nore 1—Test batch intervak 60 min
reference sample and is the accepted method for bias test Stopped-belt increments per test batet8
reference sample collection. k = 60/3 = 20 min

acceptable to take two reference increments that bracket the
area from which the sampling system’s primary increment will
be withdrawn. When two or more reference increments are
collected per belt stoppage, they should be collected simulta-

neously to minimize moisture differences between the two

samples. Reference samples can be collected from a physicalA1.1.3 It is important that reference increments be collected
location upstream or downstream of the primary sample cutterapidly, without delay, and that coal-handling conveyors are
of the mechanical sampling system. shut down and coal flow stopped during as short a time interval

. U = 2(20) = 40
Al.1.2 One or several reference increments can be collected (29)

per test set (see Table Al.1). If more than one reference TestBatch Random No. T E Ts
increment is collected, the system samples can be comparedto 1 16 8.0 28.0 48.0
. .. . . 2 37 18.5 38.5 58.5
each individual reference increment or to the weighted average 3 9 1.0 210 210
composite value of the combined reference increments. It is 4 35 175 375 57.5
5 26 13.0 33.0 53.0
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as is practical when moisture is being tested as one of the cofdeder. Surrogate samples can be collected from primary

characteristics. increment streams, as well as from other system sample
Al1.1.4 If the location of the collection of reference incre- streams.

ments is exposed to the environment, do not collect reference o1 2 2 The mass of each surrogate increment should be in

samples during precipitation or strong Wlnds_whl_ch potentially,--ordance with Practice D 2234, Conditions* A” or “B.” Each

could cause sample loss or sample contamination. surrogate increment should consist of a complete cross section

Al1.2 Surrogate Samples of the flowing coal stream. Care must be taken to minimize the

A1.2.1 A surrogate sample is composed of one or mor‘%effects of surrogate sampling on components downstream of

increments collected from a coal stream within the mechanicap'e sbampllr(ljg point. fS_ee Practice Dh'22r134 for gtijldzr}ce on thed
sampling system. In bias testing, the surrogate samples nofmber and mass of increments, which are needed for second-

mally are extracted from a coal stream at the discharge of 87 increment collection.

A2. STATISTICAL PROCEDURES

A2.1 Nonparametric Statistical Procedure TABLE A2.2 Observed Dry Ash Values
A2.1.1 As many as five coal characteristics can be used Above(+)
hen testing for bias by this procedur Meon Belonc)
wnen testng 10 as . y S proceaure. . SB Ref System Sys-Ref Median ~ Run No.
A2.1.2 Step +-As illustrated by the example in Tables T 8o 889 003 ~ 1
A2.1-A2.3, tabulate the reference observations and system 2 822 8.28 0.06 + 2
observations for all coal characteristics. Then, compute and 3 890 9.09 0.19 + 2
tabulate the individual differences between reference and e oo P o . :
system values for each test batch as shown in the columns of 6 903 0.03 0.00 5
the tables. In computing differences, subtract each reference ; 2-% g-;{la 8-2(16 - 2
value from each corresponding system value, retaining the sign 9 871 889 o015 N 6
of the result. Compute the sample average of the reference 10 853 8.58 0.05 - 7
values, the sample average of the system values, and the E g-gg g-gg -g-gz - ;
sample average of the differences for eac_h g:oal characteristic. 13 816 6.38 0.22 . 8
A2.1.3 Step 2—For each coal characteristic, arrange the 14 849 8.47 -0.02 - 9
differences in ascending order, as illustrated in Table A2.4. ig gg g-gg g-ég + 18
. . . . . +
Determine the sample median value. When there are an odd
number of differences, the median is the« 1)/2" ordered  sample Average 8.629 8.683 0.053
difference. When there are an even number of differences, the
median is the average of tné2™" difference and then(+ 2)/2"
difference. For the example illustrated in Table A2.4, the TABLE A2.3 Observed Dry Sulfur Values
sample median for each characteristic is the average of'the 8 Above(+)
and 9" differences. Mech Below(-)
. SB Ref System Sys-Ref ~ Median  Run No.
A2.1.4 Step 3—Prepare a graph of the differences by Y Y
1 2788 2.790 0.002
2 2.858 2.895 0.037 + 1
TABLE A2.1 Observed Moisture Values 3 2.703 2.705 0.002
4 2690 2.685 -0.005 - 2
Above(+) 5 2688 2.740 0.052 + 3
Mech Below(-) 6  2.698 2.700 0.002
SB Ref System Sys-Ref ~ Median  Run No. 7 2.805 2.805 0.000 _ 4
1 5.66 5.66 0.00 + 1 8 2.843 2.855 0.012 + 5
2 9.22 9.29 0.07 + 1 9 2.673 2.655 -0.018 6
3 852 8.52 0.00 + 1 10 2705 2.700 -0.005 - 6
4 9.00 8.75 -0.25 - 2 11 2.745 2.740 -0.005 - 6
5 8.47 8.38 -0.09 - 2 12 2.630 2.605 -0.025 - 6
6 846 8.62 0.16 + 3 13 2.850 2.875 0.025 + 7
7 926 9.28 0.02 + 3 14 2890 2.905 0.015 + 7
8 9.24 9.49 0.25 + 3 15 2.758 2.775 0.017 + 7
9 858 8.44 ~0.14 - 4 16 2788 2.790 0.002
10 5.85 5.80 -0.05 + 5
11 6.15 5.77 -0.38 — 6 Sample Average 2.757 2.764 0.007
12 9.03 9.01 -0.02 + 7
13 9.68 9.40 -0.28 - 8
14 11.25 10.08 -1.17 - 8 . o . .
15 941 9.20 -0.21 - 8 consecutive test batch number, beginning with the first batch,
16 5.75 5.66 -0.09 - 8

and ending with the™ batch. Plot the sample median of the
Sample Average  8.346 8209  —0.136 differences as a straight line across the graph.
A2.1.5 Step 4 Test for Independent Differene€fo draw
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TABLE A2.4 Ordered Sample Differences TABLE A2.5 Significance Values for Number of Runs
Moisture Dry Ash Dry Sulfur p=1
1 -117 —0.11 ~0.025 ek hu MM hu M.l hu
2 -0.38 -0.07 -0.018 3,5 3~ 9,10 7,14 13,18 12,20
3 -0.28 -0.04 -0.005 3,6 3~ 9,11 7,14 13,19 12,21
4 -0.25 -0.03 —0.005 3,7 3- 9,12 8,15 14,14 11,19
5 -0.21 -0.02 —-0.005 4,4 3,7 9,13 8,15 14,15 11,20
6 -0.14 0.00 0.000 45 3,8 9,14 8,16 14,16 12,20
7 -0.09 0.01 0.002 4,6 4,8 10,10 7,15 14,17 12,21
8 -0.09 0.05 0.002 4,7 48 10,11 8,15 14,18 12,21
9 -0.05 0.06 0.002 48 4 10,12 8,16 14,19 13,22
10 -0.02 0.08 0.002 55 4,8 10,13 9,16 14,20 13,22
1 0.00 0.08 0.012 5,6 4,9 10,14 9,16 15,15 12,20
12 0.00 0.12 0.015 5,7 4,9 10,15 9,17 15,16 12,21
13 0.02 0.15 0.017 5,8 4,10 11,11 8,16 15,17 12,21
14 0.07 0.16 0.025 5,9 5,10 11,12 9,16 15,18 13,22
15 0.16 0.19 0.037 6,6 4,10 11,13 9,17 15,19 13,22
16 0.25 0.22 0.052 6,7 5,10 11,14 9,17 15,20 13,23
6,8 5,11 11,15 10,18 16,16 12,22
Median -0.070 0.055 0.002 6,9 5,11 11,16 10,18 16,17 13,22
6,10 6,11 11,17 10,18 16,18 13,23
7,7 5,11 12,12 9,17 16,19 14,23
7,8 5,12 12,13 10,17 16,20 14,24
i . . 7,9 6,12 12,14 10,18 17,17 13,23
inference about system bias correctly using the procedures of 10 6,12 12,15 10,18 17,18 14,23
this practice, the sample differences must be independent11 6,13 12,16 11,19 17,19 14,24
When the hypothesis of independence is rejectable, the proce%sé2 rs 1217 119 1720 1424
) . » HiE , 6,12 12,18 11,20 18,18 14,24
used to draw inference about bias can be suspect or viewed a» 6,13 13,13 10,18 18,19 15,24
|nconc|us|ve 8,10 7,13 13,14 10,19 18,20 15,25
. 8,11 7,14 13,15 11,19 19,19 15,25
A2.1.5.1 Determine the number of rung for each charac- 55 714 13.16 1120 19.20 1526
teristic by first subtracting the sample median value found in9.9 7,13 13,17 11,20 20,20 16,26
Step 2 from each difference. If the result is positive, record A gend:
plus sign, and if negative record a minus sign, as illustrated by, ~ - umber of coal characteristics tested,
the columns of Tables A2.1-A2.3. Ignore differences equal ton, = number of fewest like signs,
the median. Runs are sequences of values all above the mediafy, ~ number of most like signs,

L . .. . = lower significance value, and
as indicated by a series of positive signs, or all below the, _ e S%niﬁcance value.

median, as indicated by a series of negative signs. After the

number of runs has been determined, count the number of

positive signs and the number of negative signs. unknown, include the following statement in the bias test
A2.1.5.2 When there are not an equal number of positiveeport:

and negative signs, let, denote the smallest number of like It might prove useful to undertake investigations to deter-

signs (all positive or all negative), and Igt denote the largest mine a cause (or causes) for the apparent lack of independence

number of like signs. Observe that often the number of positivef the differences.

and negative signs will be equal, in which case set Iogthnd A2.1.5.5 For the illustrative data of Tables A2.1-A2.4, using

n, equal to the common number of like signs. Tables A2.5-A2.9, use of the procedure gives:
A2.1.5.3 Letp denote the number of coal characteristics r n n, I u

used in the bias test. For each coal characteristic, obtain the MO‘S;‘;LG 180 g g g ig

lower and upper significance valuésand u from Tables Dry sulfur 7 6 6 2 10

A2.5-A2.9 using the appropriate valuesmfandn,. If, for any
tested coal characteristic:
r<lorr>u
the data fails the test for independent differences and o
concludes there is evidence the individual differences are n
independently distributed. In all such cases in which the dat%
;a;gfet:g;?si;fgéngzgiggfpé;cl)frfﬁrences, include the fOIIOngThen calcuIaFe th.e following (n — 1)/2 different averages of
. . . . two observations:

There is evidence the series of differences between reference
and system measurements are not independent; therefore, it is (X1 +%)/2, (% + X2, ooy (Xy + X)/2 (A2.1)
possible the conclusions reached below about system bias areinclude thesen (n — 1)/2 averages with the originai
not correctly drawn because the assumptions made for theifferences, yielding a total off = n (n + 1)/2 values, which
statistical test procedure are not fulfilled. are the Walsh Averages. Next, sort the Walsh Averages low to

A2.1.5.4 When it is believed the reason is known why thehigh, and index them consecutively by order. Table A2.10
measurements are not independent, state what is known in tlilkistrates sorted Walsh Averages for the 16 moisture differ-
bias test report. If the cause of lack of independence ignces given in Table A2.1.

For each of the coal characteristics given in the illustration,
the number of runs falls between the lower and upper points of
naignificance; thus, there is insufficient evidence to conclude the
0qbservations within each series are not independent.
A2.1.5.6 For each coal characteristic, denote the individual
ifferences for then test batches of coal by, X5, ..., X%, ..., %,
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TABLE A2.6 Significance Values for Number of Runs TABLE A2.7 Significance Values for Number of Runs
p=2 p=3

Ny,Ny Lu ny,n, Lu Nny,N, Lu Nnq,n, Lu Nny,n, Lu Ny, N, Lu
3,5 2,— 9,10 6,15 13,18 11,21 3,5 - 9,10 6,15 13,18 10,22
3,6 3- 9,11 7,15 13,19 11,22 3,6 —-= 9,11 6,15 13,19 11,22
3,7 3- 9,12 7,15 14,14 10,20 3,7 3- 9,12 7,16 14,14 10,20
4,4 3- 9,13 7,16 14,15 10,21 4,4 - 9,13 7,16 14,15 10,21
4,5 3- 9,14 8,16 14,16 11,21 4,5 3,8 9,14 7,17 14,16 10,22
4,6 3,8 10,10 7,15 14,17 11,22 4,6 3—- 10,10 6,16 14,17 11,22
4,7 3,8 10,11 7,15 14,18 11,22 4,7 3- 10,11 7,16 14,18 11,22
4,8 4, 10,12 8,16 14,19 12,22 4,8 3- 10,12 7,17 14,19 11,23
55 3,9 10,13 8,17 14,20 12,23 55 39 10,13 7,17 14,20 12,23
5,6 49 10,14 8,17 15,15 11,21 5,6 3,10 10,14 8,17 15,15 10,22
57 4,9 10,15 8,17 15,16 11,22 57 4,10 10,15 8,18 15,16 11,22
5,8 4,10 11,11 8,16 15,17 12,22 5,8 4,10 11,11 7,17 15,17 11,23
5,9 4,11 11,12 8,17 15,18 12,23 59 4,— 11,12 8,17 15,18 11,23
6,6 4,10 11,13 8,18 15,19 12,23 6,6 4,10 11,13 8,18 15,19 12,24
6,7 4,11 11,14 9,18 15,20 13,24 6,7 4,11 11,14 8,18 15,20 12,24
6,8 4,11 11,15 9,18 16,16 12,22 6,8 4,11 11,15 9,19 16,16 11,23
6,9 5,12 11,16 9,19 16,17 12,23 6,9 4,12 11,16 9,19 16,17 12,23
6,10 5,12 11,17 10,19 16,18 12,24 6,10 5,12 11,17 9,19 16,18 12,24
7,7 4,12 12,12 8,18 16,19 13,24 7,7 4,12 12,12 8,18 16,19 12,24
7,8 5,12 12,13 9,18 16,20 13,24 78 5,12 12,13 8,19 16,20 13,25
7,9 5,13 12,14 9,19 17,17 12,24 7,9 5,13 12,14 9,19 17,17 12,24
7,10 6,13 12,15 9,19 17,18 13,24 7,10 5,13 12,15 9,20 17,18 12,25
7,11 6,13 12,16 10,20 17,19 13,25 7,11 5,14 12,16 9,20 17,19 13,25
7,12 6,13 12,17 10,20 17,20 14,25 7,12 6,14 12,17 10,20 17,20 13,26
8,8 5,13 12,18 10,20 18,18 13,25 8,8 5,13 12,18 10,21 18,18 13,25
8,9 6,13 13,13 9,19 18,19 14,25 8,9 5,14 13,13 9,19 18,19 13,26
8,10 6,14 13,14 10,19 18,20 14,26 8,10 6,14 13,14 9,20 18,20 14,26
8,11 6,14 13,15 10,19 19,19 14,26 8,11 6,15 13,15 10,20 19,19 14,26
8,12 7,15 13,16 10,20 19,20 14,26 8,12 6,15 13,16 10,21 19,20 14,27
9,9 6,14 13,17 11,21 20,20 15,27 9,9 6,14 13,17 10,21 20,20 14,28
Legend: Legend:
p = number of coal characteristics tested, P number of coal characteristics tested,
n, = number of fewest like signs, n, = number of fewest like signs,
n, = number of most like signs, n, = number of most like signs,
I = lower significance value, and / lower significance value, and

u = upper significance value. u upper significance value.

A2.2 Interpretation of Nonparametric Results and

A2.1.6 Step 5—Determine the point estimate of the bias and Adequacy of Data
the confidence interval. A2.2.1 Concluding statements for the test are made as

A2.1.6.1 The point estimate of the bias is the median of thdollows:
w (Walsh Averages). livis an odd integer, the median is tive ( A2.2.1.1 Statement A-If a chance error which, before the
+ 1)/2" ordered value. Ifvis an even integer, the median is the test had a maximum probability of occurring equal to no more
average of th@vlzth value and thev(l + 2)/2h value. For the than about 1 in 20, did not ocCcur, biases of mechanica”y
illustrative data of Table A2.1Gy is the even integer 136; thus, collected samples against reference samples lie within the
the median is the average of the 138/2r the 64" value, closed intervals given below.

which is —0.090, and the (136 + 2§2or 69" value, which is goistui:e td (?) = B(rz) = Ua(m;
also —0.090. Therefore, the median and point estimate of the &> witn other raracteriad ;)S;ad%( 3) = Uy (da)

bias is —0.090.

A2.1.6.2 The confidence interval is given as the closedre
interval [Ly, Ugl, where:

wherep(m) andB(da) denote moisture bias and dry ash bias,

spectively.

Use Statement B or Statement C (below), as appropriate.

Ly = thedth smallest value of the Walsh Averages and A2.2.1.2 Statement B-The confidence interval for each

Uy = thedth largest value of the Walsh Averages. coal characteristic includes the value zero; thus, this test offers
A2.1.6.3 The value ofl is read from Table A2.11 using the nsufficient evidence to reject a hypothesis of no bias of system

appropriate values aof, the number of test batches, apdhe  samples against reference samples.

number of coal characteristics tested. Using the illustrative data A2.2.1.3 Statement &-The confidence interval(s) for (in-

of Table A2.10, moisture, dry ash, and dry sulfur were testegert here the name of one or more characteristics) does not (do

with 16 batches of coal; thup = 3, n = 16, and the table not) cover the value zero; thus, there is evidence of bias of

value of d is the integer 22. Therefole, is the 22nd value of mechanical system samples against reference samples. The

Table A2.10 or —0.265, andgisthe h (n+ 1)/ + 1 —-d = sample estimate of the bias is (report the point estimate(s) as
115th value or 0.035. The closed confidence interval fordetermined by A2.1.6.1).
moisture then is [-0.265, 0.035]. A2.2.2 For the example test data given in Tables A2.1-A2.3,
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TABLE A2.8 Significance Values for Number of Runs TABLE A2.9 Significance Values for Number of Runs
p=4 p=5

Ny,Ny Lu ny,n, Lu Nny,N, Lu Nnq,n, Lu Nny,n, Lu Ny, N, Lu
3,5 - 9,10 6,15 13,18 10,22 3,5 - 9,10 6,15 13,18 10,22
3,6 - 9,11 6,16 13,19 10,22 3,6 - 9,11 6,16 13,19 10,23
3,7 - 9,12 6,16 14,14 9,21 3,7 -= 9,12 6,16 14,14 9,21
4,4 - 9,13 7,16 14,15 10,21 4,4 - 9,13 7,17 14,15 9,22
4,5 -8 9,14 7,17 14,16 10,22 45 -9 9,14 7,17 14,16 10,22
4,6 3- 10,10 6,16 14,17 10,22 4,6 3—- 10,10 6,16 14,17 10,23
4,7 3- 10,11 7,16 14,18 11,23 4,7 3- 10,11 6,17 14,18 10,23
4,8 3- 10,12 7,17 14,19 11,23 4,8 3- 10,12 7,17 14,19 11,23
55 3,9 10,13 7,17 14,20 11,24 55 39 10,13 7,18 14,20 11,24
5,6 3,10 10,14 8,18 15,15 10,22 5,6 3,10 10,14 7,18 15,15 10,22
5,7 3,10 10,15 8,18 15,16 10,23 57 3,10 10,15 8,18 15,16 10,23
5,8 4,— 11,11 7,17 15,17 11,23 5,8 3- 11,11 7,17 15,17 11,23
5,9 4,— 11,12 7,18 15,18 11,24 59 4,— 11,12 7,18 15,18 11,24
6,6 3,11 11,13 8,18 15,19 11,24 6,6 3,11 11,13 7,18 15,19 11,24
6,7 4,11 11,14 8,19 15,20 12,24 6,7 4,11 11,14 8,19 15,20 12,25
6,8 4,12 11,15 8,19 16,16 11,23 6,8 4,12 11,15 8,19 16,16 11,23
6,9 4,12 11,16 9,19 16,17 11,24 6,9 4,12 11,16 8,20 16,17 11,24
6,10 4,12 11,17 9,20 16,18 12,24 6,10 4,— 11,17 9,20 16,18 11,24
7,7 4,12 12,12 8,18 16,19 12,25 7,7 4,12 12,12 8,18 16,19 12,25
7,8 4,12 12,13 8,19 16,20 12,25 7,8 4,13 12,13 8,19 16,20 12,25
7,9 5,13 12,14 8,19 17,17 12,24 7,9 5,13 12,14 8,20 17,17 11,25
7,10 5,13 12,15 9,20 17,18 12,25 7,10 5,14 12,15 9,20 17,18 12,25
7,11 5,14 12,16 9,20 17,19 12,25 7,11 5,14 12,16 9,21 17,19 12,26
7,12 5,14 12,17 9,21 17,20 13,26 7,12 5,14 12,17 9,21 17,20 13,26
8,8 5,13 12,18 10,21 18,18 12,26 8,8 5,13 12,18 9,21 18,18 12,26
8,9 5,14 13,13 8,20 18,19 13,26 8,9 5,14 13,13 8,20 18,19 13,26
8,10 5,14 13,14 9,20 18,20 13,27 8,10 5,14 13,14 9,20 18,20 13,27
8,11 6,15 13,15 9,21 19,19 13,27 8,11 6,15 13,15 9,21 19,19 13,27
8,12 6,15 13,16 10,21 19,20 14,27 8,12 6,15 13,16 9,21 19,20 13,28
9,9 6,14 13,17 10,22 20,20 14,28 9,9 5,15 13,17 10,22 20,20 14,28
Legend: Legend:

p = number of coal characteristics tested, p = number of coal characteristics tested,

n, = number of fewest like signs, n, = number of fewest like signs,

n, = number of most like signs, n, = number of most like signs,

I = lower significance value, and / = lower significance value, and

u = upper significance value. u = upper significance value.
the concluding statements are as follows: reference increments per test batch, or employing some other

A2.2.2.1 If a chance error with a maximum probability means to reduce the variance of differences between the
before the test of no more than about 1 out of 20 of occurringyeference and system measurements should be evaluated if the

did not occur, biases of mechanically collected samples againgforementioned situation does occur and complicates the
reference samples lie within the closed intervals given belowgyajuation process.

Moisture —-0.265= B(m) = 0.035 ) o
Dry ash -0.020< p(da) < 0.120 A2.3 Parametric Statistical Procedures
Dry sulfur —0.005= B(dsg) = 0.020

A2.3.1 The statistical procedures produce, in effect, a list of
where 3(m), B(da), and B(ds) represent moisture, dry ash, all bias values that are plausible given the experimental bias
and dry sulfur biases, respectively. test data. This list is in the form of a one-dimensional
A2.2.2.2 The confidence interval for each coal characteristiconfidence interval if only one characteristic is selected. If
includes the value zero; thus, this test offers insufficientseveral characteristics are selected, the list is in the form of an
evidence to reject a hypothesis of no bias of system samplesdimensional confidence region. This confidence interval or
against reference samples. region can be checked against a largest tolerable bias (LTB)
A2.2.3 It can turn out that one or more confidence intervalgnterval or region, which represents what is acceptable to both
given by Statement A of A2.2.1.1 will be too wide for the test producer and consumer, and which may be agreed upon before
to be useful. For example, if the closed interval for moisturethe bias test is performed.
turns out to be [-0.450, +0.115], whereas a moisture bias of A2.3.2 Using Student’s t-Statistic for Bias Test Data
—0.40, is of practical significance, one will conclude there is aStudent’st-statistic may be used to quantify the uncertainty in
need to reduce the width of the confidence interval. Note thabias tests when only one quality parameter, for example, ash,
the width of the interval is inversely proportional (approxi- sulfur, Btu, specific size fraction, and so forth is measured. A
mately) to the square root of the number of paired differencesconfidence interval is constructed for the unknown bias that
If the variance of paired differences is so large that it is notsummarizes all the information contained in the bias test data
economically feasible to reduce the width of the confidencepairs. The following steps outline the procedure.
interval sufficiently by continuing the test, one might be able to A2.3.2.1 Before performing the bias test, all interested
repeat the test under more favorable conditions. Taking morparties should agree to an interval whose upper and lower

10
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TABLE A2.10 Sorted Walsh Averages for Moisture lllustrative and economic considerations. If the bias can be reasonably
Data shown to fall within the LTB interval, the sampling system will

; —(l)-%;g 22 —8-132 gg —8-82(0) 182 8-88(0) be considered to be practically unbiased. For the bias test to
3 078 37 o185 71 0070 105 0000 have a chance to lead to the cc_)rrect ac_tlo'n, it is important that
4 0710 38  -0.180 72 0070 106  0.010 the LTB interval accurately define the limits of an acceptable
2 -8-222 4318 -g-gg ;i -8-8;8 18; g-gig bias. An LTB that is too wide will increase the chances of
7 0630 41 0170 75 _0070 109 0010 aIIo_wmg a senously biased samphryg ;ystem to go uncorrected,
8  -0630 42  -0.165 76 -0.065 110  0.020 while an LTB that is too narrow will increase the chances of
13 —g-g;g ji —g-igg ;; —8-828 ﬁ; 8'822 making unnecessary sampling system modifications. Once the
11 0585 45  —0.150 79 005 113 0035 LTB is chosen, it should not be revised after the data is
12 -058 46  -0.150 80  -0.055 114  0.035 collected just so the sampling system can be declared accept-
13 -0575 47  -0.150 81  -0.050 115  0.035 able.

14 —-0.550 48 -0.140 82 —0.045 116 0.035 . . .

15  -0505 49  -0140 83  -0045 117 0045 A2.3.2.2 Letx(i) represent the quality of thig reference

16 -0460 50  -0.140 84 0045 118  0.055 (stopped-belt) increment ang(i) represent the quality of the
booosme s g% ooe s oo system sample and () = x,) —x (i) the corresponding

19 -0.315 53 -0.130 87 -0.035 121 0.070 dlﬂjerence, fori = 1, 2, ...,n.Wherte |S. the number of Sample

20 -0295 54  -0125 88  -0.035 122  0.080 pairs. Calculate the following statistics:

21 -0280 55  -0.125 89  -0035 123  0.080

22 0265 56  -0.115 90  -0.035 124  0.080 L

23 0260 57 -0115 91 -0025 125  0.080 oo xdi

24 -0.250 58 -0.115 92  -0.025 126 0.090 d=—7 (A2.2)

25 0245 59  -0.115 93  -0.025 127  0.100

26 -0.235 60 -0.110 94 -0.020 128 0.115 n _

27 -0235 61  -0105 95 -0.015 129  0.115 > d(i)? —nd?

28 -0230 62  -0.105 9  -0.015 130  0.125 -t (A2.3)

29 -0.215 63 -0.105 97 -0.010 131 0.125 (n— 1) ’

30 -0210 64  -0.095 98  -0010 132  0.135

31 0210 65  -0.095 99  -0010 133  0.160 §= (A2.4)

32 -0.200 66 —0.090 100 -0.010 134 0.160 \/ﬁ

33  -0195 67  -0.090 101 0000 135  0.205 i i , ,

34 0190 68  -0.090 102 0.000 136  0.250 A2.3.2.3 Hered is the estimated bias and mean difference

between the reference and system samgfeis, the estimated
variance of these differences (the square root of?) is the

TABLE A2.11 Counting Value d estimated standard deviation of the differences, ansl the
n p=1 p=2 p=3 p=4 p=5 estimated standard deviation of the mean differethds; also
10 9 6 5 4 4 is referred to as the estimated standard error of the mean
1 1 9 7 6 6 differenced.)
12 14 1 10 9 8 A2.3.2.4 Calculate either the 95 or the 99 % confidence
13 18 14 12 11 10 ) 3.4 0
14 22 18 16 14 14 interval:
15 26 21 19 18 17 _
16 30 25 22 20 18 d*ton1S (A2.5)
17 35 29 26 24 22 . L . , .
18 a1 a4 31 o8 26 where a is the univariate risk that the confidence interval
19 47 39 36 33 31 does not cover the unknown level of bias, (&)}100 % is the
» o s pis - > percent confidence interval— 1 is the value of the degrees of
2 67 58 53 49 47 freedom of the estimate, ands read from a table of Student’s
23 74 64 59 56 54 t.
24 82 72 66 63 60 . . .
P 90 29 74 20 &7 A2.3.2.5 Compare the calculated confidence interval with
26 98 87 81 77 74 the LTB interval. There are three possible results:
o o Ipos ot - o (a) If the confidence interval falls entirely within the LTB
29 126 114 107 102 99 interval declare the bias to be negligible and the sampling
30 137 124 116 111 108 system acceptable_
31 147 134 126 120 117 . . . .
32 159 114 136 130 197 (b) If the confidence interval falls entirely outside the LTB
33 170 155 147 141 137 interval, declare the bias nonnegligible and the sampling
34 182 166 158 151 147 System unacceptable
35 195 178 169 162 158 . . .
36 208 190 181 174 169 (c) If the LTB interval and the confidence interval overlap,
37 221 203 193 186 181 declare the bias test inconclusive. In this case, there is not
o o o o by hoos enough evidence to conclude the sampling system to be
40 264 243 232 294 219 acceptable and more bias test increments should be collected or

a new bias test with more sets of data must be performed to
resolve the problem.

bounds represent the limits to a negligible bias. This interval A2.3.3 Using Hotelling’s F Test for Multivariate Bias Test
will be referred to as the LTB and will be based on operationaData—When more than one measurement is made on each

11
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increment and bias results are desired for all quality param- Hered, is the mean for th@" quality parameter ansf is the
eters, the Student'$-test should no longer be used. The variance for thej'" quality parameter. Except for the extra
multivariate analog of the Studentgest is known as Hotell- subscripf used to denote a specific quality parameter, Eq A2.8
ing’s T? statistic. This multivariate method can be used tois equivalent to EqA2.2, and Eq A2.9 is equivalent to Eq A2.3.
produce a confidence region that correctly defines all plausiblglso, for every pair of quality parametefsandj’, j # j’,
parameter bias values, those that are supported by the actuslmpute:
bias test data. n
A2.3.3.1 The following four steps correspond to those for > d(ij)d(ij") —ndd;
Student’st-test: § = — "D
(a) A multidimensional LTB region should be established for ] ) 3 o
the p quality parameters for which biases are to be estimated. Heres; is the covariance between qualityand qualityj’
If the number of quality parameters is less than or equal tgvherej # j'. Create the followingf{ X 1) mean vector:
three, the region can be graphed. For examplp,3f 2, then D' =[d,d, ... d] (A2.11)
the region could be the area inside a rectangle or an ellipse. If
p = 3, then the region could be a prism or ellipsoid. Ellipsoidal
regions exclude jointly large biases (regardless of direction

(A2.10)

where D' denotes the transpose of a vector or mamix
Create the following§ X p) variance-covariance matri:

that is, negative or positive), while rectangular and prismatic S=[sis.—sy

regions do not. (Whep = 1, the region is a line interval so that SHS— Sy

the choice does not exist when using Studemtimethod.) R

Ellipsoidal regions ofp dimensions are better suited to being o1 52— S5l (A2.12)

LTB regions. In general, thp-dimensional LTB is given by: Note A2.2—s;, = s;. In all, p variances ang (p — 1)/2, covariances

S xm =1 (A2.6) must be calculated. The correlatigp between quality parametgandj’
. ) h o can be estimated as follows:
wherex; is the coordinate for th&" parameter and is the

largest tolerable bias (irrespective of sign) for ifigparameter. o= (A2.13)

As an example, suppoge= 2 and bias estimates are desired _ 55 .

for ash and Btu. Suppose further that a negligible ash bias is The percentage of variance accounted for (or explained) by
within =0.15 % ash and a negligible Btu bias is withil0 ~ parametej for parametej’ is given by:
Btu. Iff ?j rec]Ealr:gular LTB region were used, this would be 100 %x (r; 2
specified as follows: :
—0.15 % ash= ash bias= 0.15 % ash and —10 Bt Btu bias (©) Let X' = [X; X, ... X,] represent the coordinates for the

r

(A2.14)

= 10 Btu parameter biases. Then, a 100(&)}% confidence region is
given by:

Note A2.1—This would allow the ash and Btu bias simultaneously to (n—1p
be as bad as— 0.15 % ash and —10 Btu, respectively. Other extremes also n(D -X)’ st D-X) = TS g (0) = —= Fon_p ()
are possible. If a more appropriate two-dimensional ellipsoidal LTB ' (n—p) ~* (A2.15)
region (inequality A2.7) were used, the LTB region would be specified as '
follows: whereS™ is the matrix inverse of and TZYM(OO) is taken

X2/(0.15 % asi + 2/(10 Bti? = 1 (A2.7 from theT? table forp andn - 1 df,_or alternativ.erFp,n_r(oo)
wherex, is the coordinate for the ash bias angis the coordinate for IS taken from the more easily availatffetable withp andn —

the Btu bias. p df
This elliptical region does not include simultaneously large biases in bottAlternatively, without using matrix computations, the leftmost

parameters. For example, not only would a simultaneous 0.15 % ash biascpression of inequality Eq A2.15 can be calculated as follows:
and 10 Btu bias not be tolerated, even a simultaneous 0.11 % ash bias and

7.5 Btu bias would not be tolerated. As the ash bias approaches 0.15 % (23 (4 —%)? + 22 38;(d —x%)(T) —x)] (A2.16)
ash, the Btu bias must approach 0 Btu. Conversely, as the Btu bias wherej # j’ and
approaches 10 Btu, the ash bias must approach 0 % ash.

(b) Let x(i, j) represent thg™ quality of thei™ reference
sample andx(i, j) represent thg™ quality of thei™ actual
system sample, ardi(i, j) = x,(i, j) —X(i, j) the corresponding
difference fori = 1, 2, ...,nwheren is the number of increment
pairs andj = 1, 2, ...,p wherep is the number of quality
parameters. Calculate the following statistics for each qualit)}
parametej:

St= [018;,— 61p
82187 — 8
A
By B2 — 8] (A2.17)
The remaining task is to determine the relationship between
he confidence region and the LTB region.
(d) If pis 2 or 3, the confidence region and the LTB region
can be graphed and easily visualizedb I§ 4 or greater, it can
i di.j) mathematically b_e determi_ned yvhether the regi.ons. overlap or
=1 (A2.8) not but is more difficult to visualize. As for the univariate case,
there are three possible results:
(1) If the confidence region falls entirely within the LTB
region, declare the bias to be negligible and the sampling
system acceptable.

d =

1 n

n
3, di,j” -ndp
2
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(2) If the confidence region falls entirely outside the LTB  Using Eq A2.9, the variances ag = 0.35ands, =
region, declare the bias non-negligible and the samplingl12 651. Using Eq A2.10, the covariansg = —47.5. (The
system is unacceptable. The sampling system must be scrutierrelation between dry ash and as received Btu can be
nized to determine the cause of the bias and then corrected agélculated as the covariance divided by the square root of the
retested. product of the variances. This yields, = r,; = -0.76.)

(3) If the LTB region and the confidence region overlap, The variance-covariance matrix (Eq A2.12) then is:
declare the bias test inconclusive. In this case, there is not 035 _475
enough evidence to conclude the sampling system is acceptable s= [mﬁ) (A2.20)
and more bias test increments must be collected or a new bias .
test with more increments must be performed to resolve the and its inverse (Eq A2.17)
prob|em_ a4 [6.679 434 0.028 lg‘E

A2.3.3.2 Example of Hotelling’s ¥ Statistics—A bias test ® ~|0.028164 0.00020
was planned for a mechanical coal sampling system at the mine Using inequality Eq A2.15, the 95 % confidence region is:
loadout. Before the bias test was performed, the producer and

(A2.21)

30[6.679 434-0.46-x,)? + 2(0.028 164(—0.46 —x,)(46 —X,)

consumer agreed that the sampling system was acceptable th2.22)
(produced a negligible bias) if it could be shown that almost X
definitely: + 0.000 20846 —x,)°] < 6.92
. 2 _
21(0.15 % ash? + X2/ (10 Btu? =< 1 (A2.18) given thatT; 54 (0.05) = 6.92.

. . . . Alt tively, F 0.05) = 3.34 so that (f ight-hand
where x, is the coordinate for ash bias, and is the  yq i]r‘r}enlé\éiglityzé?q(Az 1)5 is as fO‘T’l‘(’JWS"?‘ (from right-han
coordinate for Btu bias and is based on inequality Eq A2.6. It 30 ])'2 '

was further agreed that this would be accomplished if the 95 % b
confidence region falls entirely within the above LTB region. (30-2
The data shown in Table A2.12 was collected when the bias test The LTB region (inequality Eq A2.18) and the 95 % confi-
was performed. Dry ash differences are denoted by subgcriptdence region (inequality A2.23) are computed. The fact that
= 1, and as-received Btu differences by subsgript 2. The these regions do not overlap and the confidence region falls
number of increment pairs is equal to 30. Then, using Eq entirely outside of the LTB region indicates almost without

X 3.34=6.92 (A2.23)

A2.8, the mean differenced;, = -0.46andl, = 46, and doubtthe sampling system is unacceptable according to the test
therefore, by Eq A2.11. agreed to by the producer and the consumer.

D' = [-0.46 44 (A2.19) For _iIIustration purposes, suppose that inste_ad of the previ-
ous bias test, a bias test was planned which would only
measure as received Btu. Suppose further that the following

TABLE A2.12 Actual Minus Stopped Belt Differences Collected in LTB interval was agreed upon before the start of the bias test:
a Bias Test —10 Btu= Btu bias= 10 Btu

. Actual-Stopped Belt _ and that the producer and the consumer would consider the bias
Palr Dry Ash (%) As-Recelved Btu to be negligible if the 95 % confidence interval falls entirely

; :é-éi i;‘z‘ within the LTB interval.

3 ~0.01 10 Assume that the same as received Btu difference data was
4 0.07 58 collected. Using Eq A2.2, the mean Btu differemtis 46 Btu.

g :8-21 5‘7‘ Using Eq A2.3, the varianc® is 11 265.1 (Btu). The standard

7 0.06 53 error for the mean differencg, (Eq A2.4) is 19.38 (Bt The

g —g.g; 132 95 % confidence interval (Eq A2.5) then is as follows:
10 o061 10 46 *= 2.045(19.38)

1 -1.24 209 or
12 0.00 50 6.37 to 85.63 Btu
o o o In this case, the bias test is declared inconclusive because the
15 -0.79 140 LTB interval and the 95 % confidence interval overlap from
16 -1.39 115 6.37 to 10 Btu. More increment pairs must be collected so that
b on o a conclusion can be reached as to whether the sampling system
19 ~0.53 151 is almost without doubt either acceptable or unacceptable when
20 0.20 -32 measuring only Btu.
o o s A2.3.4 Discussion of Results
23 -1.05 121 A2.3.4.1 Part of the same data set was used to illustrate the
24 -1.16 8 computations for two different bias tests. The univariate bias
25 0.58 -123 .
26 0.16 4 test only used the as-received Btu data and reached a very
27 -154 121 different conclusion (bias test inconclusive) compared to the
28 0.85 —207 multivariate bias test (sampling system unacceptable). In part,
29 0.02 -58 . . L. !
30 _037 _165 the reason for the difference is the additional dry ash informa-

tion available to the multivariate test. Although had just dry ash
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been collected and submitted to a univariate bias test procéidence intervals around each parameter bias estimate (al-
dure, both the univariate and multivariate procedures wouldhough simultaneous individual confidence intervals can easily
have happened to declare the sampling system unacceptablebé constructed). The multivariate confidence region is a single
properly applied multivariate bias test will always yield more confidence region that correctly handles inferences for more
information, and hence, be more likely to lead to the correcthan one parameter. Essentially, the multivariate confidence
action than a univariate bias test procedure applied to a singlegion is a list of all plausible parameter biases given the bias
parameter. (The only exception would be the unlikely casdest data actually collected. The shape and orientation of the
where the several parameters are perfectly correlated either -ellipsoidal region and its location with respect to the LTB
or +1 correlations. In this case, there really is only oneregion provides all the information that is available from the
parameter and the univariate and multivariate test procedurdsas test procedure.

must reach the same conclusion.) A2.3.4.5 Both the univariate Studenttsmethod and the

A2.3.4.2 Suppose both dry ash and as-received Btu We@ultivariate Hotelling’sT?> method make some statistical as-
both collected and univariate tests applied separately to eadyMpPtions about the data collected. Both methods assume that
parameter. This would be incorrect for several reasons. FirsE,he difference observations are statistically independent. In the
the correlation (in this case a moderate correlation of —0.76 ultivariate method, the difference observations are vectors.
between the parameters would be ignored which results in h_e vector observationg are assumed _statistically ir_1dependent.
loss of information. The correlation or lack of it between the 1Nis means, along with the normality assumption to be
measured parameters supplies information on which pairs (glscusse_d in the Appendix, that there is no correlation across
values are more or less likely. The separate repeated univariag@@servations. Both methods also assume that the data are
tests implicitly generate a rectangular confidence region, whicRormally distributed. In the multivariate case, a multivariate
is too small, and the actual confidence percentage is much le89rmal distribution is assumed. Both the statistical indepen-
than the percentage used to construct the individual intervald€nce assumption and the normality assumption can and
That is, if separate repeated 95 % confidence intervals a ou_ld be e>_<am|ned, although the details are beyond the scope
constructed fop parameters, the actual joint confidence region®' this practice.
may only be a 50 % region, not 95 %. Also, because the . .
correlation is ignored, the orientation of the confidence regior‘lA‘Z'A' Combined-Variance for Intraphase Test
would incorrectly include some less plausible bias values and A2.4.1 Intraphase statistical analysis is conducted using
exclude more plausible values. Finally, the appropriate multiStudent’st-test for the paired difference between two means.
dimensional confidence region supplied by the multivari&e This analysis tests the hypothesis that the mean difference
method gives the most complete information available on th&€etween pairs of related elements is statistically equivalent to
likely value of the joint bias. The use of repeated univariatezero. This statistic assumes normally distributed differences. If
confidence intervals in place of the appropriate multivariatehe calculated value is equal to or exceeds the valuet éér
confidence region will lead to a greater likelihood of incorrectthe appropriate confidence level and degrees of freedom taken
conclusions and also to the greater likelihood of inconclusivdrom a t table, then the difference is determined to be
bias tests, even while the multivariate confidence region wouldtatistically significant. _ _ _ _
have lead to a definitive conclusion on sampler acceptability. A mechanical coal-sampling system is essentially a linear

A2.3.4.3 It is important to notice what happens if the truePrOCess. .Th.'s means th.at .the difference between a product's
(but unknown) bias is near either the upper or lower LTB IimitCh""r"’ICterIStIC at the begmnlng anq the end of the Pprocess must
(either inside or outside the interval or region). In this case, thgqual the sum of the differences in the characteristic between

number of increment pairs needed to resolve whether th I int_ermediate_ sjteps. Algebraically, this is shown by the
sampling device is, or is not acceptable may become impra ollowing equation:
tically large. The conclusion, simply, is that the sampling 1 =Y2) + (Ya=Ya) = Y1 —Va (A2.24)
device is close to the limit and it will be virtually impossible t0  A2.4.1.1 Because differences in values are being dealt with
determine whether it is technically acceptable. The conservaand not the absolute values themselves, this analysis can be
tive approach, at some point, would be to investigate thextended across phase boundaries, assuming that equivalent
sampling system to try to discover flaws in the design ofreference points are used on either side of the phase boundary.
operation of the device, or both, that have inadvertently beefn these two-phased tests of mechanical coal-sampling sys-
overlooked, and then correct them rather than continue biagms, the assumption is made that the primary subsample and
testing the existing system. The system can be subjected tfe surrogate reference subsample, even though taken at
another bias test after corrections are made. Because the b@ﬁ:erent times, are equi\/a|ent; therefore, the mean difference
test is used to estimate an unknown potential bias, there is Nfetween the endpoints of the “A” phase can be added to the
way to insure avoiding this problem. mean difference between the endpoints of the “B” phase to
A2.3.4.4 The essential determination in a bias test is to searrive at an overall mean difference for the system. It is
if the plausible values of the bias (as defined by a confidenceecognized, however, that any statistical analysis is incomplete
interval or region) fall entirely within what is acceptable (aswithout some measure of confidence. The classic method of
defined by the LTB interval or region). When measuring moredetermining confidence levels involves calculating the range
than one quality parameter (excluding size fractions), it is noabout the mean determined by multiplying a factor (the
very meaningful to try to place individual simultaneous con-Student’st) by the standard error of the estimate. The standard
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error of each phase can be determined, but as they involve tlestimate the confidence interval. Deriving an appropriate
square root function, they can not be added directly becausalenominator for weighting variances and for calculating the
Given that the Standard Errer Standard Deviatios standard error becomes somewhat problematic. If sample sizes
(A2.25)  are equivalent, and if the population variances are equivalent,
it is permissible to calculate the degrees of freedom by
umming the sample sizes and subtracting the number of
haseg1). If sample sizes are unequal, a modification to this
method is required. The reader is referred to a statistics
(variancg) + (variancg) = (variancg + variancg) (A2.26)  textbook for a discussion of the welch approximation or the

Therefore, a technique known as pooling variances is used &Atterthwaite approximation.
develop a pooled variance and thereby, a pooled standard
deviation. This pooled standard deviation, when divided by the
Sqqare root of the nu_mber of sets, becpmes the standard error e poldrace numbers in parentheses refer to the list of references at the end of
which may be multiplied by the appropridtealue and used to  this standard.

\/Vvariance,\/variancg + \/variancg = /variancg + variance

. ... S
However, variances, as the square of the standard dewatloB
are additive:

A3. SELECTION OF TEST BATCH SIZE

A3.1 The following criteria are recommended for selectingbetween collection of successive reference increments from a
the mass of coal from which reference and system samples atest batch of coal be at least 20 min to avoid interrupting the
to be drawn. sampling system’s moisture equilibrium. This 20-min time

, i if i ly aff h
A3.2 The laboratory sample prepared from the mechamc%erIOd may be decreased if it does not adversely affect the

system sample collected during processing of a test batc
should be approximately equal in mass to the Iaborator)()
sample prepared from the reference sample; thus, the test ba
size must be large enough to assure that the system collect
sample of sufficient size to meet this condition.

ampling system’s moisture equilibrium. Before beginning the

st, approval of the conveyor belt-stopping procedure should
g obtained from management responsible for the material
gndling system.

A3.4 Where the time for processing a lot of coal is on the
A3.3 When stopped-belt increments are used as the refeprder d 1 h or less, consideration should be given to making
ence, it is recommended that the minimum time intervalthe test batch size equal to the lot size.

APPENDIX
(Nonmandatory Information)

X1. THEORETICAL CONSIDERATIONS AND SOURCES OF FORMULAS AND TABLES

X1.1 The Bonferroni inequality was used in preparing X1.3 A nonparametric test based on an assumption of
Tables A2.5-A2.9 and Table A2.11. L& = (04, O,, ...,0,)  symmetry is used to draw conclusions about g} The
be a ¢ X 1) vector of parameters. Using the Bonferroni reasons for using this type of test as opposed to a test based on
inequality, one may construct separate two-sided confidencgormal theory are as follows:

intervals for each ofp parameters, each with confidence . .
. : ’ X1.3.1 Itis observed that while the results of some test data
coefiicient 100(1 -e/p). Then, if A, denotes the event that the indicate the assumption of normally distributed paired differ-

interval for@_l includes the qctual value @, it follows that ences may be a reasonable assumption, data from other tests
the probability that every interval covers the value of the.

parameter it estimates is at least (1o Thus, the family indicate a distribution.heavier in the tail's. than nqrr(ﬁa)l .In
confidence coefficient is at least 100(103% (1). For Tables ggneral, the dgta avallable from a specm(? test will be insuf-
A2.5-A2.9 and Table A2.11, the value 0.95, or 95 %, waso/SNt [0 exercise good judgment concerning the shape of the
chosen as a uniform value for the maximum two-sided familyq'.StrIbUtlon at har_1d or for determining an appropriate normal-
confidence coefficient. izing tr_an§format|on; thus, a test robust t_o departures from
normality is preferred, and only symmetry is assumed. In the
X1.2 The test for independent differences, A2.1.4, Step 4, igvent the differences for a given test turn out to have a parent
the standard test for randomness based on the number of runermal distribution, the loss through use of the more robust
above and below the sample mediéh3). Values for the approach is small. In particular, the asymptotic relative effi-
probability distribution of the total number of runs for samplesciency of the nonparametric coverage for the center of sym-
of various sizes used to prepare Tables A2.5-A2.9 were takemetry compared to the coverage based on one- and two-sample

from Ref(4). t statistics is 3t = 0.955 for normally distributed populations.
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The asymptotic relative efficiency is generally greater than onghe probability distribution are taken from Table A4 of R8j.
for distributions whose tails are longer than those of a normallyFor n greater than 15, the following approximation is used:

distributed populatior(). d=n(n+ 1)/4 -z, [n(n + 1)(2n + 1)/24]*? (X1.1)

X1.4 The procedure described in A2.1.6, Step 5, used to
determine the joint confidence intervals, is the standard Tuke&l
procedure based on the Wilcoxon Signed Rank T8kt In
preparation of Table A2.11, farequal to 15 or less, values of

wherez,, is the point on a standard normal with probability
2 above it.
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