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QH”) Designation: D 4483 — 99

Standard Practice for
Determining Precision for Test Method Standards in the
Rubber and Carbon Black Industries 1

This standard is issued under the fixed designation D 4483; the number immediately following the designation indicates the year of
original adoption or, in the case of revision, the year of last revision. A number in parentheses indicates the year of last reapproval. A
superscript epsilonef indicates an editorial change since the last revision or reapproval.

1. Scope 2. Referenced Documents

1.1 This practice presents guidelines for preparing clear, 2.1 ASTM Standards:
meaningful precision statements for test method standards D 1646 Test Methods for Rubber—Viscosity, Stress Relax-
under the jurisdiction of ASTM Committee D-11 on Rubber ation, and Pre-Vulcanization Characteristics (Mooney Vis-
Testing and for ASTM Committee D-24 on Carbon Black cometerj
Testing. It explains the potential uses for standard test methods E 691 Practice for Conducting an Interlaboratory Study to
and gives the requirements for interlaboratory programs Determine the Precision of a Test Metfod
needed in precision formulation, the calculation algorithms for 2.2 1SO Standard:
precision, and the format for expressing precision. ISO 5725 Precision of Test Methods—Determination of
1.2 Test methods are used in many ways in technology. This Repeatability and Reproducibility by Interlaboratory
broad usage requires careful consideration in assessing their Test$
general precision and, where pertinent, their accuracy. Clearl _
outlining the objectives and the uses of test methods prior t§- Terminology
the determination of test precision is essential. A critical 3.1 Definitions of Terms Specific to This StandardThis
requirement for this is the development of a standardizedection gives descriptions for the important terms used in this
nomenclature system. This practice addresses these and otlpeactice. However, Section 5 should be reviewed simulta-
issues important in evaluating precision for test method starnreously with this section for a more complete understanding of

dards. the need for certain terms.

1.3 This practice is divided into the following sections: NOTE—The descriptions of terms are given in a logical

Section development sequence rather than alphabetical order.

Terminology 3 3.1.1 accuracy, bias, precisieato set the stage for the
gf:g;‘;?gﬁf’ng’;?egse ‘5‘ more specific terminology to follow, three general terms are
Organizing an Interlaboratory Precision Program 6 given. Although this practice does not address the issue of
Analysis Concepts for Interlaboratory Test Data 7 accuracy or bias, these terms are presented to clearly show the
Calculating the Precision Parameters 8 : ]
Format for Precision and Bias Section (Clause) of Standard 9 difference between these two and precision.
Statistical Model for Precision Testing Annex Al 3.1.2 accuracy—the degree of correspondence between an
Practice E 691 Calculations for Cell Average Outliers: h-values Annex A2 average measured value and an accepted reference or standard
Z_r\flacltlljcees E 691 Calculations for Cell Standard Deviation Outliers: Annex A3 value for the material or phenomenon under test.
Establishing a Functional Relationship Between r, R, and M Annex A4 3.1.2.1 Discussior—The reference value may be estab-
Procedure for Carbon Black Precision Evaluation Annex A5 lished by theory, by reference to an:ceptedstandard, to
Spreadsheet Calculation Formulas for Precision Parameters Annex A6 :
An Example of Precision Calculation—Mooney Viscosity Annex A7 another test method, or in some cases the average that could be

. obtained by applying the test method to all of the sampling
1.4 This standard does not purport to address all of the nitg comprising a lot of the material.

safety concerns, if any, associated with its use. It is the 33 3 pjas—the difference between the average measured
responsibility of the user of this standard to establish approyest result and the accepted reference value.

priate safety and health practices and determine the applica- 3 1 3 1 piscussior-High accuracy implies a small or neg-

bility of regulatory limitations prior to use. ligible bias and when bias exists increased testing does not
increase accuracy but merely enhances the knowledge of the
degree of bias.

1 This practice is under the jurisdiction of ASTM Committee D-11 on Rubber and
is the direct responsibility of Subcommittee D11.16 on Application of Statistical

Methods. 2 Annual Book of ASTM Standardéol 09.01.
Current edition approved Nov. 10, 1999. Published December 1999. Originally 2 Annual Book of ASTM Standardéol 14.02.
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3.1.4 precision—a measurement concept that expresses thhours, or days and needs to be specified for each test method.
ability to generate test results that agree with each other in 3.2.8 reproducibility (long-term), R-a reproducibility esti-
absolute magnitude. mate obtained over a long period of time.

3.1.4.1 Discussionr—The degree of agreement is normally  3.2.8.1 Discussioar—The time period may be weeks or
measured inversely by the standard deviation; high precisiomonths and needs to be specified for each test method.

corresponds to a low (small) standard deviation. 3.2.8.2 Discussior—Events that influence long-term repro-
3.1.4.2 DISCUSSIOH—HIgh precision may exist simulta- ducibility are different operators, environmental factors (such
neously with a large bias or poor accuracy. as seasonal variations in temperature, humidity, etc.), and the

3.2 The following specific descriptions are given for termsrecalibration or adjustment, or both, of equipment.
that will be required to accommodate Committee D-11 and 3.2.9 repeatability (Type B-Type 1r, a repeatability esti-
Committee D-24 test methods. The three time scales ofnate obtained in an interlaboratory program where the mate-
repeatability and reproducibility discussed in 5.2 are reduced tfial(s) distributed to all laboratories is (are) in a prepared state
two for the sake of simplification. Two preliminary terms, ready for testing (with perhaps some minimal preparation steps
which define the “numbers” produced by test methods, argequired), such as Class | or II. See 5.2.1.
required. These are given first. 3.2.10 reproducibility (Type B-Type 1R, a reproducibility

3.2.1 determinatior—the application of the complete test estimate obtained in an interlaboratory program where the
procedure to one test piece, specimen, or test portion tmaterial(s) distributed to all laboratories is (are) in a prepared
produce one numerical (test) measured value to be used to forgtate ready for testing (with perhaps some minimal preparation
an average or median. steps required), such as Class | or Il. See 5.2.1.

3.2.2 test resuk—the average (mean or median) of a speci- 3.2.11 repeatability (Type 2+-Type 2 r, a repeatability
fied number of determinations; it is the reported value for destimate obtained in an interlaboratory program where some or
test. all of the materials(s) distributed to all laboratories require a

3.2.3 repeatability, F—an established value, below which specified operation or series of operations, to produce the final
the absolute difference between two “within-laboratory” testtest samples, portions, or test pieces prior to applying the test
results may be expected to lie, with a specified probability. method to the material(s) or item(s) under test, to produce one

3.2.3.1 Discussior—The two test results are obtained with test result (value), such as Class IIl.
the samemethod on nominally identical test materials under 3212 reproducibility (Type 2-Type 2R, a reproducibility
the sameconditions (same operator, apparatus, laboratory, angstimate obtained in an interlaboratory program where some or
specified time period), and in the absence of other indicationgj| of the material(s) distributed to all laboratories require a

the probability is 95 %. _ specified operation or series of operations, to produce the final
3.2.3.2 Discussior—The “established value” may also be test samples, portions, or test pieces prior to applying the test
called a“ critical difference.” method to the material(s) or item(s) under test, to produce one

3.2.4 reproducibility, R—an established value, below which test result (value), such as Class IlI.
the absolute difference between two “between-laboratory” test 3.2.13 relative repeatability and reproducibiligy- It is often
results may be expected to lie, with a specified probability. appropriate to express repeatability and reproducibility on a
3.2.4.1 Discussior—The two test results are obtained with relative basis, as a percent of a certain mean value. This is
the samemethod on nominally identical test materials underanalogous to a coefficient of variation. Such expression is
different conditions (different laboratories, operators, apparaimportant whenr and R vary with the mean level of the
tus, and in a specified time period), and in the absence of oth@jroperty being measured. Relative valuesrfandR cannot be
indications the probability is 95 %. unambiguously expressed as percentages alongside the actual
3.2.4.2 Discussior—The essential characteristic of repro- measured values in usual test result units because some test
ducibility is the different laboratories in which the testing is methods have* percent” as their units, for example, % Cu, %

conducted. elongation. To avoid this ambiguity the following symbols are
3.2.5 repeatability (short-term),+a repeatability estimate defined by the use of the parentheses.
obtained under a short or brief time period. 3.2.14 (r)—repeatability estimate expressed as percentage

3.2.5.1 Discussior—The time period may be minutes, of the mean of the property for which the estimate was
hours, or days and needs to be specified for each test methagbtained.
3.2.6 repeatability (long-term), +a repeatability estimate  3.2.15 (R)—reproducibility estimate expressed as percent-

obtained over a long time period. age of the mean of the property for which the estimate was
3.2.6.1 Discussior—The time period may be weeks or obtained.
months and needs to be specified for each test method. 3.2.16 acceptance difference, (duplicate determinations),

3.2.6.2 Discussior—Events that influence long-term repeat- AD,—an established value, below which the difference be-
ability are the use of different operators, environmental factorsween two “within-laboratory” determinationsmay be ex-
(such as seasonal variations in temperature, humidity, etc.), aqcted to lie, with a specified probability.

the recalibration or adjustment, or both, of equipment. 3.2.16.1 Discussior—The two test determinationsire ob-
3.2.7 reproducibility (short-term), R-a reproducibility es- tained at the “same” time (side-by-side) with identical test
timate obtained over a short time period. material, operators, and apparatus, and in the absence of other

3.2.7.1 Discussior—The time period may be minutes, indications the probability is 95 %.
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3.2.16.2 Discussior—If the calculated difference lies (be- Therefore, make use of those portions of this practice that are
low) the acceptance difference, the two values are accepted fapplicable and ignore those parts that do not directly apply.
averaging and the average is reported astélseresult if the 5.1.1 Although the terminology for repeatability and repro-
calculated difference exceeds the acceptance difference, addiucibility is given in Section 3 of this practice, a general
tional determinations are made to produce acceptable data. discussion is repeated here.

3.2.17 acceptance difference (x determinations), AEan 5.1.1.1 Repeatability refers to the ability of teeamelabo-
established value, below which the maximum range (maximunpatory to obtain similar (test) results under certain specified
value-minimum value) of a specified number of determinationgonditions.

(within a given laboratory) may be expected to lie, with a 5.1.1.2 Reproducibility refers to the ability dodifferent
specified probability. laboratories to obtain similar test results under certain specified
3.2.17.1 Discussior—The specified humber of determina- conditions.

tions are obtained at the” same” time (side-by-side) with 51 1 3 If test results closely agree, then good repeatability
identical test material, operators, and apparatus, and in thg good reproducibility exists.

absence of other indications the probability is 95%. 5.1.2 The precision of a test method does not of necessity
3.2.17.2Discussior—f the calculated maximum range lies characterize a test with regard to how sensitive it is in
within the critical range or below the acceptance difference, a'heasuring the basic property it is intended to measure. Preci-
of the determinations are accepted for averaging or selection @y may be good simply because the test method is insensitive
amedian value and the average or median is reported &sthe 14 the basic property. A concept called “test sensitivity” has
result if the maximum range exceeds the acceptance intervaheen defined in statistical literature as the ratio of the respon-
additional determinations are made to produce acceptable daiyeness of the test measurement to finite variations in the basic
property in question, to the precision of the measurement. This

4. Significance and Use ; S
4.1 Tests are conducted using established (standardized) tgsrgctlce does not address this issue.
: .1.3 Both tabili ibility shoul ter-
methods to generate test data. Test data are generated to m@ 3 Both repeatability and reproducibility should be deter

technical and scientific decisions for commercial processes a fied under realistic or typical laboratory conditions. If
P traordinary care is exercised (extremely homogeneous ma-

technical operations. It follows that the precision ofapartlcularerials) the resulting precision is overly optimistic. Also as

test method is an important quality characteristic of the tesL L ; o
. ! rdinaril rmin r ility h h r
method and also of the decision process that involves the datg dinarily dete ed, repeatability has both a test apparatus

Theref Il test methods should b luated f -~ Variability as well as a material variability. The sum of these
eretore all test methods snould be evaluated Tor precision,,, components is the repeatability as normally quoted.
4.2 Any evaluation of the precision of a test method is

. . . . 5.2 Interlaboratory Distribution Scheme (Test Pieces,
normally conducted with a group of typical materials or items . .
. ; ecimens, and Materials)
subjected to measurement. The evaluation therefore represen
.2.1 A key concept that must be clearly understood when

“a snapshot in time” of the precision; the results are frequently ; lating interlaborat ision testing is th tter of
unique to the materials, the participating laboratories, and thgontemprating interiaboratory precision testing is the matter o

time period of the evaluation. A repeat of the entire evaluation” hatt')s d'ft”b}f’.tego th? ﬁart|c.|pat|ng laboratories. The “what
at a later time with different materials and participants may no ay be classilied as Tollows: , )
give good or exact agreement with any previous evaluation, °-2-1.1 Class I=Fully prepared test pieces, specimens, (or

This characteristic of precision evaluation should be clearly€St Portions)requiring no further processing (preparation or

understood when reviewing precision data from various pro@diustments) prior to testing (example—died-out, gaged dumb-

grams and at various time periods. bells for stress-strain testing?. '
4.3 Although the evaluation of a test method for precisionis °-2-1.2 Class ll—Intermediate prepared materiatsat re-
an important quality characteristic of the method, the resultinglUiré some minimal processing prior to action by the test
precision parameters, R) have to be interpreted with caution Mmachine (example—cured rubber-sheets that must have dumb-
if there is any thought of applying them across a broad rangB€lls cut from them with subsequent gaging, prior to final
of material testing especially for consumer-producer producbr€ss-strain testing). N _
acceptance testing. Product acceptancetesting protocols should-2.1.3 Class lll—Specified (quantities of) raw materials
be developed on the basis of precision data obtained in specilat must be processed into final samples, or specimens by a
programs that are specific to the commercial products or itemgtandardized procedure (example—rubber, curatives, carbon
and to the laboratories of the interested parties in this type dplack, oils, and antioxidants that must be mixed, processing
testing. steps takgen, cured sheets_prepa_red, dumbbell test pieces cut and
4.4 The application of this practice is limited to test methodsgaged prior to stress-strain testing).
1) that have test results expressed in terms of quantitative 5.2.2 The primary purpose of an interlaboratory program

continuous variable, and 2) that are fully developed and irflictates which scheme, Class I, II, or Ill, is selected. If the

routine use in a number of laboratories. attention is on the apparatus or test machine(s) in the various
laboratories, how well these agree when testing the supplied

5. General Principles test specimens, then Class | or perhaps Class Il (both Class |

5.1 This practice is prepared to accommodate a broad rang#d Class Il being quite similar) would be selected.
of test methods. It may seem overly complex for test methods 5.2.2.1 However, if it is théotal operational sequence of a
that occupy a narrow part of this broad spectrum of usestest such as mixing, processing, curing, die-cutting, and
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gaging that is of interest, then Class Il would be selectedtance differences” for individual sets of determinations. These
Material distribution in accordance with Class Il would may be called" checking limits.” Such acceptable difference
frequently be called for in interlaboratory precision programsvalues can have useful applications in analytical or other
where producer-user acceptance testing of raw materials is gfuickly repetitive operations, such as testing individual tensile-
direct importance. An example would be carbon black orstrength test specimens (dumbbells or rings). They permit the
synthetic rubber. exclusion of outliers among the determinations.

5.2.2.2 In each case (Class I, II, or lll) it is necessary that 5.3.4 It is anticipated that the “acceptable difference” re-
the distribution of items or materials is made from a uniformpeatability will be calculated for determinations in the same
source or lot, with a nominally good uniformity or homogene-way that ordinary repeatability is calculated for test results.
ity. Therefore, an extra set of calculations can be performed for

5.2.3 The amount of “within-laboratory” preparation or individual determinations to permit estimatesAdd, or AD, to
processing, after arrival of the circulated items or materialbe obtained.
increases in the order Class |, Il, and Ill. Analytical chemistry 5.3.5 For any given test method a task group or subcom-
and other simple physical tests often require no or very littlemittee will normally choose one type of repeatability and
“within-laboratory” preparation upon arrival of test portions reproducibility whether short term or long term.
and, therefore, make use of a Class | distribgtion schemey Organizing an Interlaboratory Precision Program
Conversely, what may be called actual or quasi-performance .
tests require more complex “within-laboratory” preparation or 6-1 Task Group—Atask group of qualified people should be
processing and, therefore, require a Class Il distribution®r9anized to conduct the program: a chairman, a statistical
Performance implies the attainment of a certain minimal levefXPert, and members well-experienced with the standard in
of some critical property, tensile strength, or modulus, in sduestion. The chairman should ensure that all instructions of

standard compound for a raw material like carbon black or dhe program are cIt_earIy_communicated to all laboratories in the
synthetic rubber. program. A supervisor in each laboratory should be chosen.

6.2 Type of Precision-The task group should make the
lowing initial decisions.
6.2.1 The type of precision to be obtained (Type 1 or Type

5.2.4 The type of test method will often indicate the scheme%
of interlaboratory distribution; SBR is a typical example. The* ol
quality” of SBR may be ascertained bg)(certain analytical
tests such as fatty acid contenb) (certain simple physical
tests, such as Mooney viscosity, ar)(by certain performance
tests, (minimum) tensile strength, modulus, or cure rate. Her
categoriesd), ('b), and €) correspond respectively to Class I,
I, or 11l distribution schemes.

6.2.2 The time period of the repeatability and reproducibil-
'gy estimate; short (minutes, hours, or days) or long (weeks or
months). Define the time period.

6.2.3 Whether acceptance intervals are desired or needed.

6.2.4 These decisions set the stage for important but sec-

5.3 Discussion of Repeatability (Very Short, Short, andondary decisions that naturally evolve from the structure of the
Long Term) program

5.3.1 In 5.2 attention was focused on interlaboratory preci- 6.3 Laboratories and Materiats

sion; within-laboratory precision (repeatability) is now dis- 6.3.1 The number of laboratories should be determined. The

cussed. There are at least three differen_t_viewpoints that ha\fﬁjmber of materials, each comprising a different level of the
been expressed with regard to repeatability. measured property, should be selected.

5.3.1.1View I—The smallest possible or “very short” timeé g 3 5 The number of laboratories available is seldom large,

period is used to estimat.e the variation. The same ma_lteri_a(ljmd if the test method is complex, or expensive to run, the
apparatus, and operator is used, and repeated determinatifigiem is complicated further. Therefore, the problem is
are made within a period measured in minutes or at most withi nding and obtaining the cooperation of enough qualified

a period measured in hours. o laboratories to produce meaningful estimates of precision,
5.3.1.2View 2—A “short” time period is used for the yather than a selection from a group of available laboratories.
repeated operations that produce test results. The same materia 3 3 At |east ten participating laboratories are recom-
and same operator (or set of operators) is employed but theended. Practical considerations usually require that fewer
time period for the repeat operations is most frequentinan ten laboratories participate in the study. However, an
measured in days. interlaboratory study that involves fewer than six participating
5.3.1.3View 3—A “long-term” time period is used for the |aboratories may not lead to reliable estimates of the reproduc-
repeated operations that produce test results within a laborgility of the test method.
tory. This may be weeks or months. In this sense, although it 6.3.4 The number and type of materials to be included will
may be possible to use the same material, different operatoggepend on the range of the property and how precision varies
are often employed and due to the long-term nature certaigver that range, the different types of materials to which the
other changes, such as recalibration of the test apparatus, m@st method is applied, the difficulty (expense) in performing
have taken place. These changed conditions produce increasg@ tests, and the commercial or legal need for obtaining a

variability. reliable estimate of precision.
5.3.2 The time perioanust be specifieds each particular ~ 6.3.5 An interlaboratory study should include at leihsee
test method is taken up for consideration. materials, and for development of broadly applicable precision

5.3.3 An important added feature is the concept of “accepstatementsjveor more materials should be included. The term
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“materials” is used in a broad generic sense. Materials may be 6.4.5 In on-line statistical process control situations, a single
raw or natural substances, manufactured products, etc. Fdetermination is often considered a test result, particularly if
each level of material, an adequate quantity (sample) ofhe precision of a duplicate determination test result does not
homogeneous material should be available for subdivision anshow cost effective improvement over that of a single deter-
distribution by random allocation to the participating labora-mination test result. This can be helpful information for many

tories. This supply of sample material should include a reservasers of a test method. It is at this planning stage that the
of 50 % beyond the requirements for possible later use irmecision has to be made whether or not to have the precision
retesting in one or more laboratories. When the material(s) tstatement present both the precision of a single determination
be tested is (are) not homogeneous, it is important to prepatest result and a duplicate determination test result. If the
the samples in the manner prescribed by the test methodgcision is made to run duplicate determinations, the minimum
preferably starting with one batch of commercial material fortesting required for each test material consists of two sets of
each level. Some modifications may be necessary to ensure thdplicate determinations conducted on each of two different
the amount of material available is sufficient to cover thedays.

experiment and keep a stock in reserve. 6.5 Instructions to Operators

6.3.6 At each levelp, separate containers (the number of 6.5.1 The operators should receive no instructions other
laboratories) should be used where there is any danger of tlihan those contained in the test method; these should suffice.
material deteriorating when the container has once been 6.5.2 Prior to testing, the operators should be asked to
opened. In the case of unstable materials, special instructiom®mment on the standard and state whether the instructions
on storage and treatment should be prescribed. contained in it are sufficiently clear.

6.4 Actual Organization of the Tests The interlaboratory 6.5.3 All participating laboratories should report their test
test plan is as shown in Table 1, a table that indicates theesults to one more significant figure than is customary or
laboratories, materials, and replicates. Wghlevels andn  prescribed in this practice.
replicates, each participating laboratory among theotal 6.6 Reporting the Test ResultdEach laboratory supervisor
laboratories has to carry ogn tests. A decision is necessary should write a full report on the tests containing the following
(for each test method) as to whether a “replicate” is to be garticulars:

“determination” or a“ test result” as defined in this practice. 6.6.1 The final test results (avoid transcription and typing
The performance of these tests should be organized and tleerors).
operators instructed as follows: 6.6.2 The original individual observations and determina-

6.4.1 All gntests should be performed by one and the saméon values from which the final results were derived. This is
operator or operator set, using the same equipment throughouequired if* acceptable difference” parametefD(, or AD,)

6.4.2 Each group of tests belonging to one level must be are to be calculated.
carried out under repeatability conditions, in a specified inter- 6.6.3 The date(s) on which the samples were received and
val of time. the date(s) and time(s) on which they were tested.

6.4.3 ltis essential that a groupmfests under repeatability  6.6.4 Comments and information about irregularities or
conditions be performed independently as if they wetests  disturbances that may have occurred during the test.

on different materials. 6.6.5 Information about the equipment used, and other
6.4.4 The number of replicates, must be specified. Each relevant information.
replicate may beone test result orone determination in 6.7 The results should be reported using the format given in

accordance with the requirements of the test method. Normallyfable 1.

n is two. A larger number may be specified if necessary. 7. Analysis Concepts for Interlaboratory Test Data

7.1 The analysis of interlaboratory data to evaluate test

TABLE 1 Original Test Results * method precision is conducted as a “one-way” analysis of

Level | 2 f q variance for each level or material in the test program. Annex
Lab(fato'y A1l gives the basic statistical model for such an analysis. This
2 annex should be reviewed to become familiar with the potential

sources of variation in the database being investigated and to
i ’ better appreciate the results of the precision calculations. This

Vi annex also gives the basic expressionsrfandR.
p 7.1.1 Outliers—Outliers are test result and derived test
“The following notation is used: result values, that deviate so much from the bulk of the data

(a) Laboratories, there are p as a total

Li=1.2 . p) (for a certain level) that they are considered to be irreconcilable

with remainder of the data. Although some care must be
(b) Materials or levels, there af?qaz a total exercised in handling outliers, experience has shown that a

mig=12..9 certain small fraction of laboratories in any interlaboratory test
(©) Replicates, there are nas a total in each cell or L ;m,combination. There program may produce outlier values. The most frequent causes

_ are either testing blunders or inadequate control over internal

are normally an equal number of n values (usually 2) in each cell. . diti d hi .

() yeis a single test result value. testing conditions (poor test procedures, test machine mainte-
Example—Cell (i, j) contains n; results y; (k=1, 2, ... n;). nance, calibration). The outlier problem is addressed on the
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basis ofh and k values as developed in Practice E 691. See 7.4.2 Calculate thestandard deviatiorfor each cell in the
Annex A2 and Annex A3 for background on the developmentiayout as shown in Table 1. (See Note 1.) Tabulate the
of theseh and k statistics and the rationale for the 95 % calculated standard deviations as in Table 3.

confidence level used for outlier rejection. 7.4.3 Calculate thén-value for each cell in the Table 1
7.2 Preliminary Analysis—A preliminary analysis of the layout. See Annex A2 for calculation and other details. Prepare

database consists of the following two initial steps: a table of h-values in the same format as Table 2, if a
7.2.1 Tabulate the data in the format as given in Table 1. Irspreadsheet calculation is used.

this table the number of laboratories is designatedopthe 7.4.4 Calculate thek-value for each cell in the Table 1

number of materials (levels) iy and the number of test result layout. See Annex A3 for calculation and other details. Prepare
replicates byn. The table containgq' cells,” each cell a table of k-values in the same format as Table 3, if a
containing n replicates for the usual condition of an equal spreadsheet calculation is used.

number of replicates per cell. In most interlaboratory test Note 1—Many spreadsheet calculation algorithms for standard devia-

programs for precisiom = 2. tion usen, the number of values in the calculation, as a divisor for the sum
_ 7.2.2 |n§peCt the data for any unusual reSU'FS detectable by squares in the calculation of a standard deviation. The divisor should be
simple review. If any unusual data values are discovered mak@ - 1). If n is used, correct the spreadsheet standard deviations by

a note and proceed as described as follows. multiplying them by f/(n - 1)] /2

7.3 Full Analysis—The full analysis of the precision datais 7 4.5 Review of Calculations-Review the tables of
normally conducted in two parts. Part 1 is an analysis of all ofy.yalues andk-values in accordance with the procedures in
the data as reported by all participating laboratories. Thissnnex A2 and Annex A3. Reject any cell averagésyélues),
analysis as described below, will generate additional tables th@kat are significant at the 95 % (= 0.05) confidence level.
are used to identify any outliers in the database. If no outlier@eject any cell standard deviationk;@alues), that are signifi-
are found, the required precision parameters are calculategnt at the 95 % = 0.05) confidence level.
from the (original) database. 7.4.6 If no cell averages or cell standard deviations are

7.3.1 Outlier Rejection—If outliers are present, outlier re- rejected, the Part 2 analysis is not required and the calculations
jection techniques are used to eliminate the indicated datgyy S, Sa I, R (1), and (R) may be made in accordance with
values. After the outliers are removed and replaced by datgection 8.
values in accordance with 7.5 (handling outlier and missing 7.5 Blank or Missing Cell Values-If any outlier rejections
values), a Part 2 reanalysis is conducted on the adjustegte made, or if there are missing data in the original database,
database. This Part 2 analysis yields the precision parameteffe problem of blank cells in the Table 1 format must be
that are used to prepare the precision section of the standarglgdressed. The recommended method to replace any blank

7.4 Part 1 Analysis—Conduct a Part 1 analysis in accor- cells is the use of a special or average value for the missing cell
dance with Practice E 691 calculation algorithms (these argajue in accordance with the instructions as given in the next
given in Section 8 and Annex A2 and Annex A3 of this gection.
practice) on the data as it exists in a Table 1 format. This is 7,51 Cell Replacement for Practice E 691 Computer
done using either (1) the Practice E 691 computer (softwareAnalysis—If the Practice E 691 computer analysis is used, the
program? or (2) typical spreadsheet calculation procedurespjank cell replacement values must be inserted into the
Four main steps in accordance with 7.4.1 to 7.4.4 are require@jatabase in the Table 1 format and a reanalysis conducted. The
The Practice E 691 computer program performs all four steppractice E 691 computer program is not structured to accom-
and generates the required tables in addition to subsequepfodate’blank’ data cells. Theeplacementest result values
calculations forr and R. If spreadsheet calculations are myst be inserted into angell so thatboth the recalculated
performed, separate table generation steps may be required agerage or the original average and recalculated standard
follows: deviation (variance) if both are observed for that level or the

7.4.1 Calculate thaverageof each cell in the Table 1 layout  griginal standard deviation, are preserved or unchanged by the
and tabulate the averages as in Table 2. For this standagdidition of the replacement values.

7.5.1.1 Therecalculated averageis the (new) average

TABLE 2 Cell Averages “ calculated after removing the cell average outlier value(s) from
Level [ 5 _ the indicated cell(s).
Laboratory ! q 7.5.1.2 Theecalculated standard deviation (and variance)
; is the standard deviation (variance) calculated after removing
i Yi TABLE 3 Cell Variance or Standard Deviation #
p Note 1—Uniform-Level Experiment
A g =
y ;= cell average.
d Level 1 2 i q
Laboratory
“average” refers to arithmetic mean. ;
i S;
p
> The software for the Practice E 691 analysis may be purchased from ASTM, “Symbols are defined as follows:
1916 Race St., Philadelphia, PA 19103. Request PCN:12-506910-34. s;; = cell standard deviation.
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A

the cell standard deviation outlier value(s) from the indicated TABLE 4 Example—ASTM XXXX Type 1—Precision
cell(s). The technique for cell value replacement under the (Measured Property = XXXX in MPa)
stipulations in accordance with 7.5.1, is described in 7.5.2 for Note 1—If AD, or AD, is determined, the results may be given in a
spreadsheet analysis and also in Annex A7. table similar to Table 4.

7.5.2 Cell Replacement for Spreadsheet Analydis a _NOT; 2—Poo|_ed or average values for all tabulated parameters may be
spreadsheet analysis is used a number of intermediate tabl@i¥en if appropriate.
will be needed in the spreadsheet in addition to the five tableg N8 3 P=*X, 4=4,n=2.
as specified in 7.4. In addition to Table 1, Table 2, and Table 3 material Mean Level,_ Within Laboratories® Between Laboratories®

and theh-value andk-value tables, the following tables for the A ('\f&a) = % ()'2 ff 5 (5)
Part 1 analysis are recommended—Cell Average Deviation, B XX X X X X X X
and Cell Standard Deviation Squared (that is, Variance). The g QE § i i i § §
cell average deviation table is used in the construction of thepsgied or Average — xx X X X X X X

h-value table. The cell standard deviation squared table is used  Values
in the calculation of the poole® and in the operation t0  AThe time period for precision is days.
replace blank cell standard deviation values. BSYmbtﬁ'_S T‘fg de{'“ed fs LO“ZWji -
.. . . S, = within-laboratory standar eviation.

7.5.2.1 In Annex A7 an example of precision analysis is ;Z repeatability (in measurement units).
given for the spreadsheet approach. This annex illustrates how = repeatability (in percent).
a number of supplementary Spreadsheet calculations are madéf actual measurement units are %, these values represent percent relative, such

f hi f dditi I d il I | ?s,'percent of a percent.

Refer FO this annex tor additional details on ce rep acemen Sk = standard deviation for total between-laboratory variability.
operations and for some general comments on the outlier R = reproducibility (in measurement units).
problem in precision analysis. (R) = reproducibility (in percent).

7.5.3 If more than one outlier of a given type (cell average
or cell standard deviation) is rejected for a particular laboratory - . L .

. e repr ibility varian n ndar viation, th i

and if the cell values for other materials in general appear to bgiﬁ’cgglj['ﬁ) E g orﬁh%scﬁorathisseta zfrzrﬁe'?eers aa;[rg ' i\}eﬁ IE"’}[‘;;
out-of-line (although not officially rejected) with results of the g P 9

other laboratories, serious consideration should be given tgegt'frl]'ggeeg?:[;ﬂ'i?t'(\),gfi:ﬁféy gai?jcar; dmssgziérﬁor an
totally eliminating the laboratory from the database for analy- ~ ' p y var " . Y
material, the repeatability variance designated b§? is

Sis. calculated in accordance with Eq 1
7.6 Part 2 Analysis—After all blank cells have been re- qt
placed with appropriate averages after (1) any outlier rejection (9% == (1to p)(Sh/p (1)

operations, or (2) missing cell values have been allowed for, here:
the adjusted database shall be subjected to a Part 2 analysi ere.

: : ; %i)2 cell variance for Laboratory i, and
From this secqnd ana!y5|s, calcul8eS;, r, R (r),and R) in D — total number of laboratories.
accordance with Section 8.

7.7 Preparation of Research Report for Precision The repeatability standard deviation is given in Eq 2.

Evaluation—All precision evaluation programs shall be well S =[= (1 to p)(Si) %p]+? )

documented by the preparation of a research report that shall beg 1 2 Between-Laboratory VarianeeA derived intermedi-
placed on file at ASTM Headquarters. This report shall contaiyte parameter is the term called thieetween-laboratory’
important information concerning the interlaboratory programyariance, designated bys) ,. This is evaluated from the

as follows: . . variance of the'cell averages,’ (laboratory averages for any
7.7.1 Test method designation, S level), designated byS?) X, and the repeatability variance.
7.7.2 Number and identification of participating laborato-

ries, (), = (8H%x - (92,/n

7.7.3 Materials used, identification or formulations, or both, _ _ _ ©)
7.7.4 Type of precision evaluated; time period of precision The term &) | is used in the calculation of the reproduc-

(hours, days, weeks), ibility variance and standard deviation in accordance with
7.7.5 Dates of test program, 8.1.3. It can also be used as an indicator of the inherent
7.7.6 Basic (raw) data obtained, in Table 1 format, variation between laboratories without the influence of the

7.7.7 Calculations performed for evaluating precision paWithin-laboratory variation. Experience has shown, however,
rameters, including method used for outlier rejection andhat the within-laboratory variation is substantially smaller than

method used for replacing missing values, between-laboratory variation. In certain circumstancg$, (

7.7.8 Results of precision calculations in Table 4 formatmay calculate to less than zero; if this occuB§( is set equal
and to zero. This less than zero situation may occur when there is
7.7.9 Any unusual outcome of the test program. substantial within cell variation of such a nature that when
i . laboratory cell averages are calculated, they agree quite well.

8. Calculating the Precision Parameters 8.1.3 Reproducibility Variance, Standard DeviatiefThe

8.1 Although Annex Al gives substantial background and(total) variance among all the values for a given material is
discussion on the repeatability variance and standard deviatiodefined as the reproducibility variance, in accordance with Eq
on the between-laboratory variance of cell averages and on the
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(8% = (S, + (9% 9.3.3 What is a test result? How many determinations?
(4)  Average (mean) or median?
Substituting for §9), produces Eq 5. 9.3.4 How many laboratories participateg)@

9.3.5 How many materialgj)?
9.3.6 How many replicates(? What is a replicate?
®) 9.3.7 At [ i
o ) 3. what time was the interlaboratory program con-
Simplifying and taking the square root produces Eq 6. qycted (month, year)?
(S = [(DX + (52, (n — Lyn]*? 9.3.8 Are there any unusual results that the reader should be
(6) aware of?

8.2 The calculations for the above parameters are provided 9-3:9 How dor and R vary as the mean level of the
as part of the output of the Practice E 691 computer softwar8€@sured property varies? Can these variations be described by
program. For spreadsheet analysis the usual spreadsheet @& simple mathematical relationship (linear, log, etc.)? See the
culation procedures may be used as well as specific calcul&NNEXES. o _
tions set up in the form of macro commands. Annex A6 also 9-4 Table of Precision Parameters A table with the
contains computational formulas that may prove to be benefi@eneral format such as Table 4 should be prepared. This
cial for spreadsheet precision calculations. This annex contairigcludes the following information:

(9% = (X — (9% + (92

the formula for unequal numbers ofreplicates per cell. 9.4.1 ASTM test method designation and year of issue,
8.3 Annex A4 describes the calculations for discovering 9-4.2 Type of precision; time period used foandR,

whether a functional relationship exists betwegR, (r) or (R), 9.4.3 Measured property,

and the mean levil. 9.4.4 Materials, with mean level and units of measurement,

8.4 Annex A5 is addressed to carbon black testing. l@and
describes a special treatment of within-cell test values (test 9.4.5r, ( r), R (R), and for completeness of record the
results) and their review for data consistency or outlierwithin and between laboratory standard deviatigrand Ss.
behavior. It also specifies a special procedure for selecting the 9.5 Pooled Values fofable 4Format—If pooled or average
mode of precision parameter expression, either absolute ealues, or both, for the precision parameters set up in the
relative, for both reproducibility and repeatability. format of Table 4 are desired, use the following procedure.

8.5 Annex A7 previously discussed, is an example of a 9.5.1 Average—The average applies to the column of mean
typical precision evaluation for Mooney viscosity. All calcula- level values only. The (arithmetic) average is calculated in the

tions are included in this example. normal manner.
9.5.2§ and $— For these two parameters, the pooled
9. Format for Precision and Bias Section (Clause) of values are the square root of the mean variance of each column
Standard (of standard deviation values).

9.1 The results of the formal analysis shall be contained in 9.5.3 r and R—These parameters are equal to their respec-
a specific section or clause of the test method entitled “Precitive standard deviations multiplied by 2.83 (standard deviation
sion and Bias.” times a constant) and therefore are to be pooled by the same
9.2 Introductory SubclausesThe precision and bias sec- procedure as fo§ and Sk
tion shall begin with two paragraphs giving important details 9.5.4 (r) and (R}—There are two options for calculating the

on the interlaboratory program. pooled values for these two relative (percent) precision param-
9.2.1 A statement citing that Practice D 4483 is the refereters.

ence document for the precision section. 9.5.4.1 Option —For each row of the table, these param-
9.2.2 A caveat statement on the general applicability of theeters are also equal to a standard deviation times a constant.

precision results, in accordance with 9.2.2.1. But the constant [2.8% (1/mean level valueX 100] changes

9.2.2.1 The precision results in this precision and biador each row of the table. Therefore one pooling method is to
section give an estimate of the precision of this test methodbtain the square root of the mean value of each row value
with the materials (rubbers, etc.) used in the particular intersquared, in ther] column and theR) column.
laboratory program as described below. The precision param- 9.5.4.2 Option 2—The alternative pooling method is to
eters should not be used for acceptance or rejection testing ofilculate £) and (R) by dividing the respective andR by the
any group of materials without documentation that they areaverage mean level value (bottom of Column 1 mean level
applicable to those particular materials and the specific testingalue) and multiplying by 100.
protocols of the test method. 9.5.5 Experience shows that the two options do not give
9.3 A second subclause shall consist of one or more paraxact agreement. The recommended method is Option 2. The
graphs that give details on the interlaboratory program fol-option adopted is not really very critical; the pooled value is
lowed by one or more tables of results of the precision testingsimply a general indicatorof overall precision and minor
The introductory paragraphs should answer the followingdifferences are of no substantial consequence.
guestions: 9.6 Significant Figures in Precision TakleComputer cal-
9.3.1 What type precision was estimated, Type 1 or Type 22@ulations frequently generate several figures or decimal places
9.3.2 What is the time period for repeatability, after the decimal point. All the values placed in the precision
reproducibility—short term (define), long term (define)? table should be rounded to the number of figures after the
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decimal point that is realistic from the standpoint of thehas been established asxx Two single test results (or
measurement capability of the test method. This is verydeterminations) produced in separate laboratories that differ by
frequently only one or two decimal places not counting anymore thanxxxx (expressed in appropriate terms) must be
leading zeros for values smaller than unity. The relativeconsidered as suspect, that is, that they represent different
precision parameters)(and R), should be given to only one sample populations. Such a decision dictates that appropriate
figure after the decimal point for values below 100 and to nanvestigative or technical/commerical actions be taken.
figures (whole numbers) for values above 100. 9.7.2.3 These two statements apply to either a particular
9.7 Statements for Precision mean level in a precision table (see Table 4) or to an overall
9.7.1 Typical statements for the precision section or clausgevel common to a standard or table, which is designated as a
of a standard shall be listed in accordance with one of twOpooled’ value, that is, a special average value (see 9.5). The
styles, either 9.7.1.1 and 9.7.1.2 or 9.7.2.1 and 9.7.2.2. statement should make it clear which type of precision value is
9.7.1.1 Thedifferencebetween two single test results (or addressed, individual mean levels in a table or a pooled value.
determinations) found on identical test material under the g7 54 Repeatability and reproducibility expressed as a
repeatability conditions prescribed for a particular test Wi”percentage of the mean levet) @nd (R), have equivalent
exceed theepeatabilityon an average of not more than once gppication statements as above f@ndR. For the ¢) and R)
in 20 cases in the normal and correct operation of the metho‘l‘tatements, the difference between the two test results is

9.7.1.2 Thedifferencebetween two single_ and independent expressed as an arithmetic mean (average) of the two test
test results found by two operators working under the prejegits.

scribed reproducibility conditions in different laboratories on
identical test material will exceed theproducibility on an
average of not more than once in 20 cases in the normal a
correct operation of the method. . . . .

9.7.1.3pThese two statements apply to either a particular 9.7.3.1 Bias—In test method terminology, bias is the differ-
mean level in a precision table (see Table 4) or to an overaff"°€ between an average test value and the reference (Frue) test
level common to a standard or table, which is designated asRyoperty \{alue. Reference values do not exist for this test
'pooled’ value, that is, a special average value (see 9.5). Th'@emofj since the value or level of the test property is
statement should make it clear which type of precision value igxcluswely defined by the test method. Bias, therefore, cannot
addressed, individual mean levels in a table or a pooled valu € determined. )

9.7.2 Alternatively, statements of the following form may 9:7.3.2 For those test methods where bias can be deter-
be prepared for use in the Precision clause of any test methoflined, a statement as to its magnitude should be included.

9.7.2.1 Repeatability-The repeatability of teskxxx has 9.8 Modification of Precision Table Formatlf for certain
been established asxxx Two single test results (or determi- technical reasons, the precision table format as specified above
nations) that differ by more thaxx(expressed in appropriate is considered inappropriate for any particular test method
terms) must be considered suspect, that is, to have come frogtandard, a modified format may be used. If a modified format
different sample populations. Such a decision dictates thds adopted, a paragraph shall be inserted into the precision
some appropriate action be taken. section, clearly documenting the need for the modified format

. . . o and explaining the modifications made.
Note 2—Appropriate action may be an investigation of the test method

procedure or apparatus for faulty operation or the declaration of a

significant difference in the two materials, samples, etc., which generatedO- Keywords

the two test results. 10.1 accuracy; interlaboratory study; precision; repeatabil-
9.7.2.2 Reproducibility—The reproducibility of testxxxx ity; reproducibility; statistics

9.7.3 Bias StatemenrtFor most test methods bias cannot be
determined. In that case, the following statement is recom-
ended:

ANNEXES
(Mandatory Information)

Al. STATISTICAL MODEL FOR PRECISION TESTING

Al.l Basic Statistical Model: M = value obtained for a measurement when all devia-
Al.1.1 For any established measurement system, each mea- tions, d(j), are zero, that is, the ideal outcome of a
surementy, can be represented as indicated by Eq Al.1. measurement, and
y=M + 2d(j)
(A1.1)
where:
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>d() = (algebraic) sum of (j) individual deviations or System. Bias terms that are fixed under one system of causes
measurement perturbations, generated by what-may be variable under another different system of causes and
ever “system-of-causes” that exists for the mea- ViC€-versa.
surement system. Al1.2.2 The inherent biaB; is characteristic of the overall
Al1.1.2 The termM is expressed in practice, for any mea- design of the machine or apparatus. This type of bias is

surement system, as the average ofyathlues in the overall frequently of importance in chemical tests for certain constitu-
measurement program; it is also called the level of theNts whose theoretical content can be calculated, for example,

property. (The termM is used in this Annex in place of y, Percent chlorine in sodium chloride. A given test device may

frequently defined as the true value). A more useful format i€lways be low or high due to unique design features.
obtained when Eq Al.1 is expressed as an expanded model inA1-2.3 One or more generic bias terrg, may be included

Eq A1.2, whereSd (j) is replaced by a series of terms IN the model to allow for any (non-inherent) unique systematic
appropriate to interlaboratory testing. deviation not attributable to test machines or laboratories.

@ M4B 4B 4B 4B Al.2.4 The bias term8,, andB | apply to most types of
y_+ (|)+i (sT+ eL(I) L ) + &g) testing. As an example, for a particular laboratory (with one
% % v G g (AL.2) test machine) both of these bias terms would be constant or
fixed. For a number of test machines, all of the same design in

where: a given laboratoryB, would be fixed buB,,, would be variable,

B; = inherent bias or systematic deviation, character-each machine having a unique value. For a measurement
istic of the design of the measurement system; it system consisting of a number of typical laboratories, t&jh
exists under all measurement conditions, andB | would be variable for the multilaboratory measurement

Bm = bias (systematic deviation) contributed by the system but of course botB,, and B, would be constant for
measuring machine; it is unique to a particular each laboratory.
machine,

B, = bias contributed by the laboratory; it is unique to  A1.3 The (e) or Random Terms:
conditions in a particular laboratory, A1.3.1 The €) terms represent random deviations, plus or

By = general (generic) bias of a “to be specified” minus values that have an expected mean of zero (over the long
nature (certain measurement systems may requireun) and a variance equal to vax(The distribution of thed)
more than one such term), terms is assumed to be approximately normal but in practice it

& () = between-laboratory random deviation of long- is usually sufficient if the distribution is unimodal. The
term nature, that is, over a period of several (random) value of each of thee)( terms influences the
weeks or months, measured/-value on an individual measurement basis. How-

& (s) = between-laboratory random deviation of short- ever in the long run whepvalues are averaged over a number
term nature, that is, over a period of days, of measurements, the influence of the)(terms is greatly

&v() = within-laboratory random deviation of a long- giminished or eliminated since the terms average out to zero
term nature (weeks, months), (or approximately zero) and thevalue (andM) is perturbed

&y(s) = within-laboratory random deviation of a short- p the @) terms only. This long run zero-average character
term nature (days), and - stands in contrast to the behavior of the fix&)l terms where

e (g) = general (generic) random deviation of a “to be

" : an increased number of measurements increases the knowledge
specmed”_ nature (certain measurement SyStems(accuracy) of the actuaBj value.
may require more than one such term). A1.3.2 To make the model building as accurate as possible
AL13 In a perfect measurement world all biases ands in the case of the bias terms, one or more generic random
random deviations of Eq A1.2 would be zero. In the real worldgeyiation termse (g), may be included in the model to account
of measurement, these terms take on certain values and the sy any potential source of special random deviations not
of their collective values acts as a perturbation of¥healue  giiriputable to the general or commadwithin’ or 'between’
for each measurement. Both the actual value and the varianggnoratory categories.
of each of these terms are important when considering testing ) o
and precision programs. Tests to determine the significance of A1.4 Relating the (B) Terms to Measured Precision:
these individual terms usually involve a statistical comparison Al.4.1 The expanded series d@)(terms in Eq Al.2 gives

of the variances attributed to the terms. insight into the potential individual sources of bias between
laboratories. However to express the between laboratory test
Al.2 The (B) or Bias Terms: results in relation to theB) terms, it is convenient to use a

A1.2.1 The value of theB) terms is dependent on the collective @) term designated asBjTotal, which is the
measurement system or the system-of-causes, for the genef@lgebraic) sum of allg) terms. The variance oBfTotal is the

tion of the biases. TheB) terms in the model may be either between-labqratory bias variance. The total betwee.n—
fixed or variable as well as plus or minus, depending on théaboratory variance is the sum of the between-laboratory bias

measurement system under consideration. For any system, tf@rance and the between-laboratory random variamge,
variable B) terms are typically a non-random finite distribution (€ither long or short) and is given by Eq A1.3.

and therefore the values for a particular bias term will not of  var(B)Total] + Vare,] = (6?),

necessity sum to zero over the population constituting the

10
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= between-laboratory variance = specific within-laboratory variance
(A1.3) (Al.6)

The between-laboratory variance does not include the ranyhere:

dom within-laboratory variation. The value of9), (for any Varle,]

basic within-laboratory variance, a variance

material), is estimated in accordance with Eq Al.4, from the that is characteristic of routine use of the
between-laboratory variance of cell average§?)(X, dimin- test method, that is, uniform over all labo-
ished by the adjusted value o8%,, the pooled within-cell ratories. and

variance. See Section 8. Varle,, (@)] = an added within-laboratory variance (com-

(62, = (SHX— (S),/n = (9 (AL.4) ponent) specific or unique to a particular

The normal pooled within-cell variance§?),, is adjusted or laboratory; itis approximately zero for good

o laboratories.
divided byn, the number of test values per cell, to put both of . ) .
the variances in the equation on the same basis, that i% The simple variance of A1.5.2.1 has been redefined as a

averages o vales. posi vatiance, The specic i aboraor varance efines
Al1.4.2 In Eq Al.4 and those to follow, population statistics y £4 AL, P ! Y

are represented by Greek letter symbols and the estimates Eieg ggfafgfc'gaﬁge?\tgz"gy \I/Earlzric? )%, unique to any
the statistics are represented by English letter symbols. In Ea y: 9 Y EQALL.
Al.4 the estimate)? |, is equated to the population statistic Vare,] + Vare, (g)] = (o),

(O'Z)L-
= specific repeatability variance  (A1.7)

Al.5 Relating the (e) Terms to Measured Precisiefihe When the individual repeatability variances for all laborato-

expanded series of randor) (terms gives insight into the ries are pooled the relationship is expressed by Eq A1.8, where
individual sources of random deviations (or errors) that perturhhe estimated valueSp ., is used in the equality.

the M value. However as in the case of tH#) erms, for any

specific precision program with a defined time period for repeat Pooled(0)’; = (§ = repeatability variance (AL8)
tests, it is easier to relate the test results to precision evaluation Since in typical interlaboratory programs there is usually
by selecting one, and onee ,, term, that is, commonly either only 1 degree of freedom (DF) estimate af){. for each

a () long or () short time period; other time periods may be laboratory and material, the poole8) ¢, is the parameter of
specified if needed. direct importance.

A1.5.1 Within-Laboratory (e) Term Evaluation Al1.5.2 Between-Laboratory (e) Term EvaluatieiThe
A1.5.1.1 Within a single laboratory, repeated testing on d€rm ey, either long or short time span, represents random
given material generates a series of valuesefgt) or e,(s) variations between (among) a group of laboratories that mea-
depending on the time scale for measurements. From the serigédre & common material and as seghs one component of the
of such repeat measurements the simplest expression of withi@verall laboratory variation. Interlaboratory test programs do
laboratory variance of, is given by Eq A1.5. For simplicity Nnot ordinarily provide a direct estimate ef in the same sense
the () and §) notations will be dropped arej, alone used with ~ thate, is evaluated.

the assumption that either time span can be used in the )
developed relationships. Al1.6 Combined (B) and (e) Term Between-Laboratory

, . _ Evaluation —The total variation among between-laboratory
Varg,] = ()" = simple within-laboratory variance  (A1.5)  test results (for any material) which is defined as the reproduc-
This applies to a particular laboratory and to a particularibility variance, ¢) 2, is the sum of four sources or compo-
material. nents of variance, for any selected time period, as given by Eq
A15.1.2 It ig, the general practice in precision analysis t0A1.9.
assume tha will be approximately equal from laborator Y
to Iaboratorf/jofgr any werl)lrjestablishgd (e]md standardized ¥est Varl(B) Total] + Varle,] + Vare, (@)] + Vate,] = (o) R(Al 9)
method and on this basis the individual cell estimatessyf, '
can be pooled for any material to obtain a collective value .
representing all laboratories. However the skill and internal’@rance or mean square, among all the values for each

control procedures used in conducting test measuremenf@@terial in the interlaboratory program. Recall thByTotal
varies among even well-experienced laboratories and this wifEPTESENts @ number of potential separate sources of bias as

be reflected in the pooleds)?, variance for any given 9IVen in Eq Al.2. Interlaboratory testing experience has shown
material. v that the order of the variance terms in Eq A1.9 (left to right),
A1.5.1.3 This varying testing skill situation can be ad- is the approximate order of magnitude of these terms.

dressed by use of the generic terg)(g). Thus a more realistic . . :

estimate of within-laboratory variﬂce for any given laboratory A1.7 Relationship Between (B) and (e) Terms and Preci-

is expressed by Eq AL.6, a variance specific to a giveryion Parameters rand R:

laboratory. Al1.7.1 Repeatabilityr, is defined by Eq A1.10 in terms of
Varfe,] + Varfew)] = (0)? the estimated statistic rather than the population statistic.

The estimate of this variance, 9%, is equal to the total

repeatability= r = ¢ (2)V%5 (A1.10)
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A1.7.2 Reproducibility,R, is defined by Eq A1.11 on the the variances o)®> , and )°; and on the shape of the
same basis. distributions of the variable bias terms and tegtérms. The
reproducibility= R normal assumptions for these terms are (1) unimodal distribu-
- 2", tions, (2) the number of test results not too small (approxi-

(A1.11)  mately 20), and (3) a confidence leved £ 0.05) of 95 %.
A1.7.3 The coefiicient (22 is derived from the fact that Under these assumptions the valuebas approximately 2 and

and R are equal to the difference between two (single) tes{herefore Eq A1.10 and E.q. AL.11 may be rewritten as
results. The factokh depends on both the total degrees of repeatability=r = 2.83§ (AL.12)
freedom (number of test results available) in the estimation of reproducibility= R = 2.83S; (A1.13)

A2. PRACTICE E691 CALCULATIONS FOR 'CELL AVERAGE’ OUTLIERS:  h-VALUES

A2.1 General Background-Practice E 691 was originally tions or to suspiciously small or large, within-cell averages for
introduced in 1979 as the basic document for performingeach material. The Practice E 691 procedure generates two
precision analysis for all ASTM test method standards. It wasdditional tables that are analyzed for significantly Higland
most recently revised in 1987. The fundamental calculatiork values; see Annex A3) indicating laboratories that are not
algorithms forr andR used in Practice E 691 are the same asconsistent with the remainder (bulk) of the laboratories.
found in Practice D 4483 (1989 and current version), in ISO
TR 9272 used by 1ISO TC45 and in the generic ISO standard, A2.4 Benefits of the General Practice E 691 Outlier
ISO 5725. Approach—The Practice E 691 technique of usihgand k)

values is superior to the technique used by both Cochran’s and

A2.2 Practice E 691 differs however from all of these otherpixon's tests that uses the difference between the most extreme
Standal’ds in the Way it addl’eSSES Outliers or potential Outlier%.ajue (Sma” or |arge in the case Of Dixon’s) and the Value next
The other standards evaluate potential outliers on the basis gf magnitude, as the basis for a test of significance for rejection
(1) Cochran’s test for within-cell variances, across all laborapf the most extreme value as an outlier. For situations where
tories for each material, and (2) Dixon’s test for within-cell two extreme values lie close to each other and together they
averages, across all laboratories for each material. Practi%pan significantly from the remainder of the values, both the
D 4483 in its 1989 version allowed for the use of an alternativ%ochran’s and Dixon’s tests fail to show the departure of the
test for within-cell averages, a procedure called Tiejtentwo values from the remainder of the non-suspect values. This
Moore’s test (see discussion in A2.4). The Practice E 691yas one of the advantages of the Tiejten and Moore test
approach makes use of two new parameters called” consistengyscussed above, since it looks at any number of suspicious

statistics,” designated by the symbdisand k. The general yajyes at the same time and avoids the masking effect of two
philosophy of the Practice E 691 approach will be described ifor more) outliers lying close to each other.

this annex as well as the calculation algorithms fortthelue

table. Calculation procedures and some additional discussion A2.5 Decision on Significant h-valuesPractice E 691
specific to thek-values will be given in Annex A3. takes an overly conservative approach on the issue of what is
to be declared as a significalvalue (ork-value); it uses a
99.5 % confidence level to make this decision. This philosophy
is based in part on a customary view held by statisticians, that

A2.3 Defining the h Statistie-The between-laboratory
consistency statistity, is defined as follows foeach material

h = di(9% (A2.1)  outliers should rarely be eliminated from any interlaboratory
where: test program (ITP). Thi; vieyv is based in Iar.ge. part on thg
d Z i - Y], supposition that the ITP is being done at a prghm_mary stage in
V. = cell average (being tested), for any laboratory, the developme.nt of atest method and _that rejecting Fhe outliers
Y = average of all cells, and gives a false impression of the quality or capability of the
(S)x = standard deviation of cell averages. method. This view has merit for the initial phases of develop-

A2.3.1 Theh-value is the ratio of the deviatich of the cell ment for any new method and has some justification for an ITP

average for any laboratofyfrom the overall cell average of all With only a few laboratories and a few materials since it is
laboratories, divided by the standard deviation among all th@ften difficult to decide if outliers for any laboratory are indeed
cell averages. The special paramétenay be considered as a different from the other laboratories.
standardized variate (@function) with a mean of zero anda  A2.5.1 For well-established test methods however, the ex-
standard deviation df istence of a gradation of skill and general testing competency
A2.3.2 Largeh-values ( + or —) indicate considerable dis- in any large group of laboratories, argues for a modified
crepancy from the overall average on the basis of a multiple oipproach to the outlier issue. For precision evaluation of
the cited standard deviation. Practice E 691 calculates aestablished test methods with a reasonably large number of
h-value foreach laboratoryfor all materials, in distinction to participating laboratories with several materials, there is justi-
the other precision standards that restrict their attention anfication to reject outliers for a particular laboratory on the basis
calculation to suspiciously large within-cell standard devia-of the more typical and universally used 95 % confidence level
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rather than a 99.5 % level. This is the approach as adopted inTABLE A2.1 Critical h-Values, h(crit) at 95 % Confidence Level
this practice. Number of Laboratories (p) h(crit)
A2.5.2 The 95 % confidence level approach will in general, 3 115
reject the results of laboratories that have poor internal testing 4 1.43
control and are in need of improved operating procedures. 0 .
Allowing these “poor” laboratories to inflate the precision 7 171
results (obtained if their results are not rejected) gives a false 8 1.75
indication of the merit or inherent quality of any test method as I o
used by those laboratories that take the time and effort to 11 1.82
conduct testing with proper internal control. The precision of i; i-gi
the group of “good” _Iaboratones (usually the majority of 1 Les
participating laboratories) should be the benchmark of test 15 1.86
quality for any test method. is 1-2;
A2.6 Calculating Critical h-values-The critical value for 18 188
h, h (crit), depends on the number of laboratories in the ITP and o e
at any confidence level it may be calculated in accordance with 21 189
the following equation: 22 1.89
23 1.90
h(crit) = (p — Dtp(t? + p — 2)}*2 24 1.90
(A2_2) 25 1.90
26 1.90
where: 27 1.91
_ ’ . . 28 1.91
p = number of laboratories in ITP, and 29 1o1
t = Student’'st at selected confidence level, with 30 1.01
DF = (p - 2) (a two-tailed t value). g; i-gi

A2.7 Table of Critical h-values-Table A2.1 gives calcu-
latedh-values h (crit), at the 95 % confidence leved € 0.05).
These are the values as specified for the analysis of precisi@valuation, it should be noted as a footnote in the precision
evaluation in accordance with this practice. If for well justified table, the value of the alternative confidence level should be
reasons another confidence level is desired for precisiogiven and the reason for its adoption.

A3. PRACTICE E691 CALCULATION FOR CELL STANDARD DEVIATION OUTLIERS:  k-VALUES

A3.1 The within-laboratory consistency statistic, desig- where:
nated as &-value, is an indicator of how the within-laboratory (SY

cell variance being tested for potential signifi-

variability (individual cell standard deviation, under repeatabil- cance,

ity conditions) for any selected laboratory, compares to the=(Si = sum of cell variances other than one being tested,
overall or pooled standard deviation. This comparison is done and

on a material (or level) by material basis. Values substantiallyp = number of laboratories.

greater than one indicate greater within-laboratory variation The within-laboratory consistency statistlG,as calculated
(for that cell) compared to the average for all laboratories. in the Practice E 691 computer program or as it should be
calculated for a spreadsheet analysis, is defined for any
A3.2 The usual approach to tests of significance forselected cell by Eq A3.2
variability statistics, is the use of af-ratio, a ratio of two K=(9/(S (A3.2)
variances. Therefore for the basic derivation ofkhealue and ' '
the development of tables of significant or critikalalues, the  where:

variance is used rather than standard deviation. (S) = cell standard deviation of the cell being tested, and

(S) = repeatability standard deviation (for any selected

A3.3 Thek-value is expressed as a ratio of two standard material) (this is the pooled value over all laborato-
deviations because the ratio of standard deviations is easier to ries).

comprehend in reviewing data. The units for standard deviation

are the same as the units of measurement for the test. A3.5 For purposes of calculating criticevalues to evalu-

ate potential significance for any selected cell, the following
A3.4 In the usuaF-ratio approach, the significance of any development is presented. The repeatability variance is given

one-cell variance to the pooled variance of all cells excludingby Eq A3.3
the one cell being tested is given by Eq A3.1 (92 =[2(S)?+ (97 /p

F=(92/[(Z(S)?/(p—1)] (A3.3)

(A3.1) Combining Eq A3.1, Eq A3.2, and Eq A3.3 gives Eq A3.4:
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k={p/ 1+ (- DIP}"?
(A3.4)

The degrees of freedom (DF) férin Eq A3.4 are i — 1) for
the numerator ando(- 1)(n — 1) for the denominator.

A3.6 Eg A3.4 may be used to calculate critiavalues,k
(crit), for any values ofp andn, at any selected confidence
level, by reference to the applicalifevalue at the indicated DF
values. Table A3.1 gives criticdd-values at the 95 % confi-
dence level§ = 0.05) for various numbers of laboratories, for
n=2 and 3, cell replicate values.

TABLE A3.1 Critical k-Values, k(crit), at 95 % Confidence Level

information.

Number of Number of Replicates, n
Laboratories,
p 2 3 4
3 1.65 1.53 1.47
4 1.76 1.59 1.50
5 1.81 1.62 1.53
6 1.85 1.64 1.54
7 1.87 1.66 1.55
8 1.88 1.67 1.56
9 1.90 1.68 1.57
10 1.90 1.68 1.57
11 191 1.69 1.58
12 1.91 1.69 1.58
13 1.92 1.69 1.58
14 1.92 1.70 1.59
15 1.93 1.70 1.59
16 1.93 1.70 1.59
17 1.93 1.70 1.59
18 1.93 1.71 1.60
19 1.93 1.71 1.60
20 1.94 1.71 1.60
21 1.94 1.71 1.60
22 1.94 1.71 1.60
23 1.94 1.71 1.60
24 1.94 1.71 1.60
25 1.94 1.71 1.60
26 1.94 1.72 1.60
27 1.94 1.72 1.60
28 1.94 1.72 1.60
29 1.94 1.72 1.61
30 1.94 1.72 1.61
31 1.95 1.72 1.61
32 1.95 1.72 1.61

A4. ESTABLISHING A FUNCTIONAL RELATIONSHIP BETWEEN r
A4.1 A functional relation between(or R) andM may or
may not exist. The reasoning and computational proceduresA i S
inear relation:
presented as follows may apply tpR, (r), and (R). They are
presented for only. Only three types of relationships will be
considered:
A proportionality relation: A logarithmic relation:

14
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logr = ¢ — dlogM A4.4 The weightsW, must be proportional to ~2, but the
(A4.3)  values ofr j are subject to errors; the same will hold for the
or its equivalent: weights. To correct for these and reduce the errors in the final
r = CMe equation, the following iterative procedure is recommended:
(A4.4)

A4.4.1 Writingr,, for the original values of obtained by

A4.2 EqAA4.3 and also A4.4 wheh> 0 (general case) will  ©One of the calculation procedures, apply the above equations
then lead tor =0 for M = 0, which may seem unacceptable for u or v with weights:
from an experim_ental ppint o_f view. Frequentl_y, _the values of W, =1 2 =12, ...0) (A4.10)
M encountered in practice will have a lower limit larger than . ) )
zero such that these equations can be used without introducingWhich results in equations
serious systematic errors. ryj=wvMjorr =u; + M, (A4.11)

~ A4.2.1 Foru=0andd=1, Eq A4.2 and Eq A4.3 will e From these are computed adjusted values;of
identical to Eq A4.1, and whea lies near zero od, or both,

lies near unity. Two or all three of these equations may yield
practically equivalent fits. In that case, Eq A4.1 should be and the computations are then repeated with the adjusted
preferred because it involves only one parameter and, thergreightsW,; = r,; ~*giving
fore, permits a simple statement.

A4.2.2 If, in a plot ofr; againstM , or log r; against logM
i, the set of points is found to lie reasonably close to a straight A4.4.2 The step fronW,,; to W;; is effective in eliminating
line, a line drawn by hand may provide a satisfactory solutiongross errors in the weights, and the equationpshould be
but if for some reason a numerical method of fitting isconsidered as the final result.
preferred, the procedure of Eq A4.3 is recommended.

ry=viMjorry =u; +vM;(j=1.2,..0 (A4.12)

r,=wv,Morr,=u,+ v,M (A4.13)

- : L . A4.5 The standard error of logis approximately propor-
A4.3 The fitting of a straight line is complicated by the fact tional to V (r), the coefficient of variation of. Since the

that bothM andr are estimated. Smce_ the sIo_pe,ls_ usually standard error af is proportional to the value af the standard
small, of the order of 1 or less, errorshihhave little influence . ; .
error of logr will be independent of and an unweighted

and the errors im predominate. The purpose is to derive values . . . .
of r for given values oM; therefore, a regression ofon M is regression of log on log M is appropriate when Eq A4.3 is
appropriate. This should be a weighted regression because tﬁgnmdered.

standard error or is proportional to the value of. With A4.5.1 For Eq A4.3 the computational formulas are as
weightsW; for r;, the computational formulas are as follows: follows:

S = JEWJSZ = JZVVJ-,M]-,S3 = jij,lvlj 2 (A4.5) S =logM;, S, =3 (logM)?, (A4.14)
] ]
S, = J_zvvj,rj, and§ = J_EW,-,MJ-r,- (A4.6) S;=Xlogr,  S,= X (logM,)logr). (A4.15)
J J
Then, for Eq A.1 and
v=§/S _
(A4.7) c= M
and for Eq A4.2, =S (A4.16)
u= "SS5 st; (A4.8)
S$-S; g= 92758
os - ss s - S°
SS-SS, (A4.17)
"=35 57 (A4.9)

A5. PROCEDURE FOR CARBON BLACK PRECISION EVALUATION

A5.1 Introduction—The evaluation of precision for the test deviations are used to examine outlier characteristics of the
methods of Committee D-24 on Carbon Black shall be coninterlaboratory database by means of a protocol that differs
ducted in accordance with the procedure outlined in this annexrom the basic Practice D 4483 protocol. Additionally, special
This procedure differs from the requirements as set forth in thealculations are made in this annex to select the mode of
main test of this practice. Each cell of the basic precisiorprecision expression (absolute or relative) that is most free of
format table (Table 1 of this practice) contains four values asnfluence by the level of the measured property. This special
described as follows. The cell averages and cell standardnnex procedure is used so thBtdll carbon black test method
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precision programs are conducted in the same manner2and ( TABLE A5.2 Format for Laboratory Precision Data
precision results can be compared across the tests normally Material 1 Material 2 Material g
employed in the carbon black manufacturing industry. Laboratory Cell Cell Cell
pioy 9 y Number Av(éfel‘l e Standard Av(éfelll e Standard Av(éfelll e Standard
inol h inol f . 9 Deviation 9 Deviation 9 Deviation
~A5.2 Terminology—The terminology used for D-24 preci- 1 = > = -~ = >
sion sections shall be in harmony with the terminology as used 2 XX XX XX XX XX XX
in Practice D 4483. The word 'sample’ shall not be used in__* XX xx XX xx XX xx

place of the word 'material’ when discussing the number of
labs, materials, days and replicates for any ITP. Samples in the
context of Practice D 4483 are representative portions (odeviations as specified by Annex A3. Also calculate for each
pieces) of a material scheduled for testing that are sent out tmaterial the 95 % confidence level critidavalue,k (crit), in
each laboratory in the ITP. accordance with Annex A3.
) ) A5.4.4 The determination of outlier laboratories is done
AS5.3 Materials Selected and Data CollectiesThe num-  ingependently for average, using theandh (crit) values and

ber of materials (carbon blacks) for the precision program shalltandard deviation, using the and k (crit) values. Outlier
be selected based on the recommendations of Section 6. For thggratories are determined by comparing the calculbtest

operations as described in this annex it is recommended that gialue to theh (crit) or k (crit) value, respectively. The

least five materials be selected. This number of materialgpsolute value of the calculatedbvalue is used for this

provides for four degrees of freedom in evaluating the significomparison. Laboratories are rejected in order from highest to

cance of the coefficient of determination as described in AS.Sygyest absolute calculatead or k-value exceeding thi (crit)

Tests on the selected materials shall be conducted in accodr k (crit) value, respectively, for each material, until:

dance with the (specified) test method to produce two test (g) g|l outliers have been rejected and the number of

results on each of two separate 'test days’ for a total of four teslemaining laboratories is twenty, or greater, OR

results. A test result is the average or median of a number of (1) only twenty un-rejected laboratories remain, including

individual determinations (measurements) as specified by thgsme within the lower range o or k-values exceeding the

method. Record all values as indicated in Table AS5.1 for eaclyit) or k (crit) value, respectively.

material and laboratory. Each set of four values in the Table |t twenty or fewer laboratories participate in the study, reject

AS.1 arrangement, constitutes one cell of the final datgnly one laboratory for each material for average or standard

tabulation of the entire interlaboratory test program when alljeyiation. If no laboratories exceéd(crit), retain all average

the data are arranged in the basic Practice D 4483 Table data, If no laboratories exceed (crit), retain all standard

format. All testing shall be conducted on the same test machinggyiation data.

or apparatus. A5.4.5 After the review of data as specified in A5.4.2 to
A54 Table A5.1 Data Review and Calculations: A5.4.4, the issue of blank cells (missing values) in the basic

) Practice D 4483 Table 1 format needs to be addressed. Refer to
A5.4.1 For each material and each laboratory calculate the 5 ang 7.6 for this as well as Section 8 for the precision

average, designated as the cell average and the standgiglcuations.

deviation, designated as the cell standard deviation, of the four

values as listed in Table A5.1 format. These two statistics (cell A5.5 Relationship Between Reproducibility Precision Pa-
average, cell standard deviation) are used to review theameters and M:

laboratories for internal testing consistency (outlier behavior) a5 5 1 This section gives the necessary instructions to
on a material-by-material basis. Although both of these statiSgg|ect the type of reproducibility precision parameter; either the
tics contain two undifferentiated components of variation, thatabsoluteR expressed in measurement units or the relaie (

is, between tests-between days and between tests within a dyressed in percent, that gives the most general expression of
each statistic serves as a useful index for the internal consissiecision. General expression of precision is defined as that

tency (outlier) comparison. mode of expression that has the least dependence on the
A5.4.2 Reviewing the Cell AveragesArrange the data for \aa5ured property leveV), the average material value over all
all laboratories and materials in the format of Table A5.2. Foljgpnqratories.

each material calculatevalues for the column of cell averages a5 52 calculate the precision parameters as specified in
as specified by the procedures outlined in Annex A2. AlS0 ingecion 8, on the Table A5.2 database remaining after applying
accordance with the procedures of Annex A2, calculate thene procedures of 7.5 for missing values. Plot the valueR, of
95 % confidence level criticdt-value,h (crit). and (R) versusM. Perform a least squares regression for each
A5.A_1.3 Reviewing the Cell Standard Deviatiepg-or each ¢ the two parameter® and R), and record the coefficient of
material calculate thé-value for the column of cell standard yetermination designated for this practice as CD, for each

parameter.
TABLE A5.1 Data Format for Each Material (Each Laboratory) Ab5.5.3 Select for the mode of precision expression, the
Material 1 parameter with the lowest CD, that is, eithierfor absolute
Date TestResultl  TestResult2 Technician expression or R) for percent expression. This establishes
Dayl XX XX XXXXXXX h h fth t d f . . t b d . .
Day 2 o ~ OO0 which of the two modes of expression is to be used in preparing

a table of precision parameters in the precision section of the
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test method standard. R has the lowest CD, use the absolute Section 9 for general guidance in preparing the final table(s) of

mode; if (R) has the lowest CD, use the relative mode. Theprecision results and the accompanying precision statements

mode of expression selected applies to both the reproducibilitfor the test method standard. In preparing these statements, it

and repeatability parameters of the table of precision resultsshould be made clear whether the precision applies to indi-
A5.5.4 Allowing for the decision on precision parameteryvidual mean levels in a table or to pooled values.

selection made in A5.5.3, follow the instructions as set forth in

A6. SPREADSHEET CALCULATION FORMULAS FOR PRECISION PARAMETERS

A6.1 With n =2 replicates per cell:

T =3y (A6.1) See Section 8 for other symbols used.
T, = 3(y)? (A6.2) _
5 A6.2 With n > 2 (aconstant value over all cellsyThe
T3 = (W) (AB.3)

computational equations are identical to A6.1 except that the
T, =3(S)° (A6.4)  value ofnis used in place of 2 in the denominator of the second
term of Eq A6.6. The value &§2 is obtained by means of the

Note A6.1—Use eithefT; or T,. T,/p expression of Eq A6.5
4 ol

2 T3 T4
$'=2-7 (A6.5) _ .
A6.3 With unequal numbers of n replicates per cell:
Ts = Zny; A6.11
§2- pT,— T2 ) iz 46.:6) 5 % i ( )
pp-1) |2 ' Te=2Zn(y) (A6.12)
S2=5%+52 (A6.7) T, = =n; (A6.13)
M=T,/p (A6.8) Tg = 2(n)? (R6.14)
r=2.83\/s2 (A6.9) To = 2(n=1(S)? (A6.15)
R=2.83\/ & (A6.10) §%= TTg (A6.16)
Note A6.2—If s_? is negative, substitute, =0 in Eq A6.7. (T7=p)
Note A6.3—Symbols used: 2_ <T6T7_T52_ 2) <T7(p— 1)) (A6.17)
TAp-1) T2-T, '
y,ory = average cell (test result) value, S2=52+52 (A6.18)
W, = range of celly values (forn =2 only), ) ) .
S = cell standard deviation, CalculateM, r, andR in accordance with A6.1 using:
M = average of aly values (for each level), and T
p = number of laboratories. M = T—5 (A6.19)
7

A7. AN EXAMPLE OF PRECISION CALCULATIONS—MOONEY VISCOSITY TESTING

A7.1 Introduction—The calculations illustrated in this measurements were made in accordance with Test Methods
Mooney viscosity example are performed using the spreadd 1646. The ITP was conducted for seven different materials
sheet analysis technique rather than the Practice E 691 cortrubbers) as illustrated in Table A7.1, which also lists the
puter analysis. This approach can better demonstrate thmnditions of test. On each of two separate test days, one week
operations required for the various analysis steps. The data apart, the Mooney viscosity of each of the materials was
this example, which were obtained in an interlaboratory tesmeasured one time; therefordest resultis a single determi-
program (ITP) in 1982, are the same as used for the example mation. In the nomenclature of a Table 1 format (see 7.2),
the previous version of this practice, that is, Practicep=11,q=7 andn= 2. The precision evaluated was a Type 1,

D 4483 — 89. Although the precision calculation algorithmsalthough there were some preliminary mill-massing steps
have not changed for this current version of Practice D 4483necessary for each rubber, as called for in the (1982) Section 7
the outlier rejection technique has changed, that is, it ispecifications of Test Method D 1646, prior to viscosity mea-

conducted by means of the Practice E 6®4alue andk-value  surement.

analysis. This IS Incontrast to .the, previous Practice A7.3 The basic or raw data obtained in the ITP and the
D 4483 — 89 technique of using the Dixon’s Outlier test for cell . . :
X . . umerous calculations on these data are presented in a series of
averages and the Cochran’s Maximum Variance test for cell X . . . .
variances (standard deviations) ables in this annex. The primary tables, starting with Table
' A7.2, are indicated by a table number after the annex desig-

A7.2 Details on the Precision ITR”-The Mooney viscosity nation, A7. Tables that are derived from a primary table, are
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TABLE A7.1 Materials and Test Conditions Used laboratories. This is given in the required Table 1 format of 7.2.
Materi Test At the bottom of the table are given the day averages, the
aterial . e . Other )
Number Material Description Tempergt“fe' Details 2-Day averages, the between-laboratory standard deviation of
each day column and the pooled between-laboratory standard
: Eg; RGNS irodie 8:3 deviation over both day columns. Although these are not
3 (© EPDM 125 wML@+4)  specified for the Table 1 format, they are easy to obtain and can
4% (D) IIR (NIST-SRM 388)) 100 ML(1+8) be useful for data review.
5 (E) Compounded Blend 100 ML (1 + 4)
1500/1505 H .
6 (F) SBR Black Master Batch 100 ML (1 + 4) A7.5 Full AnaIyS|s—Part 1
(1712,065 N339, 50 A7.5.1 Part 1: Cell Averages-The data of Table A7.2 are
HA Oi H
7 @ NR 100 ML(1+4) used to construct Table A7.3, a table of cell averages by using

= , - - the usual spreadsheet calculation operations. See Note A7.1. At
This IIR (butyl rubber) is a Standard Reference Material No. 388 Lot j, as
furnished by the National Institute of Standards and Technology. Measurements the bottom of the cell average table, three parameters are
are made on unmassed samples.

TABLE A7.2 Mooney Viscosity—Interlaboratory Test Data 4

Laboratory Level or Material
Number 1 2 3 4 5 6 7

1 46.0 47.0 51.0 51.0 68.0 67.0 69.0 69.0 68.0 69.0 76.0 76.0 99.0 101.0

2 46.8 50.4 49.2 50.0 68.4 69.6 68.3 68.3 68.9 69.6 75.8 75.2 98.0 100.0

3 46.9 46.9 48.8 49.9 68.1 67.8 70.0 70.3 69.0 69.1 72.3 74.2 100.0 99.5

4 47.0 46.0 51.0 51.0 66.0 66.0 68.0 68.5 70.0 70.0 69.0 70.0 97.5 98.0

5 45.6 46.5 50.4 49.9 65.1 65.8 68.1 68.6 68.3 67.5 72.6 73.6 98.7 99.6

6 48.5 47.0 51.0 49.5 67.0 66.0 68.0 68.0 68.5 67.0 79.0 75.5 98.0 95.0

7 46.2 46.3 50.3 50.1 68.0 68.5 68.5 68.5 68.7 68.1 76.0 77.1 100.2 100.4

8 48.2 48.9 52.4 52.3 69.0 70.0 69.5 69.0 69.2 70.2 80.4 82.3 99.0 99.1

9 46.0 46.4 50.8 50.8 69.0 69.7 69.5 69.4 68.9 69.3 71.8 72.4 98.9 99.4

10 42.0 42.5 51.0 51.0 70.0 71.0 69.0 68.5 71.0 70.5 76.0 76.0 104.0 103.0

11 46.0 45.4 48.1 48.3 70.0 66.7 69.0 68.6 68.3 67.0 63.6 61.6 93.0 91.2

Day Average® 46.3 46.7 50.4 50.3 68.1 68.0 68.8 68.8 69.0 68.8 73.9 74.0 98.8 98.7

2 Day Average 46.5 50.4 68.0 68.8 68.9 73.9 98.8

B-Lab Std® 1.70 1.97 1.22 1.04 1.53 1.85 0.68 0.63 0.86 1.26 4.73 5.13 2.59 3.18

Pooled B-Lab 1.84 1.13 1.70 0.65 1.08 4.93 2.90
Std

ATabulated data: Mooney units ML 1 + 4.
BFirst column each material = Day 1; Second = Day 2.
©B-Lab Std = Between-laboratory standard deviation.

indicated by the table number of the primary table with ancalculated for each material: the material cell average (average
appended letter designation to distinguish the derived opf all cell averages); the cell average standard deviation; and

Secondary table from the primary table. Thus tables with th%e” average Variance, that |§) &and 6) )_(2, given in the table
same root number but with different letter designations, that ispy the symbols STD and VAR.

a, b, etc. are directly related to each other.

_ . . . Note A7.1—The spreadsheet calculations were carried out with the
A7.4 Preliminary Analysis Data Rewe.:Jable AT.2 lists @Avg, @Stds, @Vars, and the @Sum functions as called for in the
the Day 1-Day 2 data for the seven materials and the eleven

TABLE A7.3 Cell Averages—Mooney Viscosity

Level or Material

Laboratory Number

1 2 3 4 5 6 7
1 46.5 51.0 67.5 69.0 68.5 76.0 100.0
2 48.6 49.6 69.0 68.3 69.3 75.5 99.0
3 46.9 49.4 68.0 70.2 69.1 73.3 99.8
4 46.5 51.0 66.0 68.3 70.0 69.5 97.8
5 46.1 50.2 65.5 68.4 67.9 73.1 99.2
6 47.8 50.3 66.5 68.0 67.8 77.3 96.5
7 46.3 50.2 68.3 68.5 68.4 76.6 100.3
8 48.6 52.4 69.5 69.3 69.7 81.4 99.1
9 46.2 50.8 69.4 69.5 69.1 72.1 99.2
10 42.3 51.0 70.5 68.8 70.8 76.0 103.5
11 45.7 48.2 68.4 68.8 67.7 62.6 92.1
AVG (Average) 46.48 50.35 68.03 68.80 68.91 73.93 98.75
STD (Standard 1.71 1.08 1.57 0.63 0.99 4.86 2.80
Deviation)*
VAR (Variance)® 2.939 1.173 2.450 0.398 0.975 23.647 7.829

AStandard Deviation = (S) x.
Bvariance = (S) X2
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various steps, in addition to other typical spreadsheet cell calculation A7.5.6 Reference to Annex A3, Table A3.1, fp|: 11 and
procedures. n=2, yields a criticalk-value, k (crit), of 1.91. A review of
A7.5.2 Using the material cell average (of each material),Table A7.8 indicates that there are five obserkedlues that
the cell deviation table was calculated by subtracting theexceed (crit); Laboratory 2-Material 1, Laboratory 6-Material
material cell average from the individual cell average for eact?, Laboratory 6-Material 6, Laboratory 6-Material 7, and
laboratory on a material-by-material basis (see Table A7.4).aboratory 11-Material 3. Laboratory 6 demonstrates a marked
From the table of cell deviations, a table bfvalueswas inability to repeat the viscosity measurements on the indicated
calculated by dividing each cell deviation by the applicableDay 1-Day 2 basis.
material cell average standard deviation. This operation yields A7.5.7 Although the next step is not strictly required for an
Table A7.5. The criticah-value,h (crit), is obtained from Table analysis of precision, it is included in this example to illustrate
A2.1 (in Annex A2); for eleven laboratoriés(crit) is 1.81. See the difference in the final values of the precision paramegers
Annex A2 for h-value analysis discussion. and SR calculated (1) on the original database (no outliers
A7.5.3 Reviewing Table A7.5 for observddvalues that rejected), and (2) on the adjusted database after all outliers are
exceed (crit) indicates that there are seven critieablues; rejected and replaced with the special average values. Table
Laboratory 3-Material 4, Laboratory 8-Material 2, Laboratory A7.9, Part A, lists the values of the primary calculated
10-Material 1, Laboratory 10-Material 5, Laboratory 11- variances $r° and © X2 for each material) that are required to
Material 2, Laboratory 11-Material 6, and Laboratory 11-calculate the intermediate paramets?)( and the calculations
Material 7. Laboratories 10 and 11 do not agree well with thehat yield the final paramete& andSR Refer to Section 8 for
overall "average’ viscosity values. the governing equations. The original database pooled values
A7.5.4 Part 1: Cell Standard Deviatiors-A table of stan- are:Sr =0.82 andSR = 2.44.
dard deviations was generated by applying the appropriate
standard deviation calculation function to the Day 1-Day 2 A7.6 Rejection and Replacement of (Spreadsheet) Outlier
values of Table A7.2. This operation yields Table A7.6. At theValues:
bottom of the table the variance and standard deviation are A7.6.1 Cell Average ReplacementThe rejected cell aver-
given as pooled values (over the eleven cell values for eachges have been indicated in A7.5.3. Table A7.10 is a table
material). Table A7.7 is generated by squaring each cell valugenerated by replacing the rejected cell averages by special cell
of Table A7.6 to give a table of cell standard deviationsaverages that preserve thecalculated cell averagand the
squared, that is, variances. At the bottom of Table A7.7 theecalculated cell standard deviationThis is done on a
pooled cell variance is given asSf)>. The square root of this material-by-material basis. The recalculated cell average is the
is used next to generate Table A7.8, a tablk-shluesobtained  average of all cells (for that material) omitting the outlier cell
by dividing eachindividual material cell standard deviation by average value. The recalculated cell average can be easily
the pooledmaterial cell standard deviation. obtained in spreadsheet calculations by erasing the outlier cell
A7.5.5 Table A7.7 is not required to calculate a table ofvalue in a table, producing a null or missing cell value (but not
k-values as described in A7.5.4 because Table A7.6 has thezero or 0.0 value).
necessary information to calculate tkevalues, that is, indi-  A7.6.2 The location of the rejected outliers are indicated in
vidual cell standard deviations and the pooleéll standard Table A7.10 by an underline. Each underlined value is a
deviation’ for each material. It is given at this point in the replacement value that is equal to the recalculated material cell
analysis because it will be needed (in modified format) in theaverage. Compare the recalculated values of Table A7.10 with
process of replacing the to be rejected outlier values aghe original database values of Table A7.3.
described in A7.6. A7.6.3 Cell Standard Deviation (Variance) Replacement
The rejected cell standard deviation values have been indicated
in A7.5.6. Table A7.11 has been generated by replacing the

® A Quattro Pro V4 or equivalent has been found suitable for this purpose. rejeCtEd cell standard deviations Squared by the SpeCIal cell

TABLE A7.4 Cell Average—Deviation, d

Level or Material

Laboratory Number

1 2 3 4 5 6 7

1 0.02 0.65 -0.53 0.20 -0.41 2.07 1.25

2 2.12 -0.75 0.97 -0.50 0.34 1.57 0.25

3 0.42 -1.00 -0.08 1.35 0.14 -0.68 1.00

4 0.02 0.65 -2.03 -0.55 1.09 -4.43 -1.00

5 -0.43 -0.20 -2.58 —-0.45 -1.01 -0.83 0.40

6 1.27 -0.10 -1.53 -0.80 -1.16 3.32 -2.25

7 -0.23 -0.15 0.22 -0.30 -0.51 2.62 1.55

8 2.07 2.00 1.47 0.45 0.79 7.42 0.30

9 -0.28 0.45 1.32 0.65 0.19 -1.83 0.40

10 -4.23 0.65 2.47 -0.05 1.84 2.07 4.75

11 -0.78 -2.15 0.32 0.00 -1.26 -11.33 —6.65

Average (d) -0.00 0.00 0.00 0.00 0.00 -0.00 0.00
Standard Deviation (d) 171 1.08 1.57 0.63 0.99 4.86 2.80
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TABLE A7.5 Cell h-Values”

Level or Material

Laboratory Number

1 2 3 4 5 6 7
1 0.01 0.60 -0.34 0.32 -0.41 0.43 0.45
2 1.24 -0.69 0.62 -0.79 0.34 0.32 0.09
3 0.25 -0.93 -0.05 2.148 0.14 -0.14 0.36
4 0.01 0.60 -1.29 -0.87 1.10 -0.91 -0.36
5 -0.25 -0.19 -1.64 -0.71 -1.02 -0.17 0.14
6 0.74 -0.09 -0.97 -1.27 -1.17 0.68 -0.80
7 -0.13 -0.14 0.14 -0.48 -0.52 0.54 0.55
8 1.21 1.858 0.94 0.71 0.80 1.53 0.11
9 -0.16 0.42 0.84 1.03 0.19 -0.38 0.14
10 -2.475 0.60 1.57 -0.08 1.86° 0.43 1.70
11 -0.46 -1.99% 0.20 0.00 -1.27 -2.338 -2.388

A95 % Confidence Level h(crit) = 1.81.
B Significant h-Value.

TABLE A7.6 Cell Standard Deviations

Level or Material

Laboratory Number

1 2 3 4 5 6 7

1 0.707 0.000 0.707 0.000 0.707 0.000 1.414

2 2.546 0.566 0.849 0.000 0.495 0.424 1.414

3 0.000 0.778 0.212 0.212 0.071 1.344 0.354

4 0.707 0.000 0.000 0.354 0.000 0.707 0.354

5 0.636 0.354 0.495 0.354 0.566 0.707 0.636

6 1.061 1.061 0.707 0.000 1.061 2.475 2.121

7 0.071 0.141 0.354 0.000 0.424 0.778 0.141

8 0.495 0.071 0.707 0.354 0.707 1.344 0.071

9 0.283 0.000 0.495 0.071 0.283 0.424 0.354

10 0.354 0.000 0.707 0.354 0.354 0.000 0.707

1 0.424 0.141 2.333 0.283 0.919 1.414 1.273

Pooled Variance 0.877 0.202 0.802 0.057 0.357 1.245 1.039
Pooled Standard 0.936 0.449 0.896 0.239 0.597 1.116 1.019

Deviation

TABLE A7.7 Cell Standard Deviations Squared

NoTe 1—T4 = SumBi)?; [(Si) ? = (S)Squared)].
Note 2—( SN2 = T4lp = T4/11.

Level or Material

Laboratory Number

1 2 3 4 5 6 7

1 0.500 0.000 0.500 0.000 0.500 0.000 2.000

2 6.480 0.320 0.720 0.000 0.245 0.180 2.000

3 0.000 0.605 0.045 0.045 0.005 1.805 0.125

4 0.500 0.000 0.000 0.125 0.000 0.500 0.125

5 0.405 0.125 0.245 0.125 0.320 0.500 0.405

6 1.125 1.125 0.500 0.000 1.125 6.125 4.500

7 0.005 0.020 0.125 0.000 0.180 0.605 0.020

8 0.245 0.005 0.500 0.125 0.500 1.805 0.005

9 0.080 0.000 0.245 0.005 0.080 0.180 0.125

10 0.125 0.000 0.500 0.125 0.125 0.000 0.500

11 0.180 0.020 5.445 0.080 0.845 2.000 1.620

SUM( = T4) 9.645 2.220 8.825 0.630 3.925 13.700 11.425
(sn? 0.877 0.202 0.802 0.057 0.357 1.245 1.038636

standard deviations squared, that preserve the pooled recalaince the Practice E 691 computer program does not provide
lated cell standard deviations squared, designat&bpgain  for any selected automatic rejection technique, the issue of
the locations for rejected outliers and their replacements areeplacing any outliers in a Practice E 691 analysis must be
indicated by the underlines. Each underlined value equals th@ddressed as given in the next section.

pooledSr for that material. Compare Tables A7.11 and A7.7, o )

from which it is generated in the spreadsheet, by the recalcu- A7-7 Rejection and Replacement of (Practice E 691) Out-
lation process as described above. lier Values:

A7.6.4 The Table A7.10 and Table A7.11 recalculations as A7.7.1 The rejection of Practice E 691 analysis outliers is
described in A7.6.1 to A7.6.3 provide the new values for athe same as for the spreadsheet technique. The tables of
recalculation ofSrand SRon the adjusted (outliers removed) h-values andk-values as generated by the Practice E 691
database, using the spreadsheet analysis technique. Howevyempgram are reviewed with the critical values evaluated and
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TABLE A7.8 Cell k-Values”?

Level or Material

Laboratory Number

1 2 3 4 5 6 7
1 0.76 0.00 0.79 0.00 1.18 0.00 1.39
2 2.728 1.26 0.95 0.00 0.83 0.38 1.39
3 0.00 1.73 0.24 0.89 0.12 1.20 0.35
4 0.76 0.00 0.00 1.48 0.00 0.63 0.35
5 0.68 0.79 0.55 1.48 0.95 0.63 0.62
6 1.13 2.368 0.79 0.00 1.78 2.218 2.088
7 0.08 0.31 0.39 0.00 0.71 0.69 0.14
8 0.53 0.16 0.79 1.48 1.18 1.20 0.07
9 0.30 0.00 0.55 0.30 0.47 0.38 1.35
10 0.38 0.00 0.79 1.48 0.59 0.00 0.69
11 0.45 0.31 2.607 1.18

A95% Confidence Level k (crit) = 1.91.
BSignificant k-Value

TABLE A7.9 Precision Parameter Calculations for Each Material

Part A—All Data Values Included:

Material (sn? (S)x® [(Sn?3)12 (SL)? (SR)? Sr SR

1 0.877 2.939 0.438 2.500 3.377 0.94 1.84

2 0.202 1.173 0.101 1.072 1.274 0.45 1.13

3 0.802 2.450 0.401 2.049 2.851 0.90 1.69

4 0.057 0.397 0.029 0.369 0.426 0.24 0.65

5 0.357 0.975 0.178 0.797 1.153 0.60 1.07

6 1.245 23.647 0.623 23.024 24.270 1.12 4.93

7 1.039 7.829 0.519 7.309 8.348 1.02 2.89

Pooled Values 0.654 5.957 0.809 2.44
Part B—Outliers Removed:

Material (sn? (S)x® [(Sn?3)2 (SL)? (SR)? Sr SR

1 0.317 0.973 0.158 0.815 1.131 0.56 1.06

2 0.109 0.310 0.055 0.255 0.365 0.33 0.60

3 0.338 2.450 0.169 2.281 2.619 0.58 1.62

4 0.057 0.197 0.029 0.169 0.226 0.24 0.48

5 0.357 0.604 0.178 0.426 0.783 0.60 0.88

6 0.758 9.534 0.379 9.155 9.912 0.87 3.15

7 0.692 2.964 0.346 2.618 3.310 0.83 1.82

Pooled Values 0.376 2.621 0.613 1.62

Pooled Values Excluding Material 6 1.406 1.19

TABLE A7.10 Cell Averages—Outlier Values Removed

Level or Material

Laboratory Number

1 2 3 4 5 6 7

1 46.5 51.0 67.5 69.0 68.5 76.0 100.0

2 48.6 496 69.0 68.3 69.3 75.5 99.0

3 46.9 49.4 68.0 68.7 69.1 733 99.8

4 465 51.0 66.0 68.3 70.0 69.5 97.8

5 46.1 50.2 65.5 68.4 67.9 73.1 99.2

6 4738 50.3 66.5 68.0 67.8 77.3 9.5

7 463 50.2 68.3 68.5 68.4 76.6 100.3

8 48.6 50.4 69.5 69.3 69.7 81.4 99.1

9 46.2 50.8 69.4 69.5 69.1 721 99.2

10 46.9 51.0 705 68.8 68.7 76.0 103.5

11 457 50.4 68.4 68.8 67.7 75.1 99.4

Average 46.90 50.38 68.03 68.67 68.73 75.06 99.41
Standard Deviation® 0.986 0.557 1.565 0.444 0.777 3.088 1.722
Variance® 0.973 0.310 2.450 0.197 0.604 9.534 2.964

AStandard Deviation = (S) x.
Bvariance = (S) X

outlier values are noted and marked. Although 7.5.1 provideformat), two numbers must be inserted as a replacement for
the criteria for replacement of the outlier values, an example oboth any replacement cell average and any replacement cell
the calculation procedure will be helpful. For a Part 2 analysistandard deviation or variance.

(to obtain the precision parameters after outlier rejection), the A7.7.2 Table A7.12 is a table derived from Table A7.2 on
Day 1-Day 2 values in a Table 1 format (Table A7.2 in thisthe basis of the 7.5.1 criteria. It has both the outlier cell average
annex example) must be replaced. Thus in each cell (Table dnd outlier cell standard deviations replaced with the special
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TABLE A7.11 Cell Standard Deviations Squared—Outliers Removed

Level or Material

Laboratory Number

1 2 3 4 5 6 7

1 0.500 0.000 0.500 0.000 0.500 0.000 2.000

2 0.317 0.320 0.720 0.000 0.245 0.180 2.000

3 0.000 0.605 0.045 0.045 0.005 1.805 0.125

4 0.500 0.000 0.000 0.125 0.000 0.500 0.125

5 0.405 0.125 0.245 0.125 0.320 0.500 0.405

6 1.125 0.110 0.500 0.000 1.125 0.758 0.693

7 0.005 0.020 0.125 0.000 0.180 0.605 0.020

8 0.245 0.005 0.500 0.125 0.500 1.805 0.005

9 0.080 0.000 0.245 0.005 0.080 0.180 0.125

10 0.125 0.000 0.500 0.125 0.125 0.000 0.500

11 0.180 0.020 0.338 0.080 0.845 2.000 1.620

Sum( = T4) 3.482 1.205 3.718 0.630 3.925 8.333 7.618
(Sn? 0.317 0.110 0.338 0.057 0.357 0.758 0.693
Sr 0.563 0.331 0.581 0.239 0.597 0.870 0.832

TABLE A7.12 Mooney Viscosity: Interlaboratory Test Data—Outliers Replaced A

Level or Material

Laboratory Number

1 2 3 4 5 6 7

1 46.0 47.0 51.0 51.0 68.0 67.0 69.0 69.0 68.0 69.0 76.0 76.0 99.0 101.0

2 48.2 49.08 49.2 50.0 68.4 69.6 68.3 68.3 68.9 69.6 75.8 75.2 98.0 100.0

3 46.9 46.9 48.8 49.9 68.1 67.8 68.5 68.8 69.0 69.1 72.3 74.2 100.0 99.5

4 47.0 46.0 51.0 51.0 66.0 66.0 68.0 68.5 70.0 70.0 69.0 70.0 97.5 98.0

5 45.6 46.5 50.4 49.9 65.1 65.8 68.1 68.6 68.3 67.5 72.6 73.6 98.7 99.6

6 48.5 47.0 50.1 50.5 67.0 66.0 68.0 68.0 68.5 67.0 76.7 77.9 95.9 97.1

7 46.2 46.3 50.3 50.1 68.0 68.5 68.5 68.5 68.7 68.1 76.0 77.1 100.2 100.4

8 48.2 48.9 50.4 50.5 69.0 70.0 69.5 69.0 69.2 70.2 80.4 82.3 99.0 99.1

9 46.0 46.4 50.8 50.8 69.0 69.7 69.5 69.4 68.9 69.3 71.8 72.4 98.9 99.4

10 46.7 47.2 51.0 51.0 70.0 71.0 69.0 68.5 168.3 68.8 |76.0 76.0 [104.0 103.0

11 46.0 45.4 150.3 50.5 68.0 68.8 69.0 68.6 68.3 67.0 74.1 76.1 98.5 100.3

1 Day Average” 46.8 47.0 50.3 50.5 67.9 68.2 68.7 68.7 68.7 68.7 74.6 75.5 99.1 99.8
2 Day Average 46.9 50.4 68.0 68.7 68.7 75.1 99.4
B-Lab Std® 1.03 111 0.72 0.44 1.39 181 0.56 0.38 0.56 1.14 3.07 3.17 2.02 1.54
Pooled B-Lab Std 1.07 0.60 1.62 0.48 0.90 3.12 1.79

ATabulated data—Mooney viscosity units, ML 1 + 4. Outliers replaced with either ’'cell average’ or mean 'cell variance’ (Standard Deviation).
BCell standard deviation replacement =

CCell average replacement = | .

PFirst column each material = Day 1 Test result; Second column = Day 2.

EB-Lab Std = Between-laboratory standard deviation.

averages. The replaced values are indicated by two types of For this cell therefore, a standard deviation of 0.563 equals
underline as indicated in the table footnotes. The technique faa range of 1.42x 0.563 = 0.794 and rounding 0.794 to 0.80 the

doing this can be demonstrated by referring to Material 1. Fotwo values are; 48.6 — 0.40 = 48.2 and 48.6 + 0.40 = 49.0. This
this material there is one cell average replaced and one cabrocedure is repeated on a cell-by-cell basis until all outlier cell
standard deviation replaced. standard deviations have been replaced.

A7.7.3 Cell Standard Deviation Replacement (n=2) A7.7.4 Cell Average Replacement (n =2)aboratory 10
Laboratory 2 has an outlier cell standard deviation. Two valuetias an outlier cell average value (for Material 1) that must be
must be inserted in this cell, that have (1) a cell variance equakplaced. The two replacement values must (1) be equal to the
to 0.317 (see Table A7.11), and (2) an average of 48.6 (seecalculated material average of 46.9 (see Table A7.10), and (2)
Table A7.10). The technique to do this is reasonably straighthave a range equivalent to the standard deviation of that
forward forn=2 (2 replicates). Two values are inserted thatparticular cell, since that cell was not a cell standard deviation
have the specified average (48.6) and that have a ramge, outlier. The cell standard deviation is 0.354 and
equivalent to a variance of 0.317 or a standard deviation ofv = 1.41 X 0.354 = 0.50. Therefore the two values are
0.563. For data pairs, the range, is related to the standard 46.9 — 0.25 =46.65=46.7 and 46.9 + 0.25=47.15=47.2.
deviation of the two valuesSf), by Eq A7.1. This procedure is repeated on a cell-by-cell basis always using

w= (22 (S) the particular cell standard deviation to calculate the range used
(a7.1)  for the dual value calculation.

In general, the data pair to be inserted in any cell, may b A7.7.5 Cell Standard Deviation and Average Replacement

: . E(‘n > 2)
calculated by Eq A7.2 and Eq A7.3, with (Avg), being the If there are more than two replicates per cell, outliers may be
average for the cell.

replaced in the outlier cells with two inserted cell values by the
Data Value 1= (Avg) — (W/2) (A7.2)  same technique as described in A7.7.3 and A7.7.4. This
Data Value 2= (Avg) + (w/ 2) (A7.3) replacement however unbalances the Table 1 format database,
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producing unequal replicates among the cells. The analysis eofariation introduced by the mill-massing operation that was
this type of database may be conducted by way of the equationmart of the preliminary treatment of all the Mooney test
of A6.3 in Annex A6. specimens. (The black masterbatch material is sensitive to this
A7.7.6 Comparing the Outlier Adjusted Databases: Prac- mill-massing). The other rubbers of this ITP are clear rubbers
tice E 691 versus Cochran TestThe previous version of and are not as sensitive to this operation. Specimen preparation
Practice D 4483 (1989) made use of Cochran’s max variancgptions have been recently introduced into Test Method
test to eliminate cell standard deviation (or variance) outliersp 1646 to avoid some of these problems. At the bottom of

Reference to the 1989 version Table A8.3 , shows that only twggpje A7.13 between-laboratory pooled values have been
cells had significant outliers at the 95 % confidence level,

i o h calculated that omit Material 6; these pooled values are more
Laboratory 2-Material 1 and_ Laboratory 11-Mat_er|a 3. T erepresentative of clear rubbers.
Practice E 69k-value analysis at the same confidence level A7.83 All of th | . ision Table A7.13
eliminated five cells; Laboratory 2-Material 1, Laboratory 8.3 Al of the values In precision Table A7.13 are
6-Material 2, Laboratory 6-Material 6, Laboratory 6-Material representative of some average or typical laboratory operation.

7, and Laboratory 11-Material 3. The Cochran analysis comAs a rough approximation, three grade levels of testing skill

A7.7.7 Comparing the Outlier Adjusted Database: Practice resultsof the table—Good, Intermediate, and Poor. Although
E 691 versus Dixon’s Test-The previous version of Practice Some of the poor results have been removed from the database
D 4483 made use of Dixon’s Test for cell average outlierby the Practice E 69h andk analysis, certain marginal data
analysis. Reference to Table A8.4 of the 1989 version ofre still part of the adjusted database.
Practice D 4483, shows that only two cell averages were A7.8.4 Fig. A7.1 illustrates plots af andR versus average
rejected at the 95 % confidence level; Laboratory 10-MateriaMooney viscosity and Fig. A7.2 is a similar plot of{and R)
1 and Laboratory 11-Material 7. The Practice E @8%alue  yersus Mooney viscosity. Visually fitted regres-sion lines have
analysis eliminated seven cell averages at the same confidenggen drawn as indicated ignoring the point for Material 6 for
level;, Laboratory 10-Material 1, Laboratory 8-Material 2, theR and ®) lines. There is a very mild dependenceraind
Laboratory 11-Material 2, Laboratory 3-Material 4, Laboratory g o, yiscosity with however substantial scatter for Rygoints.

10-Material 5, Laboratory 11-Material 6, and Laboratory-l-he relative (percent) expression of precision. &nd
11-Material 7. The poor performance of Laboratory 11 was hows Nno deégndencé onpviscosity P N &nd ®),

missed by the Dixon’s Test as well as the very margina
performance of Laboratory 10.

A7.8 Full Analysis—Part 2:

A7.8.1 Using the Table A7.12 adjusted database (outliers
replaced) and the Practice E 691 computer program, the Part 2
analysis may be conducted. For the spreadsheet precision
analysis, Table A7.10 and Table A7.11 are used to perform the
calculations as indicated in Part B of Table A7.9.

A7.8.2 The results of the precision calculations are given in
the standard Practice D 4483 format in Table A7.13. One
material stands out with very poor between-laboratory preci-
sion, Material 6-SBR (BMB). This is a carbon black filled
black masterbatch material. Testing programs conducted sub-
sequent to the date of this ITP have shown that one important
source of the poor between-laboratory precision is the viscosity
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r OR R (MOONEY UNITS)
N

40 50 60 70 80 90 100 110
MOONEY VISCOSITY, ML1 +4@100C

Note 1—Dashed line for; solid line for R.
FIG. A7.1 Repeatability, r, and Reproducibility, R, Versus
Mooney Viscosity

() OR (R), IN PERCENT
S

40 50 60 70 80 % 100 110
MOONEY VISCOSITY, ML1 +4@100C

Note 1—Dashed Line forr); Solid Line for R).
FIG. A7.2 Relative Repeatability ( r), and Reproducibility ( R)
Versus Mooney Viscosity
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TABLE A7.13 Precision Parameters for Test Method D 1646—Mooney Viscosity (Type 1 Precision)

NoTte 1—
Sr = Repeatability, standard deviation,
r = Repeatability (measurement units),
(r) = Repeatability (relative basis, percent),
SR= Reproducibility, standard deviation,
R = Reproducibility (measurement units), and
(R) = Reproducibility (relative basis, percent).

A

Within -Laboratories

Between-Laboratories

Material Mean Level?®
Sr r n SR R (R)

1. SBR1500 46.9 0.56 1.58 3.38 1.06 3.00 6.40
2. SBR1712 50.4 0.33 0.93 1.85 0.60 1.70 3.37
3. EPDM 68.0 0.58 1.64 2.41 1.62 4.58 6.74
4. BUTYL (IIR388) 68.7 0.24 0.68 0.99 0.47 1.33 1.94
5. SBR BLEND 68.7 0.60 1.70 2.47 0.88 2.49 3.63
6. SBR (BMB) 75.1 0.87 2.46 3.28 3.15 8.91 11.87
7. NR 99.4 0.83 2.35 2.36 1.82 5.15 5.18
Average 68.2

Pooled Values® 0.61 1.73 2.54 1.62 4.58 6.72
Pooled Values® Excluding Material 6 1.18 3.35 491

AShort-term, days, with p=11, g =7, and n = 2, and outliers in database removed.

BIn Mooney torque units.
COption 2 for (1), (R).
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