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Standard Practice for Determining—
Evaluating Precision for Test Method Standards in the

Rubber and Carbon Black Manufacturing Industries 1

This standard is issued under the fixed designation D 4483; the number immediately following the designation indicates the year of
original adoption or, in the case of revision, the year of last revision. A number in parentheses indicates the year of last reapproval. A
superscript epsilonef indicates an editorial change since the last revision or reapproval.

standard that presents the fundamental statistical approach and calculation algorithms for evaluating
repeatability and reproducibility precision. However, certain parts of Practice E 691 are not
compatible with precision as evaluated in the rubber manufacturing and carbon black industries over
the past four decades. Thus a separate standard is required for precision in these two industries. This
practice is being issued as a major revision of Practice D 4483, which has been used for precision
evaluation by Committee D11 since 1985. The basic Practice D 4483 precision calculation algorithms,
the same as in Practice E 691, are unchanged. This new revised Practice D 4483, organized to
accommodate the requirements of the rubber and carbon black manufacturing industries, has three
new features that provide for a more formal and structured analysis of interlaboratory test program
(ITP) data.

First it addresses the overriding issues with precision evaluation over the past several decades—the
frequent discovery that reproducibility for many test methods is quite poor. Experience has shown that
frequently poor reproducibility is caused by only a few laboratories that differ from the remainder that
give good agreement. A new procedure designatedlasst analysigrovides an improved method
for detecting outliers that cause poor precision, especially poor between laboratory agreement.
Second, after outlier detection the new standard provides two optihratfier deletion or 2) outlier
replacement. When outliers are deleted the revised standard provides a way to retain the non-outlier
laboratory data. This allows for a broader database for precision calculation. The current ASTM
Committee E11 computer program for calculating precision does not allow for outlier deletion in this
way. Third, when exercising outlier Option 2, the standard gives a procedure for calculating special
replacement values for deleted outliers in ITPs that have only a few participating laboratories. The
replacement values are obtained in a way that preserves the observed data distribution of the
non-outlier data. This is important since many ITPs are in Itheted number of participating
laboratoriescategory.

1. Scope

1.1 This practice presents guidelinesferpreparing-clear-meaningful evaluating precision-statementsfortestmethod standards
underthejurisdiction-efFASTM-Committee-B-11-on-RubberTestingand-ferASTM-Committee-D-24-on-Carben-Black-TFesting. It
explains serves as the-petential-uses governing practice-for-standara-test-methods-and-gives-thereguirements for interlaboratory
test programs-needed in (ITP) used to evaluate preeisionfermulationthe-calculation-algorithms-for-preeision—and-the-format for
expressingpreeision.

1-2—Fest test methods-are as use : essing their
W&&%ﬂw&h&mﬁm&%ﬁm&m&@b&&&ﬂhmmﬁe&&ecnves rubber manufacturlnq and the carbon black
industries. This practice uses the basic one way analysis of variance calculation algorithms of Practice E 691. Although bias is not
evaluated in this practice, it is an essential concept in understanding precision evaluation.

1.2 This practice applies to test metheds—priorto-the-determination that have test results expressed in terms of a quantitative

INTRODUCTION
The primary precision standard for ASTM test method standards is Practice E 691; a generic

Current edition approved-Nov. Feb. 36;:4999. 2003. Published-Beeember 1999. October 2003. Ctiginally-pblished-asB-4483 — 85. approved inré9kfud edition

1 This practice is under the jurisdiction of ASTM Committee D-11 on Rubber and is the direct responsibility of Subcommittee D11.16 on Applicatisticafl Stathods.
approved in 1999 as D 4483 —989.
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continuous variable. Although exceptions may occur, it is in general limited to test methods that are fully developed and in routine
use in a number of laboratories.

1.3 Two precision evaluation methods are given that are describethast statisticalprocedures that attempt to eliminate or
substantially decrease the influence of outliers. The firstis-essentiak-A-criticatreguire@entenl Precisiomprocedure intended
for all test methods in the rubber manufacturing industry, and the second is a specific variation of the general precision-procedurev
designated aSpecial Precisionthat apmplies to carbon black testing. Both-of-a-standardized-nomenclature-system—This practice

addresses these procedures use the same uniform level experimental desigh-ang-otherissuesimportantin evaluating the Mandel
h andk statistics to review the precision database for potential outliers. However, t mhey use slight modifications in the procedure

for rejecting incompatible data values as outliers. Bpecial Precisiomprocedure is specific as to the number of replicates per
database cell or material-laboratory combination.

1.34 This practice is divided into the following sections:

Section
Scope _1
Referenced Documents _2
Terminology 3
Significance and Use 4
General-Prineiples —5
Precision Evaluation—General Precision and Spe- _5
cial Precision
P ——— _g
Steps in Organizing an Interlaboratory Test Program _6
(TP)
Analysis-ConeeptsforinteHaboratoryTestData —F
Overview of the General Precision Analysis Proce- 7
dure
i —8
General Precision: Analysis Step 1 _8
Format-forPrecision-and-Bias-Seetion{Clause)-of 9
Standard
Preliminary Graphical Data Review 8.1
Calculation of Precision for Original Database 8.2
ers—h-valdes
Detection of Outliers at 5 % Significance Level 8.3
Using h and k Statistics
Generation of Revision 1 Database Using Outlier 8.4
Treatment Option 1 or 2
General Precision: Analysis Step 2 9
Calculation of Precision for Revision 1 Database 9.1
Detection of Outliers at 2 % Significance Level 9.1
Using h and k Statistics
Generation of Revision 2 Database Using Outlier 9.1.2
Treatment Option 1 or 2
General Precision: Analysis Step 3 10
Calculation of Precision Using Revision 2 Data- 10.1
base
Special Precision Analysis—Carbon Black Testing 11
Format for Precision Table and Clause in Test 12
Method Standards
Preparation of Report for Precision Analysis 13
Definitions for Selected Terms Concerned with Preci- Annex Al
sion and Testing
Statistical Model for Interlaboratory Testing Pro- Annex A2
grams
Calculating the h and k Consistency Statistics for Annex A3
Outliers
ane-M
Spreadsheet Calculation Formulas, Table Layout, Annex A4
and Calculation Sequence
Procedure for Calculating Replacement Values of Annex A5
Deleted Outliers
fameters Example-of-Pre-
€eisien
Calewtation—
Meoeney-Viseos-
iy



Ay D 4483 - 9903

Example of General Precision Evaluation—Mooney Annex A6 An
Viscosity Testing Example-ef-Pre-
eisien
Calevtation—
Meeney-Viscos-
iy

1.45 Six annexes are presented; these serve as supplements to the main body of this practice. Annex A1 and Annex A2 are given
mainly as background information that is important for a full understanding of precision evaluation. Annex A3 to Annex A5 contain
detailed instructions and procedures needed to perform the operations as called for in various parts of the practice. The use of these
annexes in this capacity avoids long sections of involved instruction in the main body of this practice. This allows for a better
presentation and understanding of the central concepts involved in the evaluation of precision. Annex A6 is also important; it gives
a complete example of precision evaluation that illustrates all of the procedures and options likely to be encountered in any
precision evaluation, from the simple to the most complex.

1.6 This standard does not purport to address all of the safety concerns, if any, associated with its use. It is the responsibility
of the user of this standard to establish appropriate safety and health practices and determine the applicability of regulatory
limitations prior to use.

2. Referenced Documents
2.1 ASTM Standards:
D 1646 Test Methods for Rubber—Viscosity, Stress Relaxation, and Pre-Vulcanization Characteristics (Mooney Viscometer)
D 6600 Practice for Evaluating Test Sensitivity for Rubber Test Methods
E 691 Practice for Conducting an Interlaboratory Study to Determine the Precision of a Test Method
2.2 1SO Standard:
ISO-5725—Precision 289 Determination-efFest-Methods—DBetermination Viscosity-ef-Repeatability Natural-and-Reproducibil-
ity Synthetic Rubbers by-taterlaberatery-Féstise Shearing Disk Viscometer

3. Terminology

33 Pefinitions
3.1 Anumber of-Ferms-Speeific specialized terms or definitions are defined in a systematic sequential order, from simple terms

to comQIex terms. Thrs—S{-andard——%rs—seeﬁen—gwes—desenpﬂens for agproach allews—the—rmportant simple terms to be used in

NG?E—?he—deseﬂpﬂens definition i v :
3+1-accuracybiasprecisiento-set the—s%age—feHhe mere—speerﬁc—termmefeg%te—feHew—fhree—general—terms—are given.
Altheugh-thispractice-does complex terms; it generates unambiguous definitions. Thus the definitiors-te-rot address appear in the
usual alphabetical-ssequence.
3.11 Thrs terminology section contains explanatory notes for many-of-accuracy-or-bias,these-terms-are-presented to clearly

andard value

est

3—2—'Fhe—fe+|ewrng—speemc—deser+pﬂens—are—gwen for few teﬂﬂs—ﬂaa{—wﬂf—be—reqtﬂfed—te—aeeemmedafe—eemmmee—D 11 and
i ed in-5-2-areredueed to two for

2 For referenced ASTM standards, visit the ASTM website, www.astm.org, or contact ASTM Customer Service at service@astrArumgaFBook of ASTM Standards
volume information, refer to the standard’s Document Summary page on the ASTM website.

2 Annual Book of ASTM Standardgol 09.01.

4Annual Book of ASTM Standardﬂbl 14. 02

s The boldface numbers in parentheses refer to the Irst of references at the end of thrs standard
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defined in the-sake main text-e v y
practice where certain precision concepts—are r drseusseqd

3.1.2 Annex Al is included as part of this practieed. T with two objectivBsAlne-ax Al pre-gsents new more comprehensive
definitions drafted with substantial tutorial content, aRdAnnex Al presents some ancillary definitions that may promote a better
understanding of precision.

3.2 Testing Terms:

3.2.1 determinatioelementn—the cimen, entity that is tested
or-testpertion observed te—pfeduee—eﬂe—nﬁmeﬁeal—éteet)—measured-value to evaluate a property or characteristic; it may be a single
object among a group of objects{tedst pieces, and se formth)-eran-average increment or portion of a mass (er volumed) of a
material.

3.2.1.1 Discussior—The generic ternmelementhas a number of synonyms: test piece, test specimen, portion, aliquot part,
subsample, and laboratory sample.

3.2.2 testresuitlement class (or class of elements)-the-average—{mean category-oet+median) of descriptive nhame for a
speeified-number group of d elements that have a common origin or have nominally identical pronperties;.

3.2.2.1 Discussior—The termnominally identicalimplies that the+epertee-vatue-for elements come from a source that is as
homogeneous as possible with regard to the property being measured.

3.2.3 repeatabilit,+—an-established-value;belowtesting domainsthe location and operational conditions under whieh the
abselute-difference-betweentwowithin-laboratory” a testresults-may-be-expeetedteie, with is conducted; it ineludes-a specified
probability- description of the element preparation (test sample or test piece), the instrument(s) used (calibration, adjustments, and
settings), the selected test technicians, and the surrounding environment.

3. 2 3 l&seus&ea—?he—twe—test—restﬂts—are—ebtamed—wrththelocal testlnq donmmeme%hed—eﬁ—ﬁeﬁmty—rdenﬂeal—test
i d pecified i rebaence
domam compnsed ef—eth%md+eatreas—the—pre’eab+l+ty—re—95 % one Iocatlon or Iaboratory as typ|cally used for quality control and
internal development or evaluation programs.

3.2.3.2 bBiseussior—The“established-value™may-also-be-called-a“eritical-difference.” global testing domaia,domain that
encompasses two or more locations or laboratories, domestic or international, typically used for producer-user testing, product
acceptance, and mterlaboratory test programs.

methods, this

A #y aberatory” test
resutts—may—b&e*peeted—te—ke—\mthtest resrm-lt—the value of a Charactenstlc obtalned by carrylnq out a speemed-prebabmty test
method.

3.2.4.1 Discussior—The-two te i i
eeﬂdrﬂeﬁs—(dﬁefeﬁt—taberateﬂes—epeﬁatefs—apparaws—and in method should specn‘y thateﬁe—erea—speemed—trme period), number

of individual measurements, determinations, or observations be made and their average or another appropriate function (median

or other) be reported as the—abeeﬁeeeet—etheHrﬂeaﬂeﬂs—me—prebabﬂﬂy—rs 95 %.

test result

3.2.5 balanced uniform level design— the plan for an interlaboratory test program for precision, where all laboratories test
all the materials selected for the program and each laboratory ( conducts the same number-of repeat-ed term)sts, on each material.

3.3 Material and Sampling Terms:

3.3.1 material —arepeatability-estimate-obtained-undera-short specific entity or element class to bre tested; it-usually efxists

in bulk forme (solid, powderi, or liquid).

3.3.1.1 Discussior—Fhe-time-peried—Material is used as a generic term to describeléise of elementthat is tested, that
is, a material may be-minutes-hoeurs,-ordays a rubber, a rubber compound, a carbon black, a rubber chemieak-and needs to so forth.
A material may or may not be homogeneous.+n peroducttestifng the term material may be used f to desddbs tielements
or type of rubber produchts such as O-rings, hose astsemblies, mothor mounts, and so forth. See also 5.1.4.1.

3.3.2 repeatability-(long-term);Iot, n—a-repeatability-estimate-obtained-oever specified mass or volume of material or number
of objects; usually generated by an identifiable process, frequently with-a-teng-time-period. recognized composition or property
range.

3.3.21 Drscussron—qihe—trme—peﬁed—A lot may be—weeks—e%meﬁths—aﬂdﬂeeds—te—be—aaeemed#eﬁeaeh—testmethod
2.6 ors (such
as—seaseaat—vaﬁatrens qenerated by a common productlon (or other natural) preeess—m—temperatufe—hum dlty, etc.), a restricted time
period and-the-recatibration usually consists of a finite size-er-adjustment—or both, number. A lot may be a fractional part of a
population (Integrpretation 2 of population, see Annex Al). A recognized pmroperty range implies that some rough approximation
is available.

3.3.3 i i versample (physicahthe number of elements or
the specified mass of a materiat; shelected accordlnq to a particular procedure, used to evaluate material, lot, or population
characteriedstics.

3.3.3.1 Discussior—The-time-periet-may terreampleshould not be-minutes;-hedrs, used as a synonyméierial see 3.3.1,

ducted.
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or target materia) see 5.1.4.1. Ideally severamaterialsare tested in any ITP with each material being different (chemically,
structurally, property wise). From each material, some humbsawiplegall nominally identical) may be-speeified takenforeach
test-method. testing. See 3.3.4.

3.3.4 reproducibility-(long-term), R—areproducibility-estimatesample (data)-the number of test or observation valuas=(
1, 2, 3, and so forth), obtained frovm (one or more) physical samples, by the applicatien-ef-ateng period specific test (observation)
method.

3.3.5 test samplen—that part ¢+ a (physical) sample of any type taken for chemical or other analytical testing, usually with
a prescribed blending or other protocol.

3:23:85.1Discussior—TFhe-time-period-may-be-weeks—A test sample is usually a mass or volume that is some small fractional
parth of a bulk material.

3.3.6 test specimem—an object (appropriately shaped and-reeds-te-be-specified prepared) taken from a sample-for each test
method.

3-2:8-2 physical or mechanical testing.

3.3.6.1 Discussior—EOther terms for test specimen are: test portion, test item, and test piece (used in ISO standards).

3.3.7 independent testsr—a set of measurements (or observatlons) for a deflned testing domaln where, in relation to the
measurement process, there is no influeree (such as
seasenaltvariations of any selected measurement on any other measurement—m—temperature—hun%ehty etc—)—and—the—recallbratlon

er-adjustment-er-beth, set.
3.3.7.1 Discussior—The wordindependenis used throughout this practice as an adjective to indicate the coneeptefeguipment.

independence, for samples, test pieces, and so forth, as well as tests.
3.4 Statistical Terms Relating to Precision:

3.4.1 repeatability (Fype-B-TFype-Lreplicater;n—one of a
the—matenal{s—)—dﬁtﬁbtﬁed—te—atf—labeeateﬁes—rs—(-afe) |n selected number of mdependent fractronal parts or mdependent number of

elements, taken fro y geh as Class |
sample; each fractlonal part—eeH—See—&Z 1
3-2-10+reproducibility-(Fype-H—Type-1 element is tested.
3.4.1.1 Discussior—The wordRreplicaterefers to areproducibility-estimate-ebtained physical object (element). It can also be
used in-an-interlaboratory-program reference to a data set, where-the-material{(s)-distributed itrefers-to-alHaberateries is (are) in
one of a-prepared-state+ready number of independent data values.
3.4.2 true value n—the measured or observed value for an element, that would be obtained for atesting-{with-perhaps some
minimal-preparation-steps—required),—sueh-as-Class | domain in the absence of errors, deviations;-erH-See 5.2.1.

32 repeatability (TFype—2-Type—2 variations of any sort, that is, where there is no variatipra—repeatability
estimatgystem-of-causes

3.4.2.1 Discussior—The true value is also defined as the mean that would be obtainred-in-an-interaberaterypregram where
seme-or by testing all members of any population (see population in Annex Al). TygyisEms-of-causese the-materials(s)
distributed-to-alHaberatoriesrequire unavoidable fluctuations in temperature, humidity, operator technique, fidelity of calibration,
and so forth, in a-spe controlled testifng domain.

3.4.3 reference valugr—a value (usually a mean) generated by a recognized and accepted procedure that is used as a true value.
3.4.3.1 Discussior—Reference values are used when it is impossible-er-series-of-eperations, exceedingly difieutt-te produce
obtain a true value. Such values are most often assigned en-the-finaltest-samples;-portions, basis of comprehensive testing
programs sanctioned by a local-ertestpieees-priorto-applyingthetestmethodtethe-material(s) global task group, a standardization

organization, or-tem{s)-undertest, a committee devoted-te-produce-one-testresult{value);such-as Class Ill.

322 reproducibility-(Fype-2-Fype—2 domestic or international metrology.

3.4.4 estimated (true or reference) medﬁ—a—repre&uerbﬂﬁy—esﬂmate— the mean obta|ned—rn—&n—rnte+faberatery—pregram
where-seme-or-al-of on the-m for-or serles—leaas—ef—eperatlons to
predueen independent replicate measurements—Hee#rn&Hest—sam&eSﬂserﬂens—eHestleees—pﬂeHe applying theetast
method better the approximation to the-material(s) true-er-item{s)undertestto-produce-ene-testresult-{value)such-as Class Ill.

3—2—]53—retatwe—repeatalemty—and—repredﬂerbﬂﬂy—|t reference mean, provrded there—rs—e#en—appfefmate—te—e*press—repeatabrlrty

ation. Such

e*pfesaen—rs—mepertam—when no systematlc deV|at|on or b|as

3.4.4.1 Discussior—The wordsrmean and-R estimated mean—vary-with the are frequent synonyms for estimated (true or
reference) meanevel-of-the-property-being-measured—Relative-vadlnevalue forn in typical routine testing programs is of
the order 1 to 10. When bias exists, the estimated (true or reference) mean so obtained estima¥eBi[pwhere y = true or
reference mean and R Bi = alqebrarc sum of all bras devratron terms. Therefore if bias exists and is unknown in magnitude,
the true value or u cannot 6 D d d red values approximated despite
increased replication. See random and bras devratlons—rn—usual—test—resuft—un&s—because Al 2.5 and Al1.2.6. See also Annex A2.
3.4.5 outlier, —a member of a set of values WhICh is |nconS|stent with the other members of that set
3.5 In some

ambiguity of the
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following-symbels-are-defined-by definitions, the-use tdigmre of-the-parentheses.
32 H4-(r—repeatability-estimate-expressed-asperecentage merit is used. A high figure-efthe mean merit is an indieation of the
property high quality or a high level of excellence or goodness-fer-which-the-estimate-was-ebtained.

3215-(R)y—reproducibility-estimate-expressed-aspereentage measurement or test domain, or both. figereeoithe-mean
merit applies to a number et—the—pfepeﬁy—fewmleh—the—estmate—mms—ebtamed

—w&hm—tabefateryd’ test method characterlstlcs preC|S|on senS|t|V|ty, b|as useful ranqe ruqqedness and ease of operanon and
rapid or automated operation.

3.5.1 precision determinationsa-a may-be-expeetefigure of meritconcept, it is proportional to the inverse of the dispersion
of independent replicate (test or observed) values, w as estimated by the standard deviation, for a-speeified-probability.

32263 class of elements and a defined testing domain.

3.5.1.1 Discussior—The _merit of a test method depends on the precision, high merit equals high precision. However, it has
become customary practice to express precision in terms of the dispersion of replicate values, that is, by the standard deviation.
However, this is actually a measure of imprecision; therefore, the use of the inverse of the standard deviation in this definition.
Precision may be influenced by both random and bias deviations depending on the defined testing domain. Theraeste other
determinationsfigure of meritare-ebtained at testing concepts. An additional one is test sensitivity-the-same™time-{side-by-side)
with-identical ratio of the magnitude of the measurement response for a selected property difference to the precision or accuracy
of the measurement, or both. See Practice D 6600 for more details en-testmaterial-operaters,—and-apparatus, and sensitivity.

3.5.2 repeatability, r —the precision for a defineldcal testing domainobtained by way oh independent replicate tests (on
nominally identical elements) expressed in terms of an interval or range that is a multiple-efthe-absence standard deviation; this
interval should (on basis of a 95 % probabkilithy)-er incompass duplieate iondependent test results obtained-under-the-probability
i595%.

32162 _defined local testing domain.

3.5.2.1 Discussior——The local testing domains defined as one laboratory, usually one instrument, one test technician with
a specifiedreplicate test time period. The wordeminally identicalimply elements drawn from a homogenous source with all
reasonable effort taken to eliminate production variation withinthe-cateutated-differenee-ties{(below) source. Repeatability may

be dependent on the-aceeptanece-difference, magnitude or levelefthe-two-valves-are-aceeptedfor averaging measured property and

tlﬂre—avefage is usually reported for partlcular property Ievels or materlals or element classes (that detemtmeﬂﬂtdt—tt—the
ptable data

may be—e*peeted—te—ke—wﬁh—a—speemed—pfebabll|ty

323743 minutes, hours, or days depending on the goals and scope of the testing.

3.5.2.2 Discussior—FAlthough repeatability as defined in 3.5.2 applies to a local testing domain, it can be obtained in two
different ways and can be used in two different contexts. It can pertain to a common community value, obtained as an average (or
pooled) value from all laboratories in an ITP amadxglifferent laboratories. This is@obal repeatability, that applies totgpical
laboratory, that stands as a representative-ef-determinations all laboratories that are part of a global testing domain. It can also
pertain to the long-term or established value fgraaticular laboratoryas derived from ongoing testing in that laboratory, not
related to any ITP. The second use can be referred to as a local repeatability, that is, repeatability-obtaired-at-the*-same” time
{side-by-side)-with-identical-test-materialb-operators, in_and for one laboratory.

3.5.3 reproducibility, R n—the parecision for a defingglobal tuesting domairobtained by way of independent tests conducted
in N laboratories (withn replicabtes each) on nominally identical elements, expressed in terms-of-ether-indications-the-probability
an interval or range that-4s-95%.

32372 a multiple of the standard deviation; this interval should (on basis of a 95 % probability) encompass duplicate test
results, each obtained in different laboratories for a defined global testing domain.

3.5.3.1 Discussior—f—Each laboratory in the-cateulated-maximum—+range-lies-within global domain conduefseatability
tests on a material (target material), and reproducibility is evaluated based-enthe-¢ritical range mean valudslédotiagories
for that material or—belew element class. Reproducibility may also depend en-the—aceeptanece—difference, all level of the
determinations-are-aceepted measured property or on the materials tested and it is also usually reperted-fer averaging particular
levels or materials. Reproducibility usually does not have the dual interpretation or use as previously discussed for repeatability,
since it is agroup characteristid¢hat only applies across a number of laboratories-im global testing domain.

3.5.3.2 Discussior—It is appropriate to also express precision on a relative basis, as a percent of a certain mean value. This is
analogous to a coefficient of variation. A relative expression may be important when the precision varies with the level of the
property being measured. Frequently the relative precision is reasonably constant when so expressed. To avoid any confusion with
measured properties that are expressed in percentages, for example, % copper, % elongation, and so forth, relative precision is
expressed using parentheses that enclose the symbols for repeatability and reproducibility.

3.5.4 relative repeagtability, () n—repeatability expressed in terms of an interval (a multiple of the standard deviation) that
is—repoerted-as a percentage of the mean level of the measured property; this interval should (on basis of a 95 % probability)
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encompass duplicate independent test results (on percentage basis) obtained for a defined local testing domain.

3.5.5 relative reproducibility, (R)testresuttifn— reproducibility expressed in terms of an interval (a multiple ofthe-maximum
range-exceeds standard deviation) that is a percentage of the mean level of the measured property; this interval should (on basis
of a 95 % probability ) encompass duplicate independenta test results (on percentage basis) each obtained in different laboratories
forv a defined gl,obal testing domain.

3.6 Additionatde terms concerning certain types of precision will be defined in 5.1. Better understarnding-can be m gained by
giving these definitions, which relate-te-produce-acceptable-data. the nature of the material to be tested, in that section.

4. Significance and Use

4.1 Tests are conducted using-established-{standardized) standard test methods to gereratetest data. Testdatathat are generat
used to make-technical-and-seientific decisionsfercommereiabprecesses commercial, techricak-andteehnical-operations. scientific
purposes. It follows that the precision of a partlcular test method is an |mportant quallty characterlstlc or ﬁgﬂre of the merit for
a test method and-alse-efthe a decisi oy [

4-2—-Any process.

4.2 An evaluation of the precision of a test method is normally conducted-withsotnhe selected group-eftypical materials
er-items-subjected-to-measurement. as typically used with that metho®pawiti{ a group of volunteer laboratories that have
experience with the test method. The evaluation-therefore represents—~a-snapshetin-time>of-the-preeision-theresults-are
frequently-unigue-to-the-materials;the-patrticipating-laberatories—and the-timeperitt die-evaluation—A+repeat-of-the-entire
test method for these materials and laboratories. Another ITP precision evatuation-atatater time with somewhat different materials
and-participants-may-notgive-good-erexactagreement even—wﬁh—&wreweus—evaku&&en—?ﬁs—eh&raetenstlc of the same materials
with the same laboratories at a different time, may generate preecision-evaluation-should-be-clearly-understood-when reviewing
precision-data results that differ from-variousprograms the initial ITP.

4.3 Experience as indicated in Refis4)° and-at-varieus-time-periods.
4-3-Attheugh elsewhere has shown that-the-evatuation poor reproducibility among the laboratories of a typical ITP is almost

always due to interlaboratory bias. Certain laboratories are always low or high compared to a reference as well as other
|labodratories in all tests. This usual outcome—feepfee sion many IT-Ps—ls—aH—mepeftaH{—eruamy—ehaFactenstlc addressed in this
practice by the use of the-n i here three-step
robust analysis procedures as descnbed in Sectlon 7.

4.4 Caution is-any-theught-of urged in applyingthem-aeress-a-broad range precision results-of material a particular test method

Qrodu t testing-espeetally for consumer-producer preduct-aceeptance-testing. acceptance—Product-aceeptanecetesting protocols
acceptance procedures should be developed on the basis of precision data obtained in special programs that are specific to the

commerC|aI products—ee&ems and to the Iaboratorles of the interested ﬁartles in for thIS type of testlng

antitative

5. Precision Evaluation: General Precision and Speeipal Precision

5.1 FHGeneral Precisior-Two praecision categories are described: General Precision and Special Precision. General Precision
is-pr discussed first and Special Precision is described in Section 11. General Preccision evaluation follows established procedures
used in the rubber mmanufacturing industry over the past four decades. The evaluation is usually conducted using a balanced
uniform level design ITP with three or more madterials-sengt to each of the participating laboratories with tests conducted to
generate an independdsst result, on each of two (or more) test-methods—t-may-seem-every-complex days. The ITP database
is reviewed for outliers by-+-mhe Mandblandk consistency statistics by the procedures in Annex A3.

5.1.1 Opthions for Outliers—If no outliers are found, the-eccriginal database is used to develepy-anatrow part table of precision
results. If outliers are identified, there are two optiens b for outlier treatment; Option 1, outlier deletion, is the first choice. Option
2, outlier replacement, is chosen for an ITP with a minimum (approximately six) numberefuses—TFherefere-make use laboratories.
Issues such as the humber-efthese-pertions replicate values on each test day or the number of techniciars-or operacticors used

tho obtain a test result, or both, which are-applicable-and-gnore-those-parts-that-donetdirectly apply.

54 4-Altheugh characteristic of the—terminologyfor+epeatability—and—+eprodueibility particular test, are considered on a
case-by-case basis by the ITP organizing committee. Outlier treatmentis given discussed-n-Section 3 more detail in Annex A3
and Annex Ab.

5.1.2 Types of-this-practice;—a-general-diseussion-is-repeated-here.

5111 Repeatabilityrefers to Test Methods—The General Precision approach has been successfully useed-fer the ability broad

range of test methods characteristic of the rubber manufacturing industry; from simple physical or clsemiebénch type

labeFa{efy tests, conducted in a few minutes (hardness and pH tests)-to-obtain—simitar{test)results—under—certain specified

54.—1—2—Re#p1=edﬂerb+H+y—Fe#ers a complex multistep test method, such as an aging test. Such a test requires preliminary property
measurement, a substantial aging period (days) followed by aged property measurement-to-the-dbfbteetflaboratoriesto
obtain-similar a final calculated test+results-under-certain-specified-conditions.

5443 testresultsclosely-agreethen-good+epeatability result-or-good-reproducibility exists.
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542-Fhe performance index. For such complex tests, any realistic precision evaluation must-of-a—test-methed-does not of
necessity-characterize-a-test-with-regard-to-how-sensitive it is include all of the procedural steps-r-measuring arriving at the test
result, the basic datum used inprepertcision analysis, and evaluation. The procedures required for genteral precision are described
in Sections 8 te-measure. 10.

5.1.3 Types of General Precisien-may-be-good-simply-becatisaddition to the General Precision aging tests as previously
cited, other tests also require a more complex total sequence of operations to generate a-finaltest method result. One important
test of this type is-insensitive-to @erformance-in-rubbetest; the-basie-property—A-concept-calted—test-sensitivity-has-been
definred evaluation of various rubbers, reinforcement fillers, or other compounding materials-in-statisticalHiterature—as the ratio
standardized formulations. The typical stress-strain evaluatien-efthe-respensiveness a selected lot of a specified rubber will require
(1) an appropriate sample of the-testmeasurement rul)ex,gtandardized formulation and mixing operation-te-finite-vartations
inthe-basicproperty-in-guestion, prepare a compound using standard compounding magpedeessing of this compound to
prepare cured or vulcanized molded sheets at a selected time and tempefatuging and gaging of dumbbell (or other) test
pieces, andg) the-preeision testing of the-measurement—Thispractice-doeesnot-address-this issue.

54-3-Both+repeatability lot to obtain the final test results for tensile stress (modulus), elongatien—ane-repreducibility-should be
determined-under tensile strenqth propertles

5.1.4 To permit realisti onditions—H-extraordinary-care-is-exercised{extremely-homogenes aterials)

the-resulting precision evaluatron for the performance -in- rubber testrng—ﬁﬂs—eveﬂy—ep&nmsﬁc—ﬁclse—as—efdmaﬁbwetermmed
repeatability necessary that all the steps in the operation be replicated, from the raw materials to the final test result. Each of these
steps has-beth-atestapparatus-variability-as-wellas-a-material-variability. The potential component of variance and-the-sum of these
two all variance components establishes-the-repeatability-as-normally-guoted.

S%Hteﬂaberatery—Dﬁtﬂbuﬂeﬁ—Seheme—FFest—Pmees—Speewnens overall test varianee-and-Materials)

aboratory standard deviation. To address this, two
ypes of precrsron are deflned The two types are characterlzed by the relationgship between the material (or element class) tested
and the material directly evaluated for precision. To explain this, it is necessary to introduce and define a newgetrmaterial

5.1.4.1 target material, r—the material (or class of elements) that is-the-matter primary focus of attention for a precision
evaluation program; however, it may not be tested in its usual or ordinary physical state.

5.1.5 Using the termvhatis-distributedtarget materiakto-the-participatinglabeorateries—The“what”, two types of precision may
be-elassified-asfoltews: defined:

5.1.5.1 €lass+—FullyType 1 Precision-A precision evaluated directly for or on, a target material; fully prepared-test-pieces,
speeimens—{or pieces or testpertions);requiring portions of the target material drawn from a homogeneous source are tested, with
no-further processing-{preparation-er-adjustments) other operations required prior to-testing (.

5.1.6 Discussior—An example— is a Iot comprlsed of dled out, gaged dumbbells for stress-str&m—testlng)

: i ien by testing.

5 1 6 1 Type 2 Precrsron—A precision evaluated mdrrectly for a tarqet materral—the—test—maehme—(e*ampte—eured—rubber -sheets
that-must-have-dumbbells—eut-from-them target material is usually combined-with-subseguent-gaging,-priorte-final-stress-strain
testing).

5:2-13-ClassHH—Specified(quantities-effraw a number of homogeneous ancillary mat¢higtsnust-be-processed-nto-final
samp’res—eespeem&eﬂsby to form—&standard&ed—preeedw&(e*&m&e—rubbe&eura&ves—e&rbeﬁ—black orls composrte material,
and-antio e - sreparet nbbe ang-gaged prior to
stress—stra’m—test’mg)

5.2 2-TFhe-primary-purpoese on samples-ef-an-interlaberatory-program-dictates-which-seheme,-Class; Il, or lll, this, testing is
seleetedf conducted and the-attention property response of the target material is on evaluated.

5.1. 7 The properues of the—&ppara{-us—eﬁest—maemﬁe(s) in composite material are directly relatee-te-the-various-taboratories,

Ay Wy phied hen Class | quality-er-perhaps-Class-H-{beth-Class-| and Class

5—2—2—1—Hewevth—rt—|s—thee%aFeperaﬂeﬁanequeﬁc prope tres—et—a—tessteh—as—ﬁﬁ*rﬁg—preeeewrg—ewrﬁg—me—eb&&ﬁg— and

ently be
portance.

the tarqet materlal Aﬁ—e*amp+e—weu+d—be—earbeﬂ—b+aeteeesyﬂtheﬂc—rubber

5:2:22neach-case{ClassHH-orH)-Htisneecessary that example: To evaluate-the-distribution quatity-of-items-er-materials
is-made-from a—uniferm-seuree-orlot-with grade of SBR-a-noeminally-good-uniformity-or-homegeneity.
5:2.3-TFhe-amount sample-ef-“within-laboratory—preparation-or-processing—after-arrival -ef-the—cireulated-items-or-material,

jrr=reree\eee—r|=t—tl=|e—ere|eleetaes—l- I, rubber plus curatlves flller antroxrdants—aﬁd—m—mealﬁreakeheﬁnstry—aﬂd—emeeﬁmple physical
ival of so forth, are mixed, cured;testpertions and,

therefefe—m&ke—useof preces prepared and the resultrnq compound tested for specified quality properties. It is possible that a Class

Hdistribution—seheme—Conversely—what-may Type 1 precision program might-be—called actual conducted on test pieces or

guas-performanee-tests portions that reqguire-moere-complex—within-laboeratery™preparation or some minimum preeessing and,
therefore—require or other simple operations prior to actual testing. This isr-a-ClasstHi-distribution—Performance-implies the
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attainment-of-a—certain—minimal strict sense, an intermediate level-of-seme—critical-property—tensile—strength—er-modulus, in
precision. However, to avoid unnecessary complications, this will be designated-as-a-standard-compound-fora+aw-material like

Type 1 precision.
5.2 Special Precisior-The carbon black-or industry has adopted-a-syntheticrubber.

5:24—The-type slightly revised precision evaluation procedure designafgueagl PrecisionThe number oftestmethod-will
eften-indicate-the-seheme replicates in each cel-ef-interlaberatory-distribution-SBR-is-a-typical-example—Thequality” of SBR
may-be-ascertained-bg)certainanalyticaltests-such uniform level design ITP is specified-asfatty-acid-cobjamtbin-simple
phy&e&l—tes%s—sueh—as—Meeﬂey—\ﬁseea%y—@B (our, two by—eeﬁam—peﬁeﬂﬂaﬂee%es{s—eﬁmmmﬁeﬂﬁle—sﬁeﬂg%h—medHUS or

atability.
vatiation. two test technicians. The
i matlons ouﬂrer—aFe—made within reviewed-by a period

SQH%eW—Z—A—ehefFHm&peﬁedﬂSﬂﬁeere+epea{ed-eperanons special procedure-thatpreduce-testresults:-The same
material-and-same-operator{or-set-of-operators)-is-employed but depends-en-the-timeperiod-fortherepeat-operations is most
frequently-measured number of laboratories-in-days.

5—3—1—3—\Aew—3—Ai|eHg-teFmLHme-peHed-rs—ueed—for therepeﬁeekepemﬂem—ﬂea%pfedﬂee%eeere%ﬂis—m%hmﬁabefatory This

w—eliscussed.

en employed
er-place. These

analytical preC|S|on absolute or
i y permit the

5:34H relative, |s—&memated—thakﬂ%—aeeeﬁ%aH&é|#efa%ee—repemaBHWAﬁm—be—e&|eulated expressed by a specified

procedure The procedures %Fde%emﬁﬁatlons thls SpeC|aI PreC|S|on are Ils%ed—rn—the—same—\ﬁfay—mat—efdmary—repeatablllty is
mit estimates

oducibility
whe%heﬁsheﬁ—teﬁﬂ—eHeﬁg—teﬁn Section 11

6. Steps in Organizing an Interlaboratory-Precisien Test Program

6.1 The steps required to organize an ITP, with a-dgisk Gcussion for each procedural step, are as follows:

6.1.1 Organization Committee-An organization committee or task group-ef-gualifiedpeople and a program coordinator should
be-erganizedte-conduct selected. One member efthe-program: committee or group sheutd-be-achairman;,-a-statistical expert, and
members-well-experienced statistician familiar with-the-standard-in—question—The-chairman-should-ensure-that-al-nstructions
testing technology of the-pregram test method as well as the content of this practice. Most H-Ps-are-clearly-communieated to all
taberateries-in organized on the-program—A-superviserin-eachlabeoratery-sheuld-be-chosen.

6-2-Fype basis of a balanced uniform level design for the precision program.

6.1.2 Category and Type of PrecisierTFhe-task-group-sheuld-make-the-following-initial-deeisions.

6-2-1—TFhe— For all programs except for carbon black testing, a General Precision ITP is organized. For carbon black testing
a Special Precision ITP is organized. The type of precision te-be-ebtaired-(Fype 1 or evaluated shall be selected, see 5.1.5. Type
2%

6-2.2—TFhe-timeperiod-of 1 precision is the-repeatability-and—reproducibility-estimate;—short-(minutes, hours, most frequently
evaluated. For some test methods such as rubberer days) polymer-ortong (weeks other performance-in-rubber evaluations using

standard formulations, a Type 2 precision is required.
6.1.3 Test Operator ormenths)—Define-the-time-period.

6-2:3-Whether-aceeptanee-intervals-are-desired Technician Selection—For simple General Precision testing requiring only one
operator orreeded.

6-24—These-deeisions-set technician, all replicate tests should be conducted-by-the-stage-forimportantbutsecondary decisions
that-naturaly-evelve-from same technician unless-the-structure effeet-of-the-program.

6-3-Laboratories-and-Materials

631 TFhenumber different technicians is part of any program. For more complex tests where several operators or technicians
are required to perform a sequence of different steps to arrive at a test result; theogmvateri tesanshould-be-determined.
Fhe-number conduct testing for all replicates again unless the effeet—ef—mate&a%s—e&eh—eempnsmg a-different level operator teams

is part of the-measured-property,—should-be-selected.
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6-3-2—TFhe-number program.

6.1.3.1 For Special Precision testing follow the procedure-eftaberateries-available-is-seldem large, using two technicians on
each of two test days. See Section 11.

6.1.4 Test Result anel—lt—the Number of RephcateEach test methoel—rs—eemplea&eee*pensr\fe—te run, has a f|nal value for the
i aboratories

te—preduee—meamng#tﬂ—esﬂmates—eﬁafeemea—rathefthan property under evaluatlon deflﬁeel—as—a—selectlon from test result. A test
result may be a—greup mean or medlan value—et—avarlable—laberatorles

6-3- : . wer than ten
ab i i€t i W i i i icipatingtaboratories may
Het—lead—te—relrable—estrmates a number of |nd|V|dual determ|nat|ons as spemﬂed—by—the—repfeeluerbrl-rty of-thetest method.
6-3-4—The method. For the purposes of this practice, a replicate is defined as a test result. The-number and type of replicate test
results,n, within each laboratory on any materiat s thould-be-inetuded-will-depend specified. In most ITPs this is two. For some
tests, three or four replicates, as in Special Precision, may be selected. All analysis is conducted on test results.

6.1.5 Time Period for Repeatability— The time period between replicate tests withing any laboratory should be selected. This
time period is usually one of days, in the range from 1 to 7 days. For special tests (long aging periods) replicate tests may require
a longer time span. For other special testing operations, shorter time periods (minutes, hours) may be selected. The primary
consideration is how-precision-varies-everthatrange;-the-different-types-of-materialsto-which the test methedHs pplled typically
used in the-difficulty{expense) industry. The selected time period shall be reported-n-performing-the-tests, and precision section
of the-eommercial-orlegalneed-for-obtaining-aretiable-estimate test method.

6.1.6 Number of—pfeels+en
rent Target Materials—The number of

breadly—apﬁreable—preet&eﬁ—statemeﬁtseeemere target materlals or classes of ob|ects (or manufactured products) to be tested
should bemeluded%teten%—matenals—msed—wa—bread—geneﬁesaﬁe—meﬁals may selected Ideally, th|s—sheuld be raw three

OorfAatdura REe tHa e Siasisiv S a S agegda Siere SIS mOgeneOuS
material four W|th substantlally dlfferent property Ievels The tarqet materlals slaeulel—be—avarlable—feesubdlvmon represent typical
industry materials as normally used anrd-distribution-by-randem-alecation subjected-to-theparticipating-taberateries—Fhis supply
test. See 5.1.

6.1.7 Preparation of Homogeneous Target Material® hompogeneous lot of each of the target materials sheutd-inelude a be
prepared Wlth sufﬁcrent reserve—ef—59—%—beyond quantlty, SO that retests can be made if needed—+therequirements material allows
for WA 5 enal(s) a bIendlnq operatlon to ensure homogeneity,
pRer prescribed

y : i i ifications may possible,
speC|aI procedures shouId-be—neeessary conducteel—te—ensure that obtarn—the—amount of most homogeneous—matenal available (or
collection of elements) that-is-sufficient-to-cover-the-experiment-and-keep-a-stoek-inreserve.

6-3-6-At-each-levelp—separate-containers(the-number possible by way of closely monitored laboratory or other preparation

operations). Documentation should-be-tsed-where-there is provided to ascertain the homogeneity. If any ancillary materials are
required as for Type 2 precision, these lots should be either standard reference materials or special documented homogeneous lots.
6.1.8 Number of Laboratories-For a reliable estimate of precision, at least six laboratories skilled inthe-material-deteriorating
when test method are requwed forthe—eentameehas—enee—been—epened In final database (after outlier treatment)-n the case of
5 : escribed.
6—4—Aetual-efgamfatren—of ITP For the—'Fests—'Fhe—rateHaberatefy more |mportant industry test-ptan-is-as-shown methods, 12
to 18 laboratories should participate. If six or more laboratories are retin—Table—1—a-table-thatindicates the final database, an
analysis can be conducted with fewer laborateries, but the estimates of precision, especialsly reproducibility, are seriously
omprom|s ed and-replicates—Withlevels only represent very rough estimates.

6.1.9 Packaging and-n—replicates, Delivery of Materiadg\ll the materials required for any ITP should be appropriately
packaged to prevent any change with time or storage in the properties to be measured. Appropriate storage conditions in each
participating laboratory-ameng-tipgtotaHaberateries-has priorte-carry-ayttests-A-decisionisnecessary-(fereachtestmethod)
as need to-whethera—replicate™s to-be-a“determinationeratestresult-as-definedHn-this-practice. specified—Fheperformance

shipment ofthese-tests all materials should-be-erganized and coordinated with-the-eperaters-instructed test schedule (discussed as
foltows:
64 1-Algrtests-should-be-performed-by-one-and follows) so that all materials are availableferthe-same-operatoror operator
setruang—me—same—equrprﬂent—threughout.
i ittons, in scheduled test dates.

6 1 10 Test|nq Instructmns—Althouqh all ITPs are usually Conducted for—a—speetﬁeel—mterval—ef—hme
6-4-3—1ts-essential standard test method-thata-group includes the complete set of instructions for the test, some-supplemendtal
instructions are requirepd. One important supplementabit- instyructiond is tihe schedule for the testing. All tests should be

performed—melepeﬂdently—as—#—they—wmeests on—dt#efent—mateﬁals

10
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TABLE 1 OPrecigsion Progral Tem—Basic Dat Resuftsa—_*

EMateverial— () ==> ;
—Laboratory (/) ! 2 3 i = q
EJ
1
2
2 Yijk
i - Yo
3
4
5
¥
P
P
A;Fhe fe Ot -Hg He'taf-eﬁ .S Sed:
(ey—taboratories—there-are-p-as—a-totat
——b)-Materials-or-evelsthere-are-g-as-a-total

7 ,, 2tk
Notation used:
Laboratories, a totalof p, L () =1, 2,3, ... p
Materials or Levels, atotalof g, m () =1,2,3, ..., g
Replicates, a total of n per cell; a cell = each combination of L () m (j); normally
n=2
_Yijk: a single test result value; where k=1, 2, ... n (ij); see cell (23) of table for

example
Cells (i, j); each cell contains n test result values

with specified days, and all participating laboratories should conductthe—reguirements of-the-test-method—Noisraty, A
lafgeﬁﬁtrmbe%m&y—be as specmed—n‘—ﬁeeessary

s ietlarly if the
pfeelaeﬁ—ef—a—duﬁleate—de%eﬂﬁﬁaﬂon by thefest—resuh—dees—ﬁe{—shewees{—e#eewe—mpfevemeﬁt—over that method The schedule
should allow for adequate material delivery time. Any special modifications-ef-a—single-determination the-testresult- This can

method should be h clearly described as well as spfuecial infstructions as to operators or technicians (one, two, or more) versus

replicate testing. If an ITP is to be conducted-fer-many-tsers of atestmethod. It is method-atthisplanning-stage-thatthe decision
has some intermediate development level, it is essential-teobe-made-whetherernet to have give all participating laboratories

instructions for conducting the-precision-statement-present both test method as well as-at-the-preeision-of-a-single-determination
testresult required ITP instructions.
6.1.11 ITP Test Data Repoft-A test report data fornshould be prepared by the ITP coordinator and-a-duplicate-determination

tes{—resu{{—H—the—deens:eﬁﬂs—made co;:_)y seﬁHe+unﬂupHea%e—defem+maﬂeﬁs—m&mm+mtrmﬁes+mg—mqu|red4eﬁeaeh+est material
6 : vo-different days.

meﬂqed—these materlals and mstructlons This form shequd—sufﬁce

6-5-2—Prior contain locations-te-testing, report-the-operators-sheuld-be-asked-to-eomment on following:the standard name of the
laboratory; the test dates as actually used-ant-state-whether for each target material tested;—the-instructions—contained in it are
sufficiently—clear.

6-5:3-All-participating-taberateries-sheuld+repert-their test value (test result) for each replicate test (day), reported if possible
to one more significant figure than-is-eustomary-orpreseribed-in-thispractice.

6-6-Repeorting-the-TestResuldach-ltaberatory-supervisor normally used (that is, do not truncate). The test report form should

ined in participating laboratory along with the test

write also ask for a—fulrepert-on description of the-tests—containing-the-followingparticulars:
6—6—1—'Fhe—ﬁna| test—reswfs—faverd—ﬁanseﬁpﬂeﬁ—aﬁd—tymﬁg—eﬁors)

required

6—6—4—eemme|=1%s—&ﬁd—mfeﬁ=naﬂon machlnes used (model number condltlon) comments—abeu{—rﬁegtﬂaﬁﬁes—eﬁm‘ﬁufbances that
may-have-ecedrred-during any unintended deviations from-the test.

11
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6-6-5-Information—about—the—equipment—used, standard test procedure and disclosure of any mishaps—er—ether relevant
nformation.

6-7—Theresults pertinent information. The completed test report shoute-be-reported using returned-to-the-fermat-given in Table
4-1TP coordinator.

7. Overview of General Precision Analysis-C Prencedure

7.1 Analysis Operation Sequened his section gives a quick overview of the procedures required-ferintertaberatory-Fest Data

+1—Fhe the analysis efinterlaberatory-data-to-evaluate-testmethod-precision-is-eonducted as the ITP database and provides the
user with a—ene-way—analysis better appreciation—of v the complete analysis process. Some background on outliers is also
presencted in this section for a better appreciation of this topic. The General Prevcision procedure may require as many as three
analysis operations 6+ m overall steps. The actual number wiall be determined-by-the-testprogram-—-Annex Al gives uniformity of
the-basic-statistical-modeHoersuch-an-analysis—This-annrex-should data in the database. If there are no outliers, only Analysis Step
1 is used. If outliers are present, Analysis Steps 2 and 3 may-be-reviewed-to-become-familiar with required depending on the
potential-sourees extent -ef-variation outliers in the database b. Annex A4 centaings investructigons for-all threde analysis
operations and also gives the details on how-to-better-appreciate layout the resquired tables and their interlinking that enables the
automatic recalculation of the final precisien-—caletlations—This-annex-also-gives-the-basie-expressions for parmelt@rs
when outliers are deleted or replacement values are substituted into the basic data Table 1 format. Fig. 1 is a decision tree or flow
chart dlaqram that outllnes the steps in the complete analysrs process

he bulkPreliminary Data
Review—A quick numerrcal review of any database is |mportant to qarn a f|rst |mpressmn of the results of any ITP. This
preliminary data-{fer-a—certain-tevel)-thatthey-are-considered-to-be-irreconcitable-with-remainder review is conducted after cell
averages and cell standard deV|at|ons (or cell ranqes) have been calculated Part of this review-is-the-data--Altheugh-seme care must
malt-fraction generation of special plots of cell averages
and cell standard devratlons or cell ranqes versus laberatorly number These plots, as deseribeeHn-any-intertaberatery-test program
may—pfeduee 8.1.3, WI|| clearly show potentral oudrewaltes#h&meseﬁeqten%eause&areemwes&ng—mtmders—eﬂnadequate
ier problem values.
7 1.2 AnaIyS|s Step 4-The orlqmal database is analyzedd to qenerate valuess for repeatabrllty and reproducibility for each
material (or target material) andehp h and k statistics calculated. See Annex A3. Annex A4 gives the instructions for generating

six tables that yield values for the and k-vatues-as-developed-HinPractice-E-691-See-Annex A2 statistics-and-Annex A3 for
leaekgreund—en the—elevelepment—et—these preC|S|on results for each material. The caltalatbestatistics-and-the-rationale-for

precision,
gsual data vatues-are-diseevered-make a note

arts: all of the
g i at are used

m—adelrtren—te—subsequent—ealeulat—rens for 5% 5|qn|f|cance Ievel cnﬂbaind-R k values to determme |f there are any S|qn|f|cant

outlier values. H-spreadsheet-cateulations there as follows:
7—4—1—ealeulate none, thererageof-each-celHn analysis is complete and+he4able—1—layout values found for repeatabllrty and

reproducibility abre ulsed to generate a table of precision results ferthe-averages-as in Table test method. If there are any significant

outliers, Analysis Step-2—Ferthis-standard—average™r+efers-to-arithmetic-mean.
+4A2-Caleutate is required.

7.1. 3 Analysrs Step 2-If there are any outlrers at thﬁianelard—de\ﬁaﬂeﬁeleeaeh—eell—m 5 % significance level, thedayeut as

7—4—3—6&leulate—t—hb—v&luefe%eaeh—eell—m—t—he—'Fable outlylnq values are elthk)rdeleted using Optron—l—layeut oP) replaced

12
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Original Database from [TP

Prelim Num & Graphical Review, See 8.1
Generate AOT Plots, Sep8.1.3

l

Analysis OperationStep 1
Conduct Anal on Data, sea Ad.2, of Ad
| UseTable Ad.1 to A4.6 Format

Any Outliers at § % Sig Level?

: if Yes, select Option 1 or 2 for Qutlier Treatment
{f No, analysls Is complete; generate Option 1 = Outllers Deleted, 0D,

a Precision Table Option 2 = Qutilers Replaced, OR, see Annex A5
Either Optlon generates a Revision 1 Database

Revision 1 Database
, l
| Analysis Operation Step 2 i
Analysis of Rev 1 Databasa, see A4.3.2 in Annex A4
Table A4.1-R1-0D to A4.6-R1-0D or A4 1-R1-OR {0 Ad.6-R1-0R
l
| Any Cutllers at 2 % Sig Level? i
| |
] If Yes, selact Option 1 or 2 for Qutller Treatment
If No, analysis is complete; generate Option 1 = Outliers Deleted, OD,
a Precision Table Option 2 = Outliers Replaced, OR, see Annax AS
Using Rev 1 AnaIEls Results | Either Option generates a Revislon 2 Database

Revision 2 Database

Analyg|s Operation Step 3
Analysis of Rev 2 Database, sae A4.3.3 in Annex A4
Table A4.1-R2-0OD to A4.6-R2-0D or A4.1-R2.0R to A4.6-R2-OR
]

Analysls is complete, generate a Precision Table
Using Rev 2 Analysis Resuits

Nore—Refer to Example Precision Calculations in Annex A6 for tables with data.
FIG. 1 Decision Tree Diagram for ITP Data Analysis

using Option 2. See Annex-A2 A3, Annex A5, and 5.1.1. On the basis of either option, the resulting revised database, designated

as Revision 1 oR1 is analyzed to generate new values-fer-catewlation repeatability-and-ether-details—-Prepare reproducibility,
designated aR1 precision values. This analysis produces—a-table new set of calcliatzigies-n-the-samefermat-as—TFable 2,
fa-spreadsheet-caleulationis-used.

13
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TABLE 32 CeftVaPreciasionce Progr StandardDm—Cell _

Avierationges *
Netet—Uniform-Level-Experiment
EMateverial— (j) ==> .
" —Laboratory () ! 2 & 4 = a

2

1

2

2 avg Yijk

i Sj

3

4

5

P

P

A,

s; = cell standard deviation.

Notation sed:

Laboratories, atotalof p, L() =1,2,3, ... p

Materials or Levels, atotalof g, m () =1,2,3, ..., g

Replicates, a total of n per cell; a cell = each combination of L (/) m (j); normally
n=2

avg Yijk = average of cell (ij) for n test results

TABLE 2 3 Precision Program—Cell Av-Std Derviagetions
EMateverial— (j) ==> 1 2 3 ja

—Laboratory (i) = - = q

E

1

2

2 SD Yijk

i ¥
3

4

5

=

p

Ay = cell average.

Notation used:

Laboratories, atotalof p, L() =1,2,3, ... p

Materials or Levels, atotalof g m()=1,2,3, ..., g

Replicates, a total of n per cell; a cell = each combination of L () m (j); normally
n=2

SDYijk = standard deviation of cell (i) for n test results

+4A—Calculate-th&-valuefor-each-celHn-theTable-Hayout-See-Annex-A3-for-calculation-and-other-details—Prepare a table
of k-valuesinthe-sameformat-as—TFable 3, values that are compared to 2 % significance levehaitidklvalues to determine

if there any significant outlier values at this level. If there are none, the analysis is complete and the values found for repeatability
and reproducibility are used to generate-a-spreadsheet-cateulation t&tid@cision results for the test method. If there are any
significant outliers, Analysis Step 3 is required.

7.1.4 Analysis Step-3-If any of the R1 calculatett andk values exceed the 2 % significance level critic@indk values, the
outlying values are either) deleted using Option 1 o2] replaced using Option 2. On the basis of either option, the resulting
R2 database is analyzed to generate new values for repeatability and reproducibility, desigrRfegrasision values. This
completes the analysis sequence, and the values found for repeatability and reproducibility for each material are used to prepare
a table of precision results for the test method.

Note 1—MAlthough complete analysis algorithms using spreadsheet procedures are given in this practice, a special computer program has been
developed by ASTM Committee E11 to calculate repeatability and reproducibility equivalent to this practice, and the software for this is emailable f
ASTM. See Ref5). However, the ASTM program is not able to accommodate databases that have blank cells. See 8.1 and Annex A4 for more details
on calculation procedures.

7.1.5 The Generalg Precision part of this practice does not address the issue of attempting to fit a relatjdtsh)pr (R)
versus the property (level) for any ITP for two reasons. First, most ITPs do not have a sufficient number of materials to produce
any meaningful functionality of precision versus material level; the degrees of freedom for any obtained fit are small. Second,
experience has shown that even when there are several materials in an ITP, a good fitting linear or other relationship is not obtained.
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It should be remembered that any ITRis event in timehat gives an indication of the general level of precision for three or four
materials in a selected number of laboratories. With some occasional exceptions, the precision found is usually quite different for
each material with no detectable pattern or functionality.

7.2 Annex A2 gives a statistical model that demonstrates the influence of both random and bias components of variation inherent
in_any precision evaluation. Section A2.5 gives the derivation of the expressions for repeatability and reproducibility in terms of
the between laboratory and within laboratory variance and illustrates how both of these are related to random and bias components
of variance.

7.3 Background on Outliers-The recognition and removal of the incompatible test values in any precision database is a subject
with some controversy. If true outliers are not removed and their magnitude is substantial, seriously inflated values may be obtained
for both precision parameters. This can result from only a few of the participating laboratories. However, caution must be exercised
to ensure that high (or low) magnitude but bona fide values, not be deleted. If such values are removed, the precision estimates
will be too optimistic. The procedures as presented in this practice attempt to find a middle ground position, designatmdéas a
analysis Although objective, probability-based techniques are used to declare incompatible values as outliers, all outlier rejection
operations have a substantial conditional character and require some input and experience from the analyst.

7.4 Outlier Appearance PatterasOutliers frequently occur in one of two general appearance patteriy: None or
Infrequent—There are no outliers or there are only a few outliers; one or two for every 20 data cells in a Table 1 forBat or (
Extensive—QOutliers occur in greater numbers, three, four, or more for every 20 data cells and frequently in several of the cells for
any laboratory. When outliers are extensive they may frequently be of substantial magnitude. There are of course some
intermediate cases between these two extremes.

7.5 Rationale 1 for Outlier Rejectien There are two points of view on what significance level should be adopted for outlier
rejection. The extremely conservative approach maintains that outliers should rarely be eliminated in any ITP. This is based in part
on the concept that in the preliminary stages of test method development, outlier rejection will lead to an overly optimistic
impression of the quality of the test method. This approach usually adopts a probability significance level opG3%W0J5),
for outlier rejection. This approach has some limited merit for the initial stages of development for any test method especially when
only a few laboratories participate in an ITP. This significance level is specified by Practice E 691. However, this approach has
some serious limitations as described as follows.

7.6 Rationale 2 for Outlier Rejectior For well-established test methods and any group of laboratories, experience has taught
that there is a distribution of skill and testing competence, from poor to good. This capability range argues for a more realistic
approach to the outlier issue; the use of a 5 % significance lpvel0.05 (or a 95 % confidence level) for the declaration of
incompatible values as outliers. This is the usual level for most statistical significance tests and will in general reject the results
of laboratories that have poor quality control for internal testing and are in need of improved operating procedures.

7.6.1 Allowing a fewpoor laboratories to inflate the evaluated precision gives a false negative impression of the true precision
defined by laboratories with good control of testing operations. The precision afoibh@laboratories (the majority of those
participating) should be the benchmark for industry-wide precision level for any test method. The use of the robust General and
Special Precision procedures to identify these poor quality control laboratories can lead to a general industry-wide improvement
for any test method provided that feedback is employed to encourage the poor performing laboratories to improve testing
operations.

7.7 Sequential Review of Outliers Experience in outlier review at the 5 % significance level raises the issue of a subsequent
review of the database once the 5 % outliers are deleted. To properly frame this operation, recalhthatthstatistics represent
ratios of either individual cell averages or cell standard deviations tcathess all laboratorystandard deviation for each
parameter. The influence of any outlier extends to both the outlier value itself (the numerdt@nidk), as well as the standard
deviation for all laboratories (the denominator foandKk).

7.7.1 The removal of 5 % significance outliers will generate a second (or Revision 1) database with substantial\acedssed
all laboratoriesor denominator standard deviation for either the h or k statistics, or both. When outliers are deleted the resulting
revised database is one that might have been obtained had the outlying laboratories not volunteered for the ITP. The question now
presents itself: Can thiR1 database be reviewed again foandk outliers using the newly calculateatross all laboratory hand
k standard deviations.

7.7.2 For any ITP that contains six or more original laboratories, the answer to this question is yes, and the second or revised
database should be reviewed for any potential outliers. However, to guard against the generation of an excessively optimistic
precision, the significance level for this second review should be more rigorous than for the initial review and should be conducted
at the 2 % significance level. For any ITP that contains less than 6 laboratories, the decision to conduct a second review is left to
the judgment of the analyst.

8. General Precision: Analysis Step 1

8.1 Preliminary Numerical and Graphical Data ReviewPrior to the detailed calculations of Analysis Step 1, it is important
to review the data by a graphical technique that gives insight into the uniformity of the database. The most frequently used
precision evaluation is a uniform level design; all laboratories test the same number of replicates and test all materials. Table 1
indicates the layout for this uniform level design and gives the format for tabulating the basic data. There are aptotal of
laboratories and a total ofmaterials or element classes and a total@tells in the table. Each cell of the table, which constitutes
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a laboratory-material combination, containstherumber-ef-values—inthe—ealeulation, replicates, each test result replicate is

designated as-a-dhiviser-for-the-sum-of seuares-in-the-caleutation-ef-a-standard-deVjgtiealue. The-divisersheutd-be (most
frequently used design has two replicates per cefltrerk)y—H = 2.

8.1.1 Calculating Cell Averages, Cell Ranges, or Standard DeviatieAstable in the format of Table 2 is prepared by
calculating the average of threreplicates per cell as given in Table 1. After cell averages have been calculated they should be
reviewed for any apparent outlier values as described in 8.1.3 and these noted for evaluation as given in the formal Step 1 outlier
rejection procedure as described in 8.3 and 8.4. See also Annex A3.

8.1.2 Atable in the format of Table 3-is-used;-eerrect prepared by calculating, for all cells;-the-spreadsheetstandard deviations
by-muttiplying-them-by-[ deviation for theAr—H}2

+4-5-Review replicates per cell. Alternatively, cell ranges, denoted by w, the absolute difference between the maximum and
minimum values in each cell, may be calculated. Both the cell ranges and the cell standard deviations should also be reviewed
for any apparent outlier values and these noted for evaluation as given in the formal Step 1 outlier rejection procedure as described
in 8.3 and 8.4. See Annex A3.

8.1.3 Graphical Review ef-CaleutationsReview Cell Values— The general distribution of the data to disclose any potential
outliers, is reviewed with special plots of the cell averages and the cell ranges or standard deviations, using a typical spreadsheet
program. Prepare two new tables, one for cell averages, and one for cell ranges. Cell ranges are used here because they facilitate
certain calculation options that will be employed later in treating outliers, that is, either deletion or replacement. However, cell
standard deviations may be used. For the cell average table and for the first material, generate two columns in the table; the first
column contains the laboratory number, 1Np and the second column contains the corresponding cell average. Repeat this
two-columnlaboratory number-cell averageequence for all materials. Prepare a table for cell ranges in the same manner as for
cell averages with thiaboratory number-cell rangeéual column scheme.

8.1.3.1 Using the prepared tables, for each laboratory-material pair of columns, sort the cell averages (or cell ranges) in
ascending order (across all laboratories) retaining the laboratory number with the cell value in the sorting operation. For each
parameter (cell average or cell range), plot the parameter value versus the laboratory number in ascending laboratory number order,
using a line plot procedure. This is designated asstending order trendr AOT plot.

8.1.3.2 For an ITP with no outliers, the cell average plot is typically a positive slope straight line with some reasonable degree
of point scatter. If any outliers are present, they will be at the opposite ends of the plot, and will show substantial departure from
the straight line of the central data point region. The cell range plot may contain more curvature from the low end (which may
contain zero values) toward the central point region, but it will also clearly show the outliers at the high value end of the plot.
Ascending order plots will be used in the operation to replace outlier valuesreyithcement valueas outlined in Annex Ab.

8.2 Calculation of Precision for Original Database-Comprehensive specific instructions for this are given in Annex A4.

Note 2—In Sections 8, 9, and 10, Tables A4.1 to A4.6 are discussed; these are tables that the analyst will prepare in a computer spreadsheet according
to the instructions as outlined in Annex A4. There are no actual (printed) Tables A4.1 to A4.6 (with the appended letter designations) in th&tstandard.
table letter designations R1, R2, OR, and OD appended in pairs to the usual ASTM table identification numbers help to make the tables self-identifying.
Their use improves comprehension both in table generation and in reviewing the tables during analysis. The use of these appended designetions is furt
explained and discussed in Sections 8, 9, and 10. See also A4.2.2 and A4.3 in Annex A4.

The test result values for the original database are entered into a table, designated as Table A4.1. This tabular format is also
described as Table 1 in the main body of the standard. However, to preserve continuity between Annex A4 and the instructions
of 8.2, the table identification terminology of Annex A4 will be used.

8.2.1 The next step is to set up a tabular format designated as Table A4.2 for cell averages and cell averages squared. The
corresponding values in Table A4.1 are the argument values for Table A4.2.

8.2.2 Table A4.3 is generated next, cell average deviations, denotdcibg the calculateti-values—a. The correspondk-ing
values in-aceordanee-with Table A4.2 are used as-theproeeedures in arguments for Table A4.3. Referte-Annex-AZ-and Annex A3.
Rejeet-any A3 for cell-averages, ( deviatidrand h-value calculations.

8.2.3 Table A4.4R for cell ranges and cell ranges squared and Table A4.4S for cell standard deviations and cell variances
(standard deviations squared), both address the same issue; the within cell variation. It is recommended-thatare-significant at both
tables be generated in the-95-f dnalysis.

8 2 4 Table A45 is used to CNCU|%€—9—95)—G&H@H%G&HH—R@EGF&FW&H—SWMWS%HG

+-4-6—+-no-values for each ceH—ave*ages—eeeeH—s{-&Hdard—deHatlons in the database. The corresponding values in Table A4.4S

arerejected, used as the-Part-2-analysis-is-hetrequired-and-the-caleulations arguments to lcaiglulesein Table A4.5. Refer
to Annex A3 for S5-Sgk-value calculations.

8.2.5 Table A4.6 is used to calculate the preC|S|on parametel?‘w“ (r) and GR)—may—be—made—m—aeeefdaﬁee—wﬁh—Seeﬁen 8.
7—.5—B+a|=r|eeFM-|ss+Hg—eem Value database,

cells is the
u%e%weeﬁ—e&wmge%lue#eﬁh&ms&w%ﬁ%&mﬁeewdaﬁﬁm—m&msmﬁeﬁﬁ&mﬁm%&%xt section.

5 Aot ed Rk cell
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he ., replacement], testresult-values-mustbe-inserted

m%e—aHyTA andeeHn and—se+|=ratp are requwed to calculﬁebe%hﬁeweale&lﬁed—mﬁage%me%verage%&ﬁdwealculated

imbedded calculatlon alqorlthms 1lto 5—rﬁ—aeee+daﬁee—w&h—7—5—1—|s—deseﬂbed—m—7—5—2—f%spfeadshee analy3|s Table A4.6 and

also-in Annex-A7.

+52-Cell-Replacement A4 fer—Spreadsheet-Analydisa—spreadsheetanalysis—is—used—a—number the details on these

calculations.

8.3 Detection of-ntermediate-tables-willbe-needed in Outliers at-the-spreadsheetin-addition-te-the-five-tables-as—specified in
+4-in-addition-to—Table-L,—Table 2, 5 % Significance Level Using h-anrd-Table-3-and the k Statidtiescalculated values for
h-vatte in Table A4.3 and the calculated valueskefalue-tables,the-folowing-tables in Table A4.5 are reviewed for potential
outlier values.

8.3.1 If the-P
Vaﬁaﬁee)éFhe—eeH—aveFage—de\ﬁ&HenﬁHHs—usedﬁ—H&e—eeﬁs&ueHeﬁ of the Tablda A&l@e—tabire—'Fhe for e for any ceH—s{-aHdard
deviation-sguared-table-is-used equals or exceeds the 5 % significance levellentdad as given in Table A3.1, that particular
cell value is declared as an outlier.

8.3.2 If the—caleulation—of Table A4.k-value for any cell equals or exceeds-the—pooled 5 % significance level cigical
anek-value as given in-the-eperationtoreplace-blank Table A3.1, that particular-cel-standard-deviation values.

52 3-1n-Annex-A7 value is declared as-anr-example outlier.

8.3.3 If outliers are detected, a summary-ef-preeision-analysis the outliers deteeted-is-given for presented-in-the-spreadsheet

approach-—This-annexillustrates-how form efa-rumber sub-table at the bottem-of supplementary-spreadsheetcaledlations are made.
Refer-to-this-annex Table A4.6 showing the laboratory numbers that had 5 % significance outhers—for-additional-details on cell

replacement-operations bothandk for-seme-general-comments on each material. See Table for an example. When outliers are
present, a revised database is generated by the use of either Option 1;-eutlier-problem-inpreeision analysis.
+53-H-mere-than-ene deletion, or Option 2, outler-ef-a—given-type{cel-average replacement, as described in 8.4.
8.3.4 If there are no outliers for either cell averages or ceII standard dewatlon)s the preC|S|on aﬁa4ys+s—|s—Fe1eeted-fe|La particular
Hbeﬁem@te aHd |f the—eell resultlng value officially
A from the

0 J ejection
da b i ralysis. From

D v all_may -be—well
deeumen{ed—by—ﬂ%e—p*epalﬂaﬂen of used to mepa*&&msea*e#wpe*%#%be—plaeedwﬁﬂ&a%ﬁk%&dqu&ﬁ% This report

and method

deviation, on

atgorithms

fer—theee—paFameters R1 Database Usmq Outlier Optlon 1—e+112butllers are—grveﬂ—m—tlms—seeﬂen%e—ealetﬂaﬂens—amﬂy—t&each

8—1+Repe&tab&ﬁy—vaﬂaﬁee—8%aﬁdard—9e\ﬁaae¥ﬂ:eﬁny—ma{eﬁal detected, the repeatability variance designated®y (
database is-ealcutated-in-accordance-with-Eq 1.
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TABLE 4 Exampte—ASTM XXXX—Type t—Prectistiom—*
{Meastred-Propert Daty-=-000%n-MPa) -
N_Formate—1—1 fAD,0rAB-s-de_Each Matermined—the—results
may-be-given-in-a-tabl—Spe-scimilarto-Table—4-
Note—2— Pooled-or-average-valueeis fiorn: -€all tarbuon-Blatck Ted
parameters-may-be gtiven-if-appropriate.
N@ﬁ%—p—)@(—q—*H: " = S = g
A . Mean-tevel Within-Laboratories” et aheraterast
I MPa) Material (sf)
¥ i Sg R )
Test Test R)yOperator or
Date — Result R cTator o
— Result 1 — Technician
A XX X X X * X %
Day 1 XXX XXX * * * * HKXXXXX
B XX B Bas Bas s s X
Day 2 XXX XXX X X X X X
1<) KX X X X X X X
B XX B Bas Bas B B X
Posoled-or-Average XX * * * * * *
—Values
Pooled or Average XX X X X X X XXXXXX
Values
| Bsymbols are defined as follows:
&-W‘%Wew + : + : O
= repeatability-in-meastrementunits).
(A= repeatability-{in-pereenty.
aspereent-ef-a-pereent:
I [AVANNE W2 WAV VA ] {1\
S (TOPSH7P )
where
(S celbvariance-for-taboratory-+-and
P = totatnumber offlaboratories.
Fhe-repeatability-standard-deviation-is—givenin-Eq 2
o S /44 on?2y.171/2 (9
F = 2 (Lo PHSh7P] )
212 Babs } meter revised using either Option 1 or 2. The revision
procedure i & isise he-vari

{2\

)

nce with
ence of the

2 Q2 L 2
ORI T Iy

)
Substituting-for 8 —produces-Eg-5.
(2 (T N2 s 2
R GJA 97T (9
(cY
)
Q) ey L a2 4N\ [,271/2
(IR (o)A T (g T L]
a8\
M)

| 82 The-caleulationsfor-the-above-parameters—are—provided-as part deletion-of-the-eutput-of-the-Praetice-E-691 computer
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well as specific

A4.1 that are indicated as outliers and the correct|on of ERR |nd|cat|ons in certam cells in Tables A4.2 to A4.6 that result from

the deletion process as described in A4.3. The deletion applies to both cell averages as indicated by equal or greater than 5 %
critical h-values and to cell standard deviations as indicated by equal or greater than 5 %lekititads. Once all ERR corrections

have been made the database is designatedrdglatabase. EacR1 table designation contains the appended symbols, R1-OD,
outliers deleted. This revised OD database will be reviewed again for outliers now at the more critical 2 % significance level as
described in Analysis Step 2.

8.4.2 Option 2 is the replacement of theell values in Table A4.1 that are indicated as outliers. The replacement applies to
both cell averages and to cell standard deviations as indicated by greater than 5 % critical values. For &ithek tadues, the
replacement is a two sequence, one- or two-stage process. All of the details for this are described fully in Annex A5. Once
replacements have been generated by the Annex A5 procedure, they are inserted into the database, replacing the outlier values, to
produce &R1database using the table identification symBdl;OR outliers replaced. This revised OR database will be reviewed
again for outliers now at the more critical 2 % significance level as described in Analysis Step 2.

8.5 R1 Database TablesA second set of tables in the format of A4.1 to A4.6 is prepared for the Step 2 analysis. As previously
noted, this second set should 3¢ {ables designated as A4.1-R1-OD to A4.6-R1-OD for the selection of outlier Option 2) or (
tables designated as A4.1-R1-OR to A4.6-R1-OR for Option 2 outlier replacement. Once the deletions or the replacements have
been made, according to the instructions in Annex A4, the new set of precision values will appear in Table A4.6-R1-OD or Table
A4.6-R1-OR depending on the option chosen.

9. General Precision: Analysis Step 2

9.1 Detection of Outliers at the 2 % Significance Level Using h and k Statisfite calculated values fon in Table
A4.3-R1-OD or Table A4.3-R1-OR and the calculated valudsinfTable A4.5-R1-OD or A4.5-R1-OR are reviewed for potential
outlier values at the 2 % significance level. The calcul&taddk values must be greater than the 2 % significance level for outliers
to be rejected. For each of these tables, a sub-table is generated at the bottom of either table to summarize the resaltslof the
k comparisons of calculated values versus critical values. See Annex A6 for an example. If outliers are detected, the database is
revised using either Outlier Option 1 or 2. The revision procedure is described in A4.3.

9.1.1 Option 1 is the deletion of thecell values in Table A4.1-R1-OD that are indicated as outliers and the correction, as
previously noted, of ERR indications in certain cells in Tables A4.2-R1-OD to A4.6-R1-OD that result from the deletion process.
Once all ERR corrections have been made the database is designated as a R2-OD database. This revised OD database will be use
for the operations of Analysis Step 3.

9.1.2 Option 2 is the replacement of thecell values in Table A4.1-R1-OR that are indicated as outliers. The replacement
applies to both cell averages as indicated by greater than 2 % critical values forhedthlerThe replacement is a two sequence,
one- or two-stage process. All of the details for this are described fully in Annex A5. Once replacements have been generated by
the Annex A5 procedure, they are inserted into the database to produce a R2-OR database. This revised OR database will be used
for the operations of Analysis Step 3.

10. General Precision: Analysis Step 3

10.1 Final Precision Results-Although the Fig. 1 decision tree diagram or flow sheet implies that Analysis Step 3 involves an
analysis operation, the analysis has already been conducted automatically with the outlier treatment as described in Step 2. Step
3 is really a review of the precision results that have been obtained previously froRRiti@tabase. The automatic calculation
procedure of the interlinked Tables A4.1 to A4.6 produces the new precision results once either outlier Option 1 (deletion) or
Option 2 (replacement) have been selected and the deletion or replacement operations completed.

10.1.1 Analysis Step 3 is the end of the precision calculations when outliers have been found at both the 5% and 2 %
significance levels. The results for either Table A4.6-R2-OD or Table A4.6-R2-OR are used to generate a Precision Table for the
test method under review. Refer to Section 13 on the appropriate format for a precision table, see Table 6, and the appropriate text
for the precision clause or section.

TABLE 5 Format for Interlaboratory Data—Special Precision:
Carbon Black Testing

Material 1 Material 2 Material g

Laboratory Cell Cell Cell Cell Cell Cell
Number  Avg Std Deviation Avg Std Deviation Avg Std Deviation

1 XX XX xx xx xx XX

2 XX XX XX XX XX XX

o XX XX Xx XX XX XX
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TABLE 6 Example of Precision Table Organization—Type 1: Precision for ASTM XXXXX

Note—Measured Property = Xxxxxx, in xx.

Within Laboratories Between Laboratories

Material Mean Level Sr r (6] SR R (R No. Laboratories”

1OI0Im >

Pooled or Average Values

A List number of laboratories in final database, also list the Option chosen; if Option 2, indicate with number of laboratories in parentheses.

Notation used:

Sr = within-laboratory standard deviation (in measurement units)

r = repeatability (in measurement units)

(r) = repeatability (in percent of mean level)

SR = between-laboratory standard deviation ( for total between laboratory variation in measurement units)
R = reproducibility (in measurement units)

(R) = reproducibility (in percent of mean level)

See text of Precision Clause for discussion of precision results of this table

11. Special Precision Analysis—Carbon Black Testing

11.1 Background—The evaluation of test methods for the carbon black manufacturing industry shall be conducted by the
procedures as described in this section for the typical uniform level experimental design. These procedures differ from the

requirements as set forth in the General Precision procedure as follbwshé number of replicatesper—<ell.

8-3-AnnexA4-deseribes in each cell of the Table 1 format is specified as ®)ung cell averages and cell standard deviations
are reviewed for potential outliers by a procedure that differs from that as specified for General Precision in terms of the potential

number of outliers deleted, see 11.3.1, aBdspecial calculations are conducted to select the mode of precision expression for

reproducibility (absolute or relative) that is most free of influence of the magnitude of the measured property on the reported

precision value. Note also that in reviewing discordant data values as potential outliers, only the 5 % significarcardkel
values in Table A3.1 are used to reject outliers.

11.1.1 The terminology as set forth in Section 3, as well as the terminology in Annex Al shall apply to the procedures for this
special precision. Frequently in the carbon black industry and elsewhere, thesamomleis used as a synonym for the word
material in the discussion of interlaboratory testing, that is, a grade of carbon black used in an ITP is frequently referred to as a
sample This can be a source of confusion and is not consistent with the terminology of this practice. To avoid confusion, the terms
material or target material, or both, shall be used for what is tested (for example, a series of different grades of carbon black),
in the process of organizing, reporting, and discussing interlaboratory test programs and the precision parameters as calculated
from such programs.

11.2 Materials Selected, Initial Data RecordirgThe number of materials (or target materials), which will normally be
different grades of carbon black, shall be selected as recommended in 6.1.6. It is recommended that at least five materials be
selected for any ITP. This number of materials provides for at least four degrees of freedom in evaluating the coefficient of
determination as described in 11.4.

11.2.1 Tests on the selected materials (or target materials), shall be conducted in accordance with the specified test method to
produce two test results on each of two sepatesedays for a total of four test results. All testing shall be conducted on the same
test machine or apparatus. A test result is the median or average of the number of determinations as specified by the test method.
For each material, the data values are recorded in an initial data format as indicated in Table 4. Each set of four values constitutes
one cell of the general data tabulation as specified in the General Precision Table 1 format. However for carbon black testing, a
different final data tabulation is used as given by Table 5, a format that contains results for all materials in the ITP, as obtained
from calculations. See 11.3 on the data for each material in the Table 4 format.

11.3 Data Review and CalculatiorsAfter a series of tables in Table 4 format are prepared, one for each material and each
laboratory, the next step is to use the data of each table to calculate a cell average and a cell standard deviation for each
material-laboratory combination or cell. The results of these calculations are recorded in Table 5 format. On a material by material
basis, the cell averages of Table 5 are reviewed for any potential outliers usihgtigstic and the cell standard deviations are
reviewed for any potential outliers using tketatistic. Outliers are determined on the basis of a 5 % significance leve(¢oit)
andk (crit). Although both the cell average and the cell standard deviation of Table 5 each contain two undifferentiated components
of variation, between tests-between days and between tests-within dalsaribé statistic procedure serves a useful purpose to
detect any potential outliers on these special cell values.

11.3.1 The review process for carbon black ITP testing is based on the premise that a substantial number of laboratories
participate in the ITP, some number greater than 20. For each material in the Table 5 format, calchtatdukeandk-value for
each cell (or laboratory) by the procedure as specified in Annex A3. A value (fenit) andk (crit) at the 5 % significance level
is selected from Table A3.1. The calculatedalues andk-values are reviewed to determine if any are greater théamit) or k
(crit). The rejection process is conducted on the basis of the following rules.
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11.3.1.1 If there are no calculatbdvalues ork-values greater thah (crit) or k (crit), all cell averages or standard deviations,
or both, are retained.

11.3.1.2 If there is only onb-value ork-value greater thah (crit) or k (crit), reject the cell average or standard deviation.

11.3.1.3 If more than onk-value is greater thah (crit) or more than oné&-value is greater thak (crit), the rejection process
proceeds as follows:

(1) If there are 20 or fewer laboratories in the ITP, reject only one cell average or cell standard deviation per material, with
the greatest (absolute value) calculakedr k value.

(2) If there are greater than 20 laboratories in the ITP and there are séwveshles ork-values, or both, greater than the
respectiveh (crit) andk (crit), reject cell averages or cell standard deviations, or both, starting with the highest (absolute value)
calculatedh andk values and proceeding downward, until the number of remaining laboratories is 20, orfaldhess greater
thanh (crit) or k values greater thak (crit) have been rejected, and use this as the database for precision evaluation.

11.3.2 If any outliers are rejected following the rules of 11.3.1, the resulting database with outlier data deleted is designated as
an R1database. Conduct a second precision analysis oR1ltltabase to generate the final table of precision parameters to be
used in the operations as described in 11.4.

11.4 Expressing the Evaluated Precision for Carbon Black Testi@alculate the precision parametersR, (r}-of), and R
and) using the—mean—teM

esults) and
Hee+r—|=evrew—feleelata—eens15teﬂcy formulas as specmed in A4 1. The calculatlons shall be on the orlqlnal database if there are no
outliers, or on theR1 database after any potential outlher-behavior—t-also—specifies—a-special-procedure—for-selecting rejection
following 11.3.1. Plot the-mede values-ef-precision-parameterexpression-eitheralisahdeR) versusM or-relative,Y,,, the
mean value foebeth—repfeduerbﬂﬁy—and—repeatablllty

vreeeaty—ﬁclt—eale&a&ens—are—metuded all matenals—rn—this—e*ample

9—Fermat the ITP. Perform a least squares regression fer-Preeision both relationships, ard-Bias-Seetion-{Clause) of
Standard

9 1—TFhe-results-of record thefoermal-analysis—shall-be-contained-in-a-speeifie-seection—or clause coefficient-ofthe-test method
en%rﬂed—Pfeetsren determlnatlon desmnatecﬂ*;\sfor each parameteR and—Bias—

valuation material measured property;—fer Mooney

on the

92-1-A-statement-eiting-that Practice- D4483-is-thereferenee-docuEent (
11.4.1 Select for the-precision-seetion.
9—2—2—A—ea\+eat—statement—en—tl=re—gene+al—apphea |I|ty mode—of the preeision-results—inaccordanee-with 9.2.2.1.
imate of expres&en—me—pfeemen—ef—this—test method

parameterR or (R), with the—-m i i i bed-below. The

pfeaaen—parametefs—shewd—net—be—used Iowest value—feeaeeeptanee—eﬁejeetrm"czesThs establlshes wh|ch -of-any-group

the two modes ofmaterials-without-decumentation-thatthey-are-applicable expression has the least relationship-te-these particular
materials—and the-specifie-testingprotocols level ofthe-test-method.

9:3-A-second—subeclause—shall-consist-of one measured property—er-mere—paragraphs—that-give—details on inversely which
Qarameter is the—rnteflabeFatefy—pfegfam—feHewed—b»yheﬁe—eFmefe—tables most independent-ofresults-of-the-precision-testing. The

9—3—1—What—type—pfee|s16ﬁ—was—esﬂmated—'pre 1 measurement level. Th|s bxvestpre—Z’?
9:3:2-What most independent parameteri ity
{define)?
9:3-:3-Whatis to be used to prepare-atestresult?-How-many-determinations?-Average-{mean)-or median?
i ?

9 3-7+Atwhat-time-was final precision table in the-interlaberateryprogram-conducted-(month, year)?
9:3-8-Are-there—any—unusuatresults-that format as indicated by Table 6. The selected mode of expression applies to both
repeatability and reproducibility. Follow thereadersheuld-be-aware of?

9:3-9Hew-de rules for expressing General Precision as outllned in Section 12 usmq where appropnate the designation Special
PreC|S|on The columnsr[ and R-vary v 5

94 1-ASTM-test-method-desighation-and-year-ofissue,
94 2-TFype-ofprecision-time-peried-used-for oy and &
94-3-Measured-property,
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S9A4A4A-Materials,)] for the parameter with the high€stmay be omitted from the formant of Tablev 6.

12. Format for Precision Table and Section or Clause in Test Method Standards

12.1 General Precision Table-Precision is expressed in summary form in a Table 6 format. Each summary precision table
should have a heading to indicatd) (se of-measurementand

945+ General Precision or Special (Carbon Black) Precisid?), the type of precision (Type 1 or Type 2), see 5.1.3-5.1.5,
and (3) the measured property and its measurement units.

12.1.1 For each material tested, the following shall be recordBdthé material identification,2) the mean level of the
measured property, ) the repeatability standard deviatid®r, (4) the repeatabilityr, (in measurement units)5) the relative
repeatabrlrty €, in percent of the mean IeveI 60 the reproducrbrlrty standard devratroSR (7) the reproducibility R),-ane-for

-setupin-the format

ed in the

olumn (of
viation times

parameters.
ant. But the
A obtain the
-in the measuremenf&)m;umn—and the reIatrve reproducrbrlrty,

(R), in percent of the mean level, and ( 9) the number of Iaboratorres in the final database as used to evaluate precision.

912:51-4.2_If there are no outliers, the value for ite3nif 12.1.1 is the number of laboratories for the original database. If
outliers are found and Option 1 deletion is used, the number will be less than the number for the original database. If Option
2—The-alternative-pooling-method outlier replacement is chosen, the number of laboratories that did not have outliers replaced,
should be indicated in this column with a parentheses around the number. Explain this with a foethote to e the tablce.

12.1.3 If the mean value of a measured parameter for any material is very close to zero, the relative pretiamah[)y-by
dividing), will be very large. For these circumstances omit the relative expressions of precision from a Table 6 format. The
precision table should also contain, as footnotes, an explanation of the table symbols used.

12.1.4 The calculation of pooled or average values is recommended only if the valuemfbR-by are roughly equal for all
materials. When there is a substantial difference in precision among several materials, caution should be exercised in the

interpretation of a pooled or average-mean-evel precision. It may have very little meaningful-value-{bottom-ef-Column 1 mean

d method or applicability.

12 1 5 When there +s—9ptren—2—'Fhe—epﬂen—adepted—rs—net—reaHy—veryeentrcal a substantral difference in precision among the
materials, the use of a pooled vatue-is—simply may gigeaerandicatorof-overal-precision-and-minordifferenees-are false
mpressron of—ne—eubstanﬂal—eeneeeruence

the—deermal—pmnt—AlI overaII preC|S|on It Would be better to dlrect—tlae—vattres—p+aced in user to select a matenal#em—the precision
table-sheuld-berounded that is closest in mean value to a specific material under consideration to determine-the number expected
precision instead ef-figures—after using the—deeimalpeoint that pooled value. Ultimately—it-is—realistic frem—the—standpoint
responsibility of those conducting the-measurement-capability ITP to determine what constitutes a substantial difference among
materials and the reporting of a pooled value.

12.2 General Precision Section or Claus€elhe results of the precision evaluation should be displayed in a section or clause
in the test method standard entltled “PreC|S|on and Blas i The concept of b+as—rs—very—freqﬂently only discussed in Annex A2. The

y—Fhe relative more paragraphs or sub-clauses

should contarn mformatron on the foIIowrnq issues concernrnq the ITP and the evaluated precision.

12.2.1 A statement that the precisien-parametgrElP was conducted in accordance with Practice D 4483 (the latest revision
year designation), andR}; the year the ITP was conducted. A statement that the reader sheuld-be given—referto-enly-one figure
after-the-deeimat-point Practice D 4483 forvatuesbelow 100 terminology and other details on the precision evaluation.

12.2.2 A caveat statement that the precision as evaluated by the ITP may not be appliedto—rne-figures—{whele numbers)
acceptance or rejection testing fervalues-abeve 100.

9. 7-StatementsforPreeision

9+ 1Typical-statementsfor any group of materials or products without documentation that the results of the-preeision section
evaluation actually apply to the products-erelause materials tested.

12.2.3 A statement givingl] category of-a—standard-shall-be-listed-in—aceordanee—with one the precision, that is, General
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Precision or Special Precision (Carbon BlacR), the type of-twe-styles;—either9-#3+3-and-9-7.1.2 precision, Type-+6+9.7.2.1
and-9-722.
97431The Type 23) the numberdifferereep, of laboratories participating in the ITP, (4) the number-between-two-single test

resuitsg, and description of the materials{er-determinations)-found-en-identicat-testmaterial under target materials) used, (5) the

repeatability—conditions—preseribed number of within-laboratory replicates, n, (6) the time span for the repeatability or
within-laboratory replicates, (hours, days), (7) the definition ef-a—particular-test-will-exeeed the result (average, median of

repeatability-on-an-averagex number-ef-net-more-than-ence-in20-cases in determinations or individual measurements), (8) the
option chosen ferm outlier treatment, deletion, or replacement;-and-correct-operation (9) any unusual features-efthe method.

9712 Thedifferencebetween-two-single-and-independent test ITP.

12.2.4 A table of precision results-feund-by-two-operators-working-under as set forth in 12.1 should be part-ef-the-prescribed
reproducibility-conditions clause. Ensure that the table (inserted into the test method stardard-in different Table 6 format) gives
the final number of laboratories that remained after outlier deletion or replacement. Some comments-on-identicak-testmaterial will
exceed thaeproducibilityon-an-average outcome-of-notmore-than-onee-in-26-eases-in the n results should be given.

12.2.5 Generic statements on repeatability-and-ecorrect-operation reproducibility shall be part-efthe method.

9-7+13—These-two-statements-apply-to-either-a-particttar-meanevel in a preeisien-table{see-Table-4)-orto-an overall clause
usrnq the recommended text as set forth as foIIows A 95 % confldence—level-eomn'mn 0365) applles te—a—staﬁdard-eetable
: y Y which type

9—7—2—Altematwety these statements of where Table XX desrqnates—the—fetﬁﬁﬂﬂg—ferm—may—be—pre@ared—for use in final table as
inserted into the-Precision-—etause-ef-any test method.

9724
12.2.5.1 Repeatability—The repeatability, or local domain precision, of this testxhas method has been establishesbast
%ﬁh@ﬁesem&ﬂt&(eedﬁeﬁﬂmaﬂens)—thaedrﬁeeby—ﬁ%bbaﬁe*pfessed the values found—rn—aepfmeﬁate—tefms-} must

eme appropriate

aetieﬁ—be—taken.

Note2—Appropriate-action-may-be-arrinvestigation Table xx, for each ofthete y-operation or materials as
listed in the-declaration-of-a-significant-difference table. If calculated, pooled repeatablllty values are also Ilsted—m—the—&ve—mateﬂalﬁemﬁm
geﬁerated—the—twe—test—reeults.

d 0 been hed—azxx table. Two single test results—(or
detefﬁ%ﬁaﬂeﬁs-)—pfedtreed—rﬁ—separate—tabefatorres (obtarned by the proper use of thrs practrce) that d|ffer by meee<than

%%m&ﬁbﬂﬁy—&rﬂ—meredteﬁﬂﬁ;#e*presseda&m%reeﬁag&eﬁh&me&n Ievel ( tabulated \rajuesrfeasurement

units, and if listed, {R);-have-equivalentapplication-statements-as-aborg fiopercent, shall be considered as suspect, that is,

to have come from different populations. Such a decision suggests that some appropriate investigative action be taken.

12.2.5.2 Reproducibility—The reproducibility, or global domain precision, of this test method has been established by the
values found in Table xx, for each of the materials as listed in the table. If calculated, pooled reproducibility values are also listed
in the table. Two single test results obtained in different laboratories (by the proper use of this practice) that differ by more than
the tabulated values fd®, in measurement units, and if listedR), in percent, shall be considered as suspect, that is, to have come
from different populations. Such a decision suggests that some appropriate investigative action be taken.

12.2.6 Bias is defined in A1.2.5 in termslufs deviationa deviation for a measured value from a true or reference value. Bias
is not addressed in this practice, since for essentially all the test methods that will be evaluated for precision, the evaluation of bias
is not possible because no reference or true value exists or may be determined. For all such test methods, a statement should be
included as the last item in the precision clause, stating that bias is not determined. Using the word bias as a synonym for bias
deviation, the suggested statement text is as follows.

12.2.6.1Bias—Bias is the difference between a test value and a reference or true value. Reference values do not exist for this
test method, therefore bias cannot be determined.

12.3 Special Precision Table-The Special Precision table shall conform to the rules for General Precision.

12.3.1 If the mean value of a measured parameter for any material is very close to zero, the relative pregisiod, @)
statements,), will be very large. For these circumstances omit the d relative expressions of precision from a Table 6 format.

12.4 Spencial Pre-bcision Seetwion or Claus@he expression for Special Precision should in general follow-the—two test
restitsis-expressed rules for General Precision (12.2.1-12.2.5) including the recommended textin 12.2.5.1 and 12.2.5.2 taking into
account the differing repeatability and reproducibility procedures-as-an-arithmeticmean{average) set forth in Tables 4 and 5. State
if there are substantial reasons for a differing mode of expression.
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13. Report for Precision Evaluation ITP

13.1 A full report of the-twe-testresuilts.

973 Bias-StatementFormosttestmethodsbias-eannot precision evaluation shalt-be-determined—tn-thatease;the-following
statement prepared for any ITP. This-isreeommended:

9731 Bias—ntest-methodterminology;bias is a full comprehensive report of all ITP details, net-the-difference-between an

average-testvalue report that each participating laboratory prepares and returns as part-efthereference{truey-testproperty value.
Reference-values-do-notexistforthistestmethod-since ITP. This full report should contain informatior-en-the-vatde or level details

of the-testproperty-is-exclusively-defined by organization and execution-of the-test methed—Bias - therefore—cannotbe-determined.

9732 Foerthose-testmethods-where-bias-can-be-determined,—a-statement program as follows:

13.1.1 Identify the organization committee, where located, coordinator, and date of ITP,

13.1.2 Category of precision, General Precision, or Special Precision,

13.1.3 Type of precision, Type 1 or Type 2,

13.1.4 Number of laboratoriep, and their names without connection-te-its-magnitude-should-be-ineluded.

9-8-Modification ITP laboratory number,

13.1.5 Number and description-ef-Preeision-TFable-Format—If materials or target matgrials,

13.1.6 Definition of a test result, number of rephcauagsand tlme span fe%eeﬁam—teehmeal—Feas ons, regeatablllty

13.1.7 Informatlon on technicians conductmg appropriate for
testing, any

13.1.8 Details on preparatlon of matenals how homogeneity is-a dogcumented

13.1.9 Details on parckaging and delivery of materials to all ITP participants,

13.1.10 Copies of all ITP Data Reports from each participating laboratory,

13.1.11 ITP analysis report, with all tables as designsated in Annex A4, full description of all analysis stedps, options chosen
for outlier rejection, and other required comments,

13.1.12 Table of precision-section—¢clearly-documenting-the need results, comments on outcome, and

13.1.13 Draft of precision section for the-medified-format-and-explaining-the-medifications made.

10— test method.
14.

15. Keywords

10-1-aecuracy;

15.1 general precision; interlaboratery—study; test program; ITP; precision; repeatability; reproducibility;—statistics special
precision

ANNEXES
(Mandatory Information)
AL—STAHSHCAL-MODEL—

Al. DEFINITIONS FOR SELECTED TERMS CONCERNED WITH PRECISION AND TESTING

Al.1 General Background

Al.1.1 This annex gives comprehensive definitions drafted to contain substantial information content with emphasis on basic
concepts. Some ancillary definitions are also given that may promote a better understanding of precision. Tineevtaity
is used in some of the following definitions in a sense that implies the typical everyday meaning, shs¢nse of doubiThe
more specific statistical or measurement temeertaintyis defined in A1.2.8.1. The definitions as presented in Section 3 of this
practice (Terminology) should be understood in using this annex.

Al.2 Basic StatisticaHWedel: Definitions

Al.2.1 variation, n— the existence of deviations (differences) among measured element values for repeated independent tests
(observations) for a particular class of elements; generated by perturbations produced by one systroredf-causes

Al1.2.1.1 Discussior—Deviations are produced by some group of factors or causes, acting within a certain domain that jointly
influence the independent measurement or observation output. This is called a vayatiom-of-causesTypical system-of-
causesare the unavoidable fluctuations in temperature, humidity, operator technique, fidelity of calibration, and so forth, in a
controlled testing domain.
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Al1.2.1.2 production variation, r—variation in properties due to one or more deviatsystem-of-causdbat are {) inherent
in the process that generates a particular material or class of eleme@sintiefent in the storage or conditioning prior to testing,
or both, after such generating processes are complete.

Al.2.1.3 fmeasurement variation,—avariation due to one or more deviati@ystem-of-causegherent in the operation of
instruments or machines that evaluate certain properties for a material or class of elements, in a defined testing domain.

Al.2.2 distribution, r— the characteristic dispersion (scattering) pattern of independent element values generated by one or
more variationrsystem-of-causegdefined by the range (maximum to minimum) and the ordering of the element values based on
their frequency of occurrence.

Al.2.2.1 Discussior—In a graphical sense, ordering is related to the number (or frequency) of element values in any small range
(or point) along the element value axis. The independent values may be arranged along this axis in one of three general patterns;
(1) a unimodal or symmetrical dispersion around a highest frequency central value with a decreased frequency of occurrence the
greater their plus and minus difference from the central valielipersed in a uniform frequency across a value ranged)or (
asymmetrically dispersed above and below a central or other special value. The concept of a distribution usually applies to data
values rather than physical elements although it may apply to both. Both production and measurement variation may contribute
to the total variation. A distribution may be characterized by a mathematical equation called the probability density function that
describes the frequency of occurrence of any value, with parameters that define the location and shape of the distribution.

Al.2.3 normal distribution, r—a distribution that is symmetric (unimodal) and bell-shaped; it may be defined by a unique
probability density function that contains two parameters; the central value or mean and the standard deviation.

Al1.2.3.1 Discussior—Most of the data obtained from testing, with certain exceptions, will have a unimodal distribution that is
normal or approximates a normal distribution. The means \alues (n = or > 4) will have an approximate normal distribution
even when the source or individual value distributior=(1) is not normal.

Al.2.4 population, ~— the distribution (collection) of independently distributed elements that constitute the totality for a
defined system; it may refer to any one of the followint). dne or several elements2] a finite but large number of elements,
or (3) a hypothetical infinite number of elements.

Al.2.4.1 Discussior—The preceding definition is for a physical population or a collection of elements. An additional
understanding is data population, the collection of all data values produced by testing (or observing) the physical population (or
parts thereof). All three population interpretations imply that the elements are generated by some identifiable process and have a
rough approximation available for a property range. Testing programs, defined by the testing domain and the sampling program,
may vary from a very limited focus of attention, Interpretation 1, to a broad focus of attention, Interpretation 3.

Al1.2.5 random deviation, #-a difference (plus or minus) between an independently measured or observed value and a known
(or estimated) mean or an accepted reference value; the differences vary in magnitude, usually have a normal (unimodal)
distribution, and for a long run series of replicates in a stable domain, the sum and mean of the differences is zero.

Al1.2.5.1 Discussior—Increased replication reduces the random uncertainty of a mean (but not the total uncertainty which may
contain a bias component, see bias deviation definition as follows) and provides a more reliable estimate of the true or reference
mean property. The definition ¢dng rundepends on the goal of the testing. For routine testing, the number of replicatesy
be of the order of 10. For critical testing,may be two or three times this value. For an intermediate nhumber of replications, the
mean of the random deviations may be reduced to a small value that may be considered to be zero, depending on the scope of the
testing.

Al.2.6 bias deviation, A—a constant difference (plus or minus), absent any random deviations, between an independently
measured or observed element value and the true or accepted reference value for a defined domain.

Al1.2.6.1 Discussior—A bias deviation is a systematic or offset difference produced by some system perturbation. For some
domains the offset affects all measurements equally; for others the offset may vary with the magnitude of the measured value. When
a reference value is known, the bias deviation may be evaluated by eliminating (or reducing to a negligible value) the effect of
random variation by a long-run series of measurements. When the test domain is altered, the magnitude (and less likely the sign)
of the bias deviation may change. Any system may have more than one source for bias, and bhias deviations, unlike random
deviations, do not sum to zero. The word bias is frequently used as a synonym for bias deviation.

Al1.2.7 Although accuracy and trueness are not evaluated in this practice, their definitions are given here to provide additional
background for a better understanding of their relationship to precision. In some of the definitions to follow, theueriof merit
is used. A high figure of merit is an indication of high quality or a high level of goodness of the measurement system for a given
parameter of the system.

Al1.2.7.1 accuracy, r— a test characteristic proportional to the inverse of the difference between an individual test value and
the true or reference mean value for some class of elements.

Al1.2.7.2 Discussior—When the absolute difference is small the inverse is large or high and the testing is said tudiave
accuracy The observed difference is influenced by both random and bias deviations when both types of deviations exist.

Al.2.7.3 trueness, A a test characteristic proportional to the inverse of the difference between the long-run estimated mean
(for high n) and the true or reference mean value for some class of elements.

Al.2.7.4 Discussior—Since the estimated mean is a long-run (higrestimate, the random deviations sum to approximately
zero and the influence of random deviations is substantially reduced or eliminated. The observed difference is influenced by the
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sum of the bias terms only. Thus trueness is a testing concept that is intended to evaluate bias.

Al1.2.8 As previously noted, the concept of uncertainty needs some attention. The definition given as follows is a definition that
attempts to capture the general nature of the concept. As the definition and discussion indicate, uncertainty is local, and precision
is global. It has been defined equivalently, but using different words, by a number of organizations addressing this concept.

Al1.2.8.1 uncertainty, r— a test characteristic for a local domain; it is the magnitude of the difference between the measured
(observed) element value and an accepted reference value and includes both random and bias deviations.

Al1.2.8.2 Discussior—The word Uncertainty is capitalized in the use as defined in A1.2.8.1 to distinguish it from the ordinary
use of the word. As indicatedpodnes®r meritand uncertainty (doubt about the measurement), are inversely related. Uncertainty
is a characteristic of a local testing domain; each local domain for any defined test, may have a different uncertainty value.
Precision (both repeatability and reproducibility) is a characteristic of a global testing domain; the precision values obtained in any
ITP are intended for universal application, that is, to a number of laboratories as a group.

A2. STATISTICAL MODEL FOR INTERLABORATORY TESTING PROGRAMS

A2.1 Introduction

A2.1.1 Although this practice does not address the evaluation of bias or accuracy, it is important that the influence of bias in
interlaboratory testing be well understood. This annex provides some background on the influence of random and bias deviations
by the use of a statistical model for interlaboratory testing.

A2.1.2 In the real world, all measurements are perturbed §ystem-of-causeabat produces test deviations or error. Typical
cause systems are fluctuations in atmospheric pressure, temperature, humidity, attention of test operators to the details of a test,
and so forth. There are two genedaviation or variation categoriefor any specified domain. These are defined by the character
and source ofleviationsthat perturb the testing or observed values compared to what would be obtained under ideal conditions.
Two major categories of variation are:

A2.1.2.1 Production Variatior—Variation in properties due to one or more deviatgystem-of-causdabat are inherent in the
process that generates a particular material or class of elements or inherent in the storage or conditioning (prior to testing), or both,
after such generating processes are complete.

A2.1.2.2 Measurement Variation-Variation due to one or more deviatissystem-of-causemherent in the operation of
instruments that evaluate certain properties for a material or class of elements, in a defined testing domain.

A2.1.3 Within each category, deviations may be of two different typBsragndom, plus and minus differences about some
central (true) value or?) bias or systematic differences. Both types may occur in either category. The domain of the testing
program determines the system-of-causes. Thesse systemean vary from simple to complex. The production process is
broadly defined; it can bel) the ordinary operation of a manufacturing facilit) & naturally occurring and ongoing process, or
(3) some smaller scale processing that generates a material or class of objects for testing. The discussion applies to both objects
and materials.

A2.1.4 Objects may be discrete manufactured items or test pieces generated by a particular preparation process. Materials may
be tested in a direct manner, such as the tensile stress or modulus of a polymer or in an indirect manner, such as the quality of
a carbon black or other additive in a standard formulation by a performance-in-rubber test. When performance-in-rubber testing
is conducted, the designatitarget materialis used for the material, since a composite containing the target material is tested, not
the material itself. This composite testing may involve objects or test specimens for the measurement process. These testing
concepts, target material, and Type 1 and Type 2 precision are defined and discussed in 5.1.3-5.1.5 of this practice.

A2.2 General Model

A2.2.1 For any testing domain, each measuremgntan be represented as a linear additive combination of fixed or variable
(mathematical) terms as indicated by Eg A12.1. Each of these terms is an individual deviation or component of variation and the
sum of all component deviations is equal to the total variation observed in the individual measurement. It is assumed that all
participants test a selected number of classes of objects or different materials drawn from a common lot, employ the same type
of apparatus, use skilled operators, and conduct testing according to a test method standard, in one or more typical laboratories
or test locations.

=6
(AL.1)
¥i = Ko+ 1 + 2(b) + 2(e) + X(B) + X(B) (A2.1)

where:
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My, = v i i i i ement, and
measurement value at trmle (using specrfred equrpment and operators at one laboratory or Iocatron (among a total
of p Iaboratorles)
>ty = stem-of-
o eauses”constant term (mean value) +hat—e*rsts for drctates—tlcre—measwement system

A2 TheterrMHs-expressed-n-practiceforany-measurementsystem;as-the-average general magnityeleatfedhtn
the—everaH—measurernem—pfegram—ﬁ—rs—alse—ealled measured parameter-fer-the-tevel-of-the-property. (The particular test,

(algebraic) sum of the number of componéids deviationsn the processthat produced material or object clasp,(

2(e)

(_alqebraic) sum of the number of componeahdom deviationsn the processthat produced material or object clasp,(

%(B)

(_alqebraic) sum of the number of componéids deviationsfor measurement ) generated by theneasurement systenand

2(E)

(algebraic) sum of the number of componembhdom deviationsfor measurement), generated by theneasurement system

A2.2.2 An alternative approach is to use a single u term, that jdniplace of the two termst+ W ;, where both of the
characteristics defined by and | are contained in the single term. Eq A2.1 indicates that there are three groups that contribute
to the value ofy;, (1) constant terms (population mean values}) pias deviations, and3f random deviations.

A2.3 Specific Model Format

A2.3.1 A more useful format is obtained when Eq A2.1 is expressed in the format of Eq A2.2 where the generic summations
are replaced by a series of typical individual terms or components appropriate to interlaboratory testing on a number of different
object classes or materials, over a particular time period.

y="M+B—+B;+B—+B
te) + &S+ ey + e s +eg)
(A1.2)

Vi =t + W + 2(b) + 2(e) + B + By + Bop + Bg + Eg + Eyy (A2.2)
BMBOP BGEB EW

where:
B = inherentbiasbias deviation term unique to one laboratory-er-systematic-deviation,characteristic-ef-the-design of the
- measturement-system:-t-exists-under-all-measurement-conditions, local domain,

B.v = bias{systematic-deviation)-contributed-by-the-measuring-machine; it is deviation term unigue—to—a—particular the
- specific instrument or machine,
B.op = biascoentributed-by-thetaberatoryt is deviation term unique-to-cenditionsin-a-particttartaboratory, the operator(s)
conducting the test,
Ba. = general{generic)generic bia e than one

sueh-term), deviation term; to account for other bras factors,
between- laboratory (global domain) random deviatien-efong-term-nature,thatis-everaperied-of-several weeks
Eg er-moenths;_term, and

between-taboraterywithin laboratory (local domain) random deviation term.

4

E
=W

The B, term is exclusively a between laboratory bias, the teBjysBop, andBg may be either between laboratory or within
laboratory components depending on the scope-of-shert-termnature, the testing, that is, whether these components are part of the
chosen within laboratory repeatability testing. The between laboratory random deviatiorEtgimusually the sum of-a-period
number of-days, subcomponents that represent typical sources of variation between laboratories.

En=FE + Ey + Eqp+ Eg (A2.3)

where:
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within-taberatery-randemrandom deviatien of term attributable-te-along-term-nature—{weeks—months), laboratory or

location,

within-taberatery—+randemrandom deviation in the use-ef-a—shert-term—nature{days), and the specific instrument or

machine,

generaHgenerie)}randomrandom deviation-ef-a—to-be-specified nature{certainrmeasurement systems-may-+equire more
than-ene-such-term). inherent in the operator’s technique, and
= generic random deviation term; to account for other random factors.

A—1—1—3—+ﬂ—a—pe#eet—measufemeﬁ{—weﬂd—&H—b1ases and

The within laboratory random-deviations—of-Eg-AL-2-would deviation tefm,, may also be-zere—In the—+eatlworld of
measurement,—these—terms—take—on—certain—values—and the sum—of-their—collective—values aets—as—a—perturbation number of
subcomponents due to varying operator(s) technique, different instruments or machines of a given design, if such factors are part
of the testing domain, in addition to the time period for repeatability measurements. TWBeakalue-foreach-measurement.

Boeth or E; testing perturbations, may be bias and random components due to temperature, long-term time period (time of the
actuakvalue year), and so forth.

A2.3.2 |y + U, Terms—In the-varianee absence-efeach bias or random deviatiens-ofthese-terms-are-importantwhen-considering
testmg—and—preewrmeg*&nﬂests%e—de%em%the—ag%cance any kind, a number of matherials or object classes would have
individuaHerms-usually-involve-a-statistical-comparison measured test values given by the sum-efthe-variances-attributed to two
terms, Y, + 1. The term Y uniquely characterizes the-terms.

AL2—TFhe{B) general magnitude of the measured parameter. Each material-er-Bias-Terms:
At2-1—The object class would be characterized by the valug, efhich would produce a varying value for thB}{terms-is

dependent-on sum it 1] across the-measurement-system number of materials or object classes-in-the-system-ef-causes, for test
program and the-generation of sum would be-the-biases-Bhteefmstrue or unperturbed test value.

A2.3.3 Production Term&(b) + 3(e)}—There will always be some bias and random variation irthe-medel-may-be-either fixed
materials or—variable—as—welas—plus—or—minus,—depending on object classes produced-by-the—measurement-system under
eonsideratien. process that generates them. These usually unknown number of bias and random variations are deXiimated by
+ 3 (e). Forany-system, testing in general, appropriate sampling and replication plans will reduce the random components to some
selected level. However, increased sampling and replication does not reduce bias components; such action merely enhances the
fidelity of the evaluated magnitude of these effects, if reference materials are available. Reducing or removing biasBehuires (
terms-are-typically-anon-randem-finite-distribution special test programs to discover-ane-therefore eliminrate-the-values for causes

or (2) a-particttar-biastermwilbrot documented correction procedure that eliminates the bias. For most precision ITPs, special
care is required to ensure some minimal levet-ef-reeessity sum variation in the lots of materials selected for the program, that is,
toz make them as homogeneous as possible. Any residual production veariance adds-te-the-peputation-eonstituting measurement
variance or basic precision as evaluated by-the-system. ITP.

A2.3.4 Measurement Bias-terms-that-are—fixed-underone-systemof-causesIRiassdeviations may be-variable—under
anotherdifferent-system-ef-causes-and-vice-versa.

AL22—TFhe-inherentbias divided into two classBdocali-is-characteristic-of-the-overall-design-of-the-machine-erapparatus.

Fhis-type-of global. A local bias-isfreguently-ef-importanee-in-ehemicattests for a fixed offset that applies te-eertain-constituents
whose-theoretical-content-can-be-caleulated, specific conditions within a larger testing domain, for example;pereent-chlorine in

sedivm-chleride—A-—given a single test d machinev or laboratory among many machines or laboratories. Such biases are the
principle component of between laboratory differences, that is, one laboratory or test instrument is-atways be low-er high due in
comparison te-unigue-desigh-features.

AL2:3-One other laboratories or instruments.

A2.3.4.1 When the domain consists of a-larege number of machines or laboratories, the lecal-bias termBvaaiathe-g,

(plus or minus) deviations unique to each of these machines or laboratories and the distribution-may-be-included either random
with a zero mean in the-medeHo-altow-ferany-{ren-inherent) long run or a nonrandom finite distribution with a nonzero mean.
A global bias is either (1) a fixed offset that applies across the whole testing domain and is-unigue—systematic-deviation not
attributable to-test-machines a generic condition that is common within the domain-ertaberatories.

AL24—TFhe P) an inherent deviation in a particular design of a test apparatus. Although more than one global bias may exist,
global biases usually are not considered to have a distributional character.

A2.3.4.2 Bias terms that are fixed under desystem-of-causesm may be variable under another system-of-causes and vice
versa. As an example, consider the bias termarl B, which apply to most types of testing-—As-an-exampte, for For a particular
laboratory (with one test machine) both of these bias terms would be constant or fixed. For a number of test machines, all of the
same design in a given laboratory;-Blwould be fixed but Bgpwould be variable, each machine potentially having a unique
value. For a-measurement-system domain consisting of a number of typical laboratories, each with one machingg batid B

B-t,, would be variable for the-muititaberatery-meastrement-system domainbut-ef-course-bon8it,, would be fixed or
constant for the system-of-causes in each-laberatory.
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AL3- laboratory. One or more generic bias terfise-{e)B,, may be present in any test domain. These represent unique bias
effects not attributable to test machines, operators, or laboratories.

A2.3.5 Measurement Randem—Ferms:

AL31—TFhe€) Terms—These terms arep deviations or components that are frequentlyssadiedRandom deviations, are plus
or minus values that have an expected mean ofzero ( over the long run). As indicated in Eq A2.2 there are three potential sources
of random variations: laboratories, test machinesane-a—variance equal operators, in additiogrtoheasfpecial case where
another source, a generic source, is an important component. The distributiongfttiesé terms is assumed to be approximately
normal but in practice it is usually sufficient if the distribution is unimodal. Fhe-{random) value of-each-ad-teerts random
term influences the measurgevalue on an individual measurement basis. However, in the long run, yshealues are averaged
over a substantial number of measurements, the influence -eféheafidom terms-is may be greatly diminished or eliminated
depending on the sampling and replication plan, since in the long run each terms averages out to zero (or approximately zero) and
the mean yv is essentially unperturbed.

A2.3.6 New Term, M()—With highly replicated testing programs (both production and test measurement replication) the
average values obtained in any program are estimates of the value of a new combined term as given as follows:

M) = [po + Z(0) + Z(B)] + 1 (A2.4)

andM (j) is-perturbed-by the mean value for the material or class of objects tested, for one laboratory or |pcdrae
specific equipment and operators used during the existing time period. It contains bias components or potential bias components
for all of these conditions. If all biases are fixed for any given program, the three terms in the bracket can be considered as a
constant, and thaverage test valugaries across the number of materials or object classes because of the varying vajue of p
If the biases vary across the system, then botangd the biases influence the average value for any candidate test and material.

A2.4 Evaluating Process and Measurement Variance

A2.4.1 Eq A2.1 may be used to illustrate how the variance of individual measurementgy be related to the terms or
components of the equation. Recall thgtapd Y are constants.(b) and2.( e) refer to the sum of bias and random components,
respectively, for the production process, ét(&)teﬁm&em%s—tewunfefe-avefageekmetefstaﬂd&meentraﬁg Bhcefer
to the-behavior sum of bias and random components, respectively, fer-the-Bxadrfrs—where—an—inereased-number test
measurement operation. The magnitude-ef-measurements—increases—the—knroewledge—{aecuracy) of individual components are
ordinarily not known and the-actuaBf-vatue.

AL32—Fo-make equation can be simplified by combining-the-medel-building-as-aceurate-as-poessible-as-in the case bias and

random components for both sources whe¢ds, €) = sum of bias and random components for pneduction procesand.( B,
E) = sum of biasterms;-ene-ermore-generic and randem-deviation-terms, componentsrfwaierement procedure

Vi =ty + iy + S(be) + X(BE) (A2.5)
The variance of any individual measuremgptdesignated bg*(g)-may-be-included-ny is:
S(y) =[S Var (be)] + [S Var (BE)] (A2.6)
where:
[2 Var (b,e] = variance, that is the-medelte-aeceeunt sum of individual bias and random varianees,fer-any-petential source

the productionprocess, and
variance, that is the sumet—speual |nd|V|duaI blas and randem—devmtreﬁs—net—atmbutable to variances, for the

[3 Var (B,E)|

A4 R measuremergrocedure.
Eq A2.6 can be written in simplified format as:

Sy) = Stoh) = K(p) + (M) (A2.7)

where
S(tot)

o)

A2.5 Relating the Bias and Random Terms to Measuredment Precisioen:

A1245.1 Between Laboratory Variatior—The expanded series-efR} terms in Eq Al2.2 gives insight inte-the potential
inehviddal sources of measurement bias-between-taberateries—However in any testing domain. However, to express the between
laboratory test results in relation to théY terms, it is convenient to use a collective ((or td®lterm designated asB)Fotal,

(Tot), which is the-( algebraic) sum of all|§) terms. The variance e8fFotal B (Tof) is the between-laboratory bias variaree-The
total-between-laberatery-variance is When-the-sum results of an ITP for precision are analyzed, the total between-laberatory bias

varianee-and-the-between-taberatory-random variaggdeitherlong-or-shoert)ane-s-given-by-Eg-Ad1.3.

total variance among the+{B) materials or object classes in a test program,
variance due to the production process, and
variance due to the measurement operation.
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I N d (P Teatal 1+ \/ada ] (2
vatto)yrota—+—vate, =<0 )¢

O cfa vV a— v, 66

between Iaboratory random variance d%ﬂﬁ%ﬁe&m&mﬁeﬁw&eﬁﬂﬂhﬁ&eﬁby—sebﬁw,

v values for terms, designated as
e\,—VEB(I-)—ef ot) ey (sm—depeﬂdmg—en is deflned as the—tmee—se&te—feeme&&wemeﬂts—ﬁem—the series—sum—of-such repeat
meastirements tﬁ—amplest—e*preeaen—ef—m{-hm—tabefatory variance of all r%m—grveﬂ—by—Eq—A—l—S—FeFampheﬁy—the(l)

ption be-used-in-the-developed

A2.2. Thus:
\foda 1 4\ | N2
var&y T varewg =10y
= specific within-laboratory variance (A2.8)
Var[B(Tot)] + Var{Eg (Tot)] = &, (A2.8)
1 where:
varfe,} 7 = basic-within-laberaterybetween-laboratory varianee,—a-varianee-thatis-characteristic-efroeutine-use of the

test-method;-that-is,-uniform-over-alHaberatories;-and #fthevaluated for an ITP as given by Eq A2.9.

S, = S(Y) = (Si/n) (A2.9)

with Y; defined as cell average for any laborataryand

within ceII variance pooled across aII Iaboratorles adjusted-ertnique dividedthe number of values per cell,
atories. put both variances on an equivalent basis

As |nd|cated by E : ‘ i
unigueto is a special derlved variance that does not mclude the random W|th|n laboratory variation.

A2.5.2 Within-Laboratory Variation—Within any-ere laboratory, repeated testing (for a defined test domain) on a given
material or at a given level generates a series of measurement values and a series of viajjehfemithin laboratory variance,

S IS given by Eg-ALZ. A2.10:

where
| an-added-within-laboratery-varianece-{component)-specificvariance among the cell averages across all laboratories,
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Varter-+Varertgt—toYs
= specific repeatability variance (A2.10)
VarEy] = S (A2.10)

WFor a standardized test method, it is general practice in precision evaluation and analysis to ass®Bife, thdt be
approximately equal for all laboratories. On this baS|s the |nd|v+dﬂal—repea¥abﬂ1%y—\+arlances valﬁa,f&mne for each II
taboratoriy for esach material) may be pooled ‘
a collective or global value representative of all Iaboratones Therefore, for each materlal orSfeyelis a unlversal value
characteristic of all laboratories in the ITP and by assumption, all laboratories likely to use the test method. However, experience
has shown that the skill and the internal control practices used in conducting tests varies even among well-experienced laboratories.

A2.5.3 This varying testing skill and general laboratory competence can be addressed-by the eq use of a generic within
laboratory termf,,, Where the double subscript denotes a within laboratory generic random deviation component. Using this,

a more well-defined within laboratory variance is:

rall universal

W|th|n Iaboratory—vaﬁaﬁen—m%erlabera{ery test—pfegrams—de—ne{—efdmamy—pfe\ﬁde—a—dﬁeet—estlmate variance charactenstlc of the

test eE—,EW—rH—H%e—same—seHse—Ehaind another variance component unique to a particular laboratory. The variance associated with
&g, ISevatuated.

AL6- essentially zero for good well-controlled laboratories. Allowing for the potential existereerabined(B)-and-(e)-Fferm
Between-Laboratory-Evaluatiogz—The-totabvariation terms among-between-laberatery-testresults-{ferany-materialy which
is-definedas laboratories, the—+eprodueibility repeatability varianes), FR,, is-the-sum-of-feurseurces—or-compenents of
variance;forany-selected-timeperiod—as-given defined by-Eg-AL1.9. A2.12:

————————Vai{{B) Total Ve, Vare o Varte—torx
R

(A2.12)
VafE,] + ValEygl = S, (A2.12)

whereS’ | is a pooled value across all laboratories for any material or level, each individual laboratory value mavifiy (
degrees of freedom where= number of replicates tested.

A2.5.4 Combined Between and Within Laboratory Variatiehe total combined variation for between and within laboratory
test results for any selected time period, defined as the reproducibility variance and desig&ftgdsathe sum of four potential
sources of variation.

Var[B(Tot)] + VafEg (Tot)] + VarEy] + VaEydl = Sx (A2.13)

The estimate of this varianee SCS)%:R;, is equal to the total-variance-ermean-sguare, variation among-all the values for each

material (or level) in the-interlaboratery-program. | TP. Recall-tB)fetal (Tof) represents a number of potential-separate sources
of—bras—as—grveH—rH—Eq—A—l—Z between laboratory bias. Interlaboratory testing experieree-has shown demonstrated that the left to

right order of the variance terms in Egq-A+9-{lefttoright), A2.13 is the approximate order of magnitude of these terms.

AL-7Relationship-Between{B)
A2.5.5 Defining Repeatability and-e)}Ferms ReproducibiiiRepeatability and-Precision-Parameters+and R:
AL#1-Repeatability, reproducibility are each equal to a range or interval that is a special multiple of the respective standard

deviation. The repeatability, designatedrass-defined-by-Eq-AL10-interms-of the-estimated-statisticrather-than-the-population
statistie-_given by

repeatabitity=t—=-d¢-225 (A2.14

)
repeatability=r = ¢ (2)12S (A234)

and reproducibility, designated & is-defined-by-Eq-AL3t-on-the-same-basis. given as:
|cp|uduuib;“tyf R

=$(2"s;

(A2.15)
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reproducibility= R = ¢ (2)2 S (A2-15)

AL+3—Fhecoefficient

The term (2§ is-derived-from-the-fact-that required sincand Rare-eguat-to are defined as the maximum difference between
two single) test results that can be expected on the basis of a chance or random occurrence alone at the 5 % probability level or
95 % confidence level. The variance of the difference- ,) for two values taken at random from a population is equal to the
sum of the variances for values (®ftaken one at a time from the same population. Since there arz wahies, the sum of the
variances is simply the variance wivalues times two and the square root places this term on a standard deviation basis.

A2.5.5.1 Thus [(2Y?S 4] is the standard deviation of differences. The facpodepends on both the total degrees of freedom
{rumber-eftestresultsavaitable) in the estimation for either ofthe-varianyesgtandard deviations arelfz-and on the shape
of the distributions of the variable bias terms and-tBeHE terms. The normal assumptions for these—terms-are—-{(t)-unimodal
distributions—2) 1) the distributions are unimodal?) the number of test resultsrettee-small is sufficient (approximately 20),
and @) a—cenfidenee probability level ( gF=-08-65) = 0.05 or confidence level of 95 % is chosen. Under these assumptions, the
value of¢ is similar to at- value or approximately 2.0, and therefere-E¢-A1.10 the simplified expressionsihoFEg-AL3may

berewrittenaR are:

repeatability=r = 2.83§ (A2.16)
reproducibility= R = 2.83% (A2.17)

A3. CALCULATING THE h-VALUES

o iat-edtliers. The
otenti ers-6 basis—o writhi var aberatories for
. it erace atori ePracs 483-in its 1989
50 iej Aeo ee-discussion

h AND k DATA CONSISTENCY STATISTICS

A3.1 General Background

A3.1.1 The test results of a typical ITP when placed in a Table 2 and Table 3 format may well contain cell values that appear
to be outliers. It is necessary to review the data and make a decision on how to treat these outliers. This should identify any one,
two, or more potential outliers that have substantial deviations from the mean for a particular material in the database. Outlier
treatment consists of rejection of all identified outliers using one of two options. Option 1 is the deletion of the outliers to generate
a reduced size database. Option 2 is the replacement of the outliers by a procedure that maintains the character of the distribution
of the non-outlier data.

A3.1.2 Some outlier rejection techniques use the difference between the outermost value and the adjacent value as the basis for
rejection. This works well as long as potential outliers do not occur as pairs with minimal pair separation, but substantial separation
from the nearest value in the database. Frequently, when this occurs, the rejection techniques fail to identify the outermost value(s)
and the rejection iteration process stops.

A3.1.3 Both the General and the Special Precision sectlons of this practice use two partlcular parametewr&ﬁl@cy
statistics to reject potential outliers, theandk- in this
annex values as—weH—as—t-he—ea}etﬂaﬂeﬁ—aTgeﬁfhms—fer the developed by J. Mandel and used in Practlce EPGQ&I%E&He
ea+eulaﬁeﬁ—pfeeedtrres—&ﬁd—semeﬂddmeﬁakdﬁeussmﬁ—spe0|flc statistic is a parameter used to review the between-laboratory cell
averages for potential outliers, and thealues-wilkHbe-given-in-Arnrex-A3.

A2:3—Defining statistic is a parameter used to reviewthe-h-Statistiee between-laboratory-consisteney-statistic, cell standard
deviations for potential outliers.

A3.2 Defining and Calculating theh Statistic

A3.2.1 h-value—The between-laboratorgell averageconsistency statistidy, is calculated using the cell averages for all
laboratories and is defined as follows for each materiaj otevel in the ITP.

b —edHSX (A2.1)
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h=d/S(Yy) (A3.1)
YAV (i) YAVS(YAV)

where: _
d = Y 4 () = Y ay,
¥Ya, = eelaverage-{being-tested),individual cell average;fer any laboraitpry (
(i)
Yns = average ofll cells, for any material, and
= standard deviation of cell averages for any material tavel across all laboratories.

S(Yay)

AZ233TFhe

The h-value is the ratio of the deviatiod, of-the each individual laboratory cell average-fer-anytaberaitofpom the overall
cell average-of for all laboratories, divided by the standard deviation ameng all the cell averages across all the laboratories. The
special-parametdr-value may be considered as a standardized variatef(orction) with a mean efzere-and-astandard-deviation
ot

A2-3-2-karge zero. Largk-values{+or—) (plus or minus) indicate-considerable substantial discrepancy from the overall zero
average-en-the-basis in multiples-ef-a-multiple of-theciiglY,,, ) standard-deviation—Practice-E-691-—caleulates deviation.

A3 2 2 Calculatlnq Crltlcal h- vaIues—After anh- value is calculated for each laboratefy—feleall—ma%eﬁals—m—dlstmeﬂeﬁ—to the
0 entior 0 0 y Rrelare-deviations or to
susplemusly—smaH—eFlafge—uﬂ%HH—eeH—avefages for eaeh—mateﬁal—Fh&lﬁfaeﬂe&EegarpfeeeeuF&gefle*a%es—Me—adGHWal tables
that material, the values afe—aﬁalyzed—feeagﬁl#reaﬁﬂy—hlqh rewewed to determlne |f any of the call:u(_ahues exceed a
certain critical value. If a calculatekhy emainder

eme-value (small

basis for value exeeeds—a—tes{—ef—agﬁmeaﬂee—for rejection

te—be—deelared—as—a—ag%ednmalue—(er value deS|qnated bﬁfalue)—ﬁ—uses—a—gg—&%—eemrdeﬁee—level—te—makeﬂs—deemon

e-from any

he quality some
selected probab|l|ty eﬁeapabllﬁyof S|qn|f|cance Ievel +he—me%hed4hrs—wew+las—meﬂHeFme—mElal—phases—e#de\felepment for

uaiaetln quest|on

orles eeltthat-have-poorinternal testing
0 mflate genera{eel—the precision

meth d as used

H&e—beﬁehmaﬁleef—test—qualﬂy—feeaﬁy—tes{—me{-hod

A2:6- Caleulating-Critical-h-values—The-eritical-valueforh; h{erit);(crit) depends on the number of laboratories in the ITP
and-at for any-c probability or signifidecance level, it may be calculated-in-accordance-with-the-fellewing-equation: by:

7172
Z)s]

I, HAY 1\ 4
ncehy—1pP )t

(A3.2)
hcrity = (p — 1) t/[p (> + p — 2)]¥? (A3.2)
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1 where:
Ir number of laboratories i+HFP—and the ITP,
t Sstudent’s at selected-eenfidence significance level, with-BF = ( df=A2){atwo-talledtvalue). — 2), a 2-tailed value,

and
df = degrees of freedom.

A3.3 Defining and Calculating the-reasen-for-its—adoption.
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k-VALUES

A3-1—TFhe-within-laberatery-consisteney-statistic,-designated-laStatistic

A3.3.1 k-value—The cell standard deviatiortonsistency statistid, is an indicator of how the within-laboratory-variability
(-melwret&al individual ceII standard—dewafm—und%repea%&b&rtyeen&Hons) deviation for any selected laboratory, compares to the

doneonam aterlal ov%&aﬂ)—b&mﬁeffakbaas—\/alues—substamlally
variation verage for pooled across all

A3-2- laboratoriestell standard deviationThe usual approach to tests of significance for variability statistics, is the use of an
the F-ratio, a ratio of two variances—Fherefere-forthe-basic-derivation of Howevek-tladue-and-the-develepment is expressed
as a ratio oftables-ef-significant-er-eritical two standard deviations since it is easier to comprehend this ratio when reviewing data.
The k-values;—the-variance-value-is-used-rather-than-standard-deviation.

A34—n follows.
A3.3.2 In the usuaF-ratio approach, the significance of any e-ine-dividual cell-variance compared to the pooled variance of

all the cells (for any material) excluding the one cell being tested is given-by-Ee A3.1 by:

2 r 1\
F—= (/AN AN \"'/ ’ M +J1

(A3.1)
F=S,/[ES,-1/ (- D] (A3.3)
2 S2(p-i)p
where:

) = cell variance being tested for potential significance, Iaboratco[y (
g = sum of cellvariances-otherthan-one-being-tested, variances, excluding,cafid

S
p = the number of Iaboratorles |n the ITP.
i alculated

for-a—spreatsheetanalysis,-value is deﬂned—fe&any—se{eeted cell by Eq A3 24 and is calculated for each material by:
k= \Q/ f \o}r (A32)
k=9Si)/S (A3.4)

Sr

where:

{S)S(i) = cell standard deviation-ef-the-cell-being-tested, for laboratryaqd

{S)S = repeatabilitypooled cell standard deviation-{fer-any-selected-material) (this (across all laboratories), thisisthe pooled

value-ever-alHaberateries). initially calculated repeatability standard deviation (see Eq A3.5).

A3.53.3 Calculating Critical k-values—For purposes of calculating critickivatues-to-evaluate-potential-significance-for any
selected—eell,-values, designatedka&rit), the following development is presented. The repeatability variance is given by Eq
A3.35:

o\ 2 rsyan? | oen21y
I = =T 17TF
(A3.3)
Szr:[zsz(p—iﬂrsz(i)]/p (A3.5)
Combining Eq A3-13, Eq A3.24, and Eq A3.35 gives Eq-A3.46:
ke t-p—H+P
(A3.6)
k={p/@+ (p—1)/F}*? (A3.6)

The degrees effreedem(BF) freedom, df, Foin Eq A346 areif — 1) for the numerator angb 1)(n — 1) for the-deneminator.

A3-6-_denominator, where = number of replicates per cell. Eq A3.46 may be used to calcutate-ctitiealtes kLerit);(crit)
for any values ob andn atany a selected—eeﬂﬁdeﬁee—level S|qn|f|cance Ievel by reference—te—the—apphc_abe Entidaé at
the indicateé v : b
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| taberateriesfomn=2 numerator ane-3;—celt-repleate-vatues.

A—pfepemeﬁa-rty—relaﬂeﬂ

L A
oo T ViV

rd error

S =2W EWHMnSs EWU (A4.5)
T
S = E pripand § = J.EVVJ'*Mjri (A4.6)
Fhen,for EgAl
=515
P47
and-for Egq-A4-2,
U= S - izsa (A48)
S5—S;
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(W] L (W] (AA 11N\
= vivip O =t vaivly —=.1I)

From-these-are-computed-adjusted-values;of

A I A H 1 9 (A A 1D\
f— viv Of gy = U T ovip (= Lz, ) (A4 1z)

S =2XlogM;, S =3 (logM)? (A4.14)
T ]
S, = ,E logr;, S, = ,E (log M;)(log ). (A4.15)
and
~ S$§-S5§
c= o o 2
1
{AV1.15)
98 SS
— ac c 2
61
(AA.17)

onducted
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omparison.

or each
accordance

dewa&en—uang Values
A3.4.1 When all thé-h and k+erityvalves—Outliertaboratories-are-determined values have been calculated using Eq A3.1 and

Eq A3.4 respectively, and tabulated for any database generated-by-eomparing a particular ITP, they are reviewed to determine if
any of the calculatee-h-h-or ane-k-value tok values exceed the critical h-ane-{erit)-ork-{(erityvalue,respectively—TFhe-abselute value

of values.

A3.4.2 Table A3.1 gives the-ealeutated 2 % and 5 % significance levé-¢alue-is-used-for-this-comparison—tLaberatoeries are
rejected-in-orderfrom-highesttolowest-abselutecaleufated.02,h- p = 0.05) critical values for both-k-vatue-exceeding the
h and-erity-or k-{erit)-value,respectively,, foreach-material—until:

{&) various numbers of laboratoriesjt-eutliers-have-beenrejectgd= 3 to 30, and-the-number-of-remaining-taberatories is
twenty-orgreaterOR

) cell replicate -t i
e*eeed-mq 4. This is used for H%e—h—(eﬂﬁ—%ie(eﬂﬁ—valﬂe—respeetively

Hga of2, 3, ork-values

descrlbed in Sectlons—s—feﬁhe—pfeaslen—ea}euaﬁons

A5-5—Relationship-Between-Reproducibility-Preeision-Parameters-and M:
A55-1—This-section-gives-the-necessary-instruetions 9.
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A4. SPREADSHEET CALCULATION FORMULAS FOR PRECISION PARAMETERS, RECOMMENDED SPREADSHEET
TABLE LAYOUT AND DATA CALCULATION SEQUENCE

A4.1 Calculation Formulas
A4.1.1 When a dedicated computer program is not available—te—select calculate precisien,—the type of repeatability and

reproducibility may be calculated using typical spreadsheet procedures and algorithms. The final preeisien-parameter; either the
abselute;R—expressed-in—measurement—dnits calculations involve a series of sums—or-the—réthattsgpiessed totals. The

calculation formulas are given-in p this section. In A4.2 a recommended spreadsheet, table layout is presented that facilitates the
calculations. A4.3 gives some recommendations for setting up-the-mest-general-expression-ef-precision—General-expression of
preeision table sequence and conductlnq the analy5|s Flg 1 isa defC|S|on %ree dlasgfam—that—mede—ef—e*pfeeaeﬂ—th&t—has the least
depeﬁdeﬁe glves gwdance on e

regression—foreach = number of Iaboratones in
designated ITP.

Note A4.1—The calculations were set up for t-hﬁpmcﬂce—as—eB—feﬁeaeh—parameter

west CD, annex using Lotus 123. It is assumed

which any spreadsheet program can be used,

however some of the—&ve—medes—ef—eaqafessnteerls to partlcular alqorlthms may be u slightly different than indicatee-nr-preparing
i § dard. If th|s annex.

ive
f precision

yiRg precision
eeision applies
A6-1 all materials; each material h¥#gth-n~=2n = 2 replicates pereell:
cell and the summations are over all laboratories.
oYy (A6.1)
Ti=2 Yy (A4.1)
where:
Y., = cell average for laboratory)(
Fr=26y° (A4.2)
T,=3 (Ya)? (A4.2)
e v(\vl\vll)z (A4.3)
Ty =3 (w)? (A4.3)
where:
w = range of cell values, laboratory)(
(for n = 2 only)
S (A4.4)
T=2(9° (Ad-4)
Noere-A63+—Use
where:

S = cell standard deviation, laborator).(
For the calculations as outlined as follows use eithigor T,.
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T
I S im= :“ (A6.5)
S, =Tsl2p=T,lp (A45)
5 EH
*{[pTz TfP\P—*/—| 2| (AB.6)
S{Z
S L=1PT; lep("lrl) I 2 I tA4-6)
c2_c2 g2 (NG 7Y
SR L ¥ o)
M=T,/p (A6.8)
M=T-—(T)?/p(p—1) — [ /2] (A6.8)
1 P28\ (A6.9)
FH=F +, (A4.7)
M, = T,/ p, material average for all laboratories (A4.8)
F=2.83(s? (A4.9)
r = 2.83(S%)Y? = repeatability (A4.9)
R—2.83\/ S (A6.10)
R = 2.83(S%) 2 = reproducibility (A4-10

A4.1.3 For any ITP wnfs,_—s—nega%we—subsﬂm{el——e—m—léq-Aé—?

average-cel-{testresuit)-value,
range equal to more than two but with a constant number ofgetidaesfer replications for each material-laboratory combination, the
computation equatlons are identical to Eq A4.1-A4.10 with the following exceptiolisthle value offn=-2-enly),

Ais used in place of 2 in he—deﬂeiﬁﬁateFeHhe—second last term ef—Eq—AG—G#he—value of A4. &)aﬁdq(s not calculated
the value for S is obtained by means of the/pp expressionr-of in Eg¢-A6.5.

A6-3—With A4.5.
A4.1.4 For any ITP with an unequal numbers-of n replicates per cell:
To=3ns (A4.11)
Ts = 2 [n; (Yav)il, 0y = number of replicates in ceill (A4.11)
| Fo=SAty>Tr="2h (A6.13)
=3 () (Yo’ (A4.12)
T, =3 (n) (A4.13)
Te=3tm) (A4.14)
| Te=3(n)? (A4.14)
To =2 (S (A4.15)
To=3(n — 1) (S) (A4.15)
where:
I S, = variance for celi.
& (A4.16)
S =T/ (T,—p) (A4.16)
S T =p) (A6.16)
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St = {1 [TeTo=p) (A4.17)
TeT,—T
S2= (% S )(T -] T°-Te (A6.17)
8= Gy, ! TP = 2] = S {T7 (P~ DI/ [(T)° — Tal) (A6.17)
S2=S2+52 (A6.18)
=+, (A4.18)
May=Ts/ T, (A4.19)
CalculateM:r; andR as inaccerdance-with-A6-1-using:
TS
M== (A6.19)

heet analysis
tons required Eq A4.9

Calculations

A4.2.1 Table Organization-This section contains a listing -ef-this—practicethat-is;Practice-BD-4483—89-Although all the
preeision—caleulation—algerithms-have-net-changed-for-this—eurrent-version tables required with a brief descriptien-ef Practice
B-4483, the-euthierrejectiontechnigue-has-changedthatisitis-eonducted-by-means of linking between-the-Practice E 691 tables
to permlt aII calculatlons to be automatlcally performed to qwe the vaIuesIW&lue andieva}ue—anaryas—'Fhrs—rs—m—eeﬁ%rast

Jerages all tables have been set

on-the-PreeisionHTR-The-Moone emen ordance-with-TestMethoe D 1646.
baS|c table of data has been qenerated—'Fhe—FFP—was—eeﬂducted IayouHs—fereveH—dI#erem—ma%eﬁals—frubbers-)—as—Hlustrated in

osity of each

{seeF2p=11g=+and uniform level desrqn W|th 2. The—pfeersreﬁ—evaltrated-was—a—'pre descrlptlon is d|rected marnly to
Analysis Step 1. If outliers are found for Step-1-although-there-were-seme-preliminary-mit-massing steps then the calculation

operations of Step 2 and perhaps Step 3 will be required. For a full understanding of these two additional steps, it is necessary to
completely review the precision evaluation example in Annex A6, which gives instructions—fer-each- rubber, these additional
calculations.

A4.2.2 For this annex, the tables will be identified-as ¢ Table A4.1, Table A4.2, and so forth. Each of these is set up for a specific
calculation. However, to avoid having blank tables (with the appropriate format as discussed in this annex) addee-to-the (1982)

Section—7-speeifications length-efFest-Methed-BD-1646,prior the standard, the reader is referred-te-viseosity-measurement.

Ar-3—TFhe-basie-orraw Annex A6. Annex A6 contains each table as discussed in Annex A4, filled in with data-frobm tahe
Mooney viscosity precision example. Therefore, when the set up for Table A4.1 format is discussed in this annex, referto the ITP
corresponding table in Annex A6, which is Table A6.1 which gives both the table format and actual data. Starting with Table A4.1,
the-numerous—caleulations-on-these-data—arepresented-in-a-series of tables differ from the format of Tables 2 and 3 in the main

body of this-annex—TFhe-primary-tables;-starting-with-Table-A72,-are-indicated by practice, in the use of a double or side-by-side

data display format. This double table-numberafterthe-annex-designation; A7—Tablesthatare-derived from setup-permits a primary
table;—are-indicated-by quick view of the datab and calculated parameters as data is entered and processed.
A4 2.3 There are potentially three analysrs operanon steps for any ITP. The number of steps actually required depends on the
y P rguish quality or uniformity of data in the database. If outliers are found,
then a second and perhaps a—thlvrd analysrs step will be required. Each of these analysis operations should be conducted on a

separatessheetor-secondary-table-from tabbed page of-the—primary-table—TFhus-tables with computer spreadsheet program. This
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facilitates the-same-+reet-rumber-but-with-differentletter-designations,thatis;a; b, etc. analysis and avoids confusion. If outliers
are-directly—related found for any analysis operation, there are two optienrs-te-each other.

Ar4—Preliminary-Analysis-PData-ReviewTable-A72ists continue with the-Bay-1—Bay-2-data analysis.

A4.2.3.1 Outlier Option 1: Removal by Cell DeletienThe simplest option for outliers is the-sevenmaterials and deletion of
the-e outlievr from the database as expressed in | a Table A4.1 format. See A4-3.2 fori more details-on this. T

A4.2.3.2 Outlier Option 2: Cell Replacement Values for OutlietHf this option is-given chosen, cell replacement values are
calculated by the procedures as described in Annex A5. This option involves more work but it may-be-therequired-Table 1 format
only option for a limited ITP database with a small number-of 7 laboratories.

A4.2.4 The three potential analysis steps are described in Sections 8-10. If there are no outliers, only Analysis Step 1 is used.
If outliers are present, Analysis Steps 2 and 3 may be required depending-en-the bottom extent of outliers in the database. The table
are-given description outlined as follows is for Analysis Step 1the-day-averages, first set of calculations for any ITP, (see Section

8), prior to the-2-Bay-averages, possible rejection of any incompatible values as outliers.

A4.2.4.1 The wordellis used in two different contexts; it is the—be%ween—ﬂbeiﬁew—s%&nda%d-dewatlon mterseeﬂeﬁ—e#—each day
a row with a column in a computer spreadsheet, gay columns.
Altheugh-these-are-not-speeified it is also, for any ITP, the comblnatlon of a Iaboratory and a materlal as |H—'Fab+e—1—fermat they
are-easy in the main body of this practice. The word cell will be italicized when it refers to a computer spreadsheet. In many cases
there is a dual usage or meaning, a Table 1 cell is also a spreadsheet cell.

A4.2.4.2 Although described as follows, a Table A4.1 may contain blank taike All table cells that have data must contain
the number of replicate values characteristic of the design of the ITP. For most General Precisios PBnd each cell must
contain both values. The original database generated in some ITPs may-be useful one where one or more laboratories report only
one value for a particular material, that is, they did not fully participate and only supplied partial data. The partial-data review.

A75- for such a laboratory cannot be used since the spreadsheet program as set up in this annex requires that all Table A4.1
Ful-Analysis—Part-1.:cells

Ar51Part-CelltAverages-The-data (for Analysis Step 1, 2, or 3) be uniform, that is, have the required number of replicates
or no values at all.

Table Number and Name Table Description
Table A4.1 Basic Data from ITP This is the basic Table 1 format (as discussed in the main body of

this practice); Rows = Laboratories; Columns in Replicate 1, 2 for-
mat = materials. Two spreadsheet columns are required for each
material. Each (double column) ITP cell contains two test results.
In generating all tables beyond Table A4.1, preserve the same
row-column identification for laboratories and materials. Remem-
ber, go to Annex A6, Table A6.1, for an example of a Table A4.1

I format, with actual data entered.

i ighifi g UOHS
S .
Table A4.2 Cell Averages, Averages Squared Thls is a dual table, cell averages in left side and cell averages

squared in the right side, each side preserving the laboratory-
material row versus column format of Table A4.1. Totals are calcu-
lated for each material column; cell average totals = T, cell aver-
age squared totals = T,. Also calculate for the left section, the
grand cell average (all laboratories), the variance, and standard
deviation of the cell averages (across all laboratories) . Note—Do
not truncate the significant figures for any total in any of these
I tables. Retain 4 significant digits for all calculations.
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Table Number and Name Table Description

y .

Table A4.3 Cell Average Deviations, d and A dual table, cell deviations d, d = cell (/) — (all cell avg); in the left section and cell h-values in the right section. Review the cell h-values

h-values cant at the 5 % level in some manner appropriate for the spreadsheet being used, such as making the value bold and italic, shaded, or
for calculation of h-values.

Sequared

Table A4.4R Cell Ranges and Ranges A dual table, cell ranges on left and cell ranges squared on the right. For each left-hand-side cell, the cell range may be obtained from Ta
Squared spreadsheet function (such as @IF or ABS) to convert those negative difference values to positive values for the cells of Table A4.4R. |

age range for each material. Calculate the cell squared totals T; for each material.

Table A4.4S Cell Standard Deviations and A dual table, with cell standard deviations on the left and cell variances on the right. It is convenient to calculate the pooled variance for e
Variances viations. Place these at the bottom of each left-hand-side column. Calculate the total for the cell variances; place these values at botton
ances on the right side. Total of cell variances for each material =

Table A4.5 Cell k-values A single table, cell k-values. See Annex A3 for calculation of k-values. For each k-value that equals or exceeds the 5 % significance level
the value bold and italic.

T P ions_forPrecisi

Table A4.6 Calculations for Precision A table giving the sequence of calculations for precision. The calculations are performed for each material separately, thus a column is re
sert values for T,, T,, and either T; or T,, by means of spreadsheet linking to the appropriate preceding tables. Calculation 1 is a calcu
T, or T,. Calculation 2 evaluates (S,)? using T, and T,. Calculation 3 is a calculation of (Sg)?, using (S,)? and (Sr)2. Calculation 4 eval
evaluates R.

At the bottom of Table A4.6, materlal means (averages) are given as well as the standard dewatlons Srand SR. Also listed is a sub-table
Step 2 or 3 outller review at the 5 % and 2 % significance Ievels ThIS sub table indicates the outlying laboratories for both h and k.

Note The values for n and p in Table A4.6 can elther be active or be a f|II -in format The value of n will be 2, but p WI|| vary depending on

laboratories deleted for either h or k values. For active p values, a count function should be performed for the cell values in Table A4.5-
A4.3.1, for each material. This counts the number of laboratories after both h and k deletions. The count result enters the appropriate c
operation, the values in Table A4.6 must be inserted manually.

A4.2.5 Setting up the Spreadshe@his—is—done—Begin on_Sheet 1 of a-material-by-material-basis. spreadsheet
program. This will be used for Analysis Step 1. The-recateulated-cet-average first set of calculations is for the original
database. For any subsequent analysis operations with a complete set of recalculations after outliers are removed from
the database or outliers replaced, one or more additional computer program sheets will be used. Calculations are
facilitated if each table occupies a single screen area, using the page down command to go to the next table. Refer to
Annex A6 for more details on Steps 2 and 3.

A4.2.5.1 Link Table A4.2 to A4-2-For Laboratory 1 and Material 1, use the appropriated spreadsheet average function (such
as an @function or AVERAGE) to calculate the average @il 1 in Table A4.2, using the corresponding two adjacent
(spreadsheetellson Row 1 of Table A4.1, for Laboratory 1 and Material 1, as the argument spreadsheet range. Repeat for all
eells{fer-that-material-emitting tableells After this is completed, calculate the-eutlier cell average squared-value.s tmllall
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on the right side of Table A4.2 by the appropriate spreadsheet squared funetion alcgorithm using the left-heglbasielages.

A4.2.5.2 Link Table A4.3 to A42-For Material 1, using the appropriate spreadsheet algorithm, subtract from each laboratory
cell average-ean-be-easily-obtained-in-spreadsheetealeulations the left-hand-side of Table A4.2 theetharathge. This gives
d. Divide each calculated by-erasirg the standard deviation of edlll averages to give the calculatberaliue. Repeat for c all
materials. The calculation output fbrvalues is entered into the corresponding (row- colunm0|n—a—tab+e—pfedﬁerﬂg—a—ﬁu4+or
missing-cell-value{but-not-a—zero-or-0-0-value).

A7-6-2—Fhedeeation the right-hand-side section of Table A4.3.

A4.2.5.3 Link Table A4.4 to Table A4-A-For Laboratory 1 and Material 1, calculate the-rejected-outliers-are-indicated standard
deviation forCell 1 in Table-A7#20 A4.4, by means of the appropriate spreadsheet function for standard deviation, using the
corresponding two adjacenellson Row 1 of Table A4—E1 (Lacboratory 1 and Material 1), as the spreadsheet argumendt range.
Repeat for all materials arells. Ensure that the divisor for standard deviation calcuelatiom is {), notn, wheren = number
of values for standard deviation calculation for each material. In spreadsheet terminology, this is often desigratsd@pla re
standard deviatiorcalculation. Using the appropriate algorithm, square estihstandard deviation value;thae resultis-egual to
entered into therecaleulated-material-cell-average—Cempare correspaetiing the-recaleulated-values-of-Fable-A7210-with
varlance or the—eﬁgmal—database—vawes right side of F&b’fe—A? 3

teated in

A—7—5—6A44

A4.2.5.4 Link Table-A711-has-been-generated-by-replacing-therejected A4.5 to-ABatSMaterial 1, divide each individual
(within) cell standard-deviations-seguared deviation, by-the-special pooled value for (within) cell standard deviatiens-sguared, that
preserve (this is the square root of the poeled—+ecaleulated-eell-standard-deviations-squared;—designated by or mean variance) to

obtainSrk-values. Repeat for all materials. The k-values are entered into the corresponding cells in Table A4.5.

A4.2.5.5 Link Table A4.6 to Tables A4.2, A4.4S, or A4.4R, or Combination Thefeof Material 1, use the appropriate
spreadsheet function or algorithm to bring the toflsT,~Again, T;, or T,, or combination thereof, into Table A4.6. Repeat this
for all materials. The source for each total should be the total at the bottom of each of the appropriate columns in Tables A4.2,
A4.4S, or A4.4R. For Calculation 1 in Table A4.6, use the formula given in the table to calculate each of the parameters-for rejected
odthers-and-theirreptacements-are-indicated by all materials in-the-underlines—Each-undertined-value equals ITP. The formula
should use the-pested active values & and p as well as values for that material as brought in from Tables A4.2, A4.4S, or
A4.4R. When Calculation 5 of Table A4.6 is completed, the entry of values,for,I T, or T,, or combination thereof, along
with values forthatmaterial-Compare-Tables-A7.11 p-and-A-+from-whichitisgeneratedinthe-spreadsheetby-therecalculation
process-as-deseribed-above.

A7-6-4TheTable A710 (by means of their linkages to preceding tables) will produce an immediate result for all intermediate
and—TFable-A7#31-recaleulations—as—deseribed final precision calculatiens—in-A76-1-te-A76:3-provide—the—new—values for a
recaleutation table.

A4.3 Sequence oBrand-SRen Database Calculations for Precision

A4.3.1 Outliers in Analysis Step 1 (Sheet—3As previously noted, the—adjusted—{outliers—+remeoved)—database—using the
spreadsheet Step 1 analysis-teehnigue—Hoewever, since operation or set of calculations should be performed on Sheet 1 of the
Practiee-£-691 computer spreadsheet program. If any incompatible values are declared as outliers at the 5 % signoificance level,

tphe database shall be roevised according to 8.4 to either delete outliersferany-selected-automaticrejection technique, laboratory
or to insert replacements into the-issue-efreplacing database fordblbsthat contain outliers. If any outliersinaPractice-£691

analysis-must-be-addressed-as—given in are found, it is necessary to conduct Analysis Step 2 (Sheet-2)-en-the-next section.

A7 Rejectionand-ReplacementR1 database. The calculations for analysis-ef{Practice-E-691)-Outlier Values: the R1
A++1—TFhetejeetion database are facilitated by copying al-ef-Practice-E-691-analysis-eutliersisthe-same as for executed Tables

A4.1 to A4.6 on Sheet 1, onto corresponding locations in Sheet 2 of the spreadsheet, with all programmed chalculations actiqve,
that is, not as values or copying Sheet 1 and renaming it as Sheet 2. These tables on Sheet 2 are now desiribdbtess (
A4.1-R1-OR to Table A4.6-R1-OR for replaced outliers By Tables A4.1-R1-OD to Table A4.6-R1-OD for deleted outliers.

A4.3.2 Outliers in Analysis Step 2 (Sheet 2): Option 1 Outlier Deletigkll deletion operations can be facilitated by marking
on a printed out Table A4.1, all tabéellsthat have significart-vatues andk-values-as-generated by values. To delete data, simply
delete from Table A4.1 all the-Practice E68dlls that have a 5 % significance levielor k value; that is, delete both values in
each ITP design cell, which occupy two spreadsheet cells. When this is done, the typical spreadsheetpregram-are-reviewed with
will give someERRORiIndication at several calculatiazell locations in Tables A4.2-R1-OD to Table A4.6-R1-OCERRORIis
used generically in the-cr following text to indicate the specific spreadsheet error flag.) This is due to the deletion of one or more
argument values-evataated in Table A4.1-R1-OD and some subsequent tables as well.

A4.3.2.1 Correcting the ERROR Cells-ERRORnNotations will appear in two general locatiori§ (n columns as data entries
that come from tables above them in the sequence of tables, that is, values used to calculate parame nters for a particular column
such as averages, standard deviations;—ane-marked—Altheugh—7#53-provides so for), arttig bottom of columns where
averages, standard deviations, and so forth were previously located. To correct the tables, start with the first table that contains a
spreadsheet cell that has BRRORnotation, and delete tiERROR celthat is a data entry, not #8BRROR celht the base of a
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TABLE A76.110 (3-R1-OR): Cell StandaAverdage Deviations Stdand h-values: AOT Replarced=—nert fo

r 5 % Outliers Removed—

E

h=d/S (Yav)3482

7
(S; wher?
Sr

e d = avg Cell i — avg All Cells, S

column. Correcting the data entry valueaall will automatically correct th&€RROR(calculated value) at the base of the column.

A4.3.2.2 The use of a spreadshédeteteoperation for anfERROR celvill make thecell in question blank. Continue this for

all tables until aIERRORindications are removed and replaced by blank values, not zeros. This will produce correct calculations

for all parameters. Also remove from all tables any zesb values that are generated by the deletions from any of the preceding

tables. If they are not removed, the bottom of the table column calculations will be in error. For Option 1;-eutliervaldes-an example
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deletion, the revised precision parameters will automatically be calculated and appear in Table A4.6-R1-OD of Sheet 2, after all
ERRORentries are removed.

A4.3.3 Outliers in Analysis Step 2 (Sheet 2): Option 2 Outlier Replacem¥iien this option is chosen, replacement values
are inserted into theaeleulsthat contain outliers. Insert into the experimental design cells of Table A4.1 (individethijlata
replacement values or DRVSs, as evaluated in Annex A5. These will be h-in celpls that have a sighifickmalue. Correct any
possibleERRORoccurrences, if they appear, as described in A4.3.2.1 and A4.3.2.2. For Option 2, insertion of DRVSs, the revised
precision parameters will automatically be calculated and appear in Table A4.6-R1-OR of Sheet 2.

A4.3.4 Outliers in Analysis Step 3 (Sheet3The precision values for (Sheet R)L analysis are accepted as final if there are
no outliers at the 2 % significance level.

A4.3.4.1 If any outliers are found at the 2 % significance level, the procedure as previously cited (for 5 % significance) is
followed to either do &P Option 1 deletion of all outliers to gener&2@D database or select Option 2 and calculate replacement
values. When these are inserted into REEOR database, R2 OR database is generated.

A4.3.4.2 If outliers are found, copy the executed Tables A4.1-R1-OR to A4.6-R1-OR or Tables A4.1-R1-OD to A4.6-R1-OD,
of spreadsheet Sheet 2 to spreadsheet Sheet 3 with active values as above or copy Sheet 2 and rename as SiaBBIdhese
when completed as indicated as follows, will be designated as Table A4.1-R2-OR to Table A4.6-R2-OR or the corresponding Table
A4.1-R2-0OD to Table A4.6-R2-OD. The purpose of a Sheet 3 analysis{te-obtain is to delete or replace the 2 % significance outliers
and thereby generate finRR precision-parameters-after values.

A4.3.4.3 Once outlierrejeetion), values have been deleted frontelhgr DRVS have been calculated (using Annex A5) and
inserted into the-Bay-1—Day 2 appropriatells of Table A4.1-R2-OR or A4.1-R2-OD in Sheet 3, the new precision values will
appear in Sheet 3 Table A4.6-R2-OR or Table A4.6-R2-OD after HRRRORIndications are removed. These Sheet 3 Table
A4.6-R2-OR or Table A4.6-R2-OD values are the final precision parametars] R for the ITP.

A4.3.5 Precision Result Rounding-The final precision results as given in Table A4.6, Table A4.6-R1, or Table A4.6-R2 (with
either outlier option) are transferred into a Te#ll 6 format-(Fable-A72-n (see 12.1) for insertion into the test method. When this
annex-example}must is done, the final precision parameters shotte-bereplaced. Thus rounded to the number of significant digits
or figures that are technically attainable-in e usual practice with the test method, with perhaps one more significant figure than
normalHy employed.

A5. PROCEDURE FOR CALCULATING REPLACEMENT VALUES FOR DELETED OUTLIERS

A5.1 Introduction

A5.1.1 If outliers abre found in Analysis Step-1Hermat), at the 5 % significance level, there are two options. Option 1 is to delete
the outliers and thereby generate a revise®bdatabase. Option 2 is to replace the outliers in a way that essentially preserves
the distribution of the non-outlier data as described in more detail in A5.2. This annex provides the algorithms to address the
replacement process when outliers are found at either the 5 % or 2 % significance level.

A5.1.2 Outlier Option 2 (replacement) is usually the choice when outliers are found with a small database with a limited number
of laboratories (approximately six or less). Replacing outlier values, rather than deleting them, preserves the size of the database.
The procedure to calculate replacement values however must be onedbasistent with the observed data distributiorthe
database. The replacement procedure as described in this annex fulfills this objective. The procedure consists of the evaluation or
calculation of two types of replacements.

A5.2 The Replacement Procedure

A5.2.1 The replacement procedure for b either Step 1 or 2) is one that replaces outliers with realistic values. The inyitial
operation evaluates replacement values for each ogBikaverageand-any-replacementeell each outleed! standard deviation
er-varianee.

AF-F2—TFable-A712. The first type of replacement is designated-as-a-table-derivedfrom-Table-A7%2-en-the basis parameter
replacement value, or PRV. There are two possible types of PRVs described as follows that might be inserteeHnte-the-75.1 criteria.
Hhas database. Although only one is selected, both are described in order to demonstrate the merit of the selected second type of
replacement.

A5.2.2 Distribution Mean Parameter Replacemerthe first possible approach for a PRV is to insert into the database a value
equal to the distribution or actual database mean for all-celaverage-and outlier values for any material. There are two types of
distribution meansl( for cell averages or 2) for cell standard deviations+eplaced-with-the-special-averages. or cell ranges. The
replaced-values wortheanapplies to both. If only one PRV is being considered and there are ten or more laboratories, this will
ndot substantially change the nature of the distribyution. However, if-twe-types or more outliers are being replaced and the number
of-underline-as-indicatee in laboratories is much less than ten, this may narrew-the-tablte-footnotes—Fhe-technique distribution and
therefore give a falsely optimistic standard deviation f&j the final precision results (if no further outliers are found) 2)rfor

denomingator standard deviation for ther k statistics, or both, thant will be-demenstrated-by-referring-to-Material 1. used for
outlier review at the 2 % significance level. For this-material-there reason, this type of replacement is not chosen.
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TABLE A76.12 (1): Mooney Viscosity: Inte Original Baboratory Testic-Data—Oufrom tlihers Reptaced— ITP

_Laboratery-Number— F 2
— 46:0—470 5%
E— B
—3 46.9—46.9 48
—a 470—460 5%
——5 45:6—465 56
—6 48.5——47.0 50

A5.2.3 Ascending Order Trend (AOT) Parameter Replacemeltie alternative approach for a PRV is to use a value that
substantially preserves the observed distribution as illustrated by the ascending order trend plots as discussed in 8.1.3. This is
designated as an ascending order trend or AOT replacement or PRV for-a-cel-averagereplaced and mean. Each AOT replacement
or PRV is in essence a predicted value;-ere-cell-standard-deviation+replaced.

At-+3-Cell-Standard-Deviation that would be expected for the laboratory in question, absent the unexpected perturbation that
generated the outlier illustrated by the off-the-line behavior in the AOT plot. This AOT replacement does not narrow the observed
distribution in the same sense as a distribution mean value replacement.

Ab5.2.4 Outlier Replacement{r—=-2) CategoriesThere are two different categories for outlier replacemepasameter—
Laboratery-2-has-an replacements or PRVs as previously discusseddatairaplacement valuer DRV. After PRVs have been
determined for all outlier cell averages and cell standard-deviation—Twe-values-mustbe-insertedHn this cell, deviations (or ranges),
the next step is the calculation of DRVs for each cell of Table A4.1 formatthathave (1) contaired-a-celvarianpaeoneler
outlier.

A5.2.4.1 TheDRVsare required te-8-317{see insert into a Table-A71);and-{(2-an-average A4.1 data format (to generate a
Table A4.1-R1-OR) to permit a recalculat|on—ef—48—6—(see the rewsed preC|S|on values based on Rmdmasbase See Annex

a Tablye A4.1-R1- OR aII the succeeding tables A4.2- Rl OR to A4 6-R1-OR, are recaiglculated by the autfomatic calculation
prwocess as described in Annex A4. The procedures as described (for this Annex A5) are for uniform level designs with two cell
values om=2-(2+epticatesy—Fwo = 2. The procedures may be slightly amended $08 situations. The precision example in

Annex A6 on Mooney viscosity testing illustrates the entire AOT replacement process and the operations described in this annex
as well as Annex A3 and Annex A4.
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A5.3 PRVs for Outliers at 5 % Significance Levebdtlier values at the 5 % significance level shall be replaced using the AOT
replacement procedure as described in A5.3.1-A5.3.3. These procedures apply in principle to any of three databases: the original
database, thR1database, or thB2database. ThR1andR2databases will potentially contain PRVs as determined by a previous
outlier replacement process.

A5.3.1 PRVs: Cell Average Outliers-For each material, visually fit a (least squares type) straight line through the central data
point region of the cell average AOT plot and extend the line to both extreme ends of the plot. Alternatively, a linear regression
may be used to fit the straight line, however, do not include in the data set any questionable outlier end points. For the outlier values
(low or high end of plot), determine the difference between the outlier value (plotted point) areg-that have point on the extended
line at the x-axisp location of the laboratory in question. Add or subtract this difference to the outlier value to produce a new value
that ison the fitted lineat thatx-axis location. For each outlier, thisn the linevalue is the cell average—{48.6) PRV for that
laboratory.

A5.3.2 PRVs: Cell Range Outliers-For each material, visually fit a straight line through the central value point region of the
cell range AOT plot and extend the line to the high value end of the plot. Repeat the procedure as cited in A5.3.1 to evaluate a
new value on the fitted line. For each outlier, this the linevalue is the cell range PRV for that laboratory.

A5.3.3 PRVs: Cell Standard Deviation Outliersif cell standard deviations were calculated initially rather than cell ranges,
evaluate a standard deviation PRV using the same procedure as described for cell range outliers in A5.3.2. For ITP designs that
haven = 2, the replacement cell standard deviation (SDev) can be converted to a cellwaegeivalentto-a-varianee-of-0-317

or-a-standard-deviation-6f-0-563—or-data-pairs—the-range, by umitisretatecto = (Sdev) (2¥. In the-standard-deviation of
following equations, a value for the-two—vatueSH-by-EqA7L.

N2 jan
w——2)"S}

r-general—the-data—pair range is required for calculating DRVs.

Note A5.1—The equations te-be-ifiserted calculate DRVs using PRVs for ranges as giverifany-€ell, may AS4-carfbecateutatedbyEegA7.2 and Eq
AF3-with-(Avg);-beinrg-the-average altered-ferthe—cell.

age rather than ranges. For ITP whe2e

e ﬂ;ual{e—fef—the—recalculated

is, (SDev)*l 414 into the equatlons

A5.4 DRVs for Outliers at 5 % Significance Levehfter PRVs have been determined for all outlier cell averages and cell
standard deviations (or ranges) at the 5 % significance level, the next step is the calculation of DRVs for insertion into a Table A4.1
format. For the DRV process, procedures are used that maintain the values not declared as outliers at their observed values in the
database. As an example, when only a replacement cell average is required, (that is, the cell range is not an outlier), the actual or
existing cell range shall not be changed by the replacement. Also, when only a replacement cell range is required, the existing cell
average shall be maintained. There are four possible combinations of PRVs that require DRVs. The procedures for these are
described in A5.4.1-A5.4.4.

A5.4.1 Cell Average Outlier with Non-Outlier Cell RangeFor the two DRVs for a cell average outlier, add one half and
subtract one half of the original or existing cell range, ECR, to and from the PRV (cell average), as obtained in A5.3.1, using Eq
A5.1 and A5.2. This gives two cell valueBRVL andDR\2 that yield the replacement cell average. Insert the replacement values
into the Table A4.1 format database.

DRVL = PR\(cell average+ ECR/ 2 (A5.1)
DRV2 = PRV cell average— ECR/ 2 (A5.2)
To avoid the confusion of excessive notation, all DRVs (each of four categories)-are-46-9—0-25=46-65 = 46.7 identified as
DRVI1 and-46-9+06:25=4715=47.DPRV 2.
A5.4.2 Cell Average Outlier with Cell Range OutlierFor the two DRVs for this situation, add one half and subtract one half
of the AQT plot evaluated PRV(cell range), as obtained in A5.3.2, to and from the PRV(cell average) as obtained in A5.3.1, using
Eq A5.3 and A5.4. This gives the two new cell data valueRV1 andDRV2, that vield the replacement cell average and the
replacement cell range. Insert the DRVs into the Table A4.1 format database.
DRVL = PR\Mcell average+ PRMcell range / 2 (A5.3)

DRV1= PR\ cell average— PR\cell range/ 2 (A5.4)
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A5.4.3 Cell Range Outlier with Non-Outlier Cell Averagd-or the two DRVs required for this situation, add one half and
subtract one half of the AOT evaluated PRV(cell range) as obtained in A5.3.2, to and from the original or existing cell average,
ECA, using Eg A5.5 and A5.6. This gives the two new cell data valD&s/1 andDRV2, that yield the original cell average and
the replacement cell range. Insert these into the Table A4.1 format database.

DRVL = ECA+ PR\Mcellrange) / 2 (A5.5)
DRW2 = ECA— PR\cellrange/ 2 (A5.6)

A5.4.4 Cell Range Ouitlier with Cell Average OutlierFollow the same procedure as in A5.4.2. This gives two cell data values
with the replacement cell average and the replacement cell range. Insert these into the Table A4.1 format database.

A5.5 PRVs for Outliers at 2 % Significance Levdter an Analysis Step 2 review of the revisedRit database, follow the
instructions of A5.5 and A5.6 that apply te-a—cell-by-cel-basis—always significance level of 2 %.

A5.5.1 PRVs: Cell Average Outliers-For each material, replot the cell average data to give a new AOT plot, using the revised
data of Table A4.1-R1-OR. The data in the Table A4.1-R1-OR format will have new replacement values for all 5 % significance
outliers. Follow the procedure as described in A5.3.1 to determine thecBIRslveragefor outliers at the 2 % significance level.

A5.5.2 PRVs: Cell Range Outliers-For each material, replot the cell-standard-deviation range data in an AOT plot, using the
revised data of Table A4.1-R1-OR. Follow the procedure as described in A5:-3-2te-¢alculate determine tiedl PARe-tsed
for outliers at the-dualvalue—<caleulation.

AF+5-Cel 2 % significance level.

A5.5.3 PRVs: Cell Standard Deviation Outliersif cell standard deviations were calculated initially rather than cell ranges,
calculate a replacement standard deviation using the cell range procedure as described in A5.5.2. As previously noted, for ITP
designs witm = 2, the replacement cell standard deviation (SDev) can be converted to a cellwahgeising:w = (Sdev) (2>

A5.6 DRVs for Outliers at 2 % Significance Levehfter PRVs have been determined for all outlier cell averages-and-Average
Replacement{n—>-2)

Hthere cell standard deviations (or ranges), at the 2 % significance level, the next operation is the calculation of DRVs for Table
A4.1 format. These are-m required to generate a Table A4.1-R2-OR fermath, to permit a recalculation of twhe revised precision
values (repeatability and reproducibility) based on the R&dlatabas-pe. See Annex A4. Just as for the 5 % significance level
calculations, there are four possible combinations of parameter outliers that require data replacemerRR fdatapase. For
A5.6.1 to A5.6.4, the outliers are at the 2 % significance levels and the database being considered for reviskhdattigase.

After 2 % significance level outliers have been replaced (both PRVs and DRVsRbdatabase, it becomesR® database and
is used to calculate the final or terminal values for repeatability and reproducibility. Refer to the flow sheet diagram in Fig. 1.

A5.6.1 For the four outlier combination categories as discussed in A5.4.1-A5.4.4, repeat the calculations for DRVs based on

evaluated PRVs using AOT plots of tiirl database. Use the equations as cited in these sections.

A6. AN EXAMPLE OF GENERAL PRECISION EVALUATION—MOONEY VISCOSITY TESTING

A6.1 Introduction

A6.1.1 This annex presents a detailed example of the Three-Step Analysis General Precision evaluatien-with-twe-inaserted cell
vataesby emphasis on how outliers are detected and how the original database is revised to obtain robust precision estimates that

are free of outlier effechts. All precision calculations are given, starting with a basic Table 1(or equivalent Table A4.1) format, using

the calculation formulas and other operations in the series of tables as describetHn-A773-and-Ar7F4—Thisreptacement however

unbalanees Annex A4. Most of the table in this annex use a two part identification system; first a sequential table number starting
with Table-I-Hfermat-database,produeing-tneguatreplicates-among A6.1 and a second identification set of symbols in parenthesis
that indicate the-eeHs. purpose of the table. Fhe-analysis sequential number is required for computer preparation of the standard
and the second identification symbol set permits a better comprehension of the context and use of each of the tables. There is a
connection between the tables of Annex A4 and of the tables ofthis type annex in terms-of-database-may-be-condueted by way
their context and use. This second set of symbols inside the-parequnthesis indicates this connection between the two annexes.
Therefore the first Table A6.1 (1)ef—A6 3 th|s annex is equwalent to Table A4.1 in Arnex A6.

At-F-6-Comparing A4, and the version second
Table A6.2 (2) is equivalent to Table A4. 2—ef—PFaeﬂee—B—44-83—6}989)—made use Annex A4, and so forth for all tables with

identification symbols (3), (4R), (4S), (5) and (6). Each-ef-Cechran’s—-max-variance test the tables in the sequence (1) to (6)
performs a unigue function in the calcutatimon operation. There are four final tables in this annex that are not part of the Annex
A4 - Annex A6 connection and do not use this two part identification system, i.e.. Tables A6.36 to A6.39. Note that Annex A4 does
not have this two part table identifying system since in this standard d no Annex A4 tables have been generated. The Annex A4
table designatior (s are specified-for v the user of the standard to employ in setting up a spreadsheet for any actual analysis

ope)ration.
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A6.1.2 Two outlier treatment options may be chosen after outliers are detected. Option 1 is the deletion of all outliers and the
calculation of precision results on the revised and reduced database. Option 2 is the replacement of outliers with AOT replacements
(PRV, DRV) and the calculation of precision results on the revised database. For purposes of illustration, both of these options are
given in this example. An additional feature is illustrated, the use of technical judgment by the statistical analyst to override the
outcome of a particular objective outlier rejection procedure. The reasons for this are cited.

A6.1.3 The ITP for Mooney Viscosity Testing was conducted in-19892 using the versien—TFable-A8-3-, shows of the ASTM
standard for Mooney viscosity testing, Test Methods D 1646;-that-enty-two-cells-had-significant-outliers existed at that time. Test
Methods D 1646 is equivalent to 1ISO 289. Four materials (rubbers) were used and nine laboratories participateg—n the 95 %
confideneelevel-Labeoratory-2-Material ITP. The rubbers, identified as Materials 1 to-4-andtaberatery-11-Material-3—The Practice

E691 some of the details of the testing are described as follows.

k- Material Material Description Test
Number Conditions
1 SBR1712 (37.5 oil ext) ML 1+4 at 100°C
2 IIR (Butyl) NIST SRM 388 ML 1+8 at 100°C
3 SBR1712 BMB (37.5, 65 N339) ML 1+4 at 100°C
4 NR (natural rubber) ML 1+4 at 100°C

NIST = National Institute of Standards and Technology, the new name for the National Bureau of Standards
SRM = Standard Reference Material as developed by NIST

BMB—=-Blal-+-65-of-carbon-black-N339

BMB = Black Masterbatch, 37.5 Qil + 65 of carbon black N339

A6.1.4 Samples of each of the four materials were sent out to the nine participating laboratories, and viscosity tests were
conducted on two separate days one week apart. A test result is one determination (measurement) of Mooney viscesity at the same
confideneelevel-eliminatedfive-cellsitLaboratory-2-Material indicated time and temperature. Therefore for this B = 4
andn = 2. A Type 1 precision was evaluated with one additional operation just prior to testing; Materials 1-t 3, abond 4, were
mill-massed as specified in Section 7 of the 1982-verysion of Test Methods D 16-46. Material-2,—taberatory—6-Material 6,
Laberatery-6-Material7, the IIR, an SRM, was not mill-massed since this was not specified in Test Methods D 1646 for this
reference material.

A6.1.5 Organization of the Mooney Example Precision Evaluatiofhe ordinary practice to evaluate precision for any given
ITP, is to use the sequence of steps as outlined in Fig. +-and-taberatery-1t-Material 3. discussed in the overview Section 7. The
€ detailed instructions are in Sections 8-10. If outliers are found for Step 1, one of the two outlier options is selected and the
analysis proceeds to Step 2 and on to Step 3 if needed based on this decision, see again Fig. 1. However to better illustrate precision
evaluation in this example, calculations are given for both-eatly mier optionss. Although-outliedr replacement is Optien-2, the poor
petformanee_calculations for this option will be demonstrated first as Part 1. After that, the simpler Option 1 approach of
Laboratory-6.

Ar-++Comparing outlier deletion will be demonstrated as Part 2. The preliminary data and graphical review, given in A6.2.1,
is not repeated for the Part 2 outlier deletion option.

A6.2 Part 1: Outlier-Adjusted-Database—Practice-E-691versus-Dixen'sTest—Theprevious-version Replacement—
Analysis Step 1

A6.2.1 Preliminary Review-Table A6.1, as set up in Sheet T-of Practice-BD-4483-made use the computer spreadsheet program
(see Annex A4), is a tabulation-efBixer's—TFest the original data in a format as specified in 8.1.1 and 8.1.2. Although it is not
necessary forceltaverage-outheranalysis—Reference the analysis steps to follow, it is informative to obtain averages and standard
deviations of all columns in the table and the results for these calculations are illustrated.

A6.2.1.1 The next operation is to generate Tables 2 and 3. To avoid unnecessary redundant tables, the basie Table A8.4 2 and
3 data tabulation is combined with other tabulations and calculations in a dual-table format. This dual-table format is required for
the full analysis and is fully described in Annex A4. Therefore, the Table 2 format is given in the left side of Table A6.2 and the
1989-version Table 3 data tabulation format is given in the left side-ef Practice B-4483; shows Table A6.4S, for within cell standard
deviations or in Table A6.4R, for within cell ranges.

A6.2.1.2 The graphical examination of the ITP data is conducted using Figs. A6.1-A6.4 and Fig. A6.5. Fig. A6.1 illustrates plots
of cell averageMooney viscosity versus laboratory number in ascending viscosity order for Materials 1 and 2 and Fig. A6.2
illustrates similar plots for Materials 3 and 4. These plots serve a dual purpose: an initial review of the original data and a second
operation to calculate the Outlier Option 2 AOT replacement values for outliers as described in A5.2.2 in Annex A5.

A6.2.1.3 Fig. A6.1 indicates thatenly there may be-two-celtaverages-wererejected at potential outliers for Material 1, one low
outlier for Laboratory 9 and perhaps a high outlier for Laboratory 6. These deviate frem-the-95-%-cenfidence level; central region
linear trend line. This line will be used in the AOT replacement operation to be conducted later. For Material 2, one high potential
outlier for Laboratory-30-Material 1 is indicated. In Fig. A6.2, Material 3 has one low potential outlier for Laboratory 9 and
Material 4 has two potential outliers, low for Laboratory 9 with a less likely high value for Laboratory 8.

A6.2.1.4 Similar plots for cell ranges in Figs. A6.3 and A6.4 are slightly different than the cell average plots. There are no
low-end outliers. All low values indicate good agreement, and as a result, these plots have a low-end curvilinear nature prior to
the central linear region. This is ignored in drawing the trend lines. Material 1 has two potential high-end cell range outliers for
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FIG. A6.1 AOT Plots—Original Cell Averages for Materials 1 and 2

Laboratories 1 ath 4 . Materid# 2 has no potential outliers. Materials 3 and 4 in Fig. A6.4 both have potential outliers for
Laboratory 4 and perhaps one for Laboratory 9. The plots give an overall impression of the degree of data uniformity for each of
the four materials. The other features will be discussed later.
A6.2.2 Precision Calculations and Outlier Review for Original Databas€he basic Ste-Ep 1 Analysis operation begins by
calculating the precision values forandR for the original database. The initial calculation foandR using the procedures as
set forth in Annex A4, establishes a foundation for comparisons of the reduction in these two parameters as outliers are deleted.
The next operation is an examination of the database to detect any potential outliers at the 5 % significance level. Both of these
operations will be conducted in parallel and described as each table in the sequence Fable A69.1(1) to Table A6.6(7) is reviewed.
A6.2.2.1 Table A6.2(2), set up in the dual format for all four materials, has cell averages on the left and cell averages squared
on the right. Two totalsT, for cell averagesaandT, for cell averages squareths required for final precision analysis, see Table
A6.6(7)), are obtained for each column or material in the table. Also indicated are results for the overall cell average, variance,
and standard deviation for individual cell averages for all nine laboratories.

A6.2.2.2 Table A6.3(3) contains trmell averaqedewatmnsd on the Ieft and the ceh—v&lue—analyas—emmﬂmed—seven—cell
averages-at-values on the-sarn v y Material 2,
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FIG. A6.2 AOT Plots—Original Cell Average for Materials 3 and 4

ﬁer-feH%aHee rlqht Where for each matenal

d = (Yau(i) = Yay) (A6.1)
h=d/Syay (R6.2)
where:
Ya (i) = cell (i) average,
Yav = average of all cell averaqes and
Sray = standard deviation
Laberatery—10.
A7-8—_cell averages, see Annex A3.
The values folrul-Analysis—Part-2:¥,,
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FIG. A6.3 AOT Plots—Oiriginal Cell Ranges for Materials 1 and 2

E691 =09. Crltlcal values for both h and le&nalyas—eeﬁam—m&rgm&l—data &Fe—sffm—part qwen in Table A3.1 of Annex A3 The

calculated column h-values (for each material) that equal or exceed-the-adjusted-database.

A-8A4Fig-A+LHlustratesploets critical value 1.78, have a bold-italic indication. There are four cells with sigrificalnes:
Laboratory 1, Material 2, and Laboratory 9, Materials 1, 3 and 4.

A6.2.2.3 Table A6.4(4R) and A6.5(4S) indicate the dispersion (variation) for the day-1 versus day-2 test results. Actually only
one of these two tables is absolutely needed, but both have been generated for this example. Table A6.4R cavithinsctie
ranges on the left and the cell ranges squared on the right. For each mategel| thagesquared totall 5, is given. Cell ranges
for an ITP program witm = 2 may be converted into standard deviations by; SDev £(2)*/?, wherew is the range. Table
A6.5(4S) is next, it hawvithin cell standard deviations on the left and variances (standard deviations squared) on the right. On the
right side, the total of all variance§, ,, as well as the pooled or average variance is given for each material.

A6.2.2.4 The analysis for outliers for cell standard deviations is conducted by means of Table A6.6(5), the tabulation of the
k-values for all cells for each material is generated using:

k=8i/S§ (A6.3)

cell standard deviation for Laboratoryand
pooled cell standard deviation (across all laboratories), see Annex A3.

The pooled standard deviations (square root of pooled or average variance) are given at the bottom of both Table A6.5(4S) and
Table A6.6(5). Part of Table A6.6(5) is an inset sub-table that diVesit) at the 5 % significance level far= 9 andn = 2. There
are three calculatektvalues equal to or above the critical value of 1.90, Materials 1, 3 and 4 for Laboratory 4. These cells have
a bold italic indication.

A6.2.2.5 This completes Analysis Step 1. Before proceeding to Step 2 it is informative to consult Table A6.7(6), the precision
results for the original database. Thealues span the interval from 0.74 to 3.43 andRhalues from 1.97 to 15.15. If no outliers
had been detected in the Step 1 analysis, this table would constitute the end of the analysis and the values as they appear in Table
A6.7(6) would be used to prepare a final table of precision results for entry into the test method. In addition to the five internal
calculations of Table A6.7(6) to give the final values foand Rversus-average-Meoney-viseosity, the table also gives, at the

53



Ay D 4483 - 9903

3

3‘50'_ Material 3 *

P oo
8.8

1.50+
1.00-

Cell Range, (Abs Value)
N
g

e
g

0.00 -4

s
2

8 7 2 3 § -] 1 9 4
Lab Number Ascending Order

4.00

3.50 !
Material 4

Cell Range, (Abs Value)

0
»

L § 1 2 7 3 8
Lab Number Ascending Order

Note—With linear trend line and PRV indicated.
FIG. A6.4 AOT Plots—Cell Ranges for Materials 3 and 4

bottom, the mean value for each material as well as the repeatability standard deSiatimhFig—A7-2-is-a-simitarplot-of the
reproducibility standard deviatioBRand values forr) and (R}-versus-Mooney-viscosity—Visualy-fitted-regres-sionlines-have
been-drawn-as-indicated-gnering), the relative precision in percent of the mean for M each material 6. The results of the Step 1
outlier analysis for thér andk statistics are given in a sub-table at the bottom of Table A6.7(6). The Step 1 outlier analysis has
indicated a number of outliers at the 5 % significance level. The presence of these outliers calls for a Step 2 analysis operation on
a revised ITP database.

A6.3 Part 1: Outlier Replacement - Analysis Step 2

A6.3.1 Outlier Treatment—The Step 2 analysis process is twofolt). if generates a revised database on which the second round
of calculations is conducted to obtain revised valueg fandR, and other parameters, using the procedures as set forth in Annex
A4, and @) the revised database is examined to detect any potential outliers at the 2 % significance level.

A6.3.1.1 The Step 2 analysis is started with the calculations for Option 2 replacements for the 5 % significance outliers as
detected in Step 1. In preparation for this, a second set of spreadsheet tables is generated. To make comparisons and table
identification easier Step 1 vs Step 2, (and also Step 3) the table designations for Step 2 retain the (second symbol set) use of (1)
to (6) with two added symbols within the parenthesis. First , the Revision 1 database symbol R1 is added and Table A6.1 (1) in
Step 1 becomes Table A6.8 (1-R1) in Step 2. The second addition for Option 2 tables is the symbol, OR , where OR designates
“outliers replaced”. Thus to complete the identification, Table A6.8 (1-R1) becomes Table A6.8 (1-R1-OR) for Step 2, Option 2.
Recall that Step 1 is conducted on the original database. This same system of additional symbols is employed for the Step 3 group
of tables. In Step 3 the Revision 2 database symbol R1 is replaced with R2, thus Step 2 Table A6.8 (1-R1-OR) becomes Table A6.15
(1-R2-OR) in Step 3. There are a total of 21 tables for the three steps of the OR analysis. The same procedure is applied to the
14 tables in the “outlier deleted” or OD analysis. For the OD analysis it is not necessary to duplicate the first seven tables of the
original database.

A6.3.2 Step 2 Analysis: Replacement of 5 % Significance Outhdis implement Outlier Option 2, AOT replacement values
must be obtained for the outliers discovered in the Step 1 analysis. Refer to Annex A5 for the AOT procedure. Basically two
operations need to be performed; evaluate PRVs and then calculate DRVs for both cell averages and to cell standard deviations
or ranges. Once this has been done calculation of the new set of precision valuesRdrdaimbase can be conducted.
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FIG. A6.5 AOT Plots—Revised (R1) Database for Materials 1 and 4

A6.3.2.1 PRVs for Cell AveragesThis operation forcell averagesis conducted, using the procedure of Annex A5 in
conjunction with Figs. A6.1-A6.4 and Fig. A6.5. In Fig. A6.1 the value for Laboratory 9 was declared as an outlier in the Step 1
analysis. The PRV of 49.4 for Laboratory 9, Material 1, indicated by a cross symbol, was obtained by the A5.3.1 procedure. The
cell average PRV of 69.7 for Material 2 was obtained for Laboratory 1, using the same procedure. In Fig. A6.2, the cell average
PRVs (69.0, 96.5) for Lab 9 for both materials were calculated in the same manner. In Fig. A6.3, the cell range PRV for Laboratory
4 is evaluated as 0.85. In Fig. A6.4 the cell range PRVs of 2.20 and 1.20 were obtained for Laboratory 4 for Materials 3 and 4,
respectively, using the same procedure. The PRVs for cell averages are tabulated as Item 1 in Part A of Table A6.36, and the PRVs
for cell ranges are tabulated as Item 2 in Part A of Table A6.36.

A6.3.2.2 DRVs—The next operation is to convert these cell PRVs into cell DRVs using the procedures of A5.4. The cell DRVs
are required for entry into a Table A6.1(1) format to generate a new Table A6.8(1-R1-OR).

(1) DRVs for Cell Average-There are two types of cell average DRVs as outlined in A5.4. For this example, all cell average
DRVs are the first type as described in A5.4.1, that is(el Average Outlier with Non-Outlier Cell Rangd he cells scheduled
for replacement do not have accompanying cell range outliers. The DRVs for this first type can be calculated using the PRV (for
cell averages) obtained in A6.3.2.1, and the existing cell range for that cell, using Eq A5.1 and A5.2 in A5.4.1. The data entries
in Item 3 Part B of Table A6.36 were obtained using these two equations with PRVs (cell average) in Part A and the cell ranges
that exist for the four cells in guestion (these are listed in parentheses next to the replacement averages in Part A). The calculated
cell averageDRVs are shown in Item 3 of Part B of Table A6.36.

(2)DRVs for Cell Range-The cell range PRVs, as listed in Item 2 of Part A in Table A6.36, need to be converted to cell range
DRVs. All three of these are of the third type, that@gll Range Outlier with Non-Ouitlier Cell Averageee A5.4.3. The conversion
from PRV to DRVs (duplicate data values) is achieved for any selected cell, ukirige( PRV range obtained in A6.3.2.1, and
(2) the existing cell average for that cell and Eq A5.5 and A5.6. The results of these calculations are shown in ltem 4 of Part B
of Table A6.36.

A6.3.3 Step 2 Analysis: Precision for Revised Database with Outlier Replaceménise the outlier replacements have been
calculated and tabulated in Table A6.36, the revised database can be reanalyzed. This begins with Table A6.8(1-R1-OR). The DRVs
of Table A6.36 are substituted for the individual cell outlier values in Table A6.8(1-R1-OR); these are indicated with italics. Once
the replacement values for all cells have been entered into Table A6.8(1-R1-ORR1theecision results appear in Table

A6.14(6-R1-OR).
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TABLE A76.1

New: Ce4—
S=ll Repeatabﬂrty—staﬁdﬁd dgeviation;r =Repeatability-{measurement-units),
{&—Rgepea%abﬂﬁy—&elatﬂfe—baas—pefeent)
SR=-Reprodqueibility,stanedard deviation,
d: AOT R=-Reprodueibitity-{measurcement-unitsy-and
{R—)—Reﬁf fod 5 % Oucibitity{relative-basis;—pereent).s

Sr
+—SBR1566
2—SBRI#2

3—EPDBM
4—BUTFHAHR388)

Pooled Values© Excluding Material 6

6—Muoney Viscosity (TypedR-R1 Precisiom-OR)A  —

A6.3.3.1 Table A6.14(6-R1-OR) indicates that the repeatabilttips been reduced, values now span the interval 0.76 to 2.92
and RHines—There-isa-very-mild-dependenee of spans the interval 1.76 to 11.27. On an overall or pooled basis the repeatability
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has been improved far by a reduction factor of 0.88 (that is, 12 % less fprand the reproducibility foR has been improved
by a reduction factor of 0.76 (24 % less B using theR1 database generated by the outlier replacement procedure.

A6.3.4 Step 2 Analysis: Detection and Replacement of 2 % Significance Outli@nse DRVs for the 5 % outliers are entered
into the Table A6.8(1-R1-OR), the calculation operations for all subsequent tables follow automatically. Critical valuasdor
k at the 2 % significance level are obtained from Table A3.1. Table A6.10(3-R1-OR) shows a cell average outlier for Material 4
in Laboratory 8. The calculatduvalue of 2.07 exceeds the critidavalue of 2.00. Table A6.13(5-R1-OR) indicates that the cell
range for Material 1 in Laboratory 1, is an outlier with a calculatedhlue of 2.15 exceeding the 2 % critical value 2.09.

A6.3.4.1 The final action required for a Step 2 analysis is the replacement of the data values found to be outliers at the 2 %
significance level. Fig. A6.5 illustrates AOT plots for Material 1 with the range value of 0.80 indicated as the replacement of outlier
value 1.10 for Laboratory 1. Also shown is the plot for Material 4 with the cell average replacement value of 101.2 for the outlier
103.5 for Laboratory 8. The two PRVs, 0.80 and 101.2, need to be converted into DRVs. The cell range PRV of 0.80 is converted
to DRVs using A5.4.3 and the cell average PRV of 101.2 is converted to DRVs using A5.4.1, as described in A6.3.2.1 and A6.3.2.2.
These replacement values are shown in Table A6.10(3-R1-OR) in bold italic font.

A6.4 Part 1: Outlier Replacement—Analysis Step 3

When the DRVs for the two 2 % significance outlier values in the Step 2 analysis are inserted into Table A6.8(1-R1-OR), a new
Table A6.15(1-R2-OR) is generated, RAdatabase. Refer to the sequence, Table A6.15(1-R2-OR) to Table A6.21(6-R2-OR); the
last table gives th&2 and final Option 2 precision for repeatability and reproducibility. Comments on the improved precision or
reduction inr and R-en-viseosity-with-hewever will be postponed until the Option 1 analysis is conducted in Part 2.

A6.5 Part 2: General Precision Analysis—Option 1: Outlier Deletion

A substantiat-seatter portion of the work for Part 2—Option 1 has already been done in Part 1.Tables A6.1(1)-A6.6(5) and Table
A6.36, and the two sub-tables at the bottom of Table A6.21(6-R2-OR) all indicate the values that have been detlaneik as
outliers in the Part 1 analysis. If Option 1, outlier deletion, had been an initial analysis decision or a decision after Step 1, the
preliminary review of section A6.2.1 and the precision calculations and outlier review of the original database as described in
section A6.2.2 would be the first operation for a Part 2 analysis. These constitute Part 2-Step 1 and do not need to be repeated
here.

A6.6 Part 2: Outlier Deletion—Analysis Step 2

A6.6.1 Deletion of 5 % Significance OutliersSince all outliers have been detected in Part 1, the deletion process is all that
is required for this Part 2 analysis. However in the ordinary analysis of an ITP, if Option 1 is chosen as an initial decision, the
outlier detection steps for both the 5 % and 2 % significance outliers would be required prior to the action now described.

A6.6.1.1 Table A6.22(1-R1-OD) shows the results of the deletion process on the original database Table A6.1(1), to generate
the R1database. The tabulated values that have been declared significant, at the 5 % keegsldkioutliers, have been deleted.

Tables A6.23(2-R1-0OD) to A6.28(6-R1-OD) are also shown with the blank cells at the locations indicated by the deleted 5 %
outliers. In the spreadsheet analysis, all of the blank cells in this series of tables will initially hdvBR@Rindication. As
explained in Annex A5, each celRRORvalue must be deleted to produce a blank cell. The final precision results are given in
Table A6.28(6-R1-OD). Comparing the results of the outlier replacement Option 2 with the outlier deletion Option 1, indicates that
Option 1 in general gives smaller values for bothnd R. A more detailed discussion of the two options will be conducted in
section A6.8.

A6.6.2 Deletion of 2 % Significance OutlierssThe next operation is the deletion of cell values that have been declared as
outliers at the 2 % significance level. Note at the bottom of Table A6.25(6-R1-OD) that two values are indicated; the cell average
for Material 4 for Laboratory 8 and cell range (or standard deviation) for Material 1 for Laboratory +—Fhe-relative{percent)
expression case of Material 1-Laboratory 1 requires some special consideration by the analyst. Refer to A6.25(4R-R1-OD). If the
Laboratory 1 range of 1.10 is deleted, we are left with six range values much smaller than 1.10, three of which are zero.

A6.6.2.1 Although it is possible to get perfect agreement for two Mooney viscosity measurements one week apart in three of
the laboratories, this occurrence must be viewed with some caution. Most technicians know when a special test or ITP is being
conducted and they know that good agreement is the goal. A temptation exists to make the results look good. The analyst's
judgment in this instance is that the pooled standard deviation (pooled range) would be unrealistically low if the Laboratory 1 value
of 1.10 were to be deleted. Therefore, a decision is made to override the objective analysis outcome and not delete the 1.10.

A6.6.2.2 In the Part 1 analysis, the Laboratory 1 range of 1.10 for Material 1 was removed, but it was replaced by a value of
0.80. This is different than an outright deletion that removes a laboratory from the list of participants for any material. The deletion
of only the Material 4 Laboratory 8 value from th®l database, yields Table A6.29(1-R2-OD). This table represent®2he
database.

A6.6.3 Alternative Option for Special Case Outlier Treatmeifthe decision to retain the Material 1-Laboratory 1 range of
1.10, brings up a possibility for consideration; the combined use of Option 1 and Option 2 for outlier treatment. In the case of the
Part 2 Step 2 analysis, it is possible for the analyst to use the Option 2 AOT replacement of 0.80 for this Laboratory range value,
rather than deleting it. This is an alternative option that may be used. It is a judgment call by the analyst.
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A6.7 Part 2: Outlier Deletion—Analysis Step 3

A6.7.1 The final precision results for Part 2—Option 1 are given in Table A6.35(6-R2-OD). Comparing the results of the outlier
replacement Option 2 with the outlier deletion Option 1, Table A6.21(6-R2-OR) versus Table A6.35(6-R2-OD), indicates that
Option 1 in general gives smaller values for bojrand-(R.

A6.8 Discussion of Precision Results: Option 1 versus Option 2

A6.8.1 Option 1 (Deletion) versus Option 2 (AOT Replacemeiithe comparison of the two options is illustrated in Table
A6.37, and in Table A6.38 reduction factors foendR are given. Both tables may be summarized as follows.

A6.8.1.1 For repeatability, the two Options are essentially equal for Materials 1 and 2. However, for Material 3 and especially
Material 4, the Option 1 outlier deletion procedure gives increased reductions or substantially improved repeatability. The pooled
values give a reduction factor of 0.65 for Option 1 deletion versus a reduction factor of 0.78 for Option 2 replacement; an overall
20 % advantage for Option 1.

A6.8.1.2 For reproducibility, the two Options are essentially equal for Material 1 and 3, but the Option 1 (deletion) gives
improvement for Material 2 and substantial improvement for Material 4. The pooled values give a reduction factor of 0.64 for
Option 1 deletion versus a reduction factor of 0.70 for Option 2 replacement; an overall 9 % advantage for Option 1.

A6.8.2 Precision versus the Four MaterialsThe precision performance among the four materials for the Option 1 (deletion)
procedure is indicated in Table A6.37. These results have been inserted into the standard Table 6 format summary of precision as
described in Section 12. The precision in this format for the Mooney viscosity example is given in Table A6.39 that lists all the
precision parameters and also the final number of laboratories in the ITP database after deletion of all outliers.

A6.8.2.1 Materials 1, 2, and 4 give repeatability valueshat are roughly equal, 0.92, 0.76, and 1.03 respectively. These three
r values differ substantially as a group, from those obtained for the original database: 1.29, 3.43, and 2.54 respectively for Materials
1, 2, and 4. The outlier removal operation has reduced tl@ameter and gives an indication that all three are very nearly equal.

In a technical sense this is not surprising since Materials 1, 2, and 4 are non-pigmented or clear rubbers, and they should respond
to the measurement process in a similar manner within the confines of a single laboratory.

A6.8.2.2 Material 3 is an SBR black masterbatch (SBR-BMB) with 65 phr of N339 carbon black. Note that the repeatability
for Material 3 is substantially poorer (highBrcompared to the other three by a factor of 2.7 on an overall basis. Reasons for this
lack of precision are discussed in A6.8.3.

A6.8.2.3 The Option 1 (deletion) reproducibility, for Materials 1 and 4 is essentially equal (2.71 and 2.50) while Material
2 has the lowedR at 1.49. Again Material 3 is very higfR = 10.84; roughly by a factor of 5 compared to the other three materials
on a overall basis. This is about twice the repeatability comparative precision factor of 2.7. For Materials 1 to 4, the Option 1
reproducibility is substantially improved (lowé) compared to the original databaRevalues of 3.37, 1.97, 15.15, and 8.84
respectively. Note the considerable differences for the original datdbaséies among Materials 1, 2, and 4 compared to the
much more nearly equal values (Materials 1, 2, 4) as previously noted.

A6.8.2.4 The roughly equal reproducibiliti®, for Materials 1 and 4 (SBR and NR) is again a reasonably expected outcome;
similar test response in a between laboratory sense for these two un-pigmented rubbers. Material 2 (butyl, reference rubber) is
produced to have high uniformity (good homogeneity bale to bale); it is used as a reference rubber to check the operation of
Mooney viscometers. This uniformity undoubtedly accounts for part of its good performance. Also this rubber was not subjected
to the mill-massing operation.

A6.8.3 SBR-BMB Precisioa-The very poor performance for Material 3, the SBR-BMB, was the subject of further investigation
when this ITP was conducted. Subsequent laboratory work showed that the problem was attributed to the procedure used to
mill-mass the rubber prior to conducting the Mooney test. In the mill-massing procedure, the mill temperature, the mill nip
(opening) and the time on the mill were not sufficiently well-specified and controlled. Both factors were found to play a very
important role in the amount of rubber breakdown. Variation in this prior mill massing operation was the source of the poor
precision; variable breakdown leads to variable viscosity.

A6.8.3.1 The breakdown for the SBR-BMB was a combination1dfr(pture of rubber-carbon black intermolecular bonding
and @) ordinary chain rupture. The clear mill-massed rubbers, SBR 1712 and NR, also suffered some chain rupture, but the
existence of the additional greater magnitude breakdown mechanism for the SBR-BMB made it much more susceptible to
mill-massing variations and produced the poor precision. Test Methods D 1646 and ISO 289 were subsequently revised to
eliminate the mill massing operation for BMB rubbers.

A6.8.3.2 Due to the poor precision (highand R) for the SBR-BMB, this material was not included in the pooled value
calculations in Table A6.39. Pooling is recommended only when the precision values are reasonably close or vary in some known
way for all materials in any ITP.

A6.8.4 Final Observations-The 3 Step Analysis outlier removal operation using lhand k statistics, Step 1 at the 5%
significance level and Step 2 at the 2 % significance level on the revised database, has given improved repeatability and
reproducibility, compared to the original database. Option 1 (deletion) yields nearly equm R parameters for all three
un-pigmented rubbers. A good analysis outcome can be obtained using either Option 1 or Option 2, but Option 1 involves less
computation and it yields better precision. Option 1 is the preferred choice when there are nine or more laboratories in any ITP.

A6.8.4.1 The 3 Step Option 1 Analysis has in essence isolatedeagroupof laboratories that have good control of Mooney
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viscosity testing. Table A6.29(1-R2-0OD) indicates that Laboratories 4 and 8 each had three outliers deleted. These two laboratories
have poor control over testing and are in need of improvement. Laboratory 1 also is in need of some remedial efforts, it had two
outliers, one of which was not deleted in Option 1 as previously cited. Laboratory 8 had one outlier, and it may need some attention
to testing procedures. Theore groupof five laboratories (2, 3, 5, 6, and 7) had good control over their testing domain. For
Materials 1, 2, and 4, the relative repeatability fas 1.8, 1.1, and 1.0 % and the relative reproducibiRywas 5.4, 2.2, and

2.5 % respectively. The precision attained by tose groupshould be the benchmark for Mooney viscosity testing in the rubber
manufacturing industry.
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TABLE A76.32 (2): Cell Averages—Muooand Avey Viragescos Squared: Original Datya —

iiﬁ
:

VAR (Variance)® 2.939 1.173 2.450
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TABLE A76.43 (3): Cell Average—Deviations, d and h-values: Original Data

E

EEbbhddbdbbik

Aver age (d)
AverBold and)
Stan dard Dev i ation (d)1.7%
S ltalic = significant values
h =d /S (Yav); where d = avg Cell i — avg All Cells, S (Yav) = std dev of Cell avgs.7%
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TABLE A76.54 (4R): Cellm=V RafungesA and Ranges Squared: Original Data

_Laberatery-Number— E

il

T3 = Sum Cell 'Ranges Squared’
Calculation algorithm for any ITP cell Range, with duplicates in cells, cxx and dxx;

BEbdhddbdbl
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TABLE A76.5 (4s): Cell Standard Deviations and Variances: Original Data

Pooled Standard Deviation
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TABLE A76.76 (5): Cell Standard-De k-viations Sgtuared™ —

=SumEs: Ori(Sgiy2=+ShSeunared].
NoL Date 2—(-SH2=T4/p=T4/11.a
_Laboratory-Number 1

SUM( = T4)9-645
Bold and italic = significant values
k = S(i)9-645
€sn2
(/ Sr; where S(i)2
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TABLE A76.87 C{(6): Moonell—k=y Viscosity: Calculations for PrecisAior—Original Data

bdbdbdbik

5 bR

2 3 4

076 660 69 ©
2728126 6:95 6
000 73 624 ©
076 600 600 %
668 679 655 %
1.13 2.36%0.79 0

653 616 679 %
6-30 6:00 655 ©
038 6:00 679 %

~N A A M~NA ~ ~rABa
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1 TABLE A76.98 Pr(1-R1-OR): Moonecy Visicon Psity: AOT Replaracementer C-Vaiculaes<italionsc)yfor Eachrvt———a 5 % Oultlierials
_PartA—Al-Data-Vatuesthctuded:— Materiat

S (5P (SHAR
_—2 02021373 6161
—3 0.802-2.450 0.401
— 0.057-0.397 0.029
— 5 0356975 6478
—6 1.24523.647 0.623
R 1.039-7.829 0.519

Posoled-Values 0-654
Material £SH? (Spe (SHAR
—3 0317 6:973 6158
—_—2 0469 6316 6655
—3 8-338 2450 6169
—a 0:657 639+ 6629
— 5 0357 6:664 06178
—6 87589534 6379
—_— 0:692 2:964 0:346
Pooled-Values 0376
Pooled-Values-Exeluding-Material-6
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TABLE A76.109 (2-R1-OR): Cell Averages—Outli;Aver Valge Squaresd:"AOT Replacements fov

—1 5 % Outliedrs

_Laboratery-Number— 4
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TABLE A6.12 (4S-R1-OR): Cell Standard Deviations and Variances: AOT Replacement fo r 5 % Outliers

Cell Std Deviations Cell Variances

Lab # Mat! 1 Matl 2 Matl 3 Matl 4 Lab # Matl 1 Matl 2 Matl 3 Matl 4
1 0.778 0.283 1.344 0.354 1 0.6050 0.0800 1.8050 0.1250

2 0.000 0.354 0.707 0.354 2 0.0000 0.1250 0.5000 0.1250

3 0.354 0.354 0.707 0.636 3 0.1250 0.1250 0.5000 0.4050

4 0.636 0.000 1.556 0.849 4 0.4050 0.0000 24200 0.7200

5 0.141 0.000 0.778 0.141 5 0.0200 0.0000 0.6050 0.0200

6 0.071 0.354 1.344 0.071 6 0.0050 0.1250 1.8050 0.0050

7 0.000 0.071 0.424 0.354 7 0.0000 0.0050 0.1800 0.1250

8 0.000 0.354 0.000 0.707 -8 0.0000 0.1250 0.0000 0.5000

9 0.141 0.283 1.414 0.849 9 0.0200 0.0800 2.0000 0.7200
Pooled SDev 0.362 0.272 1.044 0.552 T4= 1.18000 0.66500 9.81500 2.74500
Pooled Variance 0.1311 0.0739 1.0906 0.3050

68




Ay D 4483 - 9903

TABLE A6.13 (5-R1-OR): k-values: AOT Replacement fo r 5 % Outliers

Lab # Mat! 1 Matl 2 Matl 3 Mat! 4

1 2.15 1.04 1.29 0.64

2 0.00 1.30 0.68 0.64

3 0.98 1.30 0.68 1.15

4 1.76 0.00 1.49 1.54

5 0.39 0.00 0.74 0.26

6 0.20 1.30 1.29 0.13

7 0.00 0.26 0.41 064

8 0.00 1.30 0.00 1.28

9 0.39 1.04 1.35 1.54
Pooled SDev 0.362 0272 | 1044 0.552

k(crit) 2% Sig Level at n=2, indicated p ; |
p= 9 9 9 9

k(crit) = 2.09 2.09 2.09 2.09
Lab#>k(crit) | 1 none none none

) Bold and italic = significant values
k = S(i) / Sr; where S(i) = indiv cell std dev, Sr = pooled all lab std dev
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Precision AOT Replacements fo

r 5 % Outliers

ITPfor:n= 2 2 2 2
p= 9 9 9 9
Matl 1 Matt 2 Matl 3 Matl 4
= 454.500 619.150 668.150 891.650
T2= 22959.070 42596.943 49727.848 88374.313
T4= 1.18000 0.66500 9.81500 2.74500
Calc 1 (Sr})*2 =T4/p= 0.1311 0.0739 1.0906 0.3050
(SL"2 ={[pT2-(TH"2]/p(p-1 }}-1(snr2/2]
Calc 2 (SL)*2 = 0.7869 0.3208 15.0965 4.4182
(SR)A2 =(SL)*2 + (Sr}*2
Calc 3 {SR)*2 = 0.9181 0.3947 l 16.1870 4.7232
r = 2.8 [ (Sr)*2 ]*0.5 = Repeatability
Calc 4 r= 1.014 0.761 2.924 1.546
R =2.8[(SR)*2 }*0.5 = Reproducibility
Calc § R = 268 1.76 11.27 6.09
Material Averages 50.50 68.79 74.24 99.07
Siandard Deviation, Sr = 0.362 0.272 1.044 0.552
tandard Deviation, SR = 0.958 0.628 4.023 2173
Relative Precision: Matt 1 Matl 2 Mati 3 Matl 4
(r)y== 2.01 1.14 3.94 1.56
(R)==> 5.31 2.56 15.17 6.14
Step 1:  Outliers at 5% Significance Level for Materials 1 to 4
Mati 1 Mati 2 Matl 3 Matl 4
For h: Lab # 9 1 9 9
For k: Lab # 4 none 4 4
Step2: OQutliers at 2% Significance Level for Materials 1 to 4
Matl 1 Matl 2 Mati 3 Matl 4
For h: Lab # none none none 8
For k: Lab # 1(a) none none none

Note: Cell values for Lab 1 Material 1 not deleted for 2 % Sig k-value. See Annex A6 for discussion.
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r 2 % Outliers

Material 1 Material 2 Material 3 Material 4
Lab # Day1 Day2 Day1 Day2 Day1 Day2 Day1 Day2
1 49.0 49.8 69.6 70.0 72.3 74.2 100.0 99.5
2 51.0 51.0 68.0 68.5 69.0 70.0 97.5 98.0
3 50.4 49.8 68.1 68.6 72.6 73.6 98.7 99.6
4 49.8 50.7 68.0 88.0 76.2 784 95.9 97.1
5 50.3 50.1 68.5 68.5 76.0 771 100.2 1004
6 52.4 52.3 69.5 69.0 804 823 99.0 99.1
7 50.8 50.8 69.5 69.4 71.8 724 98.9 99.4
8 51.0 51.0 69.0 68.5 76.0 76.0 100.7 101.7
9 49.3 49.5 69.0 68.6 68.0 70.0 95.9 97.1
Day Avg 5044 50.57 68.80 68.79 73.59 74.89 98.53 99,10
2 Day Avg 50,51 68.79 74.24 98.82
Bet Lab SDev 1.02 0.85 0.87 0.59 3.92 4.02 177 1.51
Pooled Bet Lab SDev 0.94 0.63° 3.97 1.64
Replaced Values = Bald, Italic
TABLE A6.16 (2-R2-OR): Cell Average, Average Squared: AOT Replacement fo  r 2 % Oultliers
Cell Averages Cell Averages Squared
Lab # Matl 1 Matl 2 Matt 3 Matl4 |Lab# Matl 1 Matl 2 Mati 3 Mati 4
1 49.40 69.80 73.25 99.75 1 2440.36 4872.04 5365.56 9950.06
2 51.00 68.25 69.50 97.75 2 2601.00 4658.06 4830.25 9555.06
3 50.15 68.35 73.10 99.15 3 2515.02 4671.72 5343.61 9830.72
4 50.25 68.00 77.30 96.50 4 2525.06 4624.00 5975.29 9312.25
5 50.20 68.50 76.55 100.30 5 2520.04 4692.25 5859.90 10060.09
6 52.35 68.25 81.35 99.05 6 2740.52 4795.56 6617.82 9810.90
7 50.80 69.45 72.10 99.15 7 2580.64 4823.30 5198.41 9830.72
8 51.00 68.75 76.00 101.20 8 2601.00 4726.56 5776.00 10241.44
9 49.40 68.80 69.00 96.50 9 2440.36 4733.44 4761.00 9312.25
™= 454.550 | 619.150 | 668.150 | 889.350 | T2= 22964.008 42596.943] 49727.848| 87903.503
Cell Avg 50.51 68.79 74.24 98.82
Var Cell Avg 0.8384 0.3578 15.6417 2.6125
SDev Cell Avyg 0.916 0.598 3.955 1.616

Note: variance cell avgs = $*2(Yav)
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TABLE A6.17 (3-R2-OR): Cell Average Deviation d and h-values: AOT Replacement fo r 2 % Outliers

Cell Deviations , d Cell h-values
| Lab # Mati 1 Matl 2 Matl 3 Matl 4 Lab # Matl 1 Matl 2 Matl 3 Mati 4
1 -1.11 1.01 -0.99 0.93 1 -1.21 1.68 -0.25 0.58
2 0.49 -0.54 4,74 -1.07 2 0.54 -0.91 -1.20 -0.66
3 -0.36 -0.44 -1.14 0.33 3 -0.39 -0.74 -0.29 0.21
4 -0.26 -0.79 3.06 -2.32 4 -0.28 -1.33 0.77 -1.43
5 -0.31 -0.29 2.31 1.48 5 -0.33 -0.49 0.58 0.92
<] 1.84 0.46 7.11 0.23 8 2.01 0.78 1.80 0.14
7 0.29 0.66 -2.14 0.33 7 0.32 1.10 -0.54 0.21
8 0.49 -0.04 1.76 2.38 8 0.54 -0.07 0.45 1.47
9 -1.11 0.01 -5.24 -2.32 9 -1.21 0.01 -1.32 -1.43
h{crit) 2%Sig Level
at indicated p
All Lab Cell Avg 50.51 68.79 74.24 98.82 p= 9 9 9 9
SDev Cell Avg 0.916 0.598 3.955 1.618 h{crit) 2.00 2,00 2.00 2,00
Lab#>h(crit) NA NA NA NA

Bold and italic = significant values
h =d /S (Yav); where d = avg Cell i — avg All Cells, S (Yav) = std dev of Cell avgs

TABLE A6.18 (4R-R2-OR): Cell Range, Range Squared: AOT Replacement fo  r 2 % Outliers

Cell Ranges Cell Ranges Squared

Lab # Matl 1 | Matl 2 Matt 3 Mati4 jLab#| Matl1 Matl 2 Matl 3 Matl 4
1 0.800 | 0.400 1.900 0.500 1 0.640 0.160 3.610 0.250

2 0.000 | 0.500 1.000 0.500 2 0.000 0.250 1.000 0.250

3 0.500 | 0.500 1.000 0.900 3 0.250 0.250 1.000 0.810

4 0.900 | 0.000 2.200 1.200 4 0.810 0.000 4.840 1.440

5 0.200 | 0.000 1.100 0.200 5 0,040 0.000 1.210 0.040

6 0.100 | 0.500 1.800 0.100 6 0.010 0.250 3.610 0.010

7 0.000 | 0.100 0.600 0.500 7 0.000 0.010 0.360 0.250

8 0.000 | 0.500 0.000 1.000 8 0.000 0.250 0.000 1.000

9 0.200 | 0.400 2.000 1.200 9 0.040 0.160 4.000 1.440
Avg Range 0.300 | 0.322 1.300 0.678 T3= | 1.7900 1.3300 19.6300 5.4900

T3 = Sum Cell 'Ranges Squared'
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1 TABLE A6.19 (4S-R2-OR): Cell Standard Deviation and Variances: AOT Replacement fo r 2 % Outliers
Cell Std Deviations Cell Variances
Lab # Mat! 1 Matl 2 | Matl 3 Matt 4 Lab # Matl 1 Matl 2 Mati 3 Matl 4
1 0.566 0.283 1.344 0.354 1 0.3200 0.0800 1.8050 0.1250
2 0.000 0.354 0.707 0.354 2 0.0000 0.1250 0.5000 0.1250
3 0.354 0.354 | 0.707 0.636 3 0.1250 0.1250 0.5000 0.4050
4 0.636 0.000 1.566 0.849 4 0.4050 0.0000 2.4200 0.7200
5 0.141 0.000 0.778 0.141 5 0.0200 0.0000 0.6050 0.0200
6 0.071 0.354 1.344 0.071 6 0.0050 0.1250 1.8050 0.0050
7 0.000 0.071 0.424 0.354 7 0.0060 0.0050 0.1800 0.1250
8 0.000 0.354 | 0.000 0.707 8 0.0000 0.1250 0.0000 0.5000
9 0.141 0.283 1.414 0.849 9 0.0200 0.0800 2.0000 0.7200
Pooled SDev 0.315 0.272 1.044 0.552 T4 = 0.89500 0.66500 9.81500 2.74500
Pooled Variance 0.0894 0.0739 1.0906 0.3050
|
[ | TABLE A6.20 (5-R2-OR): k-values: AOT Replacement fo r 2 % Outliers
Lab # Matl 1 Matl 2 Matl 3 Mat! 4
1 1.79 1.04 1.29 0.64
2 0.00 1.30 0.68 0.64
3 1.12 1.30 0.68 1.15
4 2.02 '0.00 1.49 1.54
5 0.45 0.00 0.74 0.26
6 0.22 1.30 1.29 0.13
7 0.00 0.26 0.41 0.64
8 0.00 1.30 0.00 1.28
9 0.45 1.04 1.35 1.54
Pooled SDev 0.315 0.272 1.044 0.552
k(crit) 2% Sig Level at n=2, indicated p ;
p= 9 9 9 ' 9
k{crit) = 2.09 2.09 2.09 2.09
Lab#>k(crit) NA NA NA NA
Bold and italic = significant values
H k = S(i) / Sr; where S(i) = individual cell standard deviation, Sr = pooled all lab standard deviation
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I TABLE A6.21 (6-R2-OR): Mooney Viscosity Calculations for Precision AOT Replacements fo

r5 % and 2 % Outliers: Final Precision

ITP for:n= 2 2 2 2
p= 9 9 9 9
Mat! 1 Mati 2 Mati 3 Matl 4
Ti= 454.550 619.150 668.150 889.350
T2= 22964.008 | 42596.943 ! 49727.848 87903.503
T4 = 0.89500 0.66500 9.81500 2.74500
Calc 1 {Sr)}*2 =T4/p= 0.0994 0.0739 1.0906 0.3050
(SL)*2 ={[pT2-(T)*21/p(p-1)}-1[(Sr)*2/2]
[Calc 2 - (SL)*2 = 0.7887 0.3208 15.0965 2.4600
{(SR)A2 =(SL)*2 +(Sr)*2
[Calc 3 {SR)*2 = 0.8881 0.3947 16.1870 2.7650
r = 2.8 [ (Sr)*2 ]*0.5 = Repeatability
[Calc 4 r= 0.883 0.761 2.924 1.546
R = 2.8 [ (SR)*2 }*0.5 = Reproducibility
Calc 5 R= 2.64 1.76 11.27 4.66
Material Averages 50.51 68.79 74.24 98.82
IStandard Deviation, Sr= 0.315 0.272 1.044 0.552
[Standard Deviation, SR = 0.942 0.628 4.023 1.663
Relative Precision: Matl 1 Matl 2 Matl 3 Mati 4
(r)==> 1.75 1.11 3.94 1.56
{R)==> 5.22 2.56 1517 4.71
Step 1: Qutliers at 5% Significance Level for Materials 1 to 4
Matl 1 Matl 2 Mati 3 Mati 4
For h: Lab # 9 1 g 9
For k: Lab # 4 none 4 4
Step 2: Outliers at 2% Significance Level for Materials 1 to 4
Matl 1 Matl 2 Matl 3 Mati 4
For h: Lab # none none none 8
For k: Lab # 1 none none none
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TABLE A6.22 (1-R1-OD): Mooney Viscosity—Revised Data: Outlier

s 5 % Sig Outliers Removed

Material 1 Material 2 Material 3 Material 4
| _Lab# Day1 Day2 Day1 Day2 Day1 Day2 Day1 Da
1 48.8 49.9 72.3 74,2 100.0 99.5
2 51.0 51.0 68.0 68.5 69.0 70.0 97.5 98.0
3 50.4 48.9 68.1 68.6 72.6 73.6 98.7 99.6
4 68.0 68.0
5 50.3 50.1 68.5 68.5 78.0 771 100.2 100.4
6 52.4 52.3 69.5 69.0 80.4 82.3 99.0 99.1
7 50.8 50.8 69.5 69.4 71.8 724 98.9 98.4
8 51.0 51.0 69.0 68.5 76.0 76.0 104.0 103.0
9 ' 69.0 68.6
Day Avg 50.67 50.71 68.70 68.64 74.01 75.09 99.76 99.86
2 Day Avg 50.69 68.67 74.55) 99.81
Bet Lab SDev 1.08 0.86 0.64 0.41 3.73 3.94 2.07 1.56
Pooled Bet Lab SDev 0.97 0.54 3.84 1.83
TABLE A6.23 (2-R1-OD): Cell Averages and Averages Sqaured  : 5 % Outliers Removed
Cell Averages Cell Averages Squared
Lab # Mati 1 Matl 2 Matl 3 Mati 4 {Lab# Mat! 1 Matl 2 Mati 3 Mati 4
1 49.35 73.25 99.75 1 243542 5365.56 9950.06
2 51.00 68.25 69.50 97.75 2 2601.00 4658.06 4830.25 9555.06
3 50.15 68.35 73.10 99.15 3 2515.02 4671.72 . 5343.61 9830.72
4 68.00 4 4624.00
5 50.20 68.50 76.55 100.30 5 2520.04 4692.25 5859.90 10060.09
6 52.35 69.25 81.35 99.05 6 2740.52 4795.56 6617.82 £810.90
7 50.80 69.45 72.10 99.15 7 2580.64 4823.30 5198.41 9830.72
8 51.00 68.75 76.00 103.50 8 2601.00 4726.56 5776.00 10712.25
9 68.80 9 4733.44
T= 354.850 | 549.350 | 521.850 | 698.650 | T2 = 17993.648| 37724,903] 38991.558] 69749.813
Cell Avg 50.69 68.67 74.55 99.81
Var Cell Avg 0.8812 0.2464 | 14.8067 | 3.2587
SDev Cell Avg 0.939 0.496 3.822 1.805

Note: variance cell avg = S"2 (Yav)
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TABLE A6.24 (3-R1-OD): Cell Average Deviation, d and h-values

: 5 % Outliers Removed

Cell Deviations , d Cell h-values
lab#{ Matl1 | Mati2 | Mati3 | Mati4 | Lab# Mati 1 Matl 2 Mat! 3 Matl 4
1 -1.34 -1.30 -0.06 1 -1.43 -0.34 -0.03
2 0.31 -0.42 -5.06 -2.06 2 0.33 -0.84 -1.32 -1.14
3 -0.54 -0.32 -1.45 -0.66 3 -0.58 -0.64 -0.38 -0.36
4 -0.67 4 -1.35
5 -0.49 -0.17 2.00 0.49 5 -0.53 -0.34 0.52 0.27
6 1.66 0.58 6.80 .| -0.76 6 1.77 1.17 1.78 -0.42
7 0.11 0.78 -2.45 -0.66 7 0.1 . 1.57 -0.64 -0.36
8 0.31 0.08 1.45 3.69 8 0.33 0.16 0.38 2.05
9 0.13 9 0.26
h(crit) 2%Sig Level at indicated p
All Lab Cell Avg 50.37 68.83 73.52 98.58 p= 7 8 7 7
SDev Cell Avg 0.939 0.496 3.822 1.805 | h(crit) 1.89 1.95 1.89 1.89
Lab#>h(
crit) none none none 8
Bold and italic = significant values
h = d/S (Yav); where d = avg Cell i — avg All Cells, S (Yav) = std dev of Cell avgs
TABLE A6.25 (4R-R1-OD): Cell Range, Range Squared : 5 % Outliers Removed
Cell Ranges Cell Ranges Squared
Lab # l Matl 1 9] Matl 2 Matl 3 Matl4 | Lab# | Matl 1 gl Matl 2 l Matl 3 | Mati 4
1 1.100 1.800 0.500 1 1.210 3.610 0.250
2 0.000 0.500 1.000 0.500 2 0.000 0.250 1.000 0.250
3 0.500 0.500 1.000 0.900 3 0.250 0.250 1.000 0.810
4 0.000 4 0.000 0.000 0.000 0.000
5 0.200 0.000 1.100 0.200 5 0.040 0.000 1.210 0.040
6 0.100 0.500 1.900 0.100 6 0.010 0.250 3.610 0.010
7 0.000 0.100 0.600 0.500 7 0.000 0.010 0.360 0.250
8 0.000 0.500 0.000 1.000 8 0.000 0.250 0.000 1.000
9 0.400 9 0.160
Avg Range I 0.271 l 0.313 1.071 0.529 T3= 1.5100 I 1.1700 I 10.7900 l 2.6100

T3 = Sum Cell 'Ranges Squared’
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TABLE A6.26 (4S-R1-OD): Cell Standard Deviation and Variance

: 5 % Sig Outliers Removed

Pooled SDev

Cell Std Deviations

Call Variances

Lab # Mati 1 Matl 2 Matl 3 Mati 4 Lab # Matl 1 Matl 2 Mat! 3 Matl 4
1 0.778 1.344 0.354 1 0.6050 1.8050 0.1250
2 0.000 0.354 0.707 0.354 2 0.0000 0.1250 | 0.5000 0.1250
3 0.354 0.354 0.707 0.636 3 0.1250 0.1250 | 0.5000 0.4050
4 0.000 4 0.0000
5 0.141 0.000 0.778 0.141 5 0.0200 0.0000 | 0.6050 0.0200
[<] 0.071 0.354 1.344 0.071 6 0.0050 0.1280 1.8050 0.0050
7 0.000 0.071 0.424 0.354 7 0.0000 0.0050 | 0.1800 0.1250
8 0.000 0.354 0.000 0.707 8 0.0000 0.1250 | 0,0000 0.5000
9 0.283 9 0.0800

0.328 0.270 0.878 0.432 T4 = 0.75500 0.58500 | 5.39500 1.30500
Pooled Variance 0.1079 0.0731 | 0.7707 0.1864
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TABLE A6.27 (5-R1-OD): k-values : 5 % Sig Outliers Removed

Lab # Matl 1 Matl 2 Matl 3 Matl 4
1 2.37 1.53 0.82
2 0.00 1.31 0.81 0.82
3 1.08 1.31 0.81 147
4 0.00
5 0.43 0.00 0.89 0.33
6 0.22 1.31 1.53 0.16
7 0.00 0.26 0.48 0.82
8 0.00 1.31 0.00 1.64
9 1.05
Pooled SDev 0.328 0.270 0.878 0.432
k(crit) 2% Sig Level at n=2, indicated p ;
p= 7 8 7 7
k(crit) = 1.90 1.90 1.90 1.90
Lab#>k(crit) 1 none none none

Bold and italic = significant values

k = S(i) / Sr; where S(i) = indiv cell std dev, Sr = pooled all lab std dev
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TABLE A6.28 (6-R1-OD): Mooney Viscosity Calculations for Precision Outlier

s 5 % Sig Level Removed

ITP forn = 2 2 2 2
p= 7 8 7 7
Mati 1 Matl 2 Matl 3 Matl 4
Ti= 354.850 | 549.350 | 521.850 | 698.650
T2= 17993.648 |37724.903| 38991.558 |69749.813
T4 = 0.75500 | 0.58500 | 5.39500 | 1.30500
Calc 1 l (Sr)*2 =T4/p= 0.1079 0.0731 0.7707 0.1864
(SL)*2 ={lpT2-(T1)*2]/p(p-1)}-[(Sr)*2/2]
Calc 2 I (SL)*2 = I 0.8273 l 0.2098 | 14.2213 I 3.1655
(SR)*2 =(SL)*2 + (Sr)*2
Calc 3 l {SR)*2 =| 0.9351 l 0.2829 I 14.9920 3.3519
r = 2.8 [(Sr)*2 ]*0.5 = Repeatability
Calc 4 ' r= 0.920 I 0.757 I 2.458 I 1.209
R = 2.8 [ (SR)*2 1*20.5 = Reproducibility
Calc 5 R= 2.71 1.49 10.84 5.13
Material Averages 50.69 68.67 74.55 99.81
IStandard Deviation, Sr= 0.328 0.270 0.878 0.432
IStandard Deviation, SR = 0.967 0.532 3.872 1.831
Relative Precision: Mati 1 Mat! 2 Mat! 3 Matl 4
(r)==> 1.81 1.10 3.30 1.21
(R)==> 5.34 2147 14.54 5.14
Step 1: Outliers at 5% Significance Level for Materials 1 to 4
Matl 1 Mati 2 Mati 3 Mati 4
For h: Lab # 9 1 9 9
For k: Lab # 4 none 4 4
Step 2 : Outliers at 2% Significance Level for Materials 1 to 4
Mati 1 Matl 2 Mati 3 Matl 4
For h: Lab # none none none 8
For k: Lab # 1(a) none none none

(a) Note: Cell values for Lab 1 Material 1 not deleted for 2 % significant k-value. See Annex A6 for discussion.
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: 2 % Sig Outliers Removed

Material 1 Material 2 Material 3 Material 4
Lab # Day1 Day2| Day1 Day2 Day1 Day2 Day1 Day2
1 48.8 49.9 ' 723 74.2 100.0 99.5
2 51.0 51.0 68.0 68.5 69.0 70.0 97.5 98.0
3 50.4 49.9 68.1 68.6 72.6 73.86 98.7 99.6
4 68.0 68.0
5 50.3 50.1 68.5 68.5 76.0 77.1 100.2 100.4
6 52.4 52.3 69.5 69.0 80.4 823 99.0 99.1
7 50.8 50.8 69.5 69.4 71.8 724 98.9 99.4
8 51.0 51.0 69.0 68.5 76.0 76.0
9 69.0 .68.6
Day Avg 50.67 50.71| 68.70 68.64 74.01 75.09 99.05 99.33
2 Day Avg 50.69 68.67 74.55 99.19
Bet Lab SDev 1.08 0.86 0.64 0.41 3.73 3.94 0.98 0.78
Pooled Bet Lab SDev 0.97 0.54 3.84 0.88
Note: Lab 1 Material 1, 2 % significant k-value outlier not removed. See Annex A6 for discussion.
TABLE A6.30 (2-R2-OD): Cell Averages and Averages Squared : 2 % Outliers Removed
Cell Averages Cell Averages Squared
Lab # Matl 1 Matl 2 Matl 3 Matl 4 [Lab#| Matl1 Matl 2 Matl 3 Matl 4
1 49.35 73.25 99.75 1 243542 0.00 5365.56 9950.06
2 51.00 68.25 69.50 97.75 2 2601.00 4658.06 4830.25 9555.06
3 50.15 68.35 73.10 99.15 3 2515.02 4671.72 5343.61 9830.72
4 68.00 4 4624.00
5 50.20 68.50 76.55 100.30 5 2520.04 4692.25 5859.90 10060.09
6 52.35 69.25 81.35 99.05 6 2740.52 4795.56 6617.82 9810.90
7 50.80 69.45 72.10 99.15 7 2580.64 4823.30 5198.41 9830.72
8 51.00 68.75 76.00 8 2601.00 4726.56 5776.00
9 68.80 9 4733.44
T = 354.850 | 549.350 | 521.850 | 595.150 | T2 = | 17993.648 37724.903 38991.558 59037.563
Cell Avg| 50.69 68.67 74.55 99.19
Var Cell Avg 0.8812 | 0.2464 | 14.6067 | 0.7284
SDev Cell Avg 0.939 0.496 3.822 0.853

Note: variance cell avg =
S*2(Yav)
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TABLE A6.31 (3-R2-OD): Cell Average Deviations, d and h-values

: 2 % Sig Outliers Removed

Cell Deviations , d Cell h-values
l.ab # Mati 1 | Matl 2 |Matl 3| Mati 4 Lab # Matl 1 | Matl 2 {Matl 3| Matl 4
1 -1.34 -1.30| 0.56 1 -1.43 -0.34 ] 0.65
2 0.31 -0.42 |-5.05| -1.44 2 0.33 -0.84 | -1.32 | -1.69
3 -0.54 -0.32 1-1.45] -0.04 3 -0.58 | -0.64 | -0.38 | -0.05
4 -0.67 4 -1.35
5 -0.49 -0.17 200} 1.11 5 -0.53 | -0.34 | 0.52 1.30
6 1.66 0.58 6.80 | -0.14 6 1.77 1.17 1.78 | -0.17
7 0.11 0.78 |-245]| -0.04 7 0.11 167 |-064 | -0.05
8 0.31 0.08 1.45 8 0.33 0.16 { 0.38
9 0.13 9 0.26
h(crit) 2%Sig Leve!
at indicated p
All Lab
Cell Avg 50.69 68.67 74.55 99.19 p= 7 8 7 6
SDev Cell Avg 0.93¢9 0.496 3.822 0.853 h(crit) 1.89 1.95 1.89 1.80
Lab#>h({crit) NA NA NA NA
Bold and italic = significant values
h =d /S (Yav); where d = avg Cell i — avg All Cells, S (Yav) = std dev of Cell avgs
TABLE A6.32 (4R-R2-OD): Cell Ranges and Ranges Squared : 2 % Outliers Removed
Cell Ranges Cell Ranges Squared
Lab#| Mati1 |[Matl2|  Matl3 Mati4 | Lab# | Mati1 | Matl2 | Mati3 | Mati4
1 1.100 1.900 0.500 1 1.210 3.610 0.250
2 0.000 0.500 1.000 0.500 2 0.000 0.250 1.000 0.250
3 0.500 0.500 1.000 0.900 3 0.250 0.250 1.000 0.810
4 0.000 4 0.000
5 0.200 0.000 1.100 0.200 5 0.040 0.000 1.210 0.040
6 0.100 0.500 1.900 0.100 6 0.010 0.250 3.610 0.010
7 0.000 0.100 0.600 0.500 7 0.000 0.010 0.360 0.250
8 0.000 0.500 0.000 8 0.000 0.250 0.000
9 0.400 9 0.160
Avg Range 0271 |0313|  1.071 0450 | T3= | 15100 | 1.1700 | 10.7900 | 1.6100

T3 = Sum Cell 'Ranges Squared’
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1 TABLE A6.33 (4S-R2-0OD): Cell Standard Deviations and Variances  : 2 % Outliers Removed
Cell Std Deviations Cell Variances
Lab # Mati 1 Matl 2 Matl 3 Matl4 | Lab# Matl 1 Matl 2 Matl 3 Matl 4
1 0.778 1.344 0.354 1 0.6050 1.8050 0.1250
2 0.000 0.354 0.707 0.354 2 0.0000 0.1250 | 0.5000 0.1250
3 0.354 0.354 0.707 0.636 3 0.1250 0.1250 | 0.5000 0.4050
4 0.000 4 0.0000
5 0.141 0.000 0.778 0.141 5 0.0200 0.0000 | 0.6050 0.0200
6 0.071 0.354 1.344 0.071 6 0.0050 0.1250 | 1.8050 0.0050
7 0.000 0.071 0.424 0.354 7 0.0000 0.0050 | 0.1800 0.1250
8 0.000 0.354 0.000 8 0.0000 0.1250 | 0.0000
9 0.283 9 0.0800
Pooled SDev 0.328 0.270 0.878 0.366 | T4= 0.75500 [0.58500| 5.39500 | 0.80500
Pooled Variance 0.1079 0.0731 | 0.7707 0.1342
|
[ | TABLE A6.34 (5-R2-OD): k-values : 2 % Sig Outliers Removed
Lab # Mati1| Matl2 Matl 3 Matl 4
1 2.37 1.53 0.97
2 0.00 1.31 0.81 0.97
3 1.08 1.31 0.81 1.74
4 0.00
5 0.43 0.00 0.89 0.39
6 0.22 1.31 1.53 0.19
7 0.00 0.26 0.48 0.97
8 0.00 1.31 0.00
9 1.05
Pooled SDev 0.328 0.270 0.878 0.366
k(crit) 2% Sig Level at n=2, indicated p ;
p= 7 8
k(crit) = 2.04 2.07 2.04 2.00
Lab#>k(crit) NA NA NA NA
|
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TABLE A6.35 (6-R2-OD): Mooney Viscosity Calculations for Precision: Final Results

2

n= 2 2 2
p= 7 8 7 6
Matl 1 Matl 2 Matl 3 Mati 4
= 354.850 549.350 521.850 595.150
T2= 17993.648 37724.903 38991.558 59037.563
T4 = 0.75500 0.58500 5.39500 0.80500
Calc1} (Sr)*2 =T4/p= ~0.1079 0.0731 0.7707 0.1342
(Styr2 ={[pT2-(TN)*2}/p(p-1)}-[(Sr)"2/2]
[Calc 2 (SL)r2 = 0.8273 0.2098 14.2213 0.6613
{SR)*2 = (SL)*2 +(Sr)*2
{SR)*2
ICalc 3 = 0.9351 0.2829 14.9920 0.7955
r = 2.8 [(Sr)*2 ]*0.5 = Repeatability
Calc 4 r= 0.920 0.757 2.458 1.026
R =28 [ (SR)*2 ]*0.5 = Reproducibility
|Calc 5 R= 2.71 1.49 10.84 2.50
Material Averages 50.69 68.67 74.55 99.19
Standard
|Deviation, Sr = 0.328 0.270 0.878 - 0.366
Standard
Deviation, SR = 0.967 0.532 3.872 0.892
IReIative Precision: Matl 1 Matl 2 Matl 3 Matl 4
(r)==> 1.81 1.10 3.30 1.03
{R)==> 5.34 2147 14.54 2.52
Step 1:  Outliers at 5% Significance Level for Materials 1 to 4
Matl 1 Matl 2 Mat! 3 Mati 4
For h: Lab # 9 1 9 9
For k: Lab # 4 none 4 4
Step2:  Outliers at 2% Significance Level for Materials 1 to 4
Matl 1 Mati 2 Matl 3 Mati 4
For h: Lab # none none none 8
For k: Lab # 1(a) none none none

(a) Note: Cell values for Lab 1 Material 1 not deleted for 2 % sig k-value. See Annex A6 for discussion.
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TABLE A6.36 Replacement Values for Outliers at Bot  h 5 % and 2 % Significance level

Part A: AOT Cell - Parameter Replacement Values, PRV

1. AOT : PRV for Cell Average Outliers

1 69.7 (0.30)
8 101.2 (1.00)
9 49.4 (0.20) 69.0 (2.00) 96.5 (1.80)

Note: Cell PRV Cell Averages listed with individual Cell Range in( )

2. AOT : PRV for Cell Range Outliers

1 0.80 (49.35)

4 | 0.85 (50.25) 2.20 (77.25) | 1.20 (96.50)

Note: Cell PRV Cell Ranges listed with individual Cell Averages in ( )

Part B : AOT Cell - Data Replacement Values, DRV

3. AOT : DRV for Cell Average Outliers

Lab Number Matl 1 Matl 2 Mati 3 Matl 4
1 69.6, 70.0
8 100.7, 101.7
9 493,495 68.0, 70.0 956,974
4. AOT : DRV for Cell Range Outliers
Lab Number Mat! 1 Matl 2 Matl 3 Matl 4
1 49.8, 49.0
4 498, 50.7 76.2,78.4 95.9, 97.1

Note: 2% sig level AOT replacements in bold and italic.
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TABLE A6.37 Comparison of Outlier Handling Procedures

Part 1 Repeatability , r Pooled
Qutlier Procedure Matl 1 Matl 2 Matl 3 | Matl4 | Precision
| Original Database (No Outliers Deleted) 1.29 0.74 3.43 2.54 2.26
AOT Outlier Replacement, Option 2 (a) 0.88 0.76 2.92 1.55 1.75
Qutliers Deleted, Option 1_(a) 0.92 0.76 2.46 1.03 1.46
Part 2 Reproducibility , R Pooled
Outlier Procedure Matl 1 Matl 2 Matl 3 | Matl 4 | Precision
| Original Database (No Outliers Deleted) 3.37 1.97 15.15 8.84 8.98
AOT Qutlier Replacement, Option 2 (a) 2.64 1.76 11.27 . 4.66 6.30
Qutliers Deleted, Option 1 (a) 2.71 1.49 10.84 2.50 5.77
(a) Final precision results.
Note: See Table A6.36 for Materials (and Labs) with Outliers.
TABLE A6.38 Relative Reduction Factors: Precision Parameters, r and R
Part 1 Reduction Factor for Repeatability, r Pooled
Outlier Procedure Matl 1 Matl 2 Matl 3 Matl 4 Precision
| Original Database (No Outliers Deleted) 1.0 10 | 1.0 1.0 1.0
AOT Outlier Replacement, Option 2 (a) 0.68 1.0 0.85 0.61 0.78
Qutliers Deleted, Option 1 (a) 0.71 1.0 0.72 0.41 0.65
Part 2 Reduction Factor for Reproducibility , R Pooled
Outlier Procedure Matl 1 Matl 2 Mati 3 Matl 4 Precision
Original Database (No Outliers Deleted) 1.0 1.0 1.0 1.0 1.0
AQT Outlier Replacement, Option 2 (a) 0.78 0.89 0.74 0.53 0.70
Qutliers Deleted, Option 1 (a) 0.80 0.76 0,72 0.28 0.64

(a) Final precision results.

Reduction factor = (Prec Revised Database / Prec Original Database)

Note: See Table A6.36 for Materials (and Labs) with Outliers.
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TABLE A6.39 Precision for Mooney Viscosity

Within Laboratories Between Laboratories
Material Mean Level Sr r (r) SR R (R) No. Labs (b)
1-SBR 1712 50.7 0.328 0.92 1.81 0.967 2.71 5.35 7
2 - lIR (Butyl) 68.7 0.270 0.76 1.10 0.532 1.49 247 8
3- SBR-BMB 74.6 0.878 246 3.29 3.87 10.84 14.5 7
4-NR 99.2 0.366 1.03 1.03 0.892 2.50 2.52 6
Pooled or Avg Val (a) 72.9 0.328 0.918 1.26 0.819 2.29 3.14

(a) Pooled values calculated for Materials 1, 2, and 4 only; SBR-BMB omitted. See A6.8.5 for details.
(b) Number of labs after outliers deleted, (Option 1); 3 step analysis.
Notation used: Sr = within-laboratory standard deviation (in measurement units)
r = repeatability (in measurement units)
(r) = repeatability (in percent of mean level)
SR = between-laboratory standard deviation (for total between laboratory variation in measurement units)
R = reproducibility (in measurement units)
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