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Standard Practice for
Statistical Analysis of Toxicity Tests Conducted Under
ASTM Guidelines *

This standard is issued under the fixed designation E 1847; the number immediately following the designation indicates the year of
original adoption or, in the case of revision, the year of last revision. A number in parentheses indicates the year of last reapproval. A
superscript epsilonej indicates an editorial change since the last revision or reapproval.

1. Scope responsibility of the user of this standard to establish appro-
1.1 This practice covers guidance for the statistical analysiBfiate safety and health practices and determine the applica-
of laboratory data on the toxicity of chemicals or mixtures ofbility of regulatory limitations prior to use.
chemicals to aquatic or terrestrial plants and animals. Thi
practice applies only to the analysis of the data, after the tes
has been completed. All design concerns, such as the statemeng-1 ASTM Standards: _ , ,
of the null hypothesis and its alternative, the choice of alpha E 178 Practice for Dealing with Outlying Observatiéns
and beta risks, the identification of experimental units, possible E 380 Practice for Use of the International System of Units
pseudo replication, randomization techniques, and the execu- _(S!) (the Modernized Metric Syste|_3n)
tion of the test are beyond the scope of this practice. This E 496 Terminology Relating to Stat|st?c§ o
practice is not a textbook, nor does it replace consultation with E 1241 Guide for Conducting Early Life Stage Toxicity
a statistician. It assumes that the investigator recognizes the _1€Sts with F'|she°s , _ ,
structure of his experimental design, has identified the experi- E 1325 Terminology Relating to Design of Experiménts
mental units that were used, and understands how the test wgs
conducted. Given this information, the proper statistical analy-
ses can be determined for the data.
1.1.1 Recognizing that statistics is a profession in whic
research continues in order to improve methods for performin

the analysis of scientific data, the use of statistical method

other than those described in this practice is acceptable as loggMPONeNt parts associated with specific sources of variation

as they are properly documented and scientifically defensibldO" the purpose of testing some hypothesis on the parameters of

Additional annexes may be developed in the future to reflect’® model or estimating variance componeis*

comments and needs identified by users, such as more detailed®-1-2 categorical data-variates that take on a limited

discussion of probit and logistic regression models, or statistilumber of distinct value). _ .
cal methods for dose response and risk assessment. 3.1.3 censored data-some subjects have not experienced

1.2 The sections of this guide appear as follows: the event of interest at the end of the study or time of analysis.
Tile Section The exact survival times of these subjects are unkn{Byn
3.1.4 central limit theorem—whatever the shape of the

. Referenced Documents

Terminology

3.1 Definitions of Terms Specific to This Standaitihe
Hollowing terms are defined according to the references noted:
3.1.1 analysis of variance (ANOVA3Ya technique that sub-
ivides the total variation of a set of data into meaningful

Referenced Documents 2 frequency distribution of the original populations Xfs, the
;?gr:“l'f:‘cﬂggz and Use : frequency distribution of the mean, in repeated random
Statistical Methods 5 samples of size tends to become normal asincreaseg?).

Flow Chart 6 3.1.5 central tendency measurea statistic that measures
Efy"\“lvg:;as” Comments ! the central location of the sample observati(s

References 3.1.6 concentration-response testirghe quantitative rela-
tion between the amount of fact¥rand the magnitude of the

1.3 This standa(d does not p.urport t_o a(_jdress all O.f theeffect it causes is determined by performing parallel sets of
safety concerns, if any, associated with its use. It is the

1 This practice is under the jurisdiction of ASTM Committee E47 on Biological 2 Annual Book of ASTM Standardégol 14.02.

Effects and Environmental Fate and is the direct responsibility of Subcommittee Annual Book of ASTM Standardgol 11.05.

E47.02 on Sediment Assessment and Toxicology. “The boldface numbers given in parentheses refer to a list of references at the
Current edition approved Dec. 10, 1996. Published February 1997. end of the text.

Copyright © ASTM International, 100 Barr Harbor Drive, PO Box C700, West Conshohocken, PA 19428-2959, United States.
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operations with various known amounts, or doses, of the factofhe choice of the distribution functiorf, (normal for the

and measuring the result, that is called the resp@bse probit model, logistic for the logit model) determines the type
3.1.7 continuous data—a variable that can assume a con- of analysis(7).
tinuum of possible outcomed). 3.1.24 regression analysisthe process of estimating the

3.1.8 control—an experiment in which the subjects are parameters of a model by optimizing the value of an objective
treated as in a parallel experiment except for omission of the,nction (for example, by the method of least squares) and then
procedure or agent under test and that is used as a standardigfiing the resulting predictions for statistical significance

comparison in judging experimental effe¢&. against an appropriate null hvoothesis modal
3.1.9 dichotomous data-variates that have only 2 mutually 93.1.25 repI::::F;ti:n—the repggtion of thoe@Qset of all the

exclusive outcomes, binary data, success or failure (Bta S . .

3.1.10 dispersion measure-a statistic that measures the treatment co_r_nbm:_:mons to be compared in an experiment. Each
closeness of the independent observations within groups, G the repetitions is called a replicag).
relative to a sample’s central vali4). 3.1.26 residuat—Y,,s minus Y, o4 — the difference between

3.1.11 distribution—a set of all the various values that the observed response variable value and the response variable
individual observations may have and the frequency of theivalue that is predicted by the model that is fit to the d&ja
occurrence in the sample or populatici). 3.1.27 scedasticity—variance(5).

3.1.12 duplication—the execution of a treatment at least 3 1 28 significance levekthe probability at which the null
twice under similar conditiongl). _ hypothesis is falsely rejected, that is, rejecting the null hypoth-

3.1.13 expe_rlmental uni-a portion _of the experlmental esis when in fact it is tru4),
space to which a treatment is applied or assigned in the 3.1.29 transformatior—the transformation of the observa-

experiment(1). tions Xij into another scale for purposes of allowing the
3.1.14 homogeneity-lack of significant differences amon . o
9 B 9 9 standard analysis to be used as an adequate approxinjation

mean squares of an analy$®.
3.1.15 hypothesis testa decision rule (strategy, recipe) 3.1.30 treatment—a combination of the levels of each of the
which, on the basis of the sample observations, either accepfgctors assigned to an experimental unit (see Terminology
or rejects the null hypothesig). E 456).
3.1.16 independence-having the property that the joint  3.1.31variance—a measure of the squared dispersion of
probability (as of all events or samples) or the joint probabilityobserved values or measurements expressed as a function of
density function (as of random variables) equals the product ahe sum of the squared deviations from the population mean or

the probabilities or probability density functions of separatesample average (see Terminology E 456).
occurrence6).

3.1.17 mear—a measure of central tendency or location thaty, Significance and Use

is the sum of the observations divided by the number of - . , .
observationg1). 4.1 The use of statistical analysis will enable the investiga-

3.1.18 model—an equation that is intended to provide ator t© make better, more informed decisions when using the
functional description of the sources of information which mayinformation derived from the analyses.
be obtained from an experimetit). 4.1.1 The goals when performing statistical analyses, are to
3.1.19 nonparametric statistie-a statistic which has certain summarize, display, quantify, and provide objective measures
desirable properties that hold under relatively mild assumpfor assessing the relationships and anomalies in data. Statistical

tions regarding the underlying populatio@s. analyses also involve fitting a model to the data and making
3.1.20 normality—having the characteristics of a normal inferences from the model. The type of data dictates the type of
distribution (2). model to be used. Statistical analysis provides the means to test

3.1.21 outlier—an outlying observation is one that appearsdifferences between control and treatment groups (one form of
to deviate markedly from other members of the sample irhypothesis testing), as well as the means to describe the

which it occurs (see Practice E 178). relationship between the level of treatment and the measured
3.1.22 parametric statistie-a statistic that estimates an responses (concentration effect curves), or to quantify the
unknown constant associated with a populaiién degree of uncertainty in the end-point estimates derived from

3.1.23 probit logit—when the respons& in binary, the the data.
probit/logit equation is as follows: 4.1.2 The goals of this practice are to identify and describe
p=Pr(Y=0)=C+ (1— C)F(x'b) (1)  commonly used statistical procedures for toxicity tests. Fig. 1,
Section 6, following statistical methods (Section 5), presents a
flow chart and some recommended analysis paths, with refer-

\kIJVheLe.VGCtOI‘ of parameter estimates, ences. From this guidelin_e,. it is reco_mmended that__each
F = cumulative distribution function (normal, logistic), investigator develop a statistical analysis protocol specific to
X = vector of independent variables, his test results. The flow chart, along with the rest of this

p = probability of a response, and guideline, may provide both useful direction, and service as a
C = natural (threshold) response rate. quality assurance tool, to help ensure that important steps in the

analysis are not overlooked.
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( Figure 1: Flow Chart for Practice for Statistical Analysis)
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FIG. 1 Flow Chart for Practice for Statistical Analysis

5. Statistical Methods bution of the experimental datd0). The Z or t scores are

5.1 Exploratory Data Analysis-The first step in any data _usually used for testing, with a confidence level chosen by the
analysis is to look at the data and become familiar with theifnvestigator. If they are different and can be attributed to an
content, structure, and any anomalies that might be present &rror in the execution of the study (violation of protocol, data

5.1.1 Plots entry error, and so forth), then they can be removed from the

5.1.1.1 Histograms are unidimensional plots that show th@nalyses. However, if there is no legitimate reason to remove
distributional shapes in the data and the frequencies of indithem, then they must be kept in the analyses. It is recom-
vidual values. These diagrams allow the investigator to check’ended that the analyses can be conducted on two data sets,
for unusual observations and also visually check the validity of"€ complete one and one with the outliers removed. In this
some assumptions that are necessary for several statistic4py. the outliers’ influence on the analyses can be studied.
analyses that may be usé). 5.1.3 Non-Detected Data

5.1.1.2 Scatter plots of two or more variables demonstrate 5.1.3.1 Data that fall below a chemical analysis threshold
the relationships among the variables, so that correlations cdavel of detection, in an analytical technique used to measure a
be observed and interactions can be studied. These plots aralue, are called non-detected. Values that occur above the
very useful when looking for concentration effect relationshipsdetection limit but are below the limit of quantitation, are
(9). called non-estimable. Occasionally, the two terms are used

5.1.1.3 Normality and box plots are additional plots thatinterchangeably. Essentially, these data are results for which no
give distributional information, quantiles and pictures of thereliable number can be determined.
data, either as a whole or by treatment gr¢@p 5.1.3.2 In analyzing a data set containing one or more

5.1.2 Outliers—On occasion, some data points in the histo-non-detects, several methods can be used. If the amount of
gram, scatter plot, or box plot, appear to be quite different frormon-detects is below approximately 25 % of the entire data set,
the majority of points. These data, known as outliers, can b¢hen the non-detects can be replaced by one half the detection
tested to determine if they are truly different from the distri- limit (or quantitation limit, whichever is appropriate) and
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FIG. 1 Flow Chart for Practice for Statistical Analysis (continued)

analysis proceedgll). One half the detection or quantitation and so forth). Other descriptive calculations are the maximum
limit is often used to prevent undue bias from entering theand minimum values, the sum and the coefficient of variation.
analysis. In some cases, the full detection limit may be mord®escriptive statistics can be generated for the data set as a
appropriate for the analyses, or substituting values derivedhole, by treatment groups, by experimental unit, or whatever
from a distribution function fit to the non-detected range, thatclassification is suited to the investigator's neé¢ti®).
is appropriate given the distribution of the detected values. 5.2 Planning the Analysis-After the exploratory data
Zero is not usually used as a substitute because of the biasahalysis is completed, the facts are assembled and the statisti-
introduces to the analyses, and potential underestimation of treal analyses are planned. This is where the flow chart (see Fig.
statistics involved. However, zero may be the most appropriaté) is very useful for organizing the information and guiding the
value in certain situations, as determined by best professionaklection of appropriate statistical models and tests. The type of
judgment. One example is the analysis of control samples, thatata allows selection of the appropriate statistical tests to be
are known with a very high degree of confidence to be free ofised to analyze the daf&,13,14)
the chemical being analyzed, that is, zero concentration. If 5.2.1 Tests of Analysis Assumptiengfter examining the
there are more than approximately 25 % non-detects in the datdots, histograms, and descriptive statistics, the statistical
set, then the proportions of non-detects to the total sample siznalysis assumptions of normality and homogeneity of vari-
for each group are analyzed on a present/absent basis, and #meces among groups are tested. Normality is tested using
analysis is done on the proportions. If there are more thakKolmogorov's test or Shapiro-Wilk's test, among othét8).
approximately 50 % non-detects in the data set, the proportiorldomogeneity of variances across groups is tested using Lev-
can be analyzed as above, or the data can be partitioned inéme’s test, Cochran’s test, or Bartlett’s test, among ot{i3s
detects and non-detects. The detects group is then analyzed bkie level of significance of testing these assumptions is chosen
itself, to reveal the information it holds. by the investigator, using the robustness of the anticipated
5.1.4 Descriptive Statistics-The next step is to summarize statistical analyses as a guide. The validity of the assumptions
the information contained in the data, by means of descriptivéor the selected analyses determines what, if any, functions are
statistics. First and foremost is the sample size or number afeeded to transform the data, so that the assumptions aren’t
observations in the test, broken out by treatment groupsyiolated. Violation of the assumptions of particular statistical
experimental units, or blocks, whatever is appropriate for thenalyses can lead to erroneous statistical regif$ Trans-
test being analyzed. Other most common ones are measuresfofming the data to meet analysis assumptions must be done
central tendency and of dispersion within the data. Centratarefully, because improper use of data transforms prior to
tendency measures are the mean, median (also known as therforming a particular statistical analysis can lead to errone-
50th percentile), mode, and trimmed mean (also called Wineus results and interpretations. If transformations are applied to
sorized mean). Dispersion measures are range, standard dewiae data, the transformed data must be retested for meeting the
tion, variance, and quantiles (percentiles, interquartile rangegssumptions of the planned statistical analyses, to ensure that
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FIG. 1 Flow Chart for Practice for Statistical Analysis (continued)

the transforms do not violate these assumptions then there is mested for normality, to check that the transformation is
reason for transforming the data, and alternative statisticappropriate(15). If data are transformed to achieve homoge-
methods to the particular ones chosen will have to be used. neity of variances, the transformed data should be retested for
5.2.1.1 Normality and Homogeneity of Varianeewith normality, to be sure that the transformation did not violate one
analysis of variance in its many forms (ANOVA), and multiple assumption in return for accommodating another assumption.
comparisons of group means, meeting the assumption df it does happen that one assumption is lost for another gained,
homogeneity of variance is important. If data displays or testshen a determination must be made as to which assumption is
of homogeneity demonstrate that variance is not homogeneousore critical for the chosen statistical method. This decision is
across treatments, then variance stabilizing transformations efry dependent on the statistical methods being used. Often,
the data might be necessary. The arcsin, square root arwbmogeneity of variance is more important for the analysis
logarithmic transformations are often used on dichotomousthan normality, if a choice must be made between the(tv
count, and continuous data, respectively. Logarithmic transfor- 5.2.1.3 When statistical analyses are applied to both original
mations can be used with count data also, especially if thand transformed data, the relationships may not be parallel
counts vary by orders of magnitude. If there are zero counts ibetween the two forms of data. One example is the comparison
the data, then addition of a small constant to all values willof means in analysis of variance, under the null hypothesis of
allow the logarithms to be calculated for all d¢i®). The size  equality. In the original metric, the model can be stated as:
of the constant can make a difference in the results of thel —u2 =u3 —u4 where:u =mean of a group. This is not
analysis. A small constant, close to zero and small relative tgtatistically equivalent to logil - log u2 =log u3 - log u4.
the effect values is desirab(@6). Analyses can be done with Interpretations of transformed data must be made with caution,
different constants and the results compared, to determine thvehen back transforming the results to the original metric.
effects of constant size on them. An alternative approach is to 5.2.1.4 Independence-Another major feature of the data
use nonparametric procedures, which actually perform rankhat must be addressed is that of independence. Many of the
transformations on the data, and which make no assumptiorischniques used for analysis require that the observations be
about the data distributions. made independently of one another. This means that there was
5.2.1.2 If data are non normally distributed, and a normalno chance that the application of a treatment to one experi-
izing transform is used, then the transformed data are alsmental unit influenced the application of a treatment to another
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FIG. 1 Flow Chart for Practice for Statistical Analysis (continued)

experimental unit, or that the collection of data on somemore suitable control to use for the control group comparisons
experimental units could have influenced the collection of datavith treatment groups. However, occasionally, the data from
on other experimental units. When several measurements atiee solvent control group will exhibit behavior that is statisti-
made on the same experimental unit, either simultaneously aglly different from all the other experimental groups. For
one observation time or repeatedly through time, or both, thexample, the solvent control group may be significantly higher
observations are no longer independent of each other. Alsdhan any other group, and that is the only significant difference
plants or animals housed in the same experimental chamber adetected.

not independent and will not have independent data, as they are5.3.3 In these instances, the investigator needs to re-
exposed to the same environmental conditions and the sanewaluate what his true hypothesis is (no effect? difference from
application of the test material. Dependence is best handled tsplvent control?), and make the most suitable comparisons.
multivariate statistical analyses, such as repeated measurespplying a control chart to the data can be useful in determin-
ANOVA or factor analysig18). ing the real effects in the data set. Additional information, such

5.3 Control Group Considerations as a lack of a dose response among the solvent-treatment

5.3.1 If there is one control group, its results are comparedroups, will assist with the overall evaluation of the experi-
with historical data and quality standards, derived from previmental results.
ous experience with the organisms or from absolute standards.5.4 Statistical Tests-The appropriate statistical tests are
If the control group values depart from the expected range o$elected with the hypotheses and objectives of the investigator
values, interpretation of the treatment group results are diffiin mind, that is, concentration effect curve, comparison of
cult, at best, and sometimes impossible. If the control values dveatment means, and so forth.
not meet established criteria for an acceptable toxicity test, )
then the test should be repeated. 6. Flow Chart (See Fig. ]

5.3.2 If both solvent and dilution-water controls are in- 6.1 Following the text is a figure consisting of a flow chart
cluded in the test, their results should be compared using eithéhat details a generic approach to the statistical analysis of
a Student’d-test or an ANOVA witht-test mean comparisons toxicity data. It is generalized in order to cover as many
for count or continuous data, or a22 contingency table test experimental protocols as possible. By following the paths
for categorical data. If there is a significant difference betweemlemonstrated in the flow chart, the investigator should be able
the two control groups, then the two groups should not bdo determine which statistical methods are most appropriate for
pooled. In this case, the solvent control group should be théis results. The tests mentioned in the flow chart are referenced
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in the bibliography. Usually there is more than one test tharlyzed in incidence tables, using the chi-square or likelihood
can be run under one experimental protocol, depending on thatio chi-square statistics, or fitting log linear models. Residu-
investigator’'s needs, so not all tests in this flow chart areals that are obtained from comparing the model predicted
mentioned in the comments. It is expected that the referencessults to the actual results are examined here also, to assist in
will be consulted when needed. evaluation of the model, determination of fit, identification of
: outliers, and so forth. Multiple-means comparisons tests can be
7. Comments for Flow Chart (See Fig. 1) done on the group proporﬁons in a mann%r analogous to that
7.1 The following narrative gives information on some of done for continuous data means, by assembling the proportions
the statistical methods and tests that are shown in the flowto suitable tables and analyzing them using the appropriate
chart. contingency table statistiq®1).
7.1.1 Detection of Mean Differences (Flow Chart Numbers 7 3 5 parametric methods, namely ANOVA, can be used
1,2, 5, and 7 in Fig. B-If the data are continuous, normally ith proper transformation of some data s¢ts,22)

di;tributeq and have homogeneous variance, then ANOVA 7.4 Categorical Data Trend or Concentration Effect Curve
with multiple mean comparison tests can be used to deteghow Chart Numbers 2 and 4 in Fig. 1)

_diffcejrence_s a(rjnci)ng ghroups. The partlicglar_AN((JVA mé)del use d 7.4.1 For determination of an end point of interest with
is determined by the experimental design (nested, crossed,, . . . X >
fractional factorial, repeated measures, multivariate ANOVA)C“’ltegO”C"’II data (in particular, dichotomous data), contingency

(14). The residuals from the model fitting are examined totab le analysis, tests for tren_ds In proportions, or 'ghe probit
. . model can be used, depending on the characteristics of each
determine how well the model describes the data, and whethe ; , :
. . . ata set5,23) The probit model can be fit when a desired end
there are any anomalies, such as latent variables exerting their. ~ = . . X o
. . oint is to be estimated, provided the probit model criteria are
influences, nonlinear effects that need to be modeled, and sQ

forth. This includes testing the residuals for normality andmeegrgzstize)dggicg:t?azgtﬁngf?eg a d“;ﬁcgéo?:gr:]ncgeﬁ,rgn(ig[
homogeneity of variance across groups. The particular multiple.” > .~ . 9 ' R ;
; . ; . . : distribution. If the data do not meet this criterion, the probit
mean comparison test is determined by the investigator's main : . . e
. , model may not fit well, as evidenced by the lack of fit statistic,
interests. If all groups are to be compared, then Tukey's . .
L . , and thus should not be used. Moving average and nonlinear
Honestly Significant Difference test, Scheffe’s test or others . . S .
. : , interpolation are mathematical distribution-free methods which
suited for data snooping are us@d). If only the comparison can be used to determine the estimaféd). Regression
of each treatment group to the control is of interest, thenanal sis can be used on actual ortransformed. datagthat meet the
Dunnett'st-test (either one- or two-tailed) is commonly used y

(19,20) assumptions of the analysis. Again, examination of residuals

7.2 Detection of Trend or Concentration Effect (Flow Chart after model fitting will aid in obtaining the best model possible
S L for the data.
Numbers 4 and 7 in Fig. 1-To determine if a trend or a . . .
concentration effect relationship exists, the effect variable data /-4-2 Homogeneity of variances across groups is important
are plotted against either the actual concentration levels or th?l r categorical data also. If nonhomogeneity occurs, then the

log transformed concentration levels. Statistical or mathematid@@ might be transformed to a normal distribution using the
cal models are fit to the data and the most suitable on@'C Sin€ or some other appropriate transformation, and reex-

identified. A statistically significant test of regression of the@Mined(16). If heterogeneity still persists, then nonparametric
model indicates that there is a high probability of a reglProcedures on either the actual or transformed data will provide

relationship existing between the effect variable and the treaS°Me assistance in analyzing the detd 6)

ment regimen. Examination of the model’s residuals provides /-5 Life Data Analysis (Flow Chart Number 4 in Fig.:1)
insight into the goodness-of-fit of the model and identifies any 7.5.1 Many toxicity tests are done to determine the effects of
areas of the model that might need attenti8h Also outliers @ chemical or chemicals on time-related occurrences, such as
can be identified at this time, using Cooki3 statistic or ~ survival time of the experimental unit, the duration of a specific
studentized residuals, to determine data points that are signifthenomenon, or the time necessary to reach a particular phase
cantly different in their fit to the model, from the rest of the in the life cycle of the experimental unit. Reliability techniques
data. If the model is acceptable, it is used to describe the tren@re used to analyze these life-test dég). The data in life
or concentration effect in the data, and to calculate end poirf€sts are subject to censoring (premature exit of experimental
estimates. units from the test or ending the test before reaching the desired
7.2.1 For end points that are beyond the range of the tesgnd point). Uncensored data arises when all the experimental
extrapolation does not yield a good estimate. Concentratiodnits in the test reach the study end point prior to or at the
effect models are good estimating tools only for the range otermination of the test. Type | censored data occurs when the
concentrations they model. The estimate of an out-of-boundtgst is terminated prior to all experimental units reaching the
end point should be stated as greater than the highest testéfd point. Type Il censored data occurs when the test is
concentration, rather than using a value calculated from thterminated after a specific number of experimental units reach

model. the end point. Progressively censored data occurs when experi-
7.3 Categorical Data ANOVA (Flow Chart Numbers 2 and mental units are removed from the test at regular intervals,
4 in Fig. 1) whether or not they have reached the end p(8iht

7.3.1 For categorical or frequency data, contingency table 7.5.2 When analyzing life data, the distributions of the data
analysis is used21). Clinical observations are usually ana- are determined using graphical techniques. An appropriate
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model is fit to the data and the mean time to the end point i8. Keywords

estimated. Consideration of how the data are censored
important here, so that the estimate is not severely biased.

there are several treatment groups, the mean times or th

several slopes, or both, can be compai2s).

'I‘;‘ 8.1 ANOVA,; categorical data analysis; flow chart; means
ceomparisons; plots; probit analysis; regression; reliability
analysis; statistical analysis; trend analysis
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